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Abstract

With the rapid increase in deployment of smart meters across North America, resource consumption data of utilities such as water, gas and electricity is being collected at a much higher granular level. The huge amount of data is being used to make demand-response applications smarter. A large part of this deployment of smart utility networks and Advanced Metering Infrastructure (AMI) is being done using wireless mesh architecture due to the low deployment costs offered by this method. Although wireless environment parameters such as fading and path loss differ widely from home, outdoor to industrial, in-building scenarios, efficient protocols at the Medium Access Control (MAC) and Physical (PHY) layers and lower layer agnostic data routing protocols can be employed to overcome these challenges. For such routing protocols to be applicable to smart utility networks, reliability, scalability and security are vital metrics which will determine their performance in such networks.

Our objective in this dissertation is to present a Reliability, Scalability and Security (RSS-SUN) suite of recommended protocols most applicable for Smart Utility Networks. We present the performance analysis of wireless mesh routing protocols most applicable to smart utility networks. New and emerging routing protocols being proposed as an alternate standard by the Internet Engineering Task Force (IETF) community have been chosen for performance comparison. Herein, we analyze the reliability of three routing protocols, viz. RPL (IPv6 Routing Protocol for Low power and Lossy Networks), LOAD (6LoWPAN Ad Hoc On-Demand Distance Vector Routing) and a proprietary flavor of Geographical Routing developed by Landis+Gyr.

Routing metrics of packet success probability, end-end delay, hop count, link quality and packet delivery ratio have been considered for this performance analysis. Further, realistic network topologies, obtained from actual smart meter network deployments in North America have been modeled in simulations to derive at results pertinent to the applicability of these wireless mesh routing protocols to Advanced Metering Infrastructure comprising of smart utility networks.
With respect to scalability, we address the issue of scalable routing protocols being vital to its successful deployment in smart utility networks. To that effect, we present two approaches to modeling the wireless mesh network with the goal of analyzing the scalability of routing protocols in such networks with respect to large scale deployment.

Approach I models the network as being connected with a Poisson distribution with density and transmission range as parameters. We quantify an upper bound to the network size at a maximum total expected successful packet transmission as determined by the packet success probability of each link. We validate these results with simulation data from a large scale network using the supercomputer infrastructure at the Alabama Supercomputing Authority located in Huntsville, AL.

In Approach II, we model the wireless mesh network traffic arrival process as a Markov Modulated Poisson Process (MMPP) with two distinct modes. Further, an MMPP(2)/M/1/N queuing model is analyzed with the same goal of finding a network size upper bound, such that stability is maintained in the network. Verification of the model with analytical and simulation data is presented with conclusive scalability bounds affecting performance.

With respect to Security, we present the urgent need to implement state-of-the-art cryptographic schemes to devices in smart utility networks. Further, we entail the security risks and possible mitigation practices. Two popular industry adopted public-key cryptographic schemes of RSA (Rivest-Shamir-Adleman) and Elliptic Curve Cryptography (ECC) are compared for performance on the Tmote-Sky hardware platform. We present the impact and trade-offs involved in implementing security, an indispensable requirement in smart utility networks.
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Chapter 1

Introduction

Smart meters are devices which measure utility resource consumption, usually over a period of time or in units specified by the utility provider. These devices are comparable with sensors which are deployed in large scale to measure data that is important in analyzing a particular metric. The value in large scale collection of sensor data is greatly impacted by the collection method [1]. In the case of legacy utility meters, historically, manual collection of consumption data has been the norm followed by management and billing. With advancement in radio frequency technology and miniaturization of transceivers, it has been possible to aggregate such sensor data remotely for several decades. Large scale deployment of such remote data aggregating systems is now possible due to rapidly declining costs and mass manufacturing of such devices in accordance with Moore’s law for silicon technology. Advanced Metering Infrastructure (AMI) comprising of smart meters, collectors, transmission and distribution devices and automated aggregation systems are now being widely deployed as a part of the Smart Grid initiative [2]. Figure 1.1 shows that over 36 million smart meter devices have been deployed as of 2012 in the United States alone. This is a 33% increase over 2011 deployments and is projected to be at 65 million by 2015 [3]. In a majority of deployments, devices in the AMI have wireless interfaces for communication to collector devices. In addition, smart utility networks are characterized by harsh wireless environment conditions in which they are deployed. Wireless fading and path loss have spatial and
temporal components which require complex models to study performance in such environments. The enormous scale of the network also makes scalable solutions an important part of achieving efficiency in such networks.

A typical smart meter network can range from a few thousand metering nodes reporting to a single collector to millions of metering end points reporting to the head-end systems. These networks can be deployed using a plethora of evolved communication technologies that are available today. Physical layer technologies such as wireless cellular, power-line communications, fiber-optical networks and wireless mesh networks are under consideration for deploying AMI. The most popular technology yet has been low power wireless systems used in the wireless mesh architecture for deploying these networks. The wireless mesh architecture provides several advantages over the others including flexibility, minimal infrastructure, extensive network coverage and low deployment cost.

![Figure 1.1: Current and Projected Smart Meter deployment data [3.](image)]
In addition, the usage of license free spectrum for deploying wireless mesh networks is highly lucrative. It is hence evident that an efficiently deployed smart utility network or AMI is vital to several key applications at the utility hierarchy. An efficient data routing protocol, which is agnostic to lower layer technologies is imperative to the efficiency and reliability of the smart utility network in general. In addition, inter-operability requirement is inherent to all devices in the AMI and must be the same with a routing protocol used in such a deployment. Three such IPv6 based routing protocols developed by the IETF (Internet Engineering Task Force) community viz. RPL [4] [5], LOAD [6] and LOADng [7] have been studied herein. Additionally, a proprietary flavor of Geographical routing protocol developed by Landis+Gyr has been studied for comparison [8]. Previous work done in [9] entails performance analysis using the metrics of hop-count and end to end delay, comparing RPL and Geographical routing for a real deployed 500 node smart utility network. We extend the performance analysis to LOAD routing protocol in smart utility networks. In addition, varying network sizes of up to 7500 nodes with a single collector have been used herein, allowing a high-level scalability analysis of these routing protocols.

Due to the enormous scale of deployment, scalability is a vital requirement of protocols deployed in smart utility networks. Here, we analyze scalability by modeling the smart utility network using two approaches. One approach aims to determine the scalability according to the link packet success probability by modeling the node connectivity using a Poisson distribution. In this analysis, we arrive at an analytic result showing the dependency of scale on packet success probability. Further, we verify the analytic results by using a large scale simulation of such networks. A second approach models the network as a single server queue with a Markov Modulated Poisson arrival process, exponential service and finite buffer. We present an analytic result in which the scale is dependent on the mode of traffic in the network. The scalability
relationships thus derived from both the approaches can be used in different smart utility metering scenarios to estimate a viable scale in such networks.

Security is an inherent requirement in smart utility networks. Since these networks are tied to physical systems, a compromise in confidentiality, integrity and availability of control in such networks will be far more consequential than in traditional internetworks. Addition of security in smart utility networks presents an inevitable trade-off in performance and power consumption. The impact of security overhead is analyzed herein. Two popular public-key cryptographic schemes, viz. RSA-1024 bit and ECC-160 bit are implemented on the Tmote-Sky hardware platform and their power consumption in a test mesh network are compared versus a node with no-encryption for their impact on power consumption in smart utility networks.
Chapter 2

Reliability of routing protocols in Smart Utility Networks

Smart utility networks can be deployed using various wireless network architectures. These networks can be implemented as wireless cellular networks or as a wireless mesh networks. The goal is to provide complete connectivity to all metering nodes in the network. High reliability and low end to end latency combined with 100% packet success and delivery ratios are the requirements of an AMI network. In such networks, the quality of service is of utmost importance.

Cellular network architectures in general are providers of greater quality of service as more often than not, they use licensed radio spectrum for their service and are fairly immune from the effects of interference. This type of deployment bears a significant infrastructure cost and complexity of deployment. The cellular deployment also requires extensive radio planning in order to optimize installation and use of infrastructure. On the other hand, a wireless mesh network does not involve use of complex infrastructure. An electric utility AMI network consists of the electric meters themselves, equipped with wireless communication capabilities and several collection points. In this mesh network, the electricity meters form an ad-hoc self-organizing mesh and communicate with the collection points known as collectors, thus requiring minimal deployment effort and network management. Wireless mesh network deployment is an optimal choice for deploying an AMI. Figure 2.1 shows the hierarchical architecture of Smart Utility Networks, in which several
metering devices with routers and collectors in a mesh network form the Neighborhood area network and report to the head end systems through backhaul wide area networks.

### 2.1 Radio and Wireless Environment

The wireless environment places fundamental limitations on the performance of communication networks based on radio frequencies. The path between a pair of transmitter and receiver can vary between plain line of sight to tall buildings, forest areas and mountainous terrain. These variations in geographical topology have given rise to the challenging problems of signal fading due to path loss and fitting of complex signal propagation models based on statistical data.

![Figure 2.1: Smart Utility Mesh based Architecture [8].](image)

In addition, the wireless channel is plagued by the ubiquitous problem of interference from a variety of sources ranging from cosmic background noise, to the electromagnetic noise generated by household microwaves. Even though there is a big corpus of theoretical results and experimental measurements for wireless communication in general, they tend to practically affect areas with more commercial impact such as cellular communication.
In Smart utility networks and the AMI, the wireless environment varies from indoor for home automation application to outdoor and industrial, highly noisy conditions. One important aspect of this wireless channel modeling is to estimate the average path loss between two nodes, or in general, two points in space. For smart utility networks, where the separation of nodes is from a couple of meters to a hundred meters, the lognormal shadowing model has been shown to give accurate estimates for average path loss. Equation 2.1 returns path loss in dB as a function of the distance between two nodes.

\[
PL(d) = PL(d_0) + 10 \eta \log \left( \frac{d}{d_0} \right) + X_\sigma
\]

(2.1)

\(PL(d)\) is the path loss at distance \(d\), \(PL(d_0)\) is the known path loss at a reference distance \(d_0\), \(\eta\) is the path loss exponent, and \(X_\sigma\) is a Gaussian zero-mean random variable with standard deviation \(\sigma\).

Another very important aspect of the wireless channel is the temporal variation of channel quality. This is especially pronounced in rapidly changing environments as those experienced in a smart utility network. Figure 2.2 shows a typical profile of channel variation. Notice the sharp drops (measured up to -50dB) and that most of the time the channel is below the average path loss (0dB). There are several theoretical models to describe temporal variation, taking their names from corresponding complex distributions (e.g., Rayleigh, Weibull, Nakagami, Gamma and lognormal) [10].

The choice of radio for any hardware mainly depends on the factors of power, data-rate and operating frequencies. Proprietary radios generally operate in a licensed spectrum for which the user is billed. On the other hand, IEEE standards based radios operate in the license free
spectrum allocated for target applications by the FCC. Wireless Local Area Network (WLAN) and Worldwide Interoperability for Microwave Access (WiMAX) are the most popular examples operating on IEEE 802.11 and IEEE 802.16 standards, respectively.

Smart Utility Networks are comprised of low power devices communicating at a low data rate. The maximum allowed transmission power for such devices is 30dBm (1000 mW) and can communicate at a maximum data rate of 250 kbps. Typically, devices in Smart Utility Network operate at 0dBm and a variable data rate between 25 kbps and 250 kbps. The IEEE 802.15.4 specifications for MAC and PHY are built for such target devices, operating at low power, low data rates and in highly lossy environments. Moreover, these devices operate in the license free Industrial, Scientific and Medical (ISM) radio bands centered around 900 MHz and 2.4 GHz frequency bands. The Zigbee alliance has adopted these standards for all Zigbee enabled devices. The IETF working group 6LoWPAN (IPv6 over Low power Wireless Personal Area Networks) has adopted this standard for building a wireless embedded internet [11], [12], [13].

Figure 2.2: Temporal fading in a wireless channel [14].
2.2 Real Network Topology

In the study of wireless mesh networks, a playground grid size is chosen for the simulation. In this playground, nodes are placed at random locations based on a chosen seed or they are distributed according to a uniform distribution with chosen mean and standard deviation. Although these distributions are good for simulations, they do not represent the way in which smart metering nodes are distributed in a real-world network.

In order to study routing protocols for smart utility networks, forming a wireless mesh, incorporating real world topologies are essential. Trace files containing geographical locations of real world deployed smart metering nodes were obtained and used in simulations to arrive at simulation results and conclusion herein. Varying network size ranging from 25 nodes to 7500 metering nodes with the collector located at the center of the deployed area derived from a large AMI deployment were used as network topologies for the simulation of data traffic in smart utility networks. In order to obtain real world comparable performance metrics from the routing protocols, it was necessary to use real deployed network topologies instead of a randomized topology. In general, connectivity and performance are directly related to the network topology in which a routing protocol is used. Figure 2.3 shows the real geographical distribution of a 7500 node network used for the performance analysis.
2.3 Routing Protocols

In order for the smart utility network to function as designed for its application, an efficient routing protocol is imperative. A single routing protocol is designed with target applications, according to which the routing algorithm optimizes routes and controls network functions. The requirements for routing in a smart utility network are diverse, as it has to be compatible for a wide range of devices, from home appliances to metering devices to collectors. Routing Protocols designed for the smart utility networks have to adhere to the requirements spelled out in [RFC5826], [RFC5673], [RFC5548] and [RFC5867] which are home automation routing, industrial routing, urban routing environments and in-building routing requirements respectively.

The nodes participating in these networks are low power devices and have severe constraints in terms of CPU power, memory, battery and operating environments. Utility meters
are designed to last for approximately 20 years on battery. Due to these constraints, restrictions are placed on routing requirements. For Home automation applications, the duty cycle of devices is less than 1% and the end to end delay requirement for the routing protocol is 500 milliseconds.

The routing protocol has to perform device aware routing, and must avoid battery constrained devices or devices under strain for frequent routing of packets. For industrial automation applications, more focus is on the reliability which has to be as close to 100% as possible. Reliability is measured by the number of successful transmissions over number of attempts in a given period of time. Also minimal network re-configuration is required when new devices enter or leave the network.

Wireless mesh routing protocols in smart utility networks, viz. RPL, LOAD and Geographical routing have been analyzed and compared for performance herein. The following is a brief overview of each of the routing protocols.

RPL is based on construction of a DODAG (Destination Oriented Directed Acyclic Graph) for the network which has the collector or data aggregating device as the root of the directed acyclic graph. It is a distance vector routing protocol for Low Power and Lossy Networks (LLNs). The route is constructed with a goal of optimizing an objective-function. The objective function is constructed using a combination of metrics and constraints to compute the best path for routing data packets to the destination. Thus, there can be multiple DODAGs for the same network depending on the objective-function. Applications such as outage reporting may require hard deadlines on delivery and can use an objective function to minimize latency as an example. Network state information such as connectivity and degree of connectivity of each node to its parent node up to the root is maintained and periodically updated using the RPL control plane. The root node initiates formation of the graph using the DODAG Information Object (DIO) control
message. Consider node $j$ receiving a DIO (DODAG Information Object) from node $i$. Upon receiving the DIO message the $j^{th}$ node will compute its own rank $R_j$ according to eq. (2.2) and determine its position in the DODAG with respect to other nodes. Parameter $\beta$ defines the granularity of the network topology. It is defined as minimum rank increase and can be adjusted as required during deployment. $\beta$ varies depending on the network density. For a sparse network, $\beta$ is small and for a dense network $\beta$ is large. Figure 2.4 illustrates a RPL instance after formation of the DODAG. DIOs are used to form up-routes for MP2P (Multipoint to Point) traffic.

\[
R_j = \text{floor} \left( \frac{R_i}{\beta} \right)
\]  

(2.2)

RPL also creates down-routes for P2MP (Point to Multipoint) traffic. DAO (Destination Advertisement Object) messages are periodically transmitted by the root requesting reverse route to a destination node in the tree. DAO messages are used to advertise prefix reach-ability towards the leaf nodes in support of the down traffic. RPL forms acyclic graphs and inherently does not allow nodes at the same hierarchy level to form an edge. A modification in RPL supports point-to-point (P2P) traffic instead of data packets traversing all the way up to the root and then down-route. RPL makes use of the trickle-timer [15] in order to control flooding at the control plane. Trickle timer governs the DIO conditions and DAO intervals. Flooding of control packets in smart utility networks would be particularly costly where node resources such as energy and computing power are scarce and highly constrained. The adaptive trickle-timer is crucial to the efficiency of RPL. As the routes form and the nodes are connected (a rank is established) the network stabilizes and control plane messages decrease. When an inconsistency arises (such as a loop or a change in the DODAG parameters) as local repair is initiated by the node which detected the inconsistency,
the trickle timer is reset and DIOs are exchanged to quickly restore connectivity. In the worst case, a global repair is initiated where the graph is built starting at the root. The metric used to make the rank change decision is Expected Transmission Count (ETX). It is calculated using the link packet success probability. Packet success probability of each link $k$, denoted $p_k$ is randomly assigned for each link to a parent. The metric ETX of link $k$, $X(k)$, is computed as the inverse of the packet success probability of each link according to eq. (2.3).

$$X(k) = \frac{1}{p_k}$$

(2.3)

The initial value of ETX of any link $k$ is set to be 1.0. The ETX is updated and calculated from Equation 4.1 from a randomized set of packet success probability values when a DIO is received by a node from a parent. Hence, the ETX value of each link keeps changing over time. This introduces the temporal nature of link characteristics observed in Low power and Lossy Networks (LLNs). The rank is computed based on the updated ETX count and is transmitted in the DIO. Figure 2.4 shows an instance of the Directed Acyclic Graph of RPL after DIO control packets exchange. Node 1 is the root of the graph with the least rank and node 5 is the leaf node with the maximum rank.

Figure 2.4: Instance of RPL after DODAG formation
LOAD was originally designed to be a light-weight modification of the popular Ad-hoc On-demand Distance Vector routing protocol (AODV) for 6lowpan networks [16]. It has been simplified by not requiring the intermediate nodes to reply a RREQ (Route Request) control packet with the RREP (Route Reply). Instead, only the destination for which the RREQ was intended replies to the route-request. In addition, a table maintaining RREQ for each node has been eliminated. Also, LOAD does not use the precursor list of AODV in order to simplify the routing table structure. LOAD does not use the destination sequence number as gratuitous RREPs are no longer permitted. The accumulated route cost such as Link Quality Indicator (LQI) and the number of hops from the source to the destination are the preferred routing metrics in LOAD. A route is preferred if the number of weak links along the way is smaller and least number of hops from the source to the destination. In LOAD, whenever there is a break in the link, the upstream node of the broken link may try to repair the route locally by using the route discovery mechanism. LOAD uses periodic HELLO messages, governed by a timer to maintain route state information. The process of LOAD control plane message exchange is illustrated in Figure 2.5. Source node S initiates a route request destined for D and is forwarded to D by intermediate nodes N1 and N2. Destination D replies to the RREQ by sending a route reply (RREP) via the reverse route in the RREQ message (i.e. via N2 and N1 to S). After S receives the RREP, data exchange begins. Additionally, if the data packet fails at any node, a route error (RERR) message is issued to the preceding node. In the LOAD control plane, there is no separate mechanism in comparison to RPL for up and down routes.
Each source sending RREQ to a particular destination receives a RREP with the reverse route to the destination node contained in the message. This reverse route is used to reach the destination. Thus, a special hierarchy cannot be established in LOAD wherein the root node, participating nodes and leaf nodes, all discover each other by the same mechanism and maintain routes using periodic HELLO messages. Discovery and formation of routes is on-demand. This implies that routes will not be discovered until there is an application packet in the buffer to be sent to a particular destination.

The proprietary flavor of Geographical routing protocol developed by Landis+Gyr is built around P2P traffic exchanges. Nodes poll each other using two mechanisms called TICKLE (similar to request) and ACK (acknowledgement of the TICKLE). These control exchanges contain geographical information in the form of co-ordinates (latitude, longitude and altitude) of the nodes. In addition, they signal if a node is ready to receive a data packet. In order to make routing decisions, the nodes are aware of the geographical location of the collector which is the upstream destination. The collector is also aware of the geographical location of target nodes for downstream communications. The node initiating route discovery builds a scan table to select a
neighbor which is geographically proximate to the destination node and computes its distance using eq. (2.4).

\[
d_{ji} = \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2 + (z_j - z_i)^2}
\]  (2.4)

Node \( j \) receiving the geographical information from node \( i \) computes distance \( d_{ji} \) and stores in a table. Sorted according to shortest distance, each node is then polled to transmit data if available at buffer. This selection method also considers the dynamically changing link quality in a wireless environment and combines geographical proximity with a weighted link quality indicator metric in order to select the least cost neighbor. A heuristic approach to routing is employed in which active links are strengthened, ensuring stability in the network topology. Figure 2.6 illustrates a metering source S selecting next hop metering node A to forward data to the collector (destination) D by geographical proximity. The altitude or \( z \) component is important in the realistic perspective, since collectors or specially designated ‘Routers’ are typically mounted on top of electric poles or a higher altitude for better line of sight with meters in a dense radio environment. If a designated router is in the scan table, it is selected as a preferred neighbor by default due to better connectivity with the collector. This implementation of geographical routing allows for a minimal state routing approach and can adapt to the highly temporal characteristics wireless medium. It has been deployed in large scale networks while maintaining the same level of complexity. To reflect changing link quality in routing decisions, accumulated packet success rates are considered after choosing the nearest node for the next hop.
These values are evaluated continuously in every exchange and the link table keeps track of the metric for routing decisions. Large scale deployment of nodes with geographical routing initially required feeding GPS co-ordinates into the nodes manually. This method has now been deprecated and a geographical co-ordinate system based on the node’s link layer address has been developed for rapid deployment.

### 2.4 Performance Analysis

In order to compare the performance of the wireless mesh routing protocols a simulation setup was developed using the discrete event simulator OMNeT++ [17] and the wireless sensor network framework Castalia [18]. The 802.15.4 MAC/PHY modules provided with the Castalia framework were used as lower layers under the routing layers of RPL and Geographical routing developed at a conceptual level for this performance analysis. As Castalia was developed for BANs (Body Area Networks) it included temporal channel variation and fading models which were close to real world low power and lossy networks. These models made Castalia a right choice over other frameworks available for wireless sensor network simulations. Geographical routing protocol,
although proprietary, has been widely deployed in smart utility networks and AMI systems and is currently the protocol running in over 2 million metering end-points.

Figure 2.7: Composite node module in Castalia

Figure 2.7 shows the architecture of a node in the Castalia framework comprising of an application module, communication module (Routing, MAC and PHY) and resource management module. Simulation parameters for the IEEE 802.15.4 radio and wireless environment are summarized in tables 2.1 and 2.2 respectively.
In order to analyze multiple routing protocols, the underlying link layer, physical layer and the channel conditions have to be optimized according to the network topology in use and the environment in which such networks are deployed. The choice of IEEE 802.15.4 MAC/PHY standards for such networks is optimal as it is similar to the future standard 802.15.4g for Neighborhood Area Networks. This standard is a likely candidate for deployment in smart utility networks and has been adopted by the Zigbee Alliance for home automation networks. With the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio Data Rate</td>
<td>250 kbps</td>
</tr>
<tr>
<td>Modulation Scheme</td>
<td>Frequency Shift Keying (FSK)</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>2 MHz</td>
</tr>
<tr>
<td>Receiver Sensitivity</td>
<td>-95dBm</td>
</tr>
<tr>
<td>Transmission Power</td>
<td>20dBm</td>
</tr>
<tr>
<td>Operating Frequency</td>
<td>900 MHz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path loss at distance of (d_0)</td>
<td>60dB</td>
</tr>
<tr>
<td>Reference distance (d_0)</td>
<td>1m</td>
</tr>
<tr>
<td>Path Loss Exponent ((\beta))</td>
<td>2.7</td>
</tr>
<tr>
<td>Standard Deviation of Gaussian distribution ((\sigma))</td>
<td>4.0</td>
</tr>
</tbody>
</table>
aim of quickly validating the link layer model for analysis of the routing protocols, packet success probability rates were gathered from a 400 node real network comprising of smart meters and network devices. The packet success probability distribution in the network was obtained as shown in Figure 2.8. These values represent the real world channel characteristics reflected in the packet success probabilities at the link layer.

![Link PSR histogram for 400 L-G meters real network](image)

**Figure 2.8: Packet Success Rate Histogram for Validation**

After having computed the packet success probability distribution for a 400 node real network for comparison, a simulation experiment was conducted to determine the packet success probability yielded by the simulator’s link, physical and channel models. This was done for a 100 node subset derived from a large rurally deployed real network. This experiment set each node to broadcast a total of 100 packets in a sequential order. The received packets were counted and the source was recorded. The computed ratio of total transmitted packets to those received by each
node was collected as the link packet success probability. The packet success probability values obtained from the experiment were used to plot the connectivity map of the nodes with the collector. Figure 2.9 shows the topology of the 100 node network used for the experiment and all the possible links between nodes. The nodes with links to the collector in figure 2.9, have a packet success rate of more than 60%. The values obtained from the experiment with the 100 node network and the on-field data from the 400 node network showed a fair correlation in packet success probability. This experiment quickly validated the simulation model for IEEE 802.15.4 MAC/PHY to be yielding link characteristics similar to those obtained from field measurements. This validation allowed the use of the IEEE 802.15.4 MAC/PHY simulation models to be used under the two routing layers of RPL and Geographical routing for performance analysis.

In addition to the validation with field data provided by Landis+Gyr, we ran an experiment with 9 nodes in a grid topology in both the simulator and on the Tmote-sky hardware platform. The Tmote-sky radio is a Texas Instrument CC2420 radio conforming to IEEE 802.15.4 standards. The Received Signal Strength Index (RSSI) was obtained over a 24hr period. Figure 2.10 shows that the simulation environment is finely tuned to the radio and wireless characteristics of the real world. This validates the simulators close emulation of IEEE 802.15.4 radio and the wireless channel characteristics used in the simulation parameters.
Figure 2.9: Plot of links with PSR greater than 60% in the network

Figure 2.10: RSSI values Real vs. Simulated over 24 hr period.

Table 2.3: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes</td>
<td>25, 100, 600, 900, 2000, 3000, 6000, 7500</td>
</tr>
<tr>
<td>Packet size</td>
<td>250 bytes</td>
</tr>
<tr>
<td>Application</td>
<td>100 packets @ 1 packet/second</td>
</tr>
<tr>
<td>Simulation time</td>
<td>100s</td>
</tr>
<tr>
<td>MACPHY</td>
<td>IEEE 802.15.4</td>
</tr>
</tbody>
</table>
Having validated the simulation model, simulation experiments with varying network size from 25 to 7500 were run. The simulation parameters are listed in Table 2.3. The statistics of End-End delay, hop count and packet delivery ratio were collected from the simulator. The results are presented in figures 2.11, 2.12 and 2.13 respectively. The delay and hop count results are for a network size of 500 nodes. In addition, statistics from the control plane of RPL, LOAD and Geographical routing were collected. The control plane results are presented in figure 2.14.

Simulations of RPL, LOAD and Geographical routing protocols were run with the simulation parameters for varying network sizes. The traffic scenario simulated was MP2P (Multipoint to Point), wherein all meters send periodic data packets to the collector. This traffic scenario is the most prevalent in smart utility networks. The application packet rate was set at 1 packet/second. For a total simulation time of 100 seconds, the application layer generated a total of 100 packets.
Figure 2.12: Hop Count Histogram

Figure 2.13: Packet Delivery Ratio
Each node transmitted 100 packets with the collector as the destination. The statistics of hop count, delay and packet delivery ratio were gathered for the entire network. At each node, the total number of control packets corresponding to each routing protocol was measured.

Figure 2.11 shows the delay histogram for the 500 node real network for RPL, LOAD and Geographical routing protocols. Overall the packets recorded the least delay with RPL. The data shows that on an average, packets suffer 160msecs, 173msecs and 339msecs of delay for RPL, Geographical routing and LOAD respectively. Reliability, in terms of packet delivery ratio was calculated as the ratio of total packets received over total packets transmitted at the root node.

Figure 2.12 shows the hop count histogram for a 500 node intermediate network size. A maximum of 7 hops was observed for each of the three routing protocols, RPL, LOAD and Geographical routing. RPL constructs a route in which 190 nodes are 1 hop from the root. In
contrast 110 nodes are 5 hops away from the collector as constructed by LOAD. 175 nodes are 3 hops away from the collector as constructed by Geographical routing. Among the three RPL places maximum number of nodes 1 hop away from the root which is a good metric of its performance. Overall, RPL has an average hop-count of 2.3 hops, LOAD of 3.9 hops and Geographical routing has an average of 2.6 hops.

Figure 2.13 shows the packet delivery ratio (PDR) comparison of RPL, Geographical routing and LOAD. RPL and Geographical routing perform consistently between 95%-98% for all network sizes. LOAD has the lowest PDR of 58% for the largest network size. It performs reasonably well for smaller networks in terms of reliability. Figure 2.14 shows the control packet comparison of the three routing protocols. RPL shows a linear increase in the control packets with network size while both LOAD and Geographical routing have an exponential increase trend. LOAD generates a significantly more number of control packets throughout all network sizes in comparison to RPL and Geographical routing. These results show that RPL performs better in terms of delay and hop count. It is also the most reliable routing protocol among the three, providing high packet delivery ratios consistently across network sizes. RPL shows a linear increase in control messages with network size while LOAD and Geographical routing show an exponential increase. This is suspected to be the cause of the increased end-end delay and lower reliability statistics for LOAD and Geographical routing.

2.5 Summary

In this chapter, we described the wireless channel conditions in which smart utility networks are typically deployed. We modeled the path loss and fading in the wireless channel and introduced a temporal component to model a dynamic wireless channel. We also described the
wireless mesh architecture in which smart meters are typically deployed. Further, we describe the 
routing protocol mechanisms of RPL, LOAD and Geographical routing and their implementation 
in the simulation framework of OMNeT++ for performance analysis. The simulation parameters 
were provided and the results from the simulation of a large scale smart utility network were 
presented. The results show RPL performing better than Geographical routing and LOAD in terms 
of hop count, delay, packet delivery ratio and low control overhead. Thus, we choose RPL as the 
most applicable routing protocol to be deployed in smart utility networks under the conditions 
simulated.
Chapter 3

Scalability of routing protocols in Smart Utility Networks

Scalability of routing protocols is an important problem in wireless mesh networks [19] [20]. The large scale deployment of smart utility networks poses challenges in determining the maximum capacity and scale which each collector or root node can support [21]. Very little field deployment data is available on the maximum number of nodes supported by each collector. In this work, we attempt to statistically model the smart utility network in order to determine a theoretical limit on the maximum number of nodes supported by each collector. In addition, we verify these results with extensive simulations of large scale networks. Here, we use two distinct approaches to model the smart utility network. One is based on the idea that the network size is limited by the packet success probability of each link in the mesh network. The other analyzes the mesh network as a single server queuing system in which the packet arrival process at the collector is according to a Markov Modulated Poisson Process, service is exponential and the buffer size is limited.

3.1 Approach I (Poisson distributed Connectivity Model)

This approach models the smart utility network as spatially distributed according to a Poisson distribution [22]. Figure 3.1 shows the smart utility network comprised of a collector at the center of a geographical area of radius \( R \). Each node in the network has coverage range of
radius $r$. This radius $r$ is derived from eq. (2.1) from Chapter 2 section 2.1. The transmission radius is dependent on the radio transmission power and the wireless channel characteristics. Since the wireless channel model has been validated by comparing with real world experiments in Chapter 2, the $r$ thus calculated provides realistic values for the transmission range of each node in the smart utility network. The total number of nodes in the network is $N$. Typically, the collector node has a higher transmission power than the participating nodes in real deployments. For the sake of simplicity in this analysis, we assume that all the nodes including the collector transmit at the same power, thus having the same transmission range $r$. In addition we define the density parameter $\rho$ calculated by eq. (3.1). The parameter $\rho_d$ is the deployment density and can vary between densely and sparsely deployed smart utility networks. The nodes are connected to each other and the collector at degree $k$ by a Poisson distribution whose parameter is $n_f$. Here, $n_f$ is the number of forwarding neighbors available to each node at the $k^{th}$ hop.

![Spatial distribution of nodes for Scalability model](image)

**Figure 3.1: Spatial distribution of nodes for Scalability model**
Thus the probability of finding a node at $k^{th}$ ring from the collector is given by eq. (3.2). Consequently, the probability that a node is detached from the network is at $k=0$, given by eq. (3.3).

$$\rho = \frac{E[n_{cell}]}{N} = \frac{\rho_d \pi \cdot r^2}{\rho_d \pi \cdot R^2} = \left(\frac{r}{R}\right)^2$$  \hspace{1cm} (3.1)

$$P\left(k; \lambda = n_f\right) = \frac{e^{-n_f} \cdot n_f^k}{k!}$$  \hspace{1cm} (3.2)

$$p_{detach} = P(k = 0; n_f) = e^{-n_f}$$  \hspace{1cm} (3.3)

Let the packet success probability for each link be $u$. The probability of a successful transmission over $n$ hops is given by eq. (3.4). The expectation of successful transmission of packets over $k$ hops according to the connectivity model in eq. (3.1) is given by eq. (3.5). Here, the parameter $n_{cell}$ is the number of forwarding neighbors found in the ring of the $k^{th}$ hop.

$$p_f = u^n$$  \hspace{1cm} (3.4)

$$E[p_f] = \Sigma_{k=1}^{k=n} e^{-n_{cell}} \cdot \frac{n_{cell}^k}{k!} \cdot (u^n)$$  \hspace{1cm} (3.5)

$$n_{cell} = \rho N$$
Limit of $E[p_f]$ as $n \to \infty$ yields,

$$E[p_f] \approx e^{-\rho N} \left(e^{\mu \rho N} - 1\right) \tag{3.6}$$

Let the differential of $E[p_f]$ w.r.t. $N$ be zero to find maximum;

$$\frac{dE[p_f]}{dN} = 0$$

$$\rho N = \frac{1}{\mu} \cdot \ln \left(\frac{1}{1-u}\right) \tag{3.7}$$

As $n \to \infty$, the expectation of successful packet forwarding can be approximated to eq. (3.6). To find the number of nodes $N$ at which we get the maximum expected successful packet transmission, we let the differential of $E[p_f]$ with respect to $N$ be zero. It can be easily verified that a maximum exists as the second order differential of $E[p_f]$ with respect to $N$ is negative. Substituting the result of eq. (3.7) in eq. (3.6) for the maximum expected successful packet transmissions yields eq. (3.8). Here, we have a relationship between the maximum expected successful packet transmissions and the link packet success probability in the network for a network of $N$ nodes. Figure 3.2 shows the relationship of $E[p_f]$ and $u$.

$$E[p_f] = e^{-\left[\frac{1}{\mu} \ln \left(\frac{1}{1-u}\right)\right]} \left(e^{\ln \left(\frac{1}{1-u}\right)} - 1\right) \tag{3.8}$$
Figure 3.2 gives a general relationship, allowing for geographical size $R$ and transmission range $r$ as variable parameters to determine the value of $u$ at which we can obtain a maximum expected successful packet transmission for network size $N$. Thus we can determine the scalability in smart utility networks by simulating different network sizes and determine the average link packet success probability yielded by each network size $N$. Figures 3.3 and 3.4 show the various theoretical values of $N$ as a function of the link packet success probability as calculated using eq. (3.7). This is the value of $N$ which will yield the maximum $E[p_l]$. In figure 3.3, we vary the transmission range $r$ from $r=100m$ to $r=450m$ in steps of 50m and obtain the corresponding values of $N$ against the link packet success probability $u$. In practice, this can be done by varying the transmission power of the node. In figure 3.4, we vary the geographical area $R$, keeping the transmission range $r$ constant at $r=450m$. This yields a new set of values of $N$ against $u$ and by
utilizing this data, we can calculate $N$ for maximum expected successful packet transmissions as in figure 3.2. In order to verify these theoretical results, we ran simulation scenarios with transmission range set at $r=100m$ and geographical area $R=3536m$. Average link success probabilities ($u$) were calculated for varying network size using the same radio and wireless environments described in Chapter 2 section 2.1.

![Figure 3.3: N vs. u for varying r](image-url)
Figure 3.5 shows the maximum $E[p_{ij}]$ versus $u$ for varying network sizes $N$ both calculated and simulated. The values are scaled to fit in a multiple y-axis grid. The graph can be read by choosing a point on the black (calculated) or blue (simulated), projecting it on the x-axis for a value of $u$. Further, we can project this value of $u$ onto the red (maximum $E[p_{ij}]$) curve to get a maximum expected successful packet transmission for the network size $N$. The simulated results were obtained for a maximum network size of 5000 nodes before terminating. The difficulties and challenges in simulating a network of size beyond 5000 nodes for this experiment is outlined in chapter 4.
3.2 Approach II (Markov Modulated Poisson Process Traffic Model)

Approach II is based on the idea that, given ideal wireless channel conditions, the scale of the smart utility network is limited by the traffic. In this approach, we model the network as a Single Server Queue (SSQ) [23], the collector node or the root being the server. The Poisson arrival and service process is exponentially distributed. This allows for simplification in calculations due to the fact that we can add the departure rates at each node and generate a cumulative arrival process at the server which is also exponentially distributed [24]. In smart utility networks, the traffic is of two distinct types. One is the metering data which is periodically transmitted to the collector as per the requirements of the utility demand-response applications [25]. This can be modeled as Constant-Bit-Rate (CBR) traffic. The second type of traffic is the emergency data
during outages and anomalous power fluctuations. This type of traffic takes precedence over the metering data. Thus we can model the two types of traffic as two modes of a Markov Modulated Poisson arrival Process (MMPP) [26].

In our model the MMPP has two modes \( m_0 \) and \( m_1 \) with different arrival rates \( \lambda_0 \) and \( \lambda_1 \). The MMPP(2)/M/1/N queue with buffer size \( N \), has mode parameters \( \delta_0 \) and \( \delta_1 \) for modes \( m_0 \) and \( m_1 \). The server has an exponentially distributed service time \( \mu \). The service times are mutually independent and independent of the arrival process. Since, the inter-arrival times are not independent in this queue, it affects queuing performance, packet loss and utilization. The queue process is a continuous-time Markov chain but its states are two dimensional non-scalar vectors. Each state has two scalar quantities; the mode \( m \) and the queue size. Let \( p_{im} \) for \( i=0, 1, 2\ldots N \) be the probability that the arrival process is in mode \( m \) and that there are \( i \) packets in the system. By obtaining the values of \( \pi_{im} \) the steady-state queue probabilities can be obtained by using eq. (3.9).

\[
\pi_i = \pi_{i0} + \pi_{i1} \quad \text{for } i = 0,1,2,...N
\]  

(3.9)

The probability of arrival in mode \( m \) can be calculated by solving the set of equations (3.10) and (3.11). Solving these equations gives the steady-state probabilities of arriving in mode \( m \) as a function of mode parameters \( \delta_0 \) and \( \delta_1 \) shown in equations (3.12) and (3.13).

\[
P(m = 0)\delta_0 = P(m = 1)\delta_1
\]  

(3.10)

\[
P(m = 0) + P(m = 1) = 1
\]  

(3.11)

\[
P(m = 0) = \frac{\delta_1}{\delta_0 + \delta_1}
\]  

(3.12)

\[
P(m = 1) = \frac{\delta_0}{\delta_0 + \delta_1}
\]  

(3.13)
The probability of the arrival process to be in mode $m$, is equal to eq. (3.14). This follows from equations (3.12) and (3.13).

$$\sum_{i=0}^{N} \pi_{im} = \frac{\delta_{1-m}}{\delta_{1-m}+\delta_m} \quad \text{for } m=0,1$$  \hspace{1cm} (3.14)

Thus, the average arrival rate of both the modes is $\lambda_{av}$ given by eq. (3.15). Also, we let utilization of the combined arrival process as $\rho^*$ and is given by eq. (3.16).

$$\lambda_{av} = P(m = 0)\lambda_0 + P(m = 1)\lambda_1$$ \hspace{1cm} (3.15)

$$= \frac{\delta_0}{\delta_0 + \delta_1} \lambda_0 + \frac{\delta_0}{\delta_0 + \delta_1} \lambda_1$$

$$\rho^* = \frac{\lambda_{av}}{\mu}$$ \hspace{1cm} (3.16)

We also define a parameter $\psi$ called the mode duration parameter. In general, $\delta_m = \psi \delta_{m}^*$. The mode duration parameter $\psi$ can be varied according to how bursty the traffic is. For example, if we receive frequent outage and emergency information from the meters, the value of $\psi$ can be large. Lower value of $\psi$ indicates that the traffic in each mode is for a long duration or less bursty traffic.
The values of $\pi_{im}$ can be calculated using the finite set of steady state equations given by eq. (3.17). $Q$ is the infinitesimal generator whose size is $2N \times 2N$, where $N$ is the size of the buffer. Non-zero entries of $Q$ for $[i,j]$ two-dimensional vectors are given herein.

$$0 = \Pi Q$$

(3.17)

Here, the generator matrices $Q$ and $\Pi$ are given by equations (3.18) and (3.19).

$$\Pi = [\pi_{00}, \pi_{01}, \pi_{10}, \pi_{11}, \pi_{20}, \pi_{21}, \ldots, \pi_{N-1,1}, \pi_{N0}, \pi_{N1}]$$

(3.18)

$$Q = [Q_{i,j}]; i,j \text{ are two-dimensional vectors}; \text{Size of } Q \text{ is } 2N \times 2N$$

(3.19)

The non-zero entries of $Q$ for buffer size $N > i > 0$ are as follows:

$$Q_{i0,i0} = -\lambda_0 - \delta_0 - \mu; \quad Q_{i0,i1} = \delta_0; \quad Q_{i0,(i+1,0)} = \lambda_0$$

$$Q_{i1,i0} = \delta_1; \quad Q_{01,01} = -\lambda_1 - \delta_1 - \mu; \quad Q_{11,(i+1,1)} = \lambda_1$$

Figure 3.6: State Transition diagram for the modeled MMPP(2)/M/1/N queue
Figure 3.6 gives the state transition diagram for the above modeled MMPP(2)/M/1/N system. The normalizing equation (3.20) and the steady-state equation (3.17) need to be solved in order to obtain steady state probabilities. We use the Gauss-Seidel method of successive approximations or the iterative method to derive these values. The blocking probability, $P_b$ can be obtained using equation (3.21).

$$\sum_{i=0}^{i=N} \sum_{m=0}^{m=1} \pi_{im} = 1$$

(3.20)

$$P_b = \frac{\lambda_0 \pi_{N0} + \lambda_1 \pi_{N1}}{\lambda_{av}}$$

(3.21)

Having constructed the model, we aim to simulate the smart utility network as the modeled queuing system to calculate the blocking probability for different buffer sizes $N$ and network sizes. The goal is to find a maximum network size supported by the collector for the smart utility network traffic arrival rate at which blocking probability approaches the value of 1.

### 3.2.1 Raw data for 2-state MMPP model

Using the validated OMNeT++ simulation model described in Chapter 2, packet arrival rates are collected for varying network sizes from 20 nodes to 6000 nodes at a single collector node. Each network size is simulated for a time of 100 seconds and the number of packets arriving at the collector per second is recorded. This will allow us to approximate the packet arrival rate $\lambda$ at the collector for each network size. Subsequently we use the LAMBDA algorithm presented in [27] [28] to fit the raw data into the MMPP modeled herein.
In addition to the fitted arrival rates, the LAMBDA algorithm gives the number of states in the MMPP model that the traffic can be classified into. To this effect, we generate two types of traffic while generating data. Periodic metering information sent by each node and random outage information packets. We estimate this type of traffic in smart utility networks to fit into the two-state MMPP model. Figures 3.7, 3.8 and 3.9 show the raw data obtained from varying network sizes of 20 nodes, 200 nodes and 6000 nodes respectively to indicate the scale of data collected form the simulator.

![Figure 3.7: Raw data arrival rates for 20 node network](image-url)
Figure 3.8: Raw data arrival rates for 200 node network

Figure 3.9: Raw data arrival rates for 6000 node network
3.2.2 Fitting raw data to MMPP model

An important application of queuing models in smart utility networks is to size the number of links and buffer sizes at routers. The fundamental part of the queuing model is the arrival process. We have collected raw data from the simulation in order to fit the raw data to the modeled arrival process. Using this data, we present the case that smart meters generate packet arrivals in the form of an MMPP. Moreover, the nature of traffic is closely related to an Interrupted Poisson Process (IPP) in which the arrival rate of one type of traffic is abruptly made 0 when the other type of traffic is active. This accurately models the traffic generated by smart meters.

When an emergency or outage information packet arrives, the collector stops processing the periodic meter reading traffic and prioritizes the outage packet. The arrivals pass through a constant-rate device, or a collector. When the smart meter data generation rate exceeds the rate of the collector, we assume that the excess is either buffered or retransmitted after a short delay. Then the output from the collector is a modification of the original MMPP with a peak rate equal to the rate of the collector. We present a method to capture this effect and develop equations to describe this rate-limited process. Fig. 3.10 shows the different arrival rates and switching of processes by the collector.

![Figure 3.10: Arrival Process at Collector from metering nodes](image-url)
In [29] the first proposal to fit a traffic stream by an MMPP has been proposed. It used two phases for the Markov chain, gave an estimation procedure for the parameters of the MMPP from count data, and solved several queuing models with exponential service times. Meier-Hellstern [30] provided the first estimation algorithm based on inter-arrival time measurements. It has proven difficult to obtain estimators for MMPPs with more than a few states because of the computational burden. Moreover, traffic data frequently consists of counts of events during fixed length intervals, such as packets per second. Hence, model fitting has to be done with this type of data.

The IPP is the simplest non-degenerate special case of an MMPP. There are two states, and the arrival rate is zero in one of them. In [31], they have developed a maximum likelihood estimation algorithm for MMPPs based on the superposition of IPPs. Their algorithm requires that the arrival times are given in addition to the counts. Lee et al. [32] describe the properties of a generalized IPP in which the times between phase transitions need not be exponential. They focus on the autocorrelations in the times between arrival epochs. Since only one positive Poisson rate is used, we do not think this model will fit the data we use.

Since the variance of the Poisson distribution equals the mean ($\lambda$), and for large $\lambda$ the Poisson and Normal distribution functions are close, most of $P(\lambda)$ will be within $\lambda \pm a \sqrt{\lambda}$ with $a=2$. When the peak-to-mean ratio of the data set is large, the two rates in states one and two, $\lambda_0$ and $\lambda_1$, with $\lambda_0 > \lambda_1$, will be very different. Then $\lambda_1 + 2\sqrt{\lambda_1}$ will be much less than $\lambda_1 - 2\sqrt{\lambda_1}$ and traffic with rates between these values will not be described. Hence, there is a need to fit the raw data into two discrete states representing different rates of arrivals to ensure that all the values will be described in the model. Figures 3.11, 3.12, 3.13 and 3.14 show the raw data fitted to the MMPP model for varying network sizes of 20 nodes, 200 nodes and 6000 nodes respectively.
Figure 3.11: Raw data fitted to MMPP process for a 20 node network

Figure 3.12: Raw data fitted to MMPP process for a 200 node network
Figure 3.13: Raw data fitted to MMPP process for a 6000 node network

Figure 3.14: Raw data fitted to MMPP process for a 10000 node network
3.2.3 LAMBDA algorithm to determine average rates $\lambda_{av}$ and states $N$

The LAMDA algorithm presented in [26] is originally intended for IP traffic at high data rates. The algorithm takes raw data as packet arrivals per second and estimates the average rate $\lambda_{av}$ and the number of MMPP states that the data fits into. We utilize this algorithm shown in Table 3.4.1 to estimate the number of MMPP states that the data from smart metering simulation trace can be fit into. We expected the algorithm to generate two distinct states, according to the two types of packets at varying arrival rates of $\lambda_0$ and $\lambda_1$. As the starting point of the LAMBDA algorithm, we determine the initial rate to be the rate which covers the largest observations. Equation (3.22) is used to determine this rate at as the upper bound. Observations larger than the initial rate are calculated using Equation (3.23), which is the solution to the quadratic in $\lambda_0$. The lower bound of $\lambda_0$ is chosen as the upper bound of $\lambda_1$ in equation 3.24. The solution to the quadratic in $\lambda_1$ is given by equation 3.25. The stopping points are data rates which are 0.

\[
\lambda_0 + 2\sqrt{\lambda_0} = \text{Peak of data} \tag{3.22}
\]

\[
\lambda_0 = (\sqrt{1 + \text{Peak} - 1})^2 \tag{3.23}
\]

\[
\lambda_1 + 2\sqrt{\lambda_1} = \lambda_0 - 2\sqrt{\lambda_0} \tag{3.24}
\]

\[
\lambda_1 = (\sqrt{\lambda_0} - 2)^2 \tag{3.25}
\]
Algorithm: LAMBDA

0: Choose width parameter $a$ [default=2] and ending parameter $\Omega$ [default=0]

1: Choose $\lambda_1$ using Equation (3.22)
   
   a) Set $N=1$
   
   b) Set $r = \lambda - a\sqrt{\lambda}$
   
   c) If $r \leq \Omega$, Stop. Else go to Step 2.

2: Set $j = N+1$

   a) Set $\lambda_j = (\sqrt{\lambda_{j-1}} - a)^2$

   b) Set $r = \lambda_j - a\sqrt{\lambda_j}$

   c) Set $N = j$

   d) If $r \leq \Omega$, Stop. Else repeat Step 2.
Figure 3.15: Fitted data showing 2 state MMPP process for 20 node network

Figure 3.16: Fitted data showing 2 state MMPP process for 200 node network
Figure 3.17: Fitted data showing 2 state MMPP process for 6000 node network

Figure 3.18: Fitted data showing 2 state MMPP process for 10000 node network
Figures 3.14, 3.15, 3.16 and 3.17 show the raw data fitted to the MMPP model with the two distinct states for data rates $\lambda_0$ and $\lambda_1$ as computed by the LAMBDA algorithm.

### 3.2.4 Fitting data to Markov Chain

Using the LAMBDA algorithm, we have generated the number of states $N$ to fit the data. Here, we have 2 states with rates $\lambda_0$ and $\lambda_1$. We construct the state transition matrix in order to get the steady state probabilities in those states. Let $\{x_i, i = 1, 2\}$ be the observation states. Let $\theta_i$ be the state associated with $x_i$. The range of $x_i$ for which $\theta_i$ is defined, can be given by equation (3.26) as defined by the upper and lower bounds.

\[
\lambda_j - 2\sqrt{\lambda_j} < x_i \leq \lambda_j + 2\sqrt{\lambda_j} \rightarrow \theta_i = j
\]  

(3.26)

Let $P = (p_{ij})$ be the state transition matrix for the process. $p_{ij}$. The Maximum Likelihood Estimate (MLE) \[33\] \[34\] of $p_{ij}$ is given by equation (3.27).

\[
p_{ij} = \frac{\text{Number of Transitions from } i \text{ to } j}{\text{Number of transitions out of } i}
\]  

(3.27)

### 3.2.5 Mean queue length

Let $W_v$ and $W_a$ be the virtual and waiting time seen by the arrival process respectively. If the mean service time $\mu$ is 1, then from the results of \[35\] \[36\] we have expected waiting times as equations (3.28) and (3.29), where $Q_0$ and $Q_1$ are infinitesimal generator matrices for states with arrival rates $\lambda_0$ and $\lambda_1$ respectively as defined by equation (3.19).

\[
E(W_v) = (3\rho^* - 2bQ_1e)/(2(1 - \rho^*))
\]  

(3.28)
\[ E(W_a) = 1 - \frac{bQ_1}{\rho^*} + E(W_v) \]  \hspace{1cm} (3.29)

where, \( b = \left((1 - \rho^*)g + \pi Q_1\right) \left(e\pi + Q_0 + Q_1\right)^{-1} \)

Here, \( g \) is the stationary probability vector of the irreducible stochastic matrix \( G \), a unique solution to the matrix functional equation (3.30) and \( \pi \) is the stationary vector of the infinitesimal generator function \( Q_0 + Q_1 \). The starting point for calculating \( G \) by successive iteration is \( G_0 = e\pi \).

\[ G = e^{Q_0 + Q_1} \]  \hspace{1cm} (3.30)

Using Little’s formula [37], the mean virtual queue length at mean queue length seen at arrivals is given by equations (3.31) and (3.32).

\[ E(Q_v) = \rho^* E(W_v) \]  \hspace{1cm} (3.31)

\[ E(Q_a) = \rho^* E(W_a) \]  \hspace{1cm} (3.32)

### 3.3 Packet loss and Blocking

Using the Two-state MMPP fitted data and the model described above, we compute the mean delay and mean packet loss rate for the arrival process. The packet loss rate is given by equation (3.33). Figures 3.17 and 3.18 show the mean packet loss rate and mean delay respectively for the MMPP arrival process. Using thus computed \( \lambda_{av} \) and state transition probabilities for arrival rates of \( \lambda_0 \) and \( \lambda_1 \), we can estimate the blocking probabilities for traffic at varying network sizes. Figure 3.19 shows the blocking probabilities as computed using equation (3.21) for the arrival process at varying network sizes.

\[ L_r(i) = \left( pkts(i) * pkt\_size \right) - \mu \]  \hspace{1cm} (3.33)
Here, the loss rate at a given sample $i$, $L_r$ is in bps and is obtained by the packets arriving at instant $i$ times the packet size ($pkt\_size$) less the service rate $\mu$ of the collector device.

Figure 3.19: Mean packet loss rate for two-state MMPP process
Figure 3.20: Mean delay for two-state MMPP process

Figure 3.21: Blocking Probability $P_b$ with varying network size
3.4 Interpreting MMPP model results

We can conclude the following from the results of fitting the raw data obtained from the smart utility network simulation data of varying network sizes from 20 nodes to 6000 nodes in terms of mean delay, mean packet loss rates and blocking probabilities:

- With offered loads more than 60%, the packet loss rate increases exponentially for network sizes above 2500 nodes.
- Mean delay increases exponentially with offered loads more than 50% for network sizes greater than 2500 nodes.
- The blocking probability is 0.5 for offered loads of 50% and increases linearly thereafter. For network sizes greater than 4000 nodes, the blocking probability approaches 1 at loads greater than 80%.
- In terms of scalability, we can draw a conclusion that deploying smart utility networks of size 4000 nodes per collector in any traffic conditions (offered load) is detrimental to the data acquisition performance of the entire advanced metering infrastructure.

3.5 Summary

In this chapter, we presented two models to address network scalability in smart utility networks. Both the models find an upper bound on the number of nodes that can be supported by each collector device. Approach I uses the link packet success probability and a Poisson connectivity model to measure scalability. We back this approach with simulated data from smart utility networks of up to 7500 nodes per collector. Approach II uses the two-state MMPP to model traffic in smart utility networks. The motivation stems from the two distinct types of traffic with distinct arrival rates in smart utility networks. The regular metering data and the random bursty outage information data are modeled well by the two-state MMPP process. We
have observations which are conclusive that as the network size increases, critical performance metrics such as delay and packet loss rate increase exponentially and from the data, we can estimate the upper bound on the network size at which scalability fails, using the raw data arriving at the collector from the smart utility network.
Chapter 4  
Cost of Security in Smart Utility Networks

A 2009 report stated that cyber-spies had penetrated into the North American power grid system and left behind malicious software, that could be triggered by them later-on during a time of crisis or war sounded alarm bells for utility companies whose power infrastructure has been proven to be vulnerable. Basic facilities such as electricity grid, water, gas, waste water management systems, traffic signaling systems etc. will be directly affected by a disruption caused to the power grids. Hence the vulnerabilities would imply that the purpose of the utilities serving households, commercial establishments and industry will be severely compromised [38]. At the heart of these vulnerabilities is the supervisory control and data acquisition (SCADA) system. These systems control, collect and analyze data from equipment which are employed largely in power generation stations, transmission and distribution sub-stations and utilities which deliver the power to households, commercial establishments and the industry [39].

4.1 NIST data on Cyber-Physical Security

The National Institute of Standards and Technology (NIST) have specified threats to computer related commerce in North America. Over 66% of these threats relate to SCADA systems, directly connected to power substations [39]. The risks involved in SCADA controllers are not very different from those that personal computers and commercial computer networks
encounter. As manual labor is being replaced by automated control, equipment are being networked for control from a single SCADA system. To avoid the cost of private lines which carry control data, the internet is an attractive option to network such devices. This provides an opportunity for intrusion into these systems which control critical infrastructure [40]. Security in these systems can be built around well-established security standards for commercial networks. NIST has established a Smart Grid Cyber Security Coordination Task Group (CSCTG) which addresses and evaluates processes leading to comprehensive cyber security policies for smart grids. The types of risks assessed by the CSCTG are not limited to intentional attacks from disgruntled employees, terrorists and industrial espionage but also include:

- Complexity of the grid, leading to weak points, unintentional errors, openings to attackers.
- Inter-connection of networks, leading to cascading errors.
- Denial of service attacks resulting from complex communication networks.
- Breach of consumer privacy.

The group CSCTG defines cyber infrastructure and cyber security with respect to smart grids as:

**Cyber Infrastructure:**

- Electronic information and communications systems and services and the information contained in these systems and services.
- Information and communications systems and services are composed of all hardware and software that process, store, and communicate information, or any combination of all of these elements. Processing includes the creation, access, modification, and destruction of information. Storage includes paper, magnetic, electronic, and all other media types.
- Communications include sharing and distribution of information. These include the following:
  - Computer systems; control systems (SCADA);
Cyber Security is defined as “The protection required to ensure confidentiality, integrity and availability of the electronic information communication system.” [41]

4.1.1 Risks to the Smart Grid

- Intrusion risks: This form of risk is not new to information networks. Since the smart grid will be based on an information network, hacking into AMI or utility databases is a huge threat. Intrusion vulnerability points include SCADA systems, modems used by components and other networking components such as smart meters and any device participating as a routing device in the Advanced Metering Infrastructure (AMI).

- Malware: Malware or malicious software can be found across the public internet in large numbers. The inter-connection of the smart grid network with the public internet will cause a potential spread of these malware into grid software, causing disruption in power services or false data being exchanged in communication links [42].

- Espionage and information warfare from state sponsored sources.

4.1.2 Mitigating risks in the Smart Grid

A number of steps can be taken to mitigate many of these vulnerabilities. A combination of many of them will provide defense-in-depth solutions that will be much superior to any single strategy or mitigation. We propose the following mitigation strategies:

- Restricting Smart Meter data: The AMI and the smart meters generate a significantly large amount of data even with reporting frequencies as low as 1 packet/4 hours. With over 50 million smart meters currently in deployment, the AMI generates data on par with some
internet applications. By restricting the data frequency, we can not only improve the reliability of smart utility networks as evident from the results in Chapter 3, but also mitigate the risk of simple replay attacks and the more complex man-in-the-middle type attacks popular in IP networks.

- Strong Encryption: Using state-of-the-art cryptographic standards popularly deployed in e-commerce applications for smart metering data will mitigate simplistic attacks on intercepting data. Further in this chapter, we will describe two public-key cryptographic schemes and the trade-offs in adding security in smart utility networks.

- Network Isolation: Although this mitigation strategy defeats the purpose of having an Internet Of Things (IoT) architecture, in which all smart metering devices will be accessible on the IPv6 world wide web [43], it is prudent to isolate the communication network of the AMI with the global internet until proven and effective security mechanisms are in place to protect the smart grid infrastructure.

4.2 Public-Key Cryptographic Schemes

Public key cryptographic schemes have been widely deployed in the Internet for a variety of applications ranging from e-commerce to social networks. The two popular public-key cryptographic schemes of RSA (Rivest-Shamir-Adleman) [44] [45] and ECC (Elliptic Curve Cryptography) [46] [47] have been widely used. In this chapter we will describe these schemes in brief and analyze the performance of these cryptographic schemes in smart utility networks and low-power wireless devices in general. We executed simulation runs of a small network comprising of smart metering nodes using the IEEE 802.15.4 low power wireless interface. The simulation framework has been validated and the validation is described in chapters 2 and 3.
4.2.1 RSA Public-Key Cryptography

RSA was proposed in 1977 by Rivest, Shamir and Adleman. Its security is based on the presumed intractability of the integer factorization problem. The RSA function is defined as follows [48]:

1: Let \( p \neq q \) be large prime numbers and define \( n = pq \) and \( \phi = (p - 1)(q - 1) \)

2: Choose random encryption exponent \( e, 1 < e < \phi \), so that \( gcd(e, \phi) = 1 \)

3: Use the Euclidean algorithm to find decryption exponent \( d, 1 < d < \phi \), so that \( ed \equiv 1 (mod \ \phi) \)

4. Define \( f : Z_n \rightarrow Z_n \) by \( f(m) = m^e \mod n \). \( f(m) \) is the function for encrypting message \( m \).

Encryption of a message \( m \) is done by following above steps to choose the random encryption exponent \( e \), and computing the ciphertext \( c = f(m) = m^e \mod n \) using equation (4.1).

\[
c = m^e \mod n \\
(4.1)
\]

Decryption of ciphertext \( c \) is computed using the decryption exponent \( d \) using equation (4.2). The original message \( m \mod n \) is obtained as the decrypted plaintext.

\[
c^d \mod n \equiv (m^e)^d \mod n \equiv m \mod n \\
(4.2)
\]

In the RSA cryptographic scheme, \( (n, e) \) is the public key which can be distributed to the communication entity, while \( d \) is the private key which must not be compromised. If public key component \( n \) can be factored, then \( d \) may be computed and \( m \) recovered from \( c \) efficiently. However, factoring \( n \) for correctly chosen \( p \) and \( q \) remains a hard problem and the premise for the robustness of the RSA cryptographic scheme.

RSA has a signature scheme with message recovery, which can be described as follows. If two entities, Alice and Bob wish to exchange a signed message \( m \), Alice’s signature on \( m \) is \( s = m^d \mod n \), where \( d \) is Alice’s private key. On receiving the signature \( s \), Bob computes
\[ s^e \mod n = m \] using Alice’s public key pair \((n, e)\). Thus, Bob will obtain a signed message \((m, s)\), ensuring the message has not been tampered with. This is an effective defense against man-in-the-middle attacks on communication links.

### 4.2.2 ECC Public-Key Cryptography

The use of elliptic curves over finite fields for data encryption and decryption was first suggested by Neal Koblitz and Victor S. Miller. Elliptic Curve Cryptography (ECC) is an alternate approach to public-key cryptography vis-à-vis RSA. It is based on the algebraic structure of elliptic curves over finite fields. In RSA, the large integer factorization problem is the intractability used to provide security. Similarly, in ECC, it is assumed that finding the Discrete Logarithm of a random elliptic curve element with respect to a publicly known base point is infeasible. This is known as the Discrete Log Problem (DLP) [49].

In current ECC practices, the elliptic curve is a plane curve which consists of points satisfying equation (4.3), along with a distinguished point at infinity. The ECC principle is deployed in the real-world in combination with the Diffie-Hellman (ECDH) key agreement protocol.

\[ y^2 = x^3 + ax + b \] (4.3)

In this scheme, suppose Alice wants to establish a shared key with Bob, on an un-secured channel. Initially, the domain parameters \((p, f(x), a, b, G)\), which are the large prime, curve function, constants and finite field, must be agreed upon. Also, each party must have a key pair suitable for elliptic curve cryptography, consisting of a private key \(d\), randomly selected in the interval \([1, n - 1]\) and a public key \(Q, Q = dG\). So, Alice’s key pair is \((d_A, Q_A)\) and Bob’s key pair
is \((d_B, Q_B)\). Each of them must have the other’s public key using an exchange mechanism. Alice computes a co-ordinate point on the curve \((x_k, y_k) = d_AQ_B\). Bob computes, \(k = d_BQ_A\). The shared key is the x co-ordinate point of the curve, \(x_k\). Both Alice and Bob have computed the same number and have a shared key according to equation (4.4).

\[
d_AQ_B = d_Ad_BG = d_Bd_AG = d_BQ_A
\] (4.4)

Since only Alice and Bob can compute the shared key, they can encrypt their messages with the shared key without risking decryption by an eavesdropper.

**4.3 Power consumption and Processing delay of RSA and ECC**

In this section we present the results of power consumed by each of the cryptographic schemes RSA and ECC. It has been shown that a key size of 1024 bits in the RSA scheme offers equivalent security to a 160 bit key size in the ECC scheme [50]. We have implemented each of these schemes on the low power wireless hardware platform Tmote Sky [51]. In addition we use the validated simulation framework to simulate a 100 node smart utility network to analyze processing delays imposed by deploying these cryptographic schemes. We also apply RSA and ECC to encrypt routing protocol packets presented in Chapter 2 in order to quantify the processing delays incurred due to RSA and ECC.

For a 9 node real network on the Tmote-Sky hardware platform, power consumption comparison of these two encryption schemes versus nodes with no-encryption is shown in figure 4.1. This data shows that there is a trade-off in implementing security in terms of increased power consumption in highly constrained nodes in the low power and lossy smart utility networks. While RSA-1024 bit performs the worst consuming maximum power of the three schemes, ECC-160 bit performs better.
Figure 4.1: Power consumption vs. encryption scheme

Figure 4.2 shows the additional processing delay imposed by implementing RSA and ECC over routing protocols in smart utility networks. RSA imposes 10 times more delay per node than ECC in this analysis. In signature generation, RSA-1024 is 10 times slower than ECC-160 per node. Figure 4.3 shows the power consumed by the hardware during signature generation and verification operations for each of the cryptographic schemes. The order of magnitude faster ECC-160 consumes 11 times less power than the slower RSA-1024 per node during signature generation. Due to the larger number of computations involved in ECC signature verification it is approximately 5 times slower than RSA and similarly consumes approximately 5 times more power than RSA during signature verification operations.
Figure 4.2: Time taken by RSA and ECC for signature generation and verification

Figure 4.3: Power consumed by RSA and ECC for signature operations
4.4 Summary

In this chapter, we present the urgent need for securing the communication architecture for the smart power grids. We detail the threats to the communication infrastructure and propose appropriate mitigation schemes. Further, we describe two public key cryptographic schemes of RSA and ECC. We compare the performance of the two cryptographic schemes in terms of power consumed and processing delay imposed by implementing them on highly resource constrained nodes in the smart utility network. We find that ECC performs better than RSA in terms of power consumption. Although RSA performs better in signature verification, the gains are moderate in comparison to the power and processing time saved by implementing ECC. We choose ECC as the applicable cryptographic scheme to be deployed in smart utility networks.
Chapter 5

Conclusions and Future Work

In this chapter, we summarize the research work presented in this dissertation and follow it up with possible future directions to this work.

5.1 Summary of Research Work

In this dissertation, we have introduced and studied the aspects of Reliability, Scalability and Security in smart utility networks in detail. We have developed a validated simulation framework using OMNeT++ in order to execute large scale simulations of smart utility networks. We have presented the wireless mesh architecture as the favored method of deploying the Advanced Metering Infrastructure (AMI). Further, we have presented an analysis of emerging wireless mesh routing protocols that are most applicable to these networks. In addition, we have presented two approaches to determine the upper bound on scalability at the collector in smart utility networks, backed by simulation results using data from large scale simulations conducted at the high performance computing facility at Alabama Supercomputing Authority in Huntsville, AL.

In Chapter 1, we introduced the various components of the Smart Grid and emphasized on the importance of efficient data routing protocols to enable the future power grid. We discussed the disadvantage of existing communication infrastructure for the power grid and the urgent need
to move to a synergy of internet communication technologies and the power grid. Further, we presented the smart meter and smart utility network as being at the heart of a successful smart grid implementation.

In Chapter 2, we presented the wireless mesh architecture of deployment as the most favored method. We discussed the wireless environment and channel conditions that are prevalent in the deployment zones of smart meters. We presented the simulation framework that we developed using OMNeT++ and Castalia to closely model the wireless channel conditions, low power radio based on IEEE 802.15.4 standards and drafts of routing protocols. Further, we have shown the validation method by comparing corresponding results with real world experiments. We then discuss the three routing protocols of RPL, LOAD and Geographical routing used to simulate network sizes of up to 7500 nodes in the thus developed simulation framework. We presented the performance comparison of these routing protocols and their applicability to smart utility networks. RPL is the most applicable of the three routing protocols analyzed, outperforming LOAD and Geographical routing in terms of end to end delay, hop count and packet delivery ratio. It is more reliable that geographical routing and LOAD in the order of reliability.

In Chapter 3, we studied the scalability in smart utility networks with the aim of determining an upper bound on the number of metering nodes that can be supported at each collector device. We presented two approaches, one dependent on link packet success probabilities and network topology and the other based on network traffic arrival rates and their effect on scalability. We backed this model with large scale simulations, the results of which closely match the theoretical model proposed. The relationship between average link packet success probabilities and maximum expected successful transmissions in the network was established, allowing to estimate network scale. In the second approach we modeled the smart utility network traffic as a
two-state Markov Modulated Poisson Process. Following collection of simulation traces of packet arrivals at the collector for varying network sizes, we fit the raw data to the MMPP model and presented the results of how scale affects performance of the queue at the collector. In our findings, network performance degraded exponentially in terms of packet loss rates, delay and blocking probabilities beyond 4000 nodes per collector for more than 50\% offered loads. This concluded the scalability analysis in smart utility networks.

In Chapter 4, we presented the urgent need for securing communication protocols for the smart grid. We presented some of the security risks and their mitigation in smart grid communication networks. Further, we detailed two popular cryptographic schemes of RSA and ECC. We presented the results comparing performance of the two cryptographic protocols in terms of power consumption and computation delay. We have implemented both these cryptographic schemes on the Tmote-Sky hardware platform and collected the data from a 9-node real network, representing the low power wireless mesh smart utility networks. We concluded in this chapter, that trade-offs come with adding security to communication protocols in networks with low power radios and highly resource constrained nodes. Under these conditions, the ECC cryptosystem performs better than the RSA cryptosystem in terms of power consumption and time taken for various cryptographic operations.

### 5.2 Future Work

Several lines of future work can be pursued towards meaningful conclusion following this work.

- **A more efficient Simulation Framework**: Simulating large scale networks poses challenging problems in terms of computation time. The available memory is often insufficient to load and
initialize the starting conditions and states for a large number of nodes. In addition, during runtime, maintaining states of the routing layer, MAC layer and Radio states poses severe limitations on the scale. One approach to solving these problems is to move to a distributed computing environment, in which each simulated node’s states are loaded onto different machines. Although this solves the memory constraints problem, inter-process and inter-machine communication to keep data consistent and exchange simulation messages significantly slows down the simulation. At scale, the run-time increases dramatically. Figure 5.1 shows the simulation time versus network deployment. The speed advantages we get from parallelization and the use of OpenMPI library for implementing parallelization for OMNeT++ and Castalia simulation frameworks will make for an interesting study.

Figure 5.1: Simulated Network size versus Simulation Execution Time
• **Wireless Channel Models** with higher accuracy: Although we have validated the simulation framework with real-world results, there are spatio-temporal aspects of wireless environment that can be modeled more closely and accurately. The real challenge is in making the model scalable to large scale simulations and efficiently implemented on computing systems.

• **Rapid Prototyping**: Although we have tried to cover all the aspects of the model and routing protocol drafts in our code implementations, there are always patches and modifications emerging from IETF standards bodies and other groups. A suitable framework to rapidly prototype such changes on both simulation frameworks and suitable hardware devices will greatly benefit the community of researchers in the wireless networks domain.
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