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Abstract

Electron-beam (e-beam) lithography is widely employed in a variety of areas such as fabrication of photomasks, imprint lithography molds, and experimental circuit patterns, etc., because of its ability to transfer ultra-fine features onto the resist and eventually to the substrate. Its main limitations are the low throughput due to the pixel-by-pixel or feature-by-feature writing and the proximity effect caused by electron scattering. The importance of developing effective and efficient schemes for correcting the proximity effect has been well recognized for a long time, and various methods were proposed and implemented by many researchers. As the feature size decreases well below microns into nanoscale, line edge roughness (LER) becomes an increasingly important factor that cannot be ignored since it does not scale with the feature size. It can significantly affect the minimum feature size and maximum feature density realizable in practice, and also the functionality of a device. Therefore, it is unavoidable to minimize the LER in order to maximize the feature density and enhance the yield of fabricated devices.

One important step required in developing an effective method to minimize the LER is to understand the characteristics of LER. That is, it is necessary to be able to estimate the LER accurately. A possible approach is to rely on a simulation. Given a circuit pattern, the stochastic exposure (energy deposited in the resist) distribution is either obtained directly through the Monte Carlo simulation or computed through the convolution with stochastic point spread functions generated via the Monte Carlo simulation. Then, the remaining resist profile (from which the LER is quantified) is derived through a resist development simulation. While the simulation approach is flexible, the main drawback is that it is computationally intensive, since it requires an excessive computation to analyze the quantitative relationship between the LER and e-beam lithographic parameters, e.g., the dose (the amount of electron charge given to a unit area). Once the set-up of e-beam lithographic process is changed, e.g., for a different type of resist, such a process needs to be repeated. An analytic approach to LER estimation is an
alternative, which can avoid the repetitive procedure, since the explicit relationship between the LER and e-beam lithographic parameters can be derived.

In this dissertation, an analytic method of deriving and minimizing the LER for a single-line pattern caused by the stochastic variation of developing rate in the resist in the e-beam lithography is described with a realistic 3-D model. The specific objective is to derive an accurate analytic expression of the LER from the moments of developing rate distribution, i.e., the mean and variance. With the developing rate distribution, development paths in the resist development process are derived and used to estimate the variation of edge locations, i.e., LER. The analytic expression of LER is used to minimize the critical dimension (CD) error and LER by optimizing the dose. Then, the analytic method is extended to large-scale uniform patterns exposed with a uniform dose by modeling the global exposure distribution. In addition, to verify the analytic method by using the experimental results, a method of extracting the stochastic information needed by the analytic method from experimental results, i.e., SEM images, is developed. A specific goal of this study is to obtain an explicit analytic expression of LER which can be used in the minimization of LER. In order to achieve the goal, in some steps of derivations, certain assumptions and approximations are made and numerical computations are employed, i.e., the derivations of LER are not completely analytic.
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2.1 Notations and definitions ........................................ 14
Electron-beam lithography (e-beam) is a lithographic process used to transfer circuit patterns onto the resist and eventually to the substrate such as silicon. It employs a focused beam of electrons to expose a circuit pattern on the resist coated on the surface of substrate. In nanofabrication, the e-beam lithography plays an important role because of its ability to transfer circuit patterns with a much higher patterning resolution than the conventional optical lithography which is limited by the diffraction of light. Therefore, it is suitable for the fabrication of nanoscale features, e.g., photomasks, imprint lithography molds, and experimental circuit patterns, etc. [1, 2, 3, 4, 5, 15].

A well-known issue in the e-beam lithography is the proximity effect due to electron scattering, which causes a deviation from the target dimensions of a feature in the written pattern. The importance of developing effective and efficient schemes for correcting the proximity effect has been well recognized for a long time, and various methods were proposed and implemented by many researchers [6, 7, 9, 10]. However, as the feature size decreases well below micron into nanoscale, line edge roughness (LER) eventually puts a fundamental limit on the minimum feature size and maximum pattern density that can be realized, since the LER does not scale with the feature size [12, 15]. Therefore, it is essential to minimize the LER in order to achieve the highest resolution possible by the e-beam lithographic process.

1.1 Line Edge Roughness

The LER refers to the random deviation of a feature boundary from the designed boundary (see Fig. 1.1). It can be caused by a number of statistically fluctuating effects in the e-beam...
lithographic process, e.g., the unevenness of chemical species in the resist such as photoacid
generators, the random walk nature of acid diffusion during chemical amplification, and the
nonzero size of resist polymers being dissolved during development, etc. The LER analyzed
in this dissertation is the random variation of edge location due to the stochastic fluctuation of
exposure (energy deposited into the resist) caused by the shot noise (variation of electron flux)
and random scattering of electrons.

Figure 1.1: An example of SEM image in a top-down view of a line-space pattern.

1.2 Review of Previous Work

Many of the previous efforts made to estimate and reduce the LER are based on an empirical
or trial-and-error approach via experiment or simulation [13, 14, 15]. However, such a method
can be very time-consuming and expensive since repetitive simulations or experiments may be
required.

1.2.1 Simulation Approach

In the previous study [15], a computational approach to minimizing the LER was taken. Before
minimizing the LER, the dependency of LER on various lithographic parameters needs to be
analyzed through an extensive simulation. In the simulation results, the following behaviors of LER were observed. (1) The LER is substantially larger at a lower layer of resist. (2) The LER decreases as the dose (the amount of electron charge given to a unit area) increases (within a reasonable range of dose). (3) As the edge location is moved from the inside of a feature to the outside, the LER decreases. (4) The LER is smaller for a smaller exposing interval. (5) For different types of resist, though the LER level may be different, the similar behaviors of LER are exhibited.

Based on the behaviors of LER, two LER minimization methods have been developed. Unlike the conventional methods [7, 8] where a two dimensional (2-D) model is mostly used, i.e., ignoring any variation along the resist depth dimension, a 3-D model of the substrate system is employed in these two methods to consider the different behaviors of LER and CD error at different resist layers. In one method, only the shape of a feature is adjusted with a uniform dose to minimize the LER, taking the critical dimension (CD) error also into account. In the other method, both the shape of a feature and the spatial distribution of dose within the feature are controlled.

Even though the methods are flexible and accurate, they require an excessive computation in analyzing the relationship between various lithographic parameters and the LER. And such a process needs to be repeated once the set-up of e-beam lithographic process, e.g., resist type, changes.

1.2.2 Analytic Approach

In order to avoid the simulation and experiment, one may take an analytic approach to estimating and minimizing the LER. Most of the efforts of using an analytic approach are in the direction of estimating the effects of LER on the device behaviors [16, 17]. In the work of Croon in 2002 [16], the simple analytical expressions were presented, which calculate the impact of LER on MOSFET parameter fluctuations. It is experimentally demonstrated that the LER has no impact on 80 nm gate length transistors. Simulations show that the LER becomes significant for 32 nm channel length devices. In another study of Diaz in 2001 [17], an analytical model was
introduced to represent the effects of LER on both off-state leakage and drive currents for sub-100-nm devices. The model partitions a given device into small unit cells along its width, and each unit cell assumes a constant gate length (i.e., the cell width is small compared to the LER spatial frequency). An analytical model is used to represent the saturated-threshold-voltage dependency on the gate length of unit cell. Even though these theoretical models can be simple and accurate, an analytic expression of LER was not derived. Therefore, the minimization of LER by optimizing the e-beam lithographic parameters analytically is impossible.

Mack has made a lot of efforts in studying and developing analytically the model of LER. In one of his work in 2009 [18], a stochastic approach to modeling resist development was presented. A continuous approximation to the critical ionization (CI) model was derived and shown to closely match the CI model, i.e., the mechanistic model of phenolic polymer-based resist dissolution [34]. It has the potential for providing the theoretical framework required to determine the variance of developing rate in the dissolution path. Since one of the main sources of LER is from the randomness in the resist development process, this model may provide a way of modeling the LER due to such randomness. Later in his work in 2010 [19], a stochastic modeling of resist development was extended in two and three dimensions. The concepts of dynamic scaling in the study of kinetic roughness were applied to the problem of resist development. To verify the results, simulations of resist development in $1 + 1$ and $2 + 1$ dimensions were carried out with various amounts of random, uncorrelated noise added to an otherwise uniform developing rate. Even though these studies provide good understandings in the stochastic factors that affect the LER, an analytic expression of LER was not derived.

In another study [20], a comprehensive stochastic model of LER in the optical lithography was formulated with the expression of the standard deviation of the final deprotection level of polymer molecules in the resist. In the optical lithographic process, the variations of photon shot-noise, chemical concentration (spatially distributed molecules in the resist), exposure, and acid-catalyzed reaction diffusion are first analyzed individually. Then, all these variations are combined to get the standard deviation of the final deprotection level of polymer molecules in the resist, which is used to estimate the LER by setting a threshold. However, the physical and chemical mechanisms in the e-beam lithography may not be the same as those in the optical
lithography. More importantly, during the derivation, an infinite contrast of development process was assumed to obtain the LER directly from the blocked-polymer latent image without modeling the development process, which is unrealistic.

Even though the LER estimated by our previous analytic method [21] is close to that generated by the simulation, the final expression of LER is not derived as a function of the e-beam lithographic parameters such as dose and, therefore, it is not suitable for the analytic procedure of minimizing the LER with respect to those parameters.

### 1.3 Objectives

In the previous efforts, either an analytic expression of LER is not derived, or the LER expression is not a function of e-beam lithographic parameters. Another problem is that it may not be accurate enough to be employed in the minimization procedure.

This dissertation addresses a specific issue of estimating and minimizing the LER in the e-beam lithography through an analytic method, i.e., deriving the explicit relationship between the LER and an e-beam lithographic parameter, i.e., dose, and minimizing the LER with respect to the dose. More specifically, optimize the dose with all the other parameters, i.e., beam energy, developing time, etc., fixed. Without having to obtain and refer to the remaining resist profile, the mathematical expression of LER is derived explicitly from the stochastic fluctuation of developing-rate distribution on which the remaining resist profile mainly depends. One of the main advantages is that the proposed method should be able to analyze and minimize the LER caused by the stochastic variation of developing rate in the resist without excessive experiments and simulations. It should be pointed out that even though this study focuses on the stochastic variation of the developing rate, it is expected that other factors can be considered in this method, by adjusting the stochastic developing rate to reflect their direct or equivalent effects on the developing rate. For example, to consider the randomness in the developing process, an additional fluctuation may be added to the developing rate.

The main objectives of this study are

- the analytic estimation and minimization of LER for a single-line pattern,
the analytic estimation and minimization of LER for a large-scale uniform pattern, and

- the verification of the analytic results through the simulation and experiments.

A specific goal of this study is to obtain an explicit analytic expression of LER which can be used for minimization of LER. In order to achieve the goal, in some steps of derivations, certain assumptions and approximations are made. Therefore, it needs to be pointed out that the derivations of the LER in this dissertation are not completely analytic.

1.4 Organization of Dissertation

The rest of the dissertation is organized as follows:

- Chapter 2 introduces the essential analytic model of e-beam lithography. The concepts are defined and the simulation procedure used to verify the results of the analytic method is described.

- Chapter 3 describes the analytic method of estimating and minimizing the LER for a single-line pattern.

- Chapter 4 extends the analytic method to large-scale uniform patterns, i.e., patterns of lines/spaces.

- Chapter 5 describes a method of extracting the essential information required by the analytic method from the experimental results by modeling the e-beam lithographic process from SEM images.

- Chapter 6 verifies the results of the analytic method using the experimental results first. Then, a thorough comparison between the results of the analytic method and those from the simulation is made by individually controlling the parameters that affect the LER.

- Chapter 7 presents the conclusions of this dissertation and the possible future work.
Chapter 2

Analytic Model and Simulation

In this chapter, the model of e-beam lithographic process is described first. The main concepts in the analytic estimation and minimization of LER are explicitly defined. Then, the simulation, which is used to verify the results of the analytic method, is depicted.

2.1 Analytic Model

2.1.1 Substrate Model

A 3-D (three-dimensional) model of substrate system is employed in this study. As shown in Fig. 2.1, a resist layer is on the top of the substrate where the X-Y plane corresponds to the
top surface of resist, and the resist depth is along Z dimension. A line feature is exposed with a
certain dose level $D$. In the e-beam lithography, the dose depicts the amount of electron charge
given to a unit area, and its unit is $\mu C/cm^2$.

2.1.2 Exposure Model

The exposure in the e-beam lithography depicts the energy deposited in the resist. Its distribu-
tion can be computed from the dose distribution of a circuit pattern through the convolution
with a proximity function or point spread function (PSF), which shows how the energy is dis-
tributed throughout the resist when a single point is exposed [24, 25].

In this study, the 3-D PSF, denoted by $psf(x, y, z)$, is generated by the CASINO Monte
Carlo simulation software [33]. By generating a set of stochastic PSF’s through the Monte
Carlo simulation for the same set-up of e-beam lithographic parameters, i.e., beam energy,
resist thickness, etc., the moments of the stochastic PSF’s can be extracted. For example, the
mean and standard deviation of PSF for the resist thickness, dose, beam diameter, and beam
energy of 300 nm PMMA on Si, 640 $\mu C/cm^2$, 3 nm, and 50 keV, respectively, are illustrated in
Fig. 2.2 for the 1-D case.

Let the dose distribution on the surface of resist be denoted by $D(x, y)$ and the exposure
at the point $(x, y, z)$ in the resist by $e(x, y, z)$. Then, the 3-D spatial distribution of exposure
can be expressed by the following convolution as illustrated in Fig. 2.3 for the 1-D case:

$$e(x, y, z) = \int \int D(x - x', y - y') psf(x', y', z) dx' dy'. \quad (2.1)$$

The exposure $e(x, y, z)$ is stochastic when the PSF $psf(x, y, z)$ is stochastic. For a uniform
substrate and a stable e-beam tool, the stochastic properties of PSF must be space-invariant.
That is, the mean and variance of PSF (See Fig. 2.2), denoted as $m_{psf}(x, y, z)$ and $\sigma^2_{psf}(x, y, z)$,
respectively, are space-invariant. Then, the mean exposure, $m_e(x, y, z)$, can be expressed as

$$m_e(x, y, z) = \int \int D(x - x', y - y') m_{psf}(x', y', z) dx' dy'. \quad (2.2)$$
Figure 2.2: The moments of stochastic PSF generated by the Monte Carlo simulation for 300 nm PMMA on Si with a dose of 640 μC/cm², beam diameter of 3 nm, and beam energy of 50 keV: (a) mean and (b) standard deviation.

Also, assuming that $psf(x, y, z)$ and $psf(x', y', z)$ are uncorrelated, the variance of exposure, $\sigma_e^2(x, y, z)$, can be derived as

$$\sigma_e^2(x, y, z) = \int \int D(x - x', y - y') \sigma_{psf}^2(x', y', z) dx' dy'. \quad (2.3)$$

2.1.3 Exposure-to-Rate Conversion Formula

The relationship between the exposure and developing rate is generally not linear. During the writing process on a resist, electrons come across the resist and deposit their energy (exposure) which ionizes the phenol groups in the polymer. Each initially blocked (protected) phenol group in the polymer has a chance to be ionized. If the number of ionized phenol groups
Figure 2.3: From the PSF to the exposure through the convolution.

exceeds the critical fraction, the polymer becomes soluble [18]. The probability of a given phenol group being ionized is directly related to the energy (exposure) deposited in that group, and thus the developing rate in the resist can be derived from the exposure. The developing rate is also related to other factors such as molecular weight and pH of the developer.

In this study, the developing rate $R(x, y, z)$ at each point in the resist is calculated from the exposure $e(x, y, z)$ through a nonlinear exposure-to-rate conversion formula $F[\cdot]$. The conversion formula may be derived experimentally as follows. A single line is exposed with a spatially-uniform dose, and after the resist development process, the depth in the cross-section of remaining resist profile is measured at the center of line. This process is repeated with different dose levels. Note that the resist is developed only vertically at the center of line when the dose is spatially uniform. The resist profile can also be obtained through the resist development simulation by computing the exposure distribution in the resist and converting the exposure into the developing rate. The relationship between the exposure and developing rate (i.e., conversion formula), which minimizes the difference between the measured and simulated depths, is obtained. The following conversion formula $F[\cdot]$ was derived (also refer to Fig. 2.4) using the experimental results where the substrate system is composed of 300 nm PMMA on Si:

$$R(x, y, z) = F[e(x, y, z)] = 3700 \cdot \exp \left( - \left( \frac{e(x, y, z) - 1.0 \times 10^{11}}{5.8 \times 10^{10}} \right)^2 \right) - 152.5 \quad (2.4)$$

where $R(x, y, z)$ is in nm/minute and $e(x, y, z)$ in eV/nm$^3$. 
Figure 2.4: The experimentally derived nonlinear exposure-to-rate conversion formula $F[\cdot]$. For the experiments, the Si wafer was pin-coated with 300 nm PMMA and soft-baked at 160 °C for 1 min. The line pattern was exposed with different doses with beam energy of 50 keV, and the sample was developed in MIBK:IPA = 1:2 for 40 s.

The validity of this conversion formula was verified in the previous work [11]. The mean and variance of $R(x, y, z)$ are denoted by $m_R(x, y, z)$ and $\sigma^2_R(x, y, z)$, respectively.

2.1.4 Resist-Development Model

The resist layer is partitioned into cubic cells, and the stochastic exposure is calculated at each cell. The stochastic developing rate $R(x, y, z)$ of each cell is calculated from the exposure $e(x, y, z)$ through the nonlinear exposure-to-rate conversion formula. Given a spatial distribution of the developing rate, the remaining resist profile is determined through the resist development process. Assume that the resist development process can be modeled by “development paths” where a development path is defined as a path along which the resist is developed, as illustrated in Fig. 2.5. Each development path starts from the resist surface toward the boundary of resist profile. Given a possible edge location $(x, y, z)$, there exists only one development path that depicts the development process from the top surface of the resist layer to that edge location, and its length is denoted by $s$. Note that the LER is proportional to the length fluctuation of the development path of an edge location. The developing rate along the development
path is expressed by \( R(p) \) where \( 0 \leq p \leq s \) (see Fig. 2.5). The analytic expression of LER is derived utilizing the concept of development path later.

\[
R(p)
\]

\( p \)

\( s \)

Possible profiles

\( \sigma(x|T) \)

Resist

Figure 2.5: The development path in the resist and the variation \((\sigma(x|T))\) of edge location with a fixed developing time. Note that \( p = 0 \) and \( p = s \) correspond to the starting and ending points of a development path, respectively. \( R(p) \) is the developing rate at \( p \).

2.1.5 Definition of LER

The LER is defined as the variation of the edge location at a layer of the remaining resist profile shown in Fig. 2.6, and is quantified as the standard deviation of the edge location \( x \) measured in the lateral dimension given a developing time \( T \), i.e.,

\[
LER = \sigma(x|T).
\]  
(2.5)

2.1.6 List of Notations

A summary of the notations is shown in Table 2.1.

2.2 Resist-Development Simulation

Given the stochastic developing rate distribution generated by the Monte Carlo simulation, a resist-development simulation is used to derive the remaining resist profile where the CD
Figure 2.6: (a) The LER in a 3-D model of substrate system. (b) The LER at each layer is quantified individually as the standard deviation of edge location along the length dimension of a feature.

and LER can be calculated. There are several commonly used simulation methods, e.g., cell removal method, fast marching method.

The Cell removal method is widely used [26, 27, 28] because it has been proved to be stable and robust, and easy to implement. In the 3-D version of the cell removal method, the resist layer is partitioned into cubic cells. The developing process is started from the top surface of the resist layer. In each iteration of the simulation, the surface (sides) of a cell that is in contact with the developer is determined and each side is adjusted (developed) based on the developing rate. If a cell is fully developed, the states of its neighbors are updated, i.e.,
Table 2.1: Notations and definitions

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$psf(x, y, z)$</td>
<td>Point spread function which depicts the energy distribution when a single point is exposed</td>
</tr>
<tr>
<td>$m_{psf}(x, y, z)$</td>
<td>Mean of a set of PSF’s at the point $(x, y, z)$</td>
</tr>
<tr>
<td>$\sigma_{psf}(x, y, z)$</td>
<td>Standard deviation of a set of PSF’s at the point $(x, y, z)$</td>
</tr>
<tr>
<td>$D(x, y)$</td>
<td>Dose distribution in a pattern</td>
</tr>
<tr>
<td>$e(x, y, z)$</td>
<td>Exposure at the point $(x, y, z)$</td>
</tr>
<tr>
<td>$R(x, y, z)$</td>
<td>Developing rate at the point $(x, y, z)$</td>
</tr>
<tr>
<td>$R(p)$</td>
<td>Resist developing rate at $p$ on the development path</td>
</tr>
<tr>
<td>$m_R(p)$</td>
<td>Mean of developing rate at $p$ on the development path</td>
</tr>
<tr>
<td>$\sigma_R(p)$</td>
<td>Standard deviation of developing rate at $p$ on the development path</td>
</tr>
<tr>
<td>$T$</td>
<td>Developing time</td>
</tr>
<tr>
<td>$D_0$</td>
<td>Uniform-dose level</td>
</tr>
</tbody>
</table>

More sides are considered to be exposed to the developer or the undeveloped cells start to be developed. Given a specified developing time, the remaining resist profile is derived from the boundary between the developed and undeveloped cells. A fast marching level set method [26] is based on level set methods which are numerical techniques for computing the position of propagating fronts. It relies on an initial value of the partial differential equation for propagating a level set function and uses the techniques borrowed from the hyperbolic conservation laws [29].

In this study, a novel method for 3-D resist development simulation [22] is utilized in order to reduce the simulation time of an iterative method such as the cell removal method. It employs the concept of “L-shape development paths,” (see Fig. 2.7) which start from the top surface of resist toward the boundaries of the final resist profile, to model the development process.

The resist development process is isotropic as the resist is developed in all possible directions. However, in the path-based method, the development process is modeled by two orthogonal processes, i.e., vertical development and lateral development, in order to simplify the simulation procedure. Accordingly, each L-shape development path (just path hereafter) consists of two orthogonal path segments, i.e., vertical (to depict vertical development) and lateral (to depict lateral development) path segments (refer to Fig. 2.7). More specifically, each
path has one vertical path segment (along the Z dimension) and may have one or more lateral path segments (along the X dimension or Y dimension). Each path is “computed” (followed) individually, i.e., finding the farthest point in the resist the path can reach given a developing time $T$. The computation of each path terminates when the sum of the times spent on its path segments is equal to the given developing time $T$. The final resist profile is determined by tracing the boundaries between the developed and undeveloped points after all possible paths are computed (refer to Fig. 2.8). The method has been shown to be as accurate as the widely-used methods, e.g., cell-removal and fast-marching methods, but with a much less requirement of computation [22].
Figure 2.8: (a) All the points in the resist are marked as “undeveloped” (‘.’) before the resist development simulation. (b) After a path is computed, the points which it passes through are marked as “developed” (‘x’). (c) After another path is computed, more points are marked as “developed”. (d) The final resist profile is determined by tracing the boundaries between those developed points and those which are not.
In this chapter, an analytic method of estimating the LER at any layer of resist is described for the case where a long single line is exposed with a uniform dose. The line is sufficiently long along the Y dimension that any variation, i.e., the mean and variance of developing rate, along the Y dimension can be neglected. The analytic (mathematical) expression of LER is derived explicitly from the stochastic fluctuation of developing rate distribution on which the remaining resist profile mainly depends. Also, the LER is minimized analytically with respect to the dose with all the other e-beam lithographic parameters, i.e., beam energy, developing time, etc., fixed. Note that the goal is to obtain an explicit analytic expression of LER for a single line feature with a uniform dose, which can be used for minimization of LER, and to achieve the goal, the derivation of LER is not completely analytic, i.e., in some steps certain approximations are made or an iterative method is employed.

The rest of the chapter is organized as follows. The analytic estimation of LER is described in Sec. 3.1. The procedure for minimizing the LER is presented in Sec. 3.2. The results of estimating and minimizing the LER are discussed in Sec. 3.3, followed by a summary in Sec. 3.4.

3.1 Estimation of LER

In this section, the LER is analytically estimated as a function of the edge location with the dose fixed at a certain level $D$ and, therefore, $D$ is not explicitly considered in the estimation procedure. However, in Sec. 3.2, to minimize the LER and CD error with respect to the dose
level, the relationship of edge location versus \( D \) is included where \( D \) is a variable and will be explicitly considered.

The derivation of the analytic expression of LER is carried out in three steps: (1) given an edge location \( x \) at a layer \( (z_0) \) at which the LER is to be estimated, find the development path reaching the location and derive the fluctuation of developing time \( T \) taken by the development path, (2) estimate the direction of development path at the edge location \( x \), and (3) derive the expression of LER given a developing time \( T \).

3.1.1 Development Path and Fluctuation of Developing Time

An edge location is determined by the development path reaching the location. To estimate the LER at an edge location \((x, z_0)\), its development path needs to be found first. However, since the developing process is isotropic, it is not easy to derive the development path analytically in one step. From the distribution of developing rate, the time taken by a path (from the top surface of the resist layer to the edge location \((x, z_0)\)) can be calculated. Given the idea that the development path of an edge location is the path that consumes the minimum time to reach \((x, z_0)\) among all possible paths, i.e., any path from the top of the resist surface to \((x, z_0)\) (see Fig. 3.1), an iterative method is employed to derive the development path shown in Fig. 3.1).

![Figure 3.1: The illustration of iterative method to derive the development path by tracing back and forth from \((x, z_0)\). The time consumed by each path is calculated along the path, i.e., \( T_0 \), \( T_1 \), and \( T_2 \), where \( T_0 > T_1 > T_2 \).](image)

18
The iterative method may be described as follows. In the first step, the iterative method traces back from the edge location to the top surface of resist. For example, given the edge location \((x, z_0)\), the point \((x_1, z_1)\) that takes the minimum developing time from \((x, z_0)\) to \((x_1, z_1)\) among all possible \(x_1\), where \(z_1 < z_0\), is found. From \((x_1, z_1)\), the next point \((x_2, z_2)\) can be derived by the same procedure. Repeating this procedure until \(z_i = 0\) which corresponds to the top surface of resist. Then, \\{(x, z_0), (x_1, z_1), (x_2, z_2), ...\} represents a possible development path to \((x, z_0)\). Note that even though the developing time between two adjacent points on the path is the minimum, the time consumed by this path may not be the minimum among all possible paths. Therefore, in the second step, with \((x, z_0)\) fixed, additional possible paths are found by adjusting each of the remaining points and tracing back from the point as in the first step. Of all the derived paths, the path that takes the minimum time is taken as the development path for the edge location \((x, z_0)\).

The fluctuation of developing time can be directly derived from the fluctuation of developing rate on the development path. Given \(R(p)\) on the development path (see Fig. 2.5), the developing time \(T\) is expressed as the integral of \(\frac{1}{R(p)}\) along the path,

\[
T = \int_0^s \frac{dp}{R(p)}. \tag{3.1}
\]

Assuming that the correlation of \(\frac{1}{R(p)}\) at any two points \((p_1, p_2)\) on the development path denoted as \(Cov\left(\frac{1}{R(p)}|p_1, p_2\right)\) is known, according to Eq. 3.1, the mean and variance of developing time are computed as

\[
m(T|s) = \int_0^s m\left(\frac{1}{\pi}(p)\right) dp, \\
\sigma^2(T|s) = \int_0^s \sigma^2\left(\frac{1}{\pi}(p)\right) dp + \int_0^s \int_0^s Cov\left(\frac{1}{R(p_1)}, \frac{1}{R(p_2)}\right) dp_2 dp_1. \tag{3.2}
\]

3.1.2 The Direction of the Development Path

The direction of resist development is normal to the surface of remaining resist profile, and is not always lateral (X dimension). Therefore, the variation of the development-path length may not be quantitatively the same as the LER to be measured in the lateral dimension shown in
Fig. 3.2. The direction of the development path is expressed as the angular deviation $\theta$ from the lateral direction and needs to be derived to get an accurate estimate of LER.

$$\sigma(x|T)$$

$$\sigma(s|T)$$

Figure 3.2: The fluctuation of the development-path length is “projected” onto the X (lateral) dimension.

To facilitate the derivation of angle $\theta$, the resist development process is modeled by “L-shape” paths (see Sec. 2.2). Note that the remaining resist profiles estimated using L-shape paths are as accurate as those by the cell removal and fast marching methods [22].

In the region close to the feature edge, the resist development usually progresses both laterally and vertically (see Fig. 3.3(a)). On the other hand, the resist development progresses mostly vertically in the region sufficiently away from the feature edge (see Fig. 3.3(b)). Let $x_B$ represent the boundary between the two regions.

For a possible edge location $(x, z_0)$ close to the feature (left) edge $(x \leq x_B)$, the L-shape path starting from $(x_B, 0)$ with its lateral segment on the X-Y plane at $z = z_0$ is the development path reaching $(x, z_0)$ shown in Fig. 3.3(a). Consider another L-shape path from $(x_B, 0)$, which reaches an adjacent X-Y plane at $z = z_0 + dz$, ending at $(x_B - dx, z_0 + dz)$. When $dz$ is sufficiently small, the angle $\theta$ is derived as

$$\theta(x, z_0) = \tan^{-1} \left( \frac{dx}{dz} \right) = \tan^{-1} \left( \frac{m_R(x, z_0) \cdot \Delta T_1}{m_R(x_B, z_0 + dz) \cdot \Delta T_2} \right)$$

(3.3)

where $\Delta T_1$ is the difference of developing time between the two development paths in the lateral dimension, and $\Delta T_2$ is that in the vertical dimension as illustrated in Fig. 3.3(a).
Figure 3.3: The direction of development path in a region (a) close to the left edge of a feature and (b) close to the feature center.

Since the two paths take the same developing time and share the segments which also take the same amount of developing time except $\Delta T_1$ and $\Delta T_2$, $\Delta T_1$ must be equal to $\Delta T_2$ when $dz$ is close to 0. The angle $\theta$ can be simplified to

$$\theta(x, z_0) = \tan^{-1}\left( \frac{m_R(x, z_0)}{m_R(x_B, z_0)} \right). \quad (3.4)$$

For an edge location close to the feature center ($x > x_B$), the L-shape path can be approximated to consist of only a vertical segment as shown in Fig. 3.3(b). Consider two adjacent paths starting from $(x, 0)$ and $(x+dx, 0)$ reaching the edge location $(x, z_0)$ and $(x+dx, z_0+dz)$, respectively. Since the two paths take the same developing time, the following relationships are
from Eq. 3.5,

\[
\int_0^{z_0} m_{\frac{1}{\Pi}}(x, z) dz = \int_0^{z_0} m_{\frac{1}{\Pi}}(x + dx, z) dz + dz \cdot m_{\frac{1}{\Pi}}(x + dx, z_0)
\]  

(3.6)

and

\[
\frac{dz}{dx} = \frac{f_0^{z_0} m_{\frac{1}{\Pi}}(x, z) dz - f_0^{z_0} m_{\frac{1}{\Pi}}(x + dx, z) dz}{dx} \cdot \frac{1}{m_{\frac{1}{\Pi}}(x + dx, z_0)}
\]

\[
= - \int_0^{z_0} \frac{\partial m_{\frac{1}{\Pi}}(x, z)}{\partial x} dz \cdot \frac{1}{m_{\frac{1}{\Pi}}(x + dx, z_0)}.
\]

(3.7)

When \( dz \to 0 \) and \( dx \to 0 \), the angle \( \theta \) is derived as

\[
\theta(x, z_0) = \tan^{-1}\left( \frac{dx}{dz} \right) = \tan^{-1}\left( - \frac{m_{\frac{1}{\Pi}}(x, z_0)}{f_0^{z_0} \frac{\partial m_{\frac{1}{\Pi}}(x, z)}{\partial x} dz} \right).
\]

(3.8)

In the region close to the feature edge, the angle \( \theta \) evaluated by Eq. 3.4 is larger than that by Eq. 3.8 since the developing rate varies fast in the lateral dimension. On the other hand, in the region close to the feature center, the angle \( \theta \) by Eq. 3.8 is larger than that by Eq. 3.4. Therefore, in this study, instead of deriving \( x_B \) analytically which is not straightforward, the angle \( \theta \) is evaluated with the approximation of \( m_R(x_B, z_0) \approx m_R(\frac{W}{2}, z_0) \) as follows:

\[
\theta(x, z_0) = \max\left( \tan^{-1}\left( \frac{m_R(x, z_0)}{m_R(\frac{W}{2}, z_0)} \right), \tan^{-1}\left( - \frac{m_{\frac{1}{\Pi}}(x, z_0)}{f_0^{z_0} \frac{\partial m_{\frac{1}{\Pi}}(x, z)}{\partial x} dz} \right) \right).
\]

(3.9)

As can be seen from the equation, the angle \( \theta \) is determined by the average developing-rate distribution in the resist. When it is close to the feature edge, the angle \( \theta \) is only determined
by the mean of developing rate $R$ at the layer ($z = z_0$). However, when it is close to the feature center, the angle $\theta$ is affected accumulatively by the mean of $\frac{1}{R}$ from resist surface ($z = 0$) to the edge location ($z = z_0$).

### 3.1.3 LER at a Layer

The fluctuation of the development-path length ($s$ given $T$) may be related to the fluctuation of developing time taken by this path. If the developing rate is constant ($R$) around $s$, the fluctuation of developing time can be directly converted into the fluctuation of $s$ given $T$ as

$$
\sigma(s|T) = \sigma(T|s) \cdot R.
$$

(3.10)

In reality, the developing rate varies spatially and is stochastic at each point. However, it would be a reasonable approximation that the developing rate around $s$ is represented by the mean of developing rate at $s$, i.e., $m_R(s)$ (refer to Fig. 3.4). Then, a more realistic relationship between $\sigma(s|T)$ and $\sigma(T|s)$ can be expressed as

$$
\sigma(s|T) \approx \sigma(T|s) \cdot m_R(s).
$$

(3.11)

Figure 3.4: The $\sigma(s|T)$ is derived from $\sigma(T|s)$ through the mean of developing rate ($m_R(s)$).
Since the LER is measured in the lateral dimension (X dimension), \( \sigma(s|T) \), which is derived along the direction of development path, needs to be projected onto the X dimension (see Fig. 3.2). According to the definition of LER,

\[
LER(x, z_0) = \sigma(x|T) = \frac{\sigma(T|s) \cdot m_R(x, z_0)}{\cos(\theta(x, z_0))}.
\]

(3.12)

As can be seen from the equation, the LER at \((x, z_0)\) is determined by three parts, the standard deviation of developing time \(T\) given \(s\), average developing rate, and angle \(\theta\), i.e., \(\sigma(T|s), m_R\), and \(\cos(\theta)\). The \(m_R\) and \(\cos(\theta)\) are both functions of the location \((x, z_0)\). Given an edge location \((x, z_0)\), its development path and the length \(s\) of this path are determined and, therefore, \(\sigma(T|s)\) calculated along this path at \(s\) is uniquely determined by \((x, z_0)\), i.e., \(\sigma(T|s)\) is a function of \((x, z_0)\).

3.1.4 Adjustment

It needs to be pointed out that the interaction between adjacent development paths is not taken into account in the above derivation. The interaction tends to decrease the variation (of path length) and reduce the LER. Therefore, an adjustment factor needs to be employed to compensate the interaction between the paths.

![Figure 3.5](image)

Figure 3.5: The interaction between paths when the correlation of developing time between adjacent paths is (a) \(\rho_t = -1\), (b) \(-1 < \rho_t < 1\), (c) \(\rho_t = 1\).
The correlation coefficient of developing time ($\rho_T(s)$) between adjacent development paths is used to derive the adjustment factor, which is derived by the integral of the covariance of $\frac{1}{T}(s)$ along the path. When $\rho_T(s)$ is closer to -1 (illustrated in Fig. 3.5 (a)), the developing time for the same edge location shows a larger difference between adjacent development paths. This leads to a higher level of interaction between the adjacent paths and, therefore, a larger adjustment (reduction) is to be made. On the other hand, when $\rho_T(s)$ is closer to 1 (illustrated in Fig. 3.5 (c)), the adjacent development paths share the same edge location, i.e., a lower level of interaction, and thus the adjustment (reduction) needs to be smaller. A reasonable multiplicative adjustment factor may be formulated as $1 - \alpha \frac{1 - \rho_T}{2}$ where $\alpha$ determines the maximum adjustment and $0 < \alpha < 1$. Note that the adjustment factor is 1 (i.e., no adjustment) when $\rho_T$ is 1 and $1 - \alpha$ when $\rho_T$ is -1. And a reasonable adjustment factor may be expressed as

$$\left(1 - \alpha \frac{1 - \rho_T(s)}{2}\right).$$ (3.13)

The correlation coefficient $\rho_T$ is computed between adjacent development paths and, therefore, is affected by the distance between the adjacent paths, i.e., sampling interval, denoted by $\Delta y$. For example, a smaller $\Delta y$ makes $\rho_T(s)$ larger (closer to 1). Hence, this effect needs to be considered. Also, the larger $\sigma(s|T)$ is, a larger adjustment is to be made in general. If $\sigma(s|T)$ is much smaller than $\Delta y$, e.g., $\frac{\sigma(s|T)}{\Delta y}$ close to zero, there is almost no interaction between adjacent development paths even when $\rho_T(s) = -1$ shown in Fig. 3.5 (a). On the other hand, when $\sigma(s|T)$ is much larger than $\Delta y$ and $\rho_T(s) = -1$, most of the difference (LER) between adjacent development paths can be compensated due to the interaction. Considering these two facts and noting that $\alpha$ needs to be limited to 1, $\alpha$ must be quantified to be $\min(1, \frac{\sigma(s|T)}{\Delta y})$. In this study, the $\Delta y$ is fixed to 1 nm and $\sigma(s|T)$ is normally larger than 1 nm. Therefore, to simplify the equation, the adjustment factor is expressed as

$$\left(1 - \frac{1 - \rho_T(s)}{2}\right) = \frac{\rho_T(s) + 1}{2}.\quad (3.14)$$
Finally, the estimate of LER is given as

$$LER(x, z_0) = \rho_R(s) + \frac{1}{2} \sqrt{\left( \int_{0}^{s} \sigma^2_R(p) dp + \int_{0}^{s} \int_{0}^{s} \text{Cov}\left( p_1, p_2 \right) dp_2 dp_1 \right)} \cdot m_R(x, z_0) \cos(\theta(x, z_0)). \quad (3.15)$$

As can be seen from Eq. 3.15, given a location \((x, z_0)\), the fluctuation of \(1/R\) and the average developing rate at \((x, z_0)\) together determine the fluctuation of developing-path length and have a positive relationship (correlation) with the LER. When the direction of development process is more lateral (angle \(\theta\) is closer to 0), this fluctuation leads to a larger LER. And the interaction between paths tends to reduce the LER.

3.2 Minimization of LER

The analytic method of minimizing the LER based on Eq. 3.15 is described in this section. In this study, the LER is minimized with respect to the dose which is uniformly applied to the entire area of a feature. Since the LER and CD error are both functions of edge location, the optimal edge location is first derived without explicitly involving the dose, and then the optimal dose is related to the optimal edge location, without introducing an extra complexity. The LER minimization is specific to a certain layer, e.g., the bottom layer as it has the largest LER among all layers and, therefore, the notation of LER, i.e., \(LER(x, z_0)\), is simplified to \(LER(x)\).

3.2.1 Optimal Path Length

As the dose increases, the edge location moves from the inside of a feature to the outside. Inside the exposed area of a feature, the LER decreases rapidly toward the boundary of the exposed area [15]. It continues to decrease over the boundary and right outside the exposed area, and then almost levels off or slightly increases in some cases. Therefore, the LER is not minimal at the feature boundary (where the CD error is minimal, i.e., zero) in general. That is, the LER and CD error cannot be minimized at the same time (the same edge location or equivalently the same dose). The cost function \(C(x)\) employed in this study involves both CD error and LER as
follows:

\[ C(x) = CD \text{ error} + 3 \cdot LER = |x - x_t| + 3 \cdot LER(x) \quad (3.16) \]

where \( x_t \) is the target edge location and its corresponding path length is denoted by \( s_t \).

Since the LER is the standard deviation of edge location, the cost function of \( CD \text{ error} + 3 \cdot LER \) may be considered practically as the worst-case deviation of edge location from the target location (e.g., 99.7% in the case of Gaussian distribution). Also, \( 3 \cdot LER \) corresponds to the 3σ-LER typically used in the research and industry communities.

When the edge location is inside the feature, e.g., \( x < x_t \) close to the right edge, both LER and CD error decrease as \( x \) increases. Therefore, the optimal \( x \) cannot be inside the feature. When \( x \geq x_t \),

\[ C(x) = x - x_t + 3 \cdot LER(x). \quad (3.17) \]

Around the target edge location \( x_t \), the remaining resist profile is almost vertical and, therefore, \( \theta(x) \approx 0 \) and \( \cos \theta(x) \approx 1 \).

The \( s_t \) denotes the corresponding path length for the target location \( x_t \). Since \( \sigma(T|s) \) changes very slowly around \( s_t \),

\[ \sigma(T|s) \approx \sigma(T|s_t) = \sqrt{\left( \int_0^{s_t} \frac{\sigma_1^2(p)}{\pi} dp + \int_0^{s_t} \int_0^{s_t} Cov_1 \frac{1}{\pi} (p_1, p_2) dp_2 dp_1 \right)}. \quad (3.18) \]

A similar approximation can be made to the \( \rho_T(s) \), i.e., \( \rho_T(s(x)) \approx \rho_T(s_t) \).

From Eq. 3.18, the LER (Eq. 3.15) around \( x_t \) may be expressed as

\[ LER(x) = \frac{\rho_T(s_t) + 1}{2} \cdot \sigma(T|s_t) \cdot m_R(x) \quad (3.19) \]

\[ = \frac{\rho_T(s_t) + 1}{2} \sqrt{\left( \int_0^{s_t} \frac{\sigma_1^2(p)}{\pi} dp + \int_0^{s_t} \int_0^{s_t} Cov_1 \frac{1}{\pi} (p_1, p_2) dp_2 dp_1 \right)} \cdot m_R(x). \]
Assuming that the cost function is a simple convex function, the optimal edge location $s_{opt}$ is obtained from

$$\frac{dC(x)}{dx} = 1 + \frac{3(\rho_T(s_t) + 1)}{2} \cdot \sigma(T|s_t) \cdot m'_R(x) = 0 \quad (3.20)$$

where $m'_R(x)$ is the first order derivative of the mean developing rate $m_R(x)$ with respect to $x$.

The optimal edge location $x_{opt}$ is derived as

$$x_{opt} = m^{-1}_{R'}\left( \frac{2}{3(\rho_T(s_t) + 1) \cdot \sigma(T|s_t)} \right) = m^{-1}_{R'}\left( \frac{2}{3(\rho_T(s_t) + 1) \cdot \sqrt{\int s_t^0 \sigma^2_{11}(p)dp + \int s_t^0 \int s_t^0 Cov_{11}(p_1, p_2)dp_2dp_1}} \right) \quad (3.21)$$

where $m^{-1}_{R'}(\cdot)$ is the inverse function of $m'_R(\cdot)$.

### 3.2.2 Optimal Dose

From this point on, the dose $D$ is considered explicitly, which affects the developing rate. Let $m_{11}(x, D)$ denote the mean of $\frac{1}{R}$ at $x$ when the dose is $D$. $D_t$ and $D_{opt}$ are the doses required to reach $x_t$ and $x_{opt}$ in $T$, respectively. $D_t$ is assumed to be known, e.g., derived by the simulation or experiment. Note that $D_{opt} > D_t$ since $x_{opt} > x_t$.

In order to relate the optimal dose to the optimal edge location, the developing time, $\Delta T$, taken by the development path to go from $x_t$ to $x_{opt}$ when $D = D_{opt}$ is computed. Since $T$ is the same for both $D_t$ and $D_{opt}$, $\Delta T$ is approximately equal to the change (decrease) in the developing time, required to reach $x_t$ when the dose is changed (increased) from $D_t$ to $D_{opt}$.

$$\Delta T = \int_{x_t}^{x_{opt}} m_{11}(x, D_{opt})dx \approx s_t \cdot \left( \bar{m}_{11}(D_{opt}) - \bar{m}_{11}(D_t) \right) \quad (3.22)$$

where $\bar{m}_{11}(D)$ is defined as $\frac{1}{s_t} \int s_t^{s_t} m_{11}(p, D)dp$ (see Eq. 3.2), i.e., the average time required to develop a unit length.
The relationship between the dose and developing rate is non-linear and, therefore, \( \tilde{m}_R(D) \) is a non-linear function of \( D \). However, a first-order approximation may be employed to evaluate Eq. 3.22. That is,

\[
s_t \cdot (\tilde{m}_R(D_{opt}) - \tilde{m}_R(D_t)) \approx s_t \cdot \tilde{m}'_R(D_t) \cdot (D_{opt} - D_t)
\]

where \( \tilde{m}'_R() \) is the first-order derivative of \( \tilde{m}_R() \) with respect to \( D \).

As an approximation, \( \Delta T \) may be computed with \( D = D_t \) instead of \( D = D_{opt} \) in Eq. 3.22, i.e., \( \int_{x_t}^{x_{opt}} m_0(x, D_{opt})dx \approx \int_{x_t}^{x_{opt}} m_0(x, D_t)dx \). Then,

\[
\int_{x_t}^{x_{opt}} m_0(x, D_t)dx = s_t \cdot \tilde{m}'_R(D_t) \cdot (D_{opt} - D_t).
\]

From Eq. 3.24, the optimal dose is derived as

\[
D_{opt} = \frac{\int_{x_t}^{x_{opt}} m_0(x, D_t)dx}{x_t \cdot \tilde{m}'_R(D_t)} + D_t
\]

Note that \( D_{opt} \) can be computed given the distribution of developing rate in the resist.

3.3 Results and Discussion

In order to verify the accuracy of the proposed analytic method, the estimation and minimization results are compared with those obtained through the simulation. A typical substrate system is employed where a resist layer of PMMA with a certain thickness is on the top of the Si substrate. A single feature of size 90 nm × 400 nm (W × L) is exposed with a uniform dose. The LER computed from the analytic expression is compared with that obtained by the simulation for varying edge location \( x \) where \( x = 0 \) corresponds to the target edge location on the right edge, i.e., \( x < 0 \) and \( x > 0 \) correspond to the inside and outside of a feature. The
edge location is controlled by changing the developing time with the same exposure (developing rate) distribution. In the simulation, the development process continues until the boundary of developed feature reaches each edge location.
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Figure 3.6: The LER estimated by the analytic method and simulation: (a) 300 nm PMMA on Si, beam energy of 50 keV, dose of 640 $\mu$C/cm$^2$, (b) 300 nm PMMA on Si, beam energy of 30 keV, dose of 640 $\mu$C/cm$^2$, (c) 100 nm PMMA on Si, beam energy of 50 keV, dose of 600 $\mu$C/cm$^2$, and (d) 300 nm PMMA on Si, beam energy of 50 keV, dose of 640 $\mu$C/cm$^2$.

While the analytic method can be applied to any layer of resist, the results for the bottom layer are provided since the LER is usually largest at the bottom layer. In Fig. 3.6(a), the results for the resist thickness of 300 nm, beam energy of 50 keV, and dose level of 640 $\mu$C/cm$^2$ are provided. It can be seen that the LER estimated by the analytic method is well matched with the LER by the simulation. In Fig. 3.6(b), the results for a lower beam energy of 30 keV with the same dose are shown. Since the exposure is higher for 30 keV than 50 keV, for the same edge location, the developing time is shorter for 30 keV than for 50 keV. In Fig. 3.6(c), the results...
for a thinner resist (100 nm) are given, with a lower dose level of 600 μC/cm². A similar observation, i.e., a close match between the analytic and simulation results, can be made.

One observation to make is that the LER outside the feature \((x > 0)\) in Fig. 3.6(c) increases while it continues to decrease in Fig. 3.6(a) and Fig. 3.6(b). Given a stochastic exposure distribution, the LER generally depends on two factors, the exposure fluctuation and contrast. A higher exposure contrast makes the LER smaller. On the other hand, ignoring the effect of the exposure contrast, the LER would be larger at a more positive edge location (i.e., further outside or equivalently a longer development path) since the exposure fluctuation is accumulated over a longer development path. These effects compete with each other. The LER may increase or decrease outside a feature depending which effect becomes more dominant. That is, the exposure contrast outside the feature in Fig. 3.6(a) and (b) is relatively higher than that in Fig. 3.6(c).

For an edge location, the developing time is the same for both the analytic method and simulation. In Fig. 3.6(d), the LER is plotted as a function of developing time for both the analytic method and simulation (for the case of Fig. 3.6(a)). However, the shape of LER with the developing time does not have a turning point even when it is developed to the outside. A possible reason is that it normally takes a much longer time to develop further outside. That is, the turning point has not been reached in Fig. 3.6(d).

The cost function is evaluated by both the analytic method and simulation and the optimal dose, which minimizes the cost function, is computed by the analytic method, i.e., evaluating Eq. 3.26. The analytic minimization of LER and CD error by controlling the dose is compared with the minimization by the simulation with a fixed developing time. In Fig. 3.7(a), the results for the resist thickness of 300 nm and beam energy of 50 keV are provided. The cost function evaluated by the analytic method is well matched with that by the simulation, and the optimal dose obtained by the analytic method is very close to the optimal dose by the simulation. In Fig. 3.7(b) and Fig. 3.7(c), the results for a lower beam energy of 30 keV and the results for a thinner resist (100 nm) are shown, respectively. It is noted in Fig. 3.7(c) that the cost function shows a flat portion. When the exposure contrast over the feature edge is high (in general, higher for an upper layer of resist, a thinner resist, a higher beam energy, etc.), the exposure
outside (even right outside) a feature is very low. In such a case, the width of developed feature increases very slowly as the dose (or developing time) increases, leading to the flat portion of the cost function (see Fig. 3.7(c)). One may still use the optimum dose or the lowest dose in the flat portion in practice since the cost function does not vary substantially in that region.

3.4 Summary

In this chapter, an analytic method of estimating and minimizing the LER is described. It has been shown that the results obtained by this analytic method of estimating and minimizing the LER are closely matched with the simulation results. Although this method focuses on the stochastic variation of developing rate, the analytic method described in this chapter is still applicable even when other factors contributing to the LER are taken into account, e.g., the randomness in the development process may be converted into an extra fluctuation in developing rate and reflected in the LER estimation.
Figure 3.7: The minimization results (minimization of the cost function with respect to the dose) by the analytic method and simulation: (a) 300 nm PMMA on Si, beam energy of 50 keV, developing time of 50 s, (b) 300 nm PMMA on Si, beam energy of 30 keV, developing time of 20 s, and (c) 100 nm PMMA on Si, beam energy of 50 keV, developing time of 10 s. The optimal dose computed by the analytic method is indicated by the vertical line in the graphs.
In Chapter 3, an analytic method of estimating and minimizing the LER at any layer of resist is described for the case where a long single line is exposed with a uniform dose, denoted by $D_0$. In this chapter, an extension of the analytic method to a large-scale uniform pattern is described. In general, it is not straightforward to apply the single-line result of LER expression to a large circuit pattern since the exposure level varies with the location within the pattern (see Fig. 4.1).

Figure 4.1: The exposure at the edge (red curve) and center (blue curve) of a line-space pattern generated by the Monte Carlo simulation: 300 nm PMMA on Si, dose of 640 $\mu$C/cm$^2$, beam energy of 50 keV, and pattern size of 50 $\mu$m $\times$ 50 $\mu$m where both the line-width and space are 50 nm.

However, for a large uniform pattern such as a line-space (L/S) pattern where the same feature is replicated uniformly, the exposure level varies gradually in space. Therefore, given
the LER expression for a single line (Eq. 3.15), it is possible to derive the LER at a location in a large uniform pattern analytically by adjusting this expression depending on the location in the pattern. To simplify the derivation procedure and the final expression of LER, the analytic expression of LER is derived at three critical locations, i.e., the center, edge and corner (see Fig. 4.2), by modeling the differences of the stochastic exposure distribution among the locations and incorporating them into the single-line result. The LER at other locations may be obtained through an interpolation using the LER’s at the critical locations.

![Figure 4.2: A large-scale uniform pattern with line features where three critical regions (corner, edge and center) are shown. The size of the pattern is W × W.](image)

The rest of this chapter is organized as follows. The analytic method of estimating the LER in a large uniform pattern is described in Sec. 4.1. The analytic method of minimizing the LER in a large uniform pattern is described in Sec. 4.2. The results of estimating and minimizing the LER in a large-scale uniform pattern are provided and discussed in Sec. 4.3, followed by a summary in Sec. 4.4.

### 4.1 Estimation of LER

The exposure level in a large pattern significantly varies with the location (see Fig. 4.1) and, therefore, the LER is also location-dependent. Given a location in such a pattern, it is possible
to use the analytic expression of LER (Eq. 3.15) derived for a single line, i.e., compute the mean and variance of exposure along the development path reaching the location through a feature-by-feature convolution (Eq. 2.2 and Eq. 2.3), derive the mean and variance of the developing rate from the exposure and conversion formula (Eq. 2.4), and apply the analytic method for a single line, i.e., derive the LER from the distribution of developing rate. However, this approach requires the repetitive efforts of computing the exposure distribution at each location.

In this study, the LER expression for a single line is adjusted by considering the location dependency of exposure. In a large pattern, the exposure at a location may be decomposed into the “local” and “global” exposures [10] where the former refers to the exposure contribution from the forward-scattering of electrons and the latter to that from the back-scattering. The exposure distribution in the case of a single line is mainly of local exposure. Therefore, the difference in the exposure distribution between a single line and a large pattern comes from the global exposure which varies significantly with the location, as shown in Fig. 4.3. The adjustment of the analytic expression of LER for a single line is done according to the distribution of global exposure.

Figure 4.3: The global exposure distribution in a large-scale uniform pattern: 300 nm PMMA on Si, dose of 640 $\mu$C/cm$^2$, beam energy of 50 keV, and pattern size of 50 $\mu$m × 50 $\mu$m.
4.1.1 Modeling of Global Exposure

To model the global exposure, a PSF may be decomposed into two components [23], the local component, which has a relatively large magnitude and is sharp, describes the energy deposited by the forward-scattering of electrons, and the global component, which has a relatively low magnitude and is flat, describes that by the back-scattering (see Fig. 2.2). One common way to model PSF’s is to employ a double-Gaussian function, which was proposed by Chang in 1975 [31], where one Gaussian function models the local component and the other models the global component. Therefore, the PSF at a layer \((z)\) in the resist can be expressed as

\[
psf(r, z) = psf_F(r, z) + psf_B(r, z) = a_F(z) \exp \left( -\frac{r^2}{b_F(z)} \right) + a_B(z) \exp \left( -\frac{r^2}{b_B(z)} \right) \tag{4.1}
\]

where \(r = \sqrt{x^2 + y^2}\), \(psf_F(r, z)\) is to model the local component with parameters of \(a_F(z)\) and \(b_F(z)\), and \(psf_B(r, z)\) the global component with parameters of \(a_B(z)\) and \(b_B(z)\).

As in Eq. 2.1, the global exposure can be calculated by the convolution of the global component of a PSF, i.e., \(psf_B\), and the dose distribution as

\[
e_G(x, y, z) = \int_{-\frac{W}{2}}^{\frac{W}{2}} \int_{-\frac{W}{2}}^{\frac{W}{2}} D(x, y) \cdot psf_B(x - x', y - y', z) dx' dy' \tag{4.2}
\]

where \(D(x, y)\) depicts the dose distribution in a L/S pattern shown in Fig. 4.2, i.e., \(D(x, y) = D_0\) when the point \((x, y)\) is inside a line, and \(D(x, y) = 0\) otherwise.

In the case of a large uniform pattern in Fig. 4.2, since the \(psf_B\) spatially varies slow (see Fig. 2.2), the global exposure may be computed without performing the feature-by-feature convolution. Instead, the entire pattern may be considered to be a single feature with the size of \(W \times W\) where the effective dose is the actual dose scaled by the feature density \(d\) (e.g., \(d = 0.5\) when the line-width and space are equal in a L/S pattern as shown in Fig. 4.2). From Eq. 4.1 and Eq. 4.2, the global exposure \(e_G\) can be computed by

\[
e_G(x, y, z) = \int_{-\frac{W}{2}}^{\frac{W}{2}} \int_{-\frac{W}{2}}^{\frac{W}{2}} D_0d \cdot psf_B(x - x', y - y', z) dx' dy' \]
\[
= \int_{-\frac{W}{2}}^{\frac{W}{2}} \int_{-\frac{W}{2}}^{\frac{W}{2}} D_0 d \cdot a_B(z) \exp \left( -\frac{(x-x')^2 + (y-y')^2}{b_B(z)} \right) dx' dy'. \tag{4.3}
\]

Note that the integral of Eq. 4.3 does not lead to an explicit expression. Since the \( psf_B \) changes slowly over the space, the mean and variance of \( psf_B \) are approximated as follows (see Fig. 4.4):

\[
m_{psf_B}(r) = \begin{cases} M_B & \text{when } r \leq r_0 \\ 0 & \text{when } r > r_0 \end{cases},
\]

\[
\sigma^2_{psf_B}(r) = \begin{cases} V_B^2 & \text{when } r \leq r_0 \\ 0 & \text{when } r > r_0 \end{cases} \tag{4.4}
\]

where \( M_B \) and \( V_B^2 \) are the average mean and variance of the global component of PSF within the PSF domain, respectively, and \( r_0 \) is the radius of the PSF domain. An example of this approximation is shown in Fig. 4.4 where \( r_0 \) is 20 \( \mu \)m.

Then, computing the global exposure at a point is equivalent to finding the overlapped area between the pattern and the domain of a PSF, which is a circle with the radius of \( r_0 \) centered at \((x, y)\). Therefore, from Eq. 4.3 and Eq. 4.4, the mean of global exposure \( m_{eg} \) can be derived as

\[
m_{eg}(x, y) = \begin{cases} 
M_B \pi r_0^2 d & \text{when } r < \frac{W}{2} - r_0 \\
\left( \frac{1}{2} \sin \theta_1 \cdot \left( \frac{W}{2} - |x| \right) r_0 + \frac{1}{2} \sin \theta_2 \cdot \left( \frac{W}{2} - |y| \right) r_0 + \left( \frac{W}{2} - |x| \right) \left( \frac{W}{2} - |y| \right) + \frac{1}{2} \left( \frac{3\pi}{2} - \theta_1 - \theta_2 \right) \right) M_B d & \text{when } r \geq \frac{W}{2} - r_0 \end{cases} \tag{4.5}
\]

Similarly, the fluctuation of global exposure \( \sigma^2_{eg} \), which affects the LER, can be derived as

\[
\sigma^2_{eg}(x, y) = \begin{cases} 
V_B^2 \pi r_0^2 d & \text{when } r < \frac{W}{2} - r_0 \\
\left( \frac{1}{2} \sin \theta_1 \cdot \left( \frac{W}{2} - |x| \right) r_0 + \frac{1}{2} \sin \theta_2 \cdot \left( \frac{W}{2} - |y| \right) r_0 + \left( \frac{W}{2} - |x| \right) \left( \frac{W}{2} - |y| \right) + \frac{1}{2} \left( \frac{3\pi}{2} - \theta_1 - \theta_2 \right) \right) V_B^2 d & \text{when } r \geq \frac{W}{2} - r_0 \end{cases} \tag{4.6}
\]
The mean and variance of global exposure generated by the Monte Carlo simulation are compared with those by the approximate models (Eq. 4.5 and Eq. 4.6) in Fig. 4.5 where the pattern size ($W = 50 \, \mu m$) is larger than the PSF domain ($r_0 = 20 \, \mu m$). As shown in the figure, the mean and variance of global exposure derived by the approximate models are closely matched with those from the simulation at the critical locations where ($X = Y = 0$),
(X = 25, Y = 0), and (X = Y = 25) correspond to the center, edge, and corner regions in Fig. 4.2.
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Figure 4.5: The analytic estimates of the mean and variance of global exposure are compared with the corresponding simulation results: 300 nm PMMA on Si, dose of 640 μC/cm² and beam energy of 50 keV.

4.1.2 Relationship Between Global Exposure and LER

The LER at a location may be modeled by two parts: the contribution from the local exposure, which is independent of the location, and the contribution from the global exposure. The exposure distribution in the case of a single line is mainly of the local exposure and, therefore, the LER derived for a single line (Eq. 3.15) may approximate the LER contribution from the local exposure in a large pattern.

Given a location at which the LER is to be estimated, the location is referred to by (x, y) for computing the global exposure as in Section 4.1.1 (see Fig. 4.2) and by x_l for expressing the edge location in the local coordinate (see Fig. 4.6), to be distinguished from the global variable x. The x_l represents the relative location of edge with respect to the (right) target edge location.
of a feature. That is, \( x_t = 0, \ x_t < 0 \) and \( x_t > 0 \) correspond to the cases where the actual edge is on the target location, inside the feature, and outside the feature, respectively. In the case of a single line, \( x_t \) is the same as \( x \) in Eq. 3.15. It should be mentioned that \( x_t \) is only an auxiliary variable, not independent of \( x \).

Figure 4.6: \( x_t \) is defined with respect to the target edge of a feature. After the development process, the boundary (edge) of remaining resist profile can be inside \( (x_t < 0) \) or outside \( (x_t > 0) \) the feature. For example, the two dashed curves represent the two possible boundaries for two different developing times, \( T_1 \) and \( T_2 \) where \( T_1 < T_2 \).

Let \( \Delta \sigma(x_t|T, (x, y)) \) denote any change of the LER due to the global exposure, compared to the LER for a single line. The fluctuation in the global exposure is relatively small compared to that in the (total) exposure and does not vary substantially within a small region. Also, the LER tends to increase as the exposure fluctuation increases. Therefore, \( \Delta \sigma(x_t|T, (x, y)) \) may be approximated to be linearly proportional to the added exposure fluctuation \( \sigma_{eg}(x, y) \).

\[
\Delta \sigma(x_t|T, (x, y)) = A \cdot \sigma_{eg}(x, y)
\]

(4.8)

where \( A \) is is a positive proportional constant (change rate).
The proportional constant $A$ may be found using the LER for a single line, denoted by $\sigma_{\text{single}}(x|T)$, where $\sigma_{eG} = 0$ and the LER at the center in a large pattern, $\sigma_{\text{center}}(x|T)$, where $\sigma_{eG}(0, 0) = V_B r_0 \sqrt{\pi d}$ (see Eq. 4.6). The LER at the center can be derived by the analytic method for a single line, but with the distribution of developing rate at the center region. Then, $A$ is expressed as

$$A = \frac{\sigma_{\text{center}}(x|T) - \sigma_{\text{single}}(x|T)}{V_B r_0 \sqrt{\pi d}}.$$  
(4.9)

And the LER at $(x, y)$ can be derived as

$$\sigma(x|T, (x, y)) = \Delta \sigma(x|T, (x, y)) + \sigma_{\text{single}}(x|T)$$
$$= \frac{(\sigma_{\text{center}}(x|T) - \sigma_{\text{single}}(x|T))\sigma_{eG}(x, y)}{V_B r_0 \sqrt{\pi d}} + \sigma_{\text{single}}(x|T).$$  
(4.10)

The exposure contrast over a feature edge also affects the LER. A larger exposure contrast tends to lead to a smaller LER [30], since the room for variation among neighboring edge locations becomes smaller when the exposure decreases faster (over the edge). Therefore, this inverse relationship between the LER and exposure contrast is approximated to be linear. Then, the LER expression may be further adjusted according to the location-dependent exposure contrast. The exposure contrast $\text{Contrast}(x, y)$ is quantified as the exposure difference between the center of a feature and the middle point between features. An example of the location dependency of exposure contrast is provided in Fig. 4.7.

Finally, the LER is expressed as follows:

$$\sigma(x|T, (x, y)) = \left(\frac{(\sigma_{\text{center}}(x|T) - \sigma_{\text{single}}(x|T))\sigma_{eG}(x, y)}{V_B r_0 \sqrt{\pi d}} + \sigma_{\text{single}}(x|T)\right) \frac{\text{Contrast}_{\text{single}}}{\text{Contrast}(x, y)}$$  
(4.11)

where $\text{Contrast}_{\text{single}}$ is the exposure contrast in the case of a single line.

As can be seen from Eq. 4.11, the LER at a location $(x, y)$ in a large pattern is determined by the global-exposure fluctuation and exposure contrast.
Figure 4.7: The location dependency of exposure contrast in a large pattern with 300 nm PMMA on Si, beam energy of 50 keV, dose of 640 μC/cm², and pattern size of 50 μm × 50 μm where both the line-width and space are 100 nm. The exposure contrast for the corresponding single-line pattern is also provided.

Given the LER expressions at the critical locations (Eq. 4.11), the LER at another location is computed through an interpolation of the LER’s at the critical locations. Since the exposure distribution does not linearly vary with the location, the global exposure distribution (Fig. 4.3) is used as a reference for the interpolation. For example, if the value of global exposure at a location is between those at the center and edge, the LER at that location is derived according to the ratio of global exposure at those three locations, i.e., the ratio of LER at the three locations is the same as that of global exposure.

4.2 Minimization of LER

As the exposure level varies with the location in a large pattern (Fig. 4.3), after the resist development process, the CD at a location can be significantly different from those at other locations, and so is the LER. Therefore, to minimize the LER and CD error in a large uniform pattern, each location $(x, y)$ requires a different dose level denoted by $D_{opt}(x, y)$. A two-step procedure is employed to derive the optimal dose distribution for a large uniform pattern.

4.2.1 Deconvolution Surface

Since given a developing time, the $x_i$ at a location can be significantly different from others, a deconvolution surface is used to compensate the differences of exposure level among the
locations in the first step (Fig. 4.3). The deconvolution surface is derived as [5]

\[ D_s(x, y) = e_t \otimes^{-1} psf(x, y) \]  

(4.12)

where \( e_t \) is the target (average) exposure within the feature, i.e., the exposure needed to reach the target location \( (x_l = 0) \) after the resist development, which can be calculated from the \( D_t \) for a single-line pattern (see Sec. 3.2) and \( psf(x, y, z) \) through Eq. 2.1.

An example of the deconvolution surface is shown in Fig. 4.8.

Figure 4.8: An example of the deconvolution surface generated by a PSF obtained from the Monte Carlo simulation: 300 nm PMMA on Si, dose of 640 \( \mu \)C/cm\(^2\), and beam energy of 50 keV. And the pattern size is 50 \( \mu \)m \( \times \) 50 \( \mu \)m.

According to Eq. 2.1, with the dose distribution of \( D_s(x, y) \), all the locations in a large pattern have the same average exposure level of \( e_t \) inside the line. Since \( x_l \) is mostly determined by the exposure inside the line, especially when \( x_l \leq 0 \), the edge location \( x_l \) at all locations should be approximately the same, i.e., \( x_l \approx 0 \).

4.2.2 Optimal Dose

As explained in Sec. 3.2, since the LER and CD error may not be minimized simultaneously, the same cost function is employed, i.e.,

\[ C(x_l) = |x_l - 0| + 3 \cdot LER. \]  

(4.13)
To avoid the feature-by-feature optimization, the optimal doses for the critical locations are derived first, and the optimal dose distribution \( D_{opt}(x, y) \) is obtained through an interpolation using the optimal doses at the critical locations. For each critical location, since the LER is expressed as a function of \( x_l \) (Eq. 4.11), the same method described in Sec. 3.2 is used to derive the optimal \( x_l \) and, eventually, the optimal dose \( D_{opt} \). Define \( \Delta D_{opt} \) as \( D_{opt} - D_s \), and given the \( \Delta D_{opt} \)'s at the critical locations, the \( \Delta D_{opt}(x, y) \) for a large pattern can be approximated through a 2-D interpolation as

\[
\Delta D_{opt}(x, y) \approx a_0 + a_1 x + a_2 y + a_3 xy
\]

where the coefficients are found by solving the following equation:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & \frac{W}{2} & 0 \\
1 & -\frac{W}{2} & 0 & 0 \\
1 & -\frac{W}{2} & \frac{W}{2} & -\frac{W^2}{4}
\end{pmatrix}
\begin{pmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3
\end{pmatrix}
=
\begin{pmatrix}
\Delta D_{opt}(0, 0) \\
\Delta D_{opt}(0, \frac{W}{2}) \\
\Delta D_{opt}(\frac{W}{2}, 0) \\
\Delta D_{opt}(\frac{W}{2}, \frac{W}{2})
\end{pmatrix}.
\]

With respect to Fig. 4.2, \( \Delta D_{opt}(0, 0) \), \( \Delta D_{opt}(\frac{W}{2}, \frac{W}{2}) \), and \( \Delta D_{opt}(0, \frac{W}{2}) \) and \( \Delta D_{opt}(\frac{W}{2}, 0) \) are the \( \Delta D_{opt} \) for the center, corner, and two edge regions, respectively. Therefore, the optimal dose distribution \( D_{opt}(x, y) \) can be expressed as

\[
D_{opt}(x, y) = D_s(x, y) + \begin{pmatrix}
1 & x & y & xy
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & \frac{W}{2} & 0 \\
1 & -\frac{W}{2} & 0 & 0 \\
1 & -\frac{W}{2} & \frac{W}{2} & -\frac{W^2}{4}
\end{pmatrix}^{-1}
\begin{pmatrix}
\Delta D_{opt}(0, 0) \\
\Delta D_{opt}(0, \frac{W}{2}) \\
\Delta D_{opt}(\frac{W}{2}, 0) \\
\Delta D_{opt}(\frac{W}{2}, \frac{W}{2})
\end{pmatrix}.
\]
4.3 Results and Discussion

In order to verify the accuracy of the proposed analytic method, its results are compared with those obtained through the simulation. A typical substrate system is employed where a resist layer of PMMA with a certain thickness is on the top of the Si substrate. A large L/S pattern with a size of $50 \mu m \times 50 \mu m \,(W \times W)$ is exposed with a uniform dose.

While the analytic method can be applied to any layer of the resist, the results for the bottom layer are provided since the LER is usually largest at the bottom layer. The LER estimated by the analytic method is compared with that obtained through the simulation for varying edge location $x_l$ where $x_l = 0$ corresponds to the target edge location (see Fig. 4.6). The edge location is controlled by changing the developing time with the same exposure (developing rate) distribution (see Fig. 4.6).

In Fig. 4.9, the results for a L/S pattern with the line-width of 100 nm are provided at the three critical locations, the corner, edge and center. The beam energy is 50 keV, the resist thickness is 300 nm, and the dose level is $64 \mu C/cm^2$. Note that the developing time is different for the same edge location in a different region since the exposure distribution varies with location. It can be seen that the LER’s estimated by the analytic method are well matched with those by the simulation. In Fig. 4.10, the results for a L/S pattern with a narrower line-width of 50 nm and a thicker resist (500 nm) are provided where the beam energy is 50 keV, and the dose level is $64 \mu C/cm^2$.

One observation to be made is that the behavior of LER varying with the edge location varied (i.e., the shape of LER curve) does not change substantially with the location within a pattern. This is due to the fact that the spatial distribution of exposure cross a line feature has a similar shape that is independent of the location though the exposure level varies with the location. Note that the shape of exposure distribution mainly depends on the local exposure.

The exposure fluctuation at the center is larger than that at the edge or corner. Therefore, at the same edge location $x_l$, the LER at the center is also larger than that at the edge or corner, as a larger exposure fluctuation leads to a larger LER in these cases. Comparing Fig. 4.9 with Fig. 4.10, the LER’s in Fig. 4.10 are significantly larger than those in Fig. 4.9. It is because the
exposure for 500 nm resist usually has a smaller contrast than the exposure for 300 nm resist with the same beam energy of 50 keV, and the LER is inversely proportional to the contrast. Also, since the development process is cumulative from the top surface of resist to the bottom layer (see Fig. 2.5), the fluctuation $\sigma(T|s)$ for the resist thickness of 500 nm can be larger than that for the resist thickness of 300 nm, which also leads to a larger LER.

The LER’s at other locations than the three critical locations are computed through an interpolation of the LER’s analytically estimated at the critical locations. In Fig. 4.12, the LER’s obtained through the interpolation are compared with the simulation results at three test locations shown in Fig. 4.11. The results in the figure verify that the LER’s estimated at the three critical locations are sufficient to accurately compute the LER at any other location in a large uniform pattern through the interpolation.

The results of analytic minimization of the LER and CD error for a large uniform pattern are compared with those obtained from the simulation where the developing time is fixed. As can be seen in Fig. 4.13 where the beam energy is 50 keV, the resist thickness is 300 nm, for the critical locations, the optimal doses derived by the analytic method of a single line are closely matched with those by the simulation. And the optimal dose distribution of a large pattern derived by the interpolation also minimizes the LER and CD error at the test locations.

4.4 Summary

In this chapter, an analytic method of estimating the LER in a large-scale uniform pattern is described based on the LER expression for a single line. The analytic expression of LER derived for a single-line pattern is adjusted for the critical locations according to the stochastic information on the global exposure at those locations. Then, the LER at another location is derived through an interpolation of the LER’s at the critical locations. Due to the global exposure, the CD varies significantly with the location in a large pattern. Therefore, a two-step minimization procedure is employed to derive the optimal dose distribution for a large pattern, which can minimize the CD error and LER at all locations. It has been shown that the results obtained by the analytic method are closely matched with those from the simulation.
Figure 4.9: The LER estimated by the analytic method and simulation at the (a) corner, (b) edge, and (c) center: line-width of 100 nm, 300 nm PMMA on Si, beam energy of 50 keV, and dose of 64 $\mu$C/cm$^2$. 
Figure 4.10: The LER estimated by the analytic method and simulation at the (a) corner, (b) edge, and (c) center: line-width of 50 nm, 500 nm PMMA on Si, beam energy of 50 keV, and dose of 64 $\mu$C/cm$^2$. 
Figure 4.11: Three test regions (a, b, and c) marked by circles in a large uniform pattern.
Figure 4.12: The LER estimated by the analytic method and simulation at at the test locations (in Fig. 10): line-width of 50 nm, 500 nm PMMA on Si, beam energy of 50 keV, and dose of 64 \( \mu \text{C/cm}^2 \).
Figure 4.13: The minimization results (minimization of the cost function with respect to the dose) by the analytic method and simulation: 300 nm PMMA on Si, beam energy of 50 keV.
Chapter 5

Modeling Lithographic Process

In the previous chapters, the analytic method is verified using the results of the simulation described in Chapter 2. It is not uncommon that the results derived by the simulation are substantially different from the actual experimental results, since the simulation may not capture completely all the characteristics of e-beam lithographic process. Therefore, the experimental results can be used to verify the analytic method. However, unlike the simulation, the stochastic parameters, i.e., the mean and variance of exposure distribution in the resist, etc., required by the analytic method cannot be directly measured from the experimental results.

Therefore, in this chapter, a method to extract the stochastic information from the experimental results, i.e., SEM images, is described. In the first step, the line spread function (LSF) and conversion formula are modeled by matching the CD’s measured from the SEM images, i.e., through iterations, the LSF and conversion formula are adjusted such that the difference between the modeled (through simulation) and measured (from SEM images) CD’s is minimized. In the second step, the exposure fluctuation is modeled by matching the LER through iterations. Since the proposed method utilizes the experimental results of SEM images, its results are likely to be realistic. Another important aspect of the proposed method is that the LSF, conversion formula, and exposure fluctuation are modeled considering their interaction rather than individually. Therefore, a minor inaccuracy in one of them may be compensated by the others such that the modeled CD and LER can achieve a high accuracy compared with those measured from SEM images.

The rest of the chapter is organized as follows. The preprocessing of SEM images and the edge detection are described in Sec. 5.1. The modeling of e-beam lithographic process is
described in Sec. 5.2. The results of modeling SEM images are discussed in Sec. 5.3, followed by a summary in Sec. 5.4.

5.1 Analysis of SEM Images

In the experiment, a typical substrate system is employed where a resist layer with a certain thickness is on top of the substrate. A pattern of multiple long lines with the fixed line-width and space is exposed with different levels of a uniform dose, while all the other e-beam lithographic parameters, i.e., beam energy, developing time, etc., are fixed. After the resist development process, SEM images are taken in a top-down view of the remaining resist profile. An example of SEM image is shown in Fig. 5.1, which is to be used in illustrating the steps of analyzing SEM images. Using image processing techniques, the feature boundaries (edges) are detected to measure the CD (line-width) and LER.

![Figure 5.1: An example of SEM image taken in a top-down view of the remaining resist profile for a large L/S pattern where the line-width and space are 120 nm. The pixel interval is 1.4 nm.](image-url)
5.1.1 Preprocessing

SEM images typically include a significant level of “salt and pepper” noise (see Fig. 5.1) and their quality, e.g., brightness or contrast, may vary from image to image or spatially within an image. Since the proposed method utilizes the information (the CD and LER) extracted from SEM images, it is important to reduce the noise level and enhance the image quality.

![Figure 5.1: An illustration of preprocessing the SEM image in Fig. 5.1: (a) noise reduction, (b) contrast enhancement, and (c) background removal.](image)

A spatial-averaging filter such as a Gaussian filter reduces the noise level, but at the same time tends to smooth out the image detail such as the roughness of feature boundary. Also, such a filter is not very effective on the salt-and-pepper noise. On the other hand, the median filter is effective in reducing the salt-and-pepper noise without destroying the image detail significantly. Therefore, a median filter is employed in this study. The larger the size of median filter is, the
more image detail can be lost. The smallest size of the median filter that removes most of the noise is found to be $9 \times 9$ pixels (12.6 nm $\times$ 12.6 nm). The SEM image (Fig. 5.1) after the noise reduction is shown in Fig. 5.2(a).

Since the boundary detection is based on the change of brightness, an SEM image with a low contrast is prone to a detection error. The contrast of such an image is enhanced by the histogram equalization for the better detection. The result of contrast enhancement is shown in Fig. 5.2(b). The contrast enhancement is carried out after the noise reduction not to increase the noise level.

5.1.2 Detection of Feature Boundaries

In SEM images, boundary (edge) regions are brighter than the background. To facilitate detecting feature boundaries, the background is removed by using a threshold, which is set to be the half of the average brightness in the edge regions assuming most of the background is set to zero after the contrast enhancement, as shown in Fig. 5.2(c).

However, as the noise in SEM images is not completely removed, using the threshold, i.e., half of the average brightness in the edge regions, may not be sufficient to remove all the background, e.g., some small regions may have a brightness higher than the threshold and survive the thresholding (see Fig. 5.3). Therefore, a window centered at each peak of brightness is employed to define the edge region and any area outside the edge regions is set to be zero.

![Figure 5.3: Edge region defined by a window centered at the peak brightness.](image)
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A 3 x 3 differential edge detector is employed (laterally) in edge regions, to obtain the gradient of the preprocessed SEM images. The maximum positive and negative gradients are searched to find the inner and outer edge locations (see Fig. 5.4(b)). The feature boundaries are normally continuous in space. Isolated edges such as a single pixel of edge are most probably due to the noise and thus are removed. In Fig. 5.4, the detected edges are overlaid with the original image where a high-fidelity result can be observed.

Figure 5.4: (a) Detected edges are overlaid with the original SEM image and (b) a zoomed-in region (the white box shown in (a)) where inner and outer edges are illustrated.

The outer and inner edges shown in Fig. 5.4(b) may correspond to the edges at the top and bottom layers of resist, respectively, in the case of an overcut resist profile. To utilize as much information extracted from SEM images as possible, both the inner and outer edges are considered, i.e., the CD is evaluated as the average of the inner and outer line-widths, and the LER is evaluated as the standard deviation of the inner and outer edge locations. The CD’s and LER’s measured from the SEM images with 4 different normalized dose levels (from 0.705 to 1.082) are plotted in Fig. 5.5. The proposed method does not require the absolute dose levels to be known, and the normalized dose is used only to distinguish different doses, i.e., relative dose levels, and the normalized dose of 1.0 does not have any special meaning.
Figure 5.5: (a) The average line-widths and (b) the LER's measured from a set of SEM images with different normalized dose levels.

The detected edge locations are indicated by the pixel index, i.e., \((i, j)\), of SEM image, e.g., for a 1024 by 1024 image, both \(i\) and \(j\) are from 1 to 1024. The physical edge location \((x_i, y_j)\) are derived by \((i, j)\) multiplied by the pixel size, e.g., if the pixel size is 1.4 nm, \((x_i, y_j) = (1.4i, 1.4j)\). To measure the LER accurately, the tilt angel \(\eta\) of the lines in the SEM images is estimated using the image moments [35]. The corrected edge locations are obtained by rotating the detected edge locations by the angle \(\eta\) as

\[
\begin{align*}
x'_i &= x_i \cos \eta - y_j \sin \eta, \\
y'_j &= x_i \sin \eta + y_j \cos \eta
\end{align*}
\]

where \((x'_i, y'_j)\) is the corrected edge location of \((x_i, y_j)\).

5.2 Modeling of E-beam Lithographic Process

In this section, the procedures of modeling the e-beam lithographic process, i.e., estimating the LSF, conversion formula, and exposure fluctuation based on the CD and LER measured from SEM images, are described. In the proposed method, the LSF, conversion formula, and exposure fluctuation are modeled by considering their interaction rather than individually. This approach allows a modeling error in one to be compensated in the others as long as the modeled CD and LER closely match with the measured ones. Also, the approach makes it unnecessary to
know certain experimental details such as the absolute dose and developing time. For example, through the modeling process, the LSF and conversion formula adapt themselves to an assumed developing time.

5.2.1 Models

In the SEM images (see Fig. 5.1), only the line-space patterns are considered and, therefore, the exposure distribution in the resist can be computed using the LSF, denoted by $l_{sf}(x, z)$, which describes the exposure distribution at a layer ($z$) when an infinitely long line with the single-pixel width is exposed. The 3-D spatial distribution of exposure $e(x, y, z)$ in the resist can be computed by the following convolution:

$$
e(x, y, z) = \int D(x - x', y)l_{sf}(x', z)dx'.\tag{5.2}$$

The conversion formula may be modeled by a Gaussian function as in Eq. 2.4 where only the left portion of the curve before its peak is used, i.e.,

$$R(x, y, z) = k_1 \cdot \exp\left(-\frac{(e(x, y, z) - k_2)^2}{k_3}\right) + k_4.\tag{5.3}$$

In Eq. 5.3, $k_1 + k_4$ is the maximum developing rate, $k_2$ is the lowest exposure leading to the maximum developing rate, $k_3$ is the rate contrast with respect to the exposure, and $k_4$ is the minimum developing rate for a non-zero exposure. Through the modeling process, the parameters $\{k_i\}$ are determined.

In the modeling process, given a distribution of developing rate, $R(x, y, z)$, the path-based simulation method [22] is used to derive the remaining resist profile from which the CD and LER are calculated and compared with the measured ones from SEM images.

5.2.2 Matching the Line-Width

Since the average line-width is most affected by the average developing-rate distribution which can be calculated from the LSF and conversion formula, the LSF and conversion formula can
be modeled first by matching the average line-widths. To reduce the computation required by the modeling process, a two-step procedure is employed.

Without the Exposure Fluctuation

![Flowchart of the iterative procedure for determining the conversion formula (and the LSF).](image)

Figure 5.6: The flowchart of the iterative procedure for determining the conversion formula (and the LSF).

In the first step, without considering the effects of exposure fluctuation, an iterative procedure is employed, i.e., the LSF and conversion formula are adjusted through iterations such that the total difference (error) between the modeled and measured average line-widths is minimized. The total difference is the sum of the differences for all SEM images. The iterative procedure is described below and also in Fig. 5.6. Note that since the exposure fluctuation is not included in this step, only the 2-D (the X-Z plane) development simulation is needed, which makes practical the optimization of all the points of LSF along with the parameters in the conversion formula.

**Step 1:** Adjust the parameter $k_1$ in the conversion formula.

**Step 2:** Adjust the parameter $k_2$ in the conversion formula. 
Step 3: Adjust the parameter \( k_3 \) in the conversion formula.

Step 4: Adjust the parameter \( k_4 \) in the conversion formula.

Step 5: Adjust the LSF.

Step 6: Check whether the total error is acceptable (minimized). If yes, stop the iteration. Otherwise go to step 7.

Step 7: Check whether the total error can be reduced by further adjusting the LSF. If yes, go to step 5. Otherwise, go to step 8.

Step 8: Check whether the total error can be reduced by further adjusting \( k_4 \). If yes, go to step 4. Otherwise, go to step 9.

Step 9: Check whether the total error can be reduced by further adjusting \( k_3 \). If yes, go to step 3. Otherwise, go to step 10.

Step 10: Check whether the total error can be reduced by further adjusting \( k_2 \). If yes, go to step 2. Otherwise, go to step 1.

Since both the LSF and conversion formula affect the line-width, after the adjustment of one parameter \((k_i)\) in the conversion formula, each point in the LSF needs to be adjusted to derive the current “optimal” LSF, i.e., given a set of parameters \(\{k_i\}\) in the conversion formula, there only exists one optimal LSF that minimizes the total error. The flowchart of adjusting the LSF is shown in Fig. 5.7.

The overall procedure (see Fig. 5.6) terminates when the total error is acceptable (minimized), which indicates that both the LSF and conversion formula are optimized. To make the results realistic, in adjusting the conversion formula, the following constraints are imposed: the \(k_i\)’s are positive and the conversion formula is a monotonically increasing function. Also, the following constraints are imposed on adjusting the LSF (see Fig. 5.7):

- The LSF is adjusted point-wise from the center to the outside iteratively until the local optimal value is found for each point.
Figure 5.7: The flowchart of the iterative procedure for adjusting each point of the LSF.

- All the previous points are set slightly lower than their optimal values so that the following points have more room to be adjusted.

- Each adjustment is linearly proportional to the current total error, since usually a larger error requires more adjustment.

- The current point of LSF is always set smaller than the previous points, since the LSF is a monotonously decreasing function.

Figure 5.8: (a) The LSF and (b) conversion formula estimated without the exposure fluctuation.

The results of the modeled LSF and conversion formula are shown in Fig. 5.8, and the modeled line-widths at different doses and patterns are compared with their corresponding
measured ones from SEM images in Fig. 5.9. It can be seen that with the modeled LSF and conversion formula, the line-widths from the simulation are well matched with those measured from the SEM images.

With Exposure Fluctuation

Another factor that affects the line-width is the exposure fluctuation. For the same average developing-rate distribution, the exposure fluctuation can accelerate the development process and enlarge the line-width. This is due to the interaction between paths, i.e., the fast paths (paths with positive fluctuations) help the slow paths (paths with negative fluctuations) to achieve a larger average line-width, with the average developing-rate distribution unchanged. Therefore, in the second step, the results from the first step are further adjusted in an iterative procedure shown in Fig. 5.10 to compensate the effects of the exposure fluctuation.

In the second step, only the points in the LSF are adjusted assuming that the conversion formula derived in the first step is accurate enough. As the LSF and conversion formula together determine the line-width, a small error in the conversion formula may be compensated by adjusting the LSF. Also, to evaluate the effects of the exposure fluctuation, i.e., the interaction between development paths, the 3-D development simulation of the stochastic exposure needs to be used, which is significantly slower than the 2-D development simulation used in the first step. Therefore, adjusting each parameter in the conversion formula while optimizing the LSF
Check whether the total error can be reduced by adjusting the current point of the LSF. Adjust the point of the LSF according to the total error. Generate exposure distribution. Add exposure fluctuation. Generate stochastic developing rate distribution. Measure the line-width and calculate the total error. Check whether all points in the LSF are adjusted. Whether total error is acceptable? Yes, exit. No, move to the next point of LSF. Check whether the total error can be reduced by adjusting the current point. No, Yes.

Figure 5.10: The flowchart of the iterative procedure for adjusting the LSF to compensate the effects of the exposure fluctuation on the line-width.

For the stochastic exposure is not practical. Without knowing the actual exposure fluctuation (in the experiments), a simple uniformly-distributed exposure fluctuation is added. To approximate the effects of the exposure fluctuation on the line-widths in the experiments, different levels of the exposure fluctuation are tested, and the one that can generate the same or similar LER level in the experiments is used in the optimization procedure (Fig. 5.10). The results are shown in Fig. 5.11.

Figure 5.11: (a) The line-width and (b) LER modeled through the simulation with the exposure fluctuation are compared with those measured from the SEM images.
As can be seen from Fig. 5.11, after the adjustment of the LSF, the modeled line-widths are well matched with the measured ones, i.e., the effects of the exposure fluctuation on the line-widths are compensated. Note that the LER is not modeled in this step and, therefore, the difference between the LER’s from the simulation and experiment can be significant, e.g., the LER’s for the low doses in Fig. 5.11(b). Only the overall LER level is considered in this step to evaluate and compensate the effects of the exposure fluctuation on the line-widths.

5.2.3 Matching the LER

The (stochastic) fluctuation of exposure is modeled by matching the LER values obtained from the modeled exposure fluctuation to those measured in the SEM images. A Gaussian randomness is used to model the fluctuation of exposure, i.e., a zero-mean Gaussian noise, \( e_n(x, y, z) \), is added to the (deterministic) exposure, \( e_d(x, y, z) \), as follows:

\[
e_s(x, y, z) = e_d(x, y, z) + e_n(x, y, z),
\]

\[
e_n(x, y, z) = G(x, y, z) \cdot \sigma_n(x, y, z)
\]

(5.4)

where \( G(x, y, z) \) is generated by a Gaussian random number generator with \((\mu, \sigma)\) of \((0, 1)\), \( e_s(x, y, z) \) represents the stochastic exposure, and \( \sigma_n(x, y, z) \) determines the level of exposure fluctuation.

In general, a higher exposure level leads to a higher absolute fluctuation but a lower relative fluctuation. This property is incorporated into the implementation of exposure fluctuation as in Eq. 5.5.

\[
\sigma_n(x, y, z) = \sigma_0 \left( \frac{e_d(x, y, z)}{\max_{x, y, z} (e_d(x, y, z))} \right)^\alpha
\]

(5.5)

where \( 0 < \alpha < 1 \).

It can be seen in Eq. 5.5 that as the exposure level \( (e_d(x, y, z)) \) increases, the absolute fluctuation \( \sigma_n(x, y, z) \) becomes larger but the relative fluctuation, defined as \( \frac{\sigma_n(x, y, z)}{e_d(x, y, z)} \), becomes smaller. Since one of the main sources of the exposure fluctuation is the random process of
electron-scattering, there may exist a strong correlation of the exposure fluctuations between pixels. Let \( C_{r_X} \) and \( C_{r_Y} \) denote the correlations along the X and Y dimensions. To simplify the model, when \( C_{r_X} = C_{r_Y} = 1 \), the \( e_s(x, y, z) \) is independent of the location \((x, y, z)\). When \( C_{r_X} = k \), every \( k \) pixels along the X dimension share the same level of fluctuation, and the same definition is applied to \( C_{r_Y} = k \) but along the Y dimension.

In the optimization, four parameters, i.e., \( \sigma_0, \alpha, C_{r_X} \) and \( C_{r_Y} \), are determined by matching the LER. Since the exposure fluctuation also affects the line-width, the first point of LSF \( (LSF(0)) \) is adjusted to compensate the effects. Through a binary search, all of the five parameters, i.e., \( \sigma_0, \alpha, C_{r_X}, C_{r_Y}, \) and \( LSF(0) \), are adjusted such that the total error of the line-width (CD) and LER is minimized. The total error is defined as

\[
TotalError = \sum_{dose\ level} \left( |Error_{CD}| + 10 \cdot |Error_{LER}| \right)
\]  

(5.6)

where the \( Error_{CD} \) is the difference between the modeled and measure line-widths, and the \( Error_{LER} \) is the difference between the modeled and measure LER’s.

In most cases, the LER is much smaller than the CD. In order to achieve the percent LER error comparable to the percent CD error, a weight of 10 is multiplied to the LER error.

5.3 Results and Discussion

Two sets of SEM images obtained under the same experimental set-up (except the dose) are used in the modeling. One set includes 4 SEM images corresponding to the 4 normalized dose levels of 0.845, 0.920, 1.000, and 1.082 where both the line-width and space are 60 nm. The other set includes 4 SEM images corresponding to the 4 normalized dose levels of 0.705, 0.774, 0.845, and 1.082 where both the line-width and space are 120 nm. The beam energy is 50keV. Other details of the experiment are unknown.

In order to minimize the statistical uncertainty of the results, all of the lines in each SEM image, i.e., 12 lines in the pattern of 60 nm lines and 6 lines in the pattern of 120 nm lines, are utilized in measuring the line-width and LER. The line-width and LER obtained by the proposed modeling method are compared with those measured from the SEM images for the
60 nm line pattern in Fig. 5.12. It can be seen that the modeled line-width and LER are closely matched with the measured results. A similar close match can be observed for the pattern of 120 nm lines in Fig. 5.13.

![Diagram](image)

Figure 5.12: The line-width and LER modeled through simulation are compared with those measured from the SEM images of a L/S pattern with L = S = 60 nm: (a) average line-width and (b) LER.

5.4 Summary

Since the simulation may not be completely realistic, the experimental results may be used to verify the analytic method. However, the stochastic information, i.e., the mean and variance of the developing rate, required by the analytic method, cannot be directly measured from the experiments. In this chapter, a practical and accurate method of extracting the stochastic information of e-beam lithographic process, i.e., the LSF, conversion formula, and exposure
fluctuation, is described. One of the main advantages is that the method utilizes only the information extracted from SEM images with the normalized dose levels without having to know the complete set-up of e-beam lithographic process. Since the proposed method utilizes the experimental results of SEM images, its results are likely to be realistic. Another important aspect of the proposed method is that the LSF, conversion formula, and exposure fluctuation are modeled by considering their interaction rather than individually. Therefore, a minor inaccuracy in one of them may be compensated by the others such that the modeled CD and LER can achieve a high accuracy compared with the those measured from experimental results.

Figure 5.13: The line-width and LER modeled through the simulation are compared with those measured from the SEM images of a L/S pattern with L = S = 120 nm: (a) average line-width and (b) LER.
Chapter 6

Verification

In this chapter, the analytic method is further verified through a more thorough comparison. In the first section (Sec. 6.1), the experimental results are used to verify the analytic method, i.e., the stochastic information (the mean and variance of exposure distribution) extracted from SEM images (see Chapter 5), is used by the analytic method to derive the CD and LER, which are compared with those measured from the experimental results. In the second section (Sec. 6.2), all the factors that may affect the LER are controlled individually in generating PSF’s to be employed in the simulation, and the corresponding results of the analytic method are compared with those from the simulation.

6.1 Verification from Experimental Results

In the previous charter, a method of extracting the stochastic information from the experimental results by modeling the e-beam lithographic process, i.e., modeling (estimating) the line spread function (LSF), conversion formula, and exposure fluctuation, through analyzing SEM images, is described. With the information extracted, the mean of exposure distribution \( m_e(x, y, z) \) in the resist can be computed through the convolution of LSF and dose distribution as

\[
m_e(x, y, z) = \int D(x - x', y) lsf(x', z) dx'.
\] (6.1)

In addition to the mean of exposure distribution, the variance of exposure distribution is also required by the analytic method. Since the exposure fluctuation is modeled by a zero-mean Gaussian noise defined in Eq. 5.4 and Eq. 5.5, the variance of exposure distribution can
be derived by the variance of the added Gaussian noise as

\[ \sigma_e^2(x, y, z) = \sigma_n^2(x, y, z) = \sigma_0^2 \left( \frac{\max_{x, y, z} m_e(x, y, z)}{\max_{x, y, z} m_e(x, y, z)} \right)^{2\alpha} \]  

(6.2)

where \( \alpha \) and \( \sigma_0 \) are the parameters derived by the modeling method.

Note that the deterministic exposure distribution \( e_d(x, y, z) \) in Eq. 5.5 is equal to the mean of exposure distribution \( m_e(x, y, z) \), when a zero-mean Gaussian noise is added.

Through the conversion formula (Eq. 5.3) derived in the modeling method, the mean and variance of developing-rate distribution can be derived from those of exposure. By applying the analytic method described in Chapter 3, the analytic results (CD and LER) are compared with the ones measured from SEM images in Fig. 6.1.
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Figure 6.1: The line-width and LER derived by analytic method are compared with those measured from SEM images of L/S patterns: (a) average line-width and (b) LER.

As can be seen from Fig. 6.1, the results obtained by the analytic method are closely matched with those measured from SEM images. However, since the sample size of the experimental results is relatively small (4 points for the pattern of 120 nm lines and 4 points for the pattern of 60 nm lines), the overall tendency (shape) of the LER derived by the analytic method appears to be different from that of the experimental results. In addition, some difference may be caused by the errors in the stochastic information, i.e., the mean and variance of exposure, derived by the modeling method (in Chapter 5), which are included in the analytic results.
6.2 Verification from Generated PSF’s

In this section, more PSF’s are generated from the Monte Carlo simulation to test the analytic method. It is shown [15, 32] that the LER is mainly affected by the following parameters: the fluctuation, contrast, and shape of exposure distribution. Therefore, each of these parameters is controlled individually in generating different sets of PSF’s, and the corresponding results by the analytic method are compared with those from the simulation.

6.2.1 The Fluctuation of Exposure

The LER is caused by a number of stochastically fluctuating effects such as shot noise, distributions of chemical species in the resist such as photoacid generator (PAG), resist development process, etc [15, 32]. All those effects can be described by or equivalently mapped to the fluctuation of exposure. The exposure fluctuation can be quantified in two ways, i.e., the absolute exposure fluctuation, which is defined as the standard deviation of exposure $\sigma_e(x, y, z)$, and the relative exposure fluctuation, which is defined as

$$\overline{\sigma}_e(x, y, z) = \frac{\sigma_e(x, y, z)}{m_e(x, y, z)}.$$  (6.3)

The Absolute Exposure Fluctuation

To fix the relative exposure fluctuation and change the absolute exposure fluctuation only, $\sigma_e(x, y, z)$ is set to a fixed proportion, e.g., from 5% to 20%, of the $m_e(x, y, z)$, such that the relative exposure fluctuation $\overline{\sigma}_e(x, y, z)$ is spatially invariant. In the first set of results, a typical substrate system is employed with a resist layer of 300 nm PMMA on Si. A single-line feature with a size of 100 nm × 400 nm ($W \times L$) is exposed with a uniform dose. The corresponding analytic and simulation results are compared in Fig. 6.2.

As expected, with a larger absolute exposure fluctuation, the LER is larger, especially inside the feature, i.e., the edge location is less than 0. The results from the analytic are closely matched with the simulation results. However, it is observed that the analytic method may generate a larger error for the case of a larger absolute exposure fluctuation. This is due to the
Figure 6.2: The LER estimated by the analytic method and simulation for 300 nm PMMA on Si, beam energy of 50 keV, dose of 640 $\mu$C/cm$^2$ with different absolute exposure fluctuations of (a) 5%, (b) 10%, (c) 15%, and (d) 20%.

Interaction between development paths. For example, when the absolute exposure fluctuation is large, during the resist development process, the interaction is not only from the adjacent paths but also from the paths of several pixels away (in the Y dimension), which is not considered in the analytic method. It is also shown that in these cases, with different absolute exposure fluctuations, the shape of LER (as a function of edge location) does not change significantly, e.g., the overall shape is approximately scaled by a constant. Another set of PSF’s for a thinner resist of 100 nm PMMA on Si is generated where the PSF is shaper. With the same absolute exposure fluctuations added, i.e., from 5% to 20% of $m_e(x, y, z)$, the analytic and simulation results are compared in Fig. 6.3.

A similar tendency is observed that with a larger absolute fluctuation, the LER is larger. For the simulation results in Fig. 6.3, some ripples can be observed where the LER level is low, i.e., the edge location is outside a feature. The ripples are due to an artificial effect introduced...
Figure 6.3: The LER estimated by the analytic method and simulation for 100 nm PMMA on Si, beam energy of 50 keV, dose of 640 $\mu$C/cm$^2$ with different absolute exposure fluctuations of (a) 5%, (b) 10%, (c) 15%, and (d) 20%.

by the simulation, i.e., the developing-rate distribution is discrete rather than continuous. When the LER level is low, most development paths are located in the same pixel and behave similarly. Therefore, the variation of the development paths, i.e., LER, can increase within the pixel. This effect is reduced when some development paths are moving into a different pixel. As a result, the LER level oscillates with the pixel size of 1 nm in the simulation results. When the LER level is high, i.e., the edge location is inside a feature, development paths are likely to be located in the different pixels and, therefore, no ripple can be observed.

By comparing Fig. 6.2 with Fig. 6.3, it can be seen that the LER for 100 nm PMMA is smaller than that for 300 nm PMMA. One of the reasons is that given the same beam energy of 50 keV, the contrast of exposure for 100 nm PMMA is much larger than that for 300 nm PMMA, and the LER is inversely proportional to the exposure contrast. Also, it is noticeable...
that in the case of a larger absolute fluctuation, the shape of LER is also changed in addition to its level.

The Relative Exposure Fluctuation

In the writing process of e-beam lithography, the energy deposited inside the feature, which is mainly contributed from the forward-scattering of electrons, can be significantly different from the energy deposited outside the feature, which is mainly from the back-scattering of electrons. As a result, the absolute fluctuation of the exposure inside the feature is much higher than that outside the feature, but the relative exposure fluctuation behaves in the other way. To model such a behavior, the following equation is used to derive the exposure fluctuation:

\[
\sigma_e(x, y, z) = \sigma_0 \left( \frac{m_e(x, y, z)}{\max_{x,y,z}(m_e(x, y, z))} \right)^\alpha,
\]

\[
\sigma_e(x, y, z) = \frac{\sigma_e(x, y, z)}{m_e(x, y, z)} = \sigma_0 \left( \frac{1}{\max_{x,y,z}(m_e(x, y, z))} \right)^\alpha \frac{1}{m_e(x, y, z)^{1-\alpha}}. \tag{6.4}
\]

The relative fluctuation is modeled by \( \alpha \) where \( 0 < \alpha \leq 1 \), i.e., a smaller \( \alpha \) leads to a larger relative fluctuation outside the feature. The absolute fluctuation is controlled by \( \sigma_0 \), which is set to 17% of \( \max_{x,y,z}(m_e(x, y, z)) \) to match the fluctuations of the stochastic exposure generated by the Monte Carlo simulation with the resist thickness of 300 nm PMMA, beam energy of 50 keV, and beam diameter of 3 nm. A single-line pattern with a size of 100 nm \( \times \) 400 nm \( (W \times L) \) is exposed with a uniform dose of 640 \( \mu \text{C/cm}^2 \). The corresponding analytic and simulation results are compared in Fig. 6.4.

As can be seen from Fig. 6.4, the relative exposure fluctuation affects the shape of LER, especially outside the feature. Since the development process is cumulative, with a larger exposure fluctuation outside the feature, the LER may decrease less and even increase. Such effects are more significant for a shaper PSF, e.g., the PSF for a thinner resist of 100 nm PMMA with beam energy of 50 keV. The analytic and simulation results are compared in Fig. 6.5.

Comparing Fig. 6.5 and Fig. 6.4, with the same \( \alpha \) (the same level of relative fluctuation), the LER outside the feature is affected more significantly by the relative fluctuation when the
Figure 6.4: The LER estimated by the analytic method and simulation for 300 nm PMMA on Si, beam energy of 50 keV, dose of $640 \mu C/cm^2$ with different values of $\alpha$: (a) 1, (b) 0.8, (c) 0.6, and (d) 0.4.

PSF is shaper. For a shaper PSF, the exposure decreases faster over the edge and stays flat outside the feature. Similarly, without considering the cumulative effect, the LER outside the feature also stays flat. At the same time, when there is more exposure fluctuation outside (a larger relative fluctuation), the LER tends to increase more as it is cumulative.

6.2.2 The Contrast of Exposure

Another factor, which affects the LER is the contrast of exposure. The contrast of exposure can be defined as the difference of exposure levels between the inside and the outside of a feature. Since this study focuses on the LER around the edge, i.e., edge location from $-5$ nm to $5$ nm, the contrast of exposure is quantified as the difference between the peak of the exposure (at the middle point of the line feature) and the exposure at the edge, i.e., the edge location is 0 nm. To
Figure 6.5: The LER estimated by the analytic method and simulation for 100 nm PMMA on Si, beam energy of 50 keV, dose of 640 \(\mu\)C/cm\(^2\) with different values of \(\alpha\): (a) 1, (b) 0.8, (c) 0.6, and (d) 0.4.

analyze the contrast of exposure without changing other parameters, the stochastic exposure is generated by the following procedure:

1. Compute the mean and variance of exposure from the mean and variance of PSF.
2. Scale the mean of exposure by a certain factor to change the contrast.
3. Add the same level of exposure fluctuation according to the variance of exposure.

In this procedure, the absolute exposure fluctuation is maintained while the contrast is changed. The relative exposure fluctuation is spatially invariant. For a typical substrate system with a resist layer of 300 nm PMMA on Si, define the contrast of exposure, generated by the Monte Carlo simulation when a single-line feature is exposed, to be 1. The cases of the exposure contrast changing from 0.8 to 1.2 are tested, and the analytic and simulation results are provided in Fig. 6.6.
Figure 6.6: The LER estimated by the analytic method and simulation for 300 nm PMMA on Si, beam energy of 50 keV, dose of 640 \( \mu \)C/cm\(^2\) with different values of exposure contrast: (a) 0.8, (b) 1, and (c) 1.2.

As can be seen from the results, a larger contrast of exposure leads to a smaller LER, as the LER is inversely proportional to the exposure contrast. Also, the cases of the exposure contrast for a sharper PSF, i.e., the PSF for the resist thickness of 100 nm PMMA on Si with the beam energy of 50 keV, are tested. The simulation and analytic results are compared in Fig. 6.7, and a similar tendency can be observed.

6.2.3 The Shape of Exposure

The shape of exposure distribution over the feature edge, which is determined by the shape of PSF, is one of the main factors that affect the LER. To test the analytic method thoroughly, a factor \( k \) is used to control the shape of PSF, i.e., when \( k = 0 \), the exposure distributions of all layers (\( z \)) share the same shape, and a larger difference among the layers is introduced as \( k \) increases. More specifically, when \( k \) increases, the exposure distribution at the top layer
Figure 6.7: The LER estimated by the analytic method and simulation for 100 nm PMMA on Si, beam energy of 50 keV, dose of 640 µC/cm² with different values of exposure contrast: (a) 0.8, (b) 1, and (c) 1.2.

becomes sharper, and the exposure distribution at the bottom layer becomes broader. Given the exposure distribution at the middle layer \( e_{\text{mid}}(x, y) \) fixed, the exposure distributions at other layers, e.g., \( e(x, y, z) \) at a layer \( z \), are calculated by the following equation:

\[
e(x, y, z) = \left( \left( \frac{e_0(x, y, z)}{\max_{x,y}(e_i(x, y))} \cdot \frac{\max_{x,y}(e_{\text{mid}}(x, y))}{e_{\text{mid}}(x, y)} - 1 \right) k + 1 \right) \frac{e_{\text{mid}}(x, y) \max_{x,y}(e_i(x, y))}{\max_{x,y}(e_{\text{mid}}(x, y))} \tag{6.5}
\]

where \( e_0(x, y, z) \) is generated by the Monte Carlo simulation.

For a typical substrate system of a resist layer of 300 nm PMMA on Si, different values of \( k \) are tested, and the analytic and simulation results of LER at the bottom layer are compared in Fig. 6.8.
Figure 6.8: The LER estimated by the analytic method and simulation for 300 nm PMMA on Si, beam energy of 50 keV, dose of 640 $\mu$C/cm$^2$ with different shapes of exposure defined by $k$: (a) 0, (b) 1, and (c) 2.

As can be seen from the results, the shape of LER, i.e., the LER varying with the edge location, has a strong correlation with the shape of exposure. With a sharp exposure shape, i.e., $k = 0$, the LER decreases rapidly as the edge location increases. And with a flatter shape of exposure, i.e., $k = 2$, the LER decreases slower from the inside to the outside of a feature.
Chapter 7

Concluding Remarks and Future Work

7.1 Conclusions

As the feature size decreases, the LER will eventually become a resolution-limiting factor in the e-beam lithography since the LER does not scale with the feature size. Therefore, it is essential to minimize the LER in order to achieve the highest resolution possible by the e-beam lithographic process. An simulation based approach may be employed. However, since the quantitative relationship between the LER and e-beam lithographic parameters is unknown, it is not easy to minimize the LER by optimizing those parameters.

This dissertation describes the efforts of developing an analytic method of estimating and minimizing the LER in e-beam lithography. First, a complete analytic model is briefly described including the models of PSF, exposure, conversion formula from exposure to developing rate, and development path, which are used in the analytic method. The simulation procedure whose results are used to verify the analytic method is also depicted. Then, an analytic method of estimating and minimizing the LER for a single-line pattern is developed based on the mean and variance of developing-rate distribution in the resist. It has been shown that the results obtained by the analytic method are closely matched with the simulation results.

Then, the analytic method is extended to a large-scale uniform pattern based on the LER expression for a single line, by relating the location dependency of LER to the spatially-varying global exposure. The analytic LER expressions at the critical locations are derived first, and the LER’s at other locations are calculated through an interpolation of the LER’s at the critical locations. It has been shown that the results obtained by the analytic method of estimating the
LER are closely matched with the simulation results. Then, the deconvolution surface is used to derive the optimal dose distribution of a large pattern, which can minimize the LER and CD error at all the locations in a large pattern.

Since the simulation may not be completely realistic, the experimental results (SEM images) can be used to verify the analytic method. However, since the stochastic information required by the analytic method cannot be directly measured from SEM images, a practical and accurate method of modeling the LSF, conversion formula, and exposure fluctuation directly from SEM images has been developed. One of the advantages is that the developed method utilizes only the information extracted from SEM images with the normalized dose levels without having to know the complete set-up of e-beam lithographic process. The results (CD and LER) obtained from the modeling method are shown to be closely matched with those measured from SEM images.

To verify the results of the analytic method, a set of experimental results is first utilized, i.e., by using the stochastic information extracted from SEM images, the LER estimated by the analytic method are compared with those measured from SEM images. It has been shown that the analytic estimates of LER are closely matched with the measured ones. Then, more PSF’s are generated by the Monte Carlo simulation to control the factors that affect the LER. The fluctuation, contrast, and shape of exposure are controlled individually, and the corresponding analytic results are compared with the simulation results where a close match can be observed.

In conclusion, an analytic method of estimating and minimizing the LER for a single line and a large-scale uniform pattern exposed with a uniform dose has been developed. This method provides an alternative to the time-consuming and costly experiment and simulation in a LER study. Though the method is not completely analytic and requires numerical computation in some steps, the good accuracy achieved indicates that it has a potential to be further developed into a practical and useful tool in the area of e-beam lithography.

7.2 Future work

A possible future work is to make the method (described in this dissertation) more analytic and the results more explicit in terms of parameters such as the dose and developing time. In some
steps of the analytic method, a numerical computation or an iterative procedure is required. It would be necessary to remove or minimize such computation and procedure in order to have a more analytic method. Also, it might be possible to improve the accuracy and applicability of the method such that the assumptions made in developing the method are not necessary.

Another possibility is to extend the analytic method for the cases where each feature is exposed with a non-uniform dose. A straightforward approach would be to compute the exposure distribution through the convolution given a spatial distribution of dose, convert the exposure into the developing rate, and then follow the procedures developed for a single line. However, the final expression of LER is likely to be too complicated to be practical and useful. An approach which can utilize the result of a single line for each region of a uniform dose within a feature might lead to a useful method.
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