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Abstract

With the proliferation of Unmanned Aerial Vehicles (UAVs), their integration into the

National Airspace System (NAS) is becoming increasingly imperative. To accomplish such in-

tegration, UAVs must be able to ”sense and avoid” other aerial vehicles. Automatic Dependent

Surveillance-Broadcast (ADS-B) and Traffic Collision Avoidance Systems (TCAS) offer at-

tractive data for use in estimating the relative position of an intruder aircraft. ADS-B will soon

be mandatory in the NAS and its protocol permits independent range measurements in addition

to the position and velocity estimates contained in messages. TCAS, while not mandatory for

all aircraft, uses active interrogation of aircraft transponders - which are mandatory in a large

portion of controlled airspace - to provide accurate range estimates to intruders. ADS-B re-

ports, ADS-B independent ranges, and TCAS ranges were used as measurements to Extended

Kalman Filters (EKFs) which provided estimates of the relative position and velocity of an

intruder aircraft. Three EKF versions were examined: one with no delay states, one with po-

sition delay states to improve relative velocity estimates, and one with velocity delay states to

estimate relative aircraft acceleration. The EKF with no delay states provided the most promis-

ing results to simulated encounters. When the process noise values were properly tuned, it

provided improvements over un-processed ADS-B position and velocity values and performed

well during periods of complete signal loss and random message loss.
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Chapter 1

Introduction

Unmanned Aerial Vehicles (UAVs) and Unmanned Aerial Systems (UASs) are becoming in-

creasingly ubiquitous. They are utilized in military applications, in commercial delivery and

photography, and by enthusiasts for recreational purposes. Regardless of one’s personal thoughts

on the above uses, UAVs have become a permanent fixture of modern life.

One of the principal concerns regarding UAV proliferation is the integration of UAVs

with manned aircraft in increasingly congested airspace, especially near airports. For UAVs

to be allowed to fly as close as they must to other aircraft in such airspace, they must have

the ability to ”sense and avoid” other aircraft. A variety of intruder aircraft detection methods

and collision-avoidance algorithms have been explored. However, they tend to focus on the

flight of UAVs in uncontrolled airspace: airspace in which aircraft may not need to strictly

adhere to a given flight path and altitude. In controlled airspace, however, aircraft are not

permitted to deviate from their assigned routes unless granted permission by the controlling

authority or in the case of an emergency. Existing collision avoidance research frequently either

advocates for early and large avoidance maneuvers which do not require precise determination

of the intruder’s location, or it utilizes dedicated detection systems which increase aircraft cost,

weight, and complexity. The former solution would not be permitted in controlled airspace and

the latter is not preferred. Ideally, intruder detection would be accomplished using equipment

already required.

Automatic Dependent Surveillance-Broadcast (ADS-B) systems are of particular interest

for intruder detection because they will soon be required equipment. ADS-B will be mandatory
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for aircraft flying in controlled airspace in the United States by 2020 and the systems are in var-

ious stages of integration overseas. ADS-B messages contain a variety of useful data including

the position and velocity of the transmitting aircraft along with error bounds for these values.

Since ADS-B utilizes a pseudo-random, slotted transmission protocol and ADS-B position is

Global Positioning System (GPS)-derived (which allows precise clock synchronization), re-

ceivers can estimate the propagation delay of the message and, by extension, the range to the

transmitter. Existing research on the use of ADS-B for intruder position determination, how-

ever, does not examine the use of the signal itself to augment the reported position [1].

While existing Traffic Collision Avoidance Systems (TCAS) are another attractive option

for UAV intruder detection, they are inadequate by themselves. First and foremost, the required

equipment for TCAS use is not mandatory in all controlled airspace, therefore, TCAS would

not always be able to provide collision avoidance guidance. Furthermore, TCAS only provides

vertical deconfliction between two or more aircraft. Their ability to determine the bearing to

an intruder aircraft is extremely poor. Aircraft close to the ground or near their service ceilings

may not be able to maneuver vertically to avoid a collision, so vertical deconfliction capability

alone is insufficient [2].

An attractive solution involves augmenting ADS-B reported parameters with range mea-

surements from ADS-B and TCAS. Small systems already exist which include both ADS-B

and TCAS. A properly tuned Extended Kalman Filter (EKF) can provide sufficient accuracy

for UAVs to maneuver vertically or laterally away from other aircraft without violating Fed-

eral Aviation Regulations (FARs) for flying in controlled airspace. Furthermore, the cost of

implementing such a system is marginally higher than only including the mandatory ADS-B

components.

2



Chapter 2

Automatic Dependent Surveillance-Broadcast

Broadly, there are two types of ADS-B systems: those which utilize 978 MHz Universal Access

Transceivers (UATs) and those which utilize 1090 MHz Mode-S transponders with Extended

Squitter (1090ES). In addition to ADS-B messages, both systems support Traffic Information

Services-Broadcast (TIS-B). TIS-B includes traffic information from non-ADS-B sources in-

cluding ground-based radar systems. UATs support additional broadcast services to include

Flight Information Services-Broadcast (FIS-B). FIS-B includes Notice to Airmen messages

(NOTAMs), Temporary Flight Restrictions (TFRs), and a variety of weather information. The

following algorithms are appropriate for either ADS-B system, however, simulations were con-

ducted using the specifications for UATs due to their additional capabilities. The information

contained in this document is for UATs unless otherwise noted.

UAT messages come in two broad types: ADS-B and ground uplink. Ground uplink

messages include FIS-B messages. TIS-B messages can also be broadcast as ground uplink

messages, however, it is preferred that they be transmitted as ADS-B messages. ADS-B mes-

sages are not limited to aerial vehicles; they can also be broadcast by surface vehicles and fixed

or slowly moving obstacles.

UAT messages are transmitted using a combination of random-access and time-slots. A

UAT frame is the basic unit used for time-slotting. It is one second long, begins at the start of

each Coordinated Universal Time (UTC) second, and contains 3952 Message Start Opportu-

nities (MSOs). MSOs occur every 250 µs with the first immediately following a 6 ms guard

period at the start of the UAT frame. The last MSO occurs just before the final 6 ms guard

period. Messages can only be transmitted at an MSO and during their corresponding segment:
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ground or ADS-B. The ground segment is 176 ms long and is divided into 32 slots (a ground

message will be transmitted at an MSO, but the length of the message will cover multiple

MSOs). The ADS-B segment is 800 ms long and divided into 3200 slots (one for each MSO).

A transmitter wishing to send an ADS-B message selects the MSO it will use based on a for-

mula related to its position and the last MSO it used. This formula can be found in RTCA

DO-282B. A 12 ms guard time is incorporated between the ground and ADS-B segments. A

graphical representation of the UAT frame can be found in figure 2.1 [1].

Figure 2.1: UAT Frame

To ensure UAT users are able to receive messages from 1090ES users and vice versa,

ground transceivers are utilized. These ground stations receive both frequencies and formats of

ADS-B messages and re-transmit them using the other frequency and format. These retransmit-

ted messages are referred to as ADS-R (rebroadcast) messages. The maximum time between

the reception of an ADS-B message and the transmission of the corresponding ADS-R mes-

sage is 1 second. Ground stations also linearly extrapolate the horizontal position in the ADS-B

message to compensate for the retransmission delay (within 100 ms). In lieu of accepting the

latency of ADS-R messages or for operation in places in which such ground stations are not

available, dual-frequency UATs can be utilized [3].

2.1 ADS-B Message Types

ADS-B messages consist of a 36 bit synchronization code, either 144 or 272 bits of payload

(ADS-B basic versus ADS-B long messages) and 96 or 112 bits of forward error correction

(FEC) parity bits. There are 32 different ADS-B message payload types, however, only seven

are relevant to this research: ADS-B basic messages (type 0) and six types of ADS-B long

messages.

All ADS-B messages start with four header (HDR) bytes and thirteen state vector (SV)

bytes. The header contains the payload type code used to identify the message type, the address
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qualifier which indicates what the address field represents, and the address field which is used

to uniquely identify the message transmitter. The contents of the rest of the message depend

on the message type, but may include mode status (MS), auxiliary state vector (AUX SV),

target state (TS), trajectory change + 0 (TC + 0), and trajectory change + 1 (TC + 1). The

basic message format consists of only the header and state vector. The long message formats

contain more information. Fields labeled ”RES” are reserved for future use. The contents of

each message type are summarized in table 2.1.

Payload Byte Number

Payload Type Code 1 - 4 5 - 17 18 - 24 25 - 29 30 - 34

0 HDR SV N/A*

1 HDR SV MS AUX SV

2 HDR SV RES AUX SV

3 HDR SV MS TS

4 HDR SV TC + 0 TS

5 HDR SV TC + 1 AUX SV

6 HDR SV RES TS AUX SV

*Byte 18 is reserved for future definition

Table 2.1: ADS-B Payload Compositions

2.1.1 State Vector Element

Of particular interest are the contents of the state vector which can be found in table 2.2. The

precise representation of the components of the state vector are beyond the scope of this thesis,

but can be found in RTCA DO-282B. The encoding of TIS-B and ADS-R state vectors is

identical to that of ADS-B messages with the exception that the last four bits are used to encode

the TIS-B site ID rather than uplink feedback and the UTC bit is not used for TIS-B.
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State Vector Composition (B = Broadcast; R = Rebroadcast)

Description Notes Precision

Latitude WGS-84 2/225 deg

Longitude WGS-84 2/225 deg

Altitude Type Geometric or pressure

Altitude Feet 12.5 ft

Navigation Integrity Category Kilometers or meters

Air/Ground State Plus sub/supersonic indicator

Reserved

Horizontal Velocity Knots 1/2 or 2 kts (supersonic)

Vertical Speed* Feet per minute 32 ft/min

Coordinated Universal Time (UTC) Coupled/uncoupled (not TIS-B)

Uplink Feedback (B) Ground messages/32 seconds

TIS-B Site ID (R/TIS)

*Plus source and sign; aircraft size when on the ground

Table 2.2: State Vector Composition

2.1.2 Mode Status Element

The composition of the mode status element is shown in table 2.3 [1].
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Mode Status Element

Description Notes

Emitter Category/Call Sign/Flight Plan ID Type (heavy, rotor, etc.)

Emergency/Priority Status Emergency/medical/etc.

UAT MOPS version RTCA DO-282A/B

Source Integrity Level SIL

Transmit Message Start Opportunity 6 LSBs of MSO

System Design Assurance SDA

Navigation Accuracy Category for Position NACp

Navigation Accuracy Category for Velocity NACv

Barometric Altitude Integrity Code NICbaro

Capability codes UAT/1090ES in; TCAS/ACAS Operational (RA)

Operational Modes RA/Ident active; Receiving ATC services

Call Sign Identification Flag CSID (Contents of element 1)

Source Integrity Level Supplement SILsupp (per hour/sample)

Geometric Vertical Accuracy GVA

Single Antenna Flag

Navigational Integrity Category Supplement NICsupp

Table 2.3: Mode Status Composition

When a UAV receives a mode status element, it should consider several components. The

emitter category should be evaluated as it can be used to determine the appropriate amount

of lateral and vertical separation a UAV should maintain. The FARs and the Aeronautical

Information Manual (AIM) published by the Federal Aviation Administration (FAA) provide

separation guidance. The emitter category can also be used to determine whether or not the

transmitting aircraft has the right of way. The FAA specifies the order of right of way for

various aircraft (generally, less maneuverable aircraft over more maneuverable). Current FAA

guidance should be consulted for specifics [4] [5]. The emergency/priority status should be
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used to determine whether or not a UAV should expect to yield to the intruder (e.g. emergency

and medical flights have traffic priority while aircraft declaring minimum fuel do not).

The Minimum Operational Performance Standards (MOPS) version is important in that it

helps define the capabilities of the aircraft. Aircraft conforming to RCTA DO-282A have the

1090ES and do not have FIS-B capabilities while aircraft conforming to RTCA DO-282B have

UATs which include the ability to receive FIS-B messages.

The SIL is defined as ”the probability of reported horizontal position exceeding the radius

of containment defined by the NIC without an alert, assuming there are no avionics faults

[1].” SDA essentially describes the likelihood of transmitting aircraft sending false information.

NACp and NACv are for 95% horizontal accuracy bounds. NICBaro indicates whether or not

the barometric altitude being reported has been crossed checked and found consistent with

another source of pressure altitude (if based on a Gilham code input) or not. These numbers

should be evaluated by the receiving UAV to help define the ”bubble” around the transmitting

aircraft which the UAV should not penetrate [1].

The capabilities element can be used to determine whether or not an intruder aircraft can

be expected to cooperate in a collision avoidance maneuver (e.g. if they have TCAS II with Res-

olution Advisory (RA) capabilities, the two systems will cooperate to de-conflict the vertical

collision avoidance maneuvers of the two aircraft). Operational mode should alert a receiving

aircraft to a temporary limiting condition of the transmitting aircraft (e.g. aircraft in the middle

of responding to an RA may have limited ability to respond to a second conflict) [6].

SILsupp indicates if the SIL is measured on a per hour or per sample basis. GVA is

for a 95% figure of merit (FOM). Single antenna aircraft have slightly different transmission

schedules than dual-antenna aircraft (see section 2.2). The NICsupp flag augments the NIC

encoding. These components could, again, be used to determine an appropriate avoidance

bubble around the transmitting aircraft.

The NACp, NACv, and GVA values area shown in tables 2.4, 2.5, and 2.6. These values

will be used in the EKF measurement covariance matrix which will be discussed in detail later.
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NACp Encoding

NACp 95% Horizontal Accuracy Bound

0 ≥ 18.52 km (10 NM)

1 < 18.52 km (10 NM)

2 < 7.408 km (4 NM)

3 < 3.704 km (2 NM)

4 < 1.852 km (1 NM)

5 < 926 m (0.5 NM)

6 < 555.6 m (0.3 NM)

7 < 185.2 m (0.1 NM)

8 < 92.6 m (0.05 NM)

9 < 30 m

10 < 10 m

11 < 3 m

12 - 15 RES

Table 2.4: NACp Encoding

NACv Encoding

NACv 95% Horizontal Error

0 ≥ 10 m/s

1 < 10 m/s

2 < 3 m/s

3 < 1 m/s

4 < 0.3 m/s

5 - 7 RES

Table 2.5: NACv Encoding
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GVA Encoding

GVA 95 Horizontal Error

0 < 150 m

1 ≤ 150 m

2 ≤ 45 m

3 RES

Table 2.6: GVA Encoding

2.1.3 Auxiliary State Vector Element

The auxiliary state vector consists of a secondary altitude measurement. It is the ”opposite”

of the type in state vector altitude type field (barometric if the state vector has geometric and

geometric if the state vector has barometric) and is encoded the same way as the altitude in the

state vector.

2.1.4 Target State Element

Information in the target state element could be used to make an educated guess about what the

transmitting aircraft will do next and provide better collision avoidance guidance. The target

state element indicates the settings and status of either the Mode Control Panel (MCP) or the

Flight Control Unit/Flight Management Unit (FCU/FMU). Either the MCP or the FCU/FMU

can be coupled to an autopilot which will fly the programmed route/heading/altitude/airspeed/etc.

A target state element indicating an intruder aircraft is on autopilot and flying a Vertical Navi-

gation (VNAV) or Lateral Navigation (LNAV) approach, for instance, may be used to indicate

to a UAV that it should select a climb over a descent and a turn away from known approach

paths rather than toward them (if possible). Caution should be exercised when using the target

state element for collision avoidance as there is no guarantee that the pilot will not override the

autopilot and maneuver the aircraft unexpectedly. The contents of the target state element are

summarized in table 2.7.
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Target State Element

Description Notes Value (precision)

Selected Altitude Type SAT; MCP or FCU/FMS 0 or 1

Selected Altitude (32 ft)

Barometric Pressure Setting Minus 800 mb (0.8 mb)

Heading Status Valid or Invalid 1 or 0

Sign Positive or Negative 0 or 1

Selected Heading Degrees 180/256 deg

Status of MCP/FCU Valid or Invalid 1 or 0

Autopilot Status Engaged or Not 1 or 0

VNAV Status Engaged or Not 1 or 0

Altitude Hold Status Engaged or Not 1 or 0

Approach Mode Engaged or Not 1 or 0

LNAV Status Engaged or Not 1 or 0

Table 2.7: Target State Element

2.1.5 Trajectory Change Elements

Trajectory change elements (TC + 0 and TC + 1) have not yet been defined, but may offer

additional opportunities for receiving aircraft to tailor their collision avoidance maneuvers. TC

elements are intended to reveal what the transmitting aircraft intends to do in the near future.

As with the target state element, there is no guarantee what is reported is what the transmitting

aircraft will actually do.

2.2 ADS-B Message Scheduling

ADS-B message are transmitted by aircraft once per second, but the type of message sent and

the antenna used (if a multi-antenna system) vary by aircraft classification and status. DO-282B

has specific aircraft definitions, but general descriptions are provided below.
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Payload Type Code Allocation

Equipment Class PS-A PS-B PS-C PS-D

Most Aircraft/Surface Vehicles* 1 0 2 0

Aircraft/Vehicle with alternating tx* 3 6 0 6

Aircraft, dual-receive, med pwr tx* 1 4 4 4

Aircraft, dual-receive, high pwr tx* 1 4 5 4

Surface vehicle/obstacle* 1 0 0 0

*If Flight Plan ID, Emergency/Priority Status, or NICsup is changed,

message types 1 or 3 will be transmitted for 6 consecutive seconds

before resuming this schedule

Table 2.8: ADS-B Payload Compositions

The Payload Selection (PS) identified above is transmitted on the following schedule for

dual-transmitters (single transmitters will simply transmit PS A-D except as noted in table 2.8)

[1]:

Message Transmission Cycle

Antenna: T T B B T T B B T T B B T T B B

PS: A B C D D A B C C D A B B C D A

Second: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Table 2.9: ADS-B Payload Compositions

2.3 ADS-B Accuracy Requirements

The accuracy requirements for ADS-B data used in collision avoidance applications have yet to

be defined. There are, however, accuracy requirements for other purposes. Table 2.10 outlines

the minimum requirements for other applications which can reasonably be assumed to require

less precision than collision avoidance applications. The position and velocity requirements

are derived from requirements for delegated separation: operations in which responsibility for
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maintaining adequate separation between aircraft is transferred in whole or in part from Air

Traffic Control (ATC) to participating aircraft. The altitude requirement is taken from the

requirements for ATC surveillance: operations in which ATC uses ADS-B rather than radar to

provide traffic services [2]. These were the values used for the EKF measurement covariance

matrix.

ADS-B Minimum Requirements

Parameter 0.95 Metric (Parameter Value)

Position ≤ 30 m (≥ 9 NACp)

Velocity ≤ 1 m/s (≥ 3 NACv)

Altitude ≤ 125 ft (N/A)

Table 2.10: ADS-B Minimum Requirements
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Chapter 3

Traffic Collision Avoidance System

TCAS I and II (or ACAS: Airborne Collision Avoidance System) are the primary systems cur-

rently in use for airborne traffic situational awareness and collision avoidance. TCAS uses

interrogations of transponder-equipped aircraft within a given range to provide traffic situa-

tional awareness to aircrew. Traffic is often visually displayed in the cockpit on a map fixed

relative to the ownship with traffic displayed at relative distances and approximate bearings

from the ownship symbol. If an intruder meets certain collision potential criteria (which is de-

pendent upon a number of factors), a Traffic Alert (TA) is generated. A TA is usually indicated

by an aural alert and the intruder’s track being highlighted on the TCAS display. TCAS II pro-

vides additional capabilities. If an intruder meets the threshold for high likelihood of collision

(which is, again, situation dependent), the system issues a Resolution Advisory (RA): vertical

avoidance recommendations often in the form of both aural instructions and visual cues.

The type of alert provided by TCAS depends on the type of TCAS used and the equip-

ment installed on the intruder aircraft. TCAS I systems can only generate TAs for intruder

aircraft regardless of the type of transponder on the intruder. TCAS II can generate RAs for

aircraft equipped with mode-C or mode-S transponders, but can only generate TAs for those

using mode-A transponders. Mode-A transponders only transmit the four-digit octal code or

”squawk” code assigned by ATC. By contrast, mode-C transponders transmit both the aircraft’s

squawk code and pressure altitude, allowing for vertical avoidance recommendations. Mode-S

transponders transmit additional information utilized by TCAS II to provide coordinated ma-

neuvers if the intruder aircraft is also equipped with TCAS II. When two aircraft equipped with

TCAS II and functional mode-S transponders meet the threshold for an RA, the systems will
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ensure the vertical maneuver recommended to one aircraft does not conflict with the recom-

mendation given to the other (e.g. one will be commanded to climb while the other to maintain

altitude or descend). A chart of the levels of protection provided by combinations of systems

can be found in figure 3.1.

Figure 3.1: TCAS Levels of Protection

On the surface, TCAS seems like the ideal system to use for UAV collision avoidance,

however, there are drawbacks. The first issue is that mode-C transponders are not required in

all controlled airspace. A UAV cannot vertically maneuver to avoid another aircraft if it does not

know the altitude of the intruder. Even if mode-C were to be required in all controlled airspace,

TCAS can only provide accurate vertical data on tracked aircraft; it may not have accurate (or

any) bearing data. The lack of accurate bearing data precludes horizontal avoidance maneuvers.

In congested airspace, near an aircraft’s ceiling, and near the ground, it may not be possible for

an aircraft to maneuver vertically to avoid a collision. Another solution is required. [6].
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Chapter 4

Previous Research

There are a multitude of publications on the use of ADS-B for UAV collision avoidance. Katta

and Madani [7] produced a paper on the use of reported ADS-B position for collision avoidance.

Like many others, Katta and Madani advocated for early aircraft collision avoidance maneuvers

which resulted in large deviations from the original paths. Ramasamy and Sabatini discussed a

general approach to processing multiple sources of information about intruder aircraft positions

including ADS-B, TCAS, Synthetic Aperture Radar (SAR), cameras, and other sources. They

used a Boolean-logic-based decision tree for potential collision detection, but did not address

combining sensor data to estimate the intruder’s trajectory [8].

RTCA DO-300A describes the requirements for a hybrid surveillance system of 1090ES

ADS-B and TCAS. The purpose of using the system as described in DO-300A, however, is

to reduce the number of active interrogations of an intruder’s transponder rather than improve

intruder position estimates. Data from the two systems are not combined, instead ADS-B

reports are used in lieu of TCAS interrogations for distant intruders, TCAS is used to validate

ADS-B position reports for intermediate intruders, and proximate intruders are tracked using

TCAS interrogations only [2].

RTCA DO-282B discusses how the primary objective of the timing requirements for the

transmission and reception of ADS-B messages is to support independent range measurements

between the transmitter and receiver. However, the purpose of such independent range mea-

surements is to validate ADS-B reported positions, decreasing the likelihood of erroneous or

spoofed data being accepted as accurate. There is no discussion on the use of the estimated

range to augment the reported position [1]. No publications were found which discussed the
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use of ADS-B signal propagation delay to augment the ADS-B reported position. Yang, Strader,

Gu, and Hypes, however, discussed the use of cooperative UAV ranging for a group of UAVs in

formation [9]. Their method of incorporating range measurements between cooperating UAVs

into an EKF for position estimation was very similar to that used in the EKFs described below.

As this work focused on intruder position estimation and not avoidance maneuvers, meth-

ods for collision avoidance maneuver determination, execution, and post-maneuver path-determination

were not addressed.
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Chapter 5

Kalman Filters

The Kalman filter is a popular estimation tool. It provides a formulation for the minimum

mean-square error (MMSE) problem for systems with multiple inputs and multiple outputs.

The Linear, Time-Invariant (LTI) version provides optimal state estimates if the optimal gain

(the Kalman gain) is utilized. Other versions of the Kalman filter can take into account time-

varying parameters, non-linear processes or observation functions, and correlated measurement

and process noise.

For this research, the EKF and EKF with position and velocity delay states were consid-

ered and evaluated. EKFs which included range and/or range rate as states were considered as

variations. For these EKFs, the state transition equations were non-linear, the state transition

matrices and process covariance matrices were time-dependent, and the state covariance matrix

was excessively complicated. For these reasons, the models were abandoned before any useful

results were produced.

5.1 The Extended Kalman Filter

Since the relative position and rate of closure of the distance between a UAV and an intruder

aircraft was desired, the states selected for the EKF were relative position and velocity in three

dimensions. Any ADS-B and TCAS data which provided information related to these states

were used as measurements: reported horizontal position and velocity, one or two reported

altitude measurements, reported vertical speed, and ADS-B and TCAS range estimates. Both

the ADS-B and TCAS range estimates included some bias incurred through errors in time-

stamping signals and data processing. Since the Kalman filter treats process and measurement
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noise as zero-mean, TCAS and ADS-B range biases had to be included as states. The Kalman

filter state vector was then:

x =



BiasTCAS

BiasADS−B

E

Ė

N

Ṅ

U

U̇



(5.1)

For which E is the difference between the intruder aircraft and UAV east positions and Ė

is the rate of change of this value. N is the difference in north position and U is the difference

in altitude (up). All states are in units of meters and meters per second.

As previously described, the measurements were:

z =



rTCAS

rADS−B

E

Ė

N

Ṅ

Ubaro

Ugeometric

U̇



(5.2)

Again, all values were in meters or meters per second. Since the ADS-B state vector

contained the transmitter’s position in latitude and longitude, these values were converted to a

local coordinate frame (East, North, and Up) prior to being used by the Kalman filter. There

are a wide variety of conversion algorithms of varying levels of complexity which induce errors
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ranging from millimeters (spherical harmonics) to over 100 m (simple equations with look-up

tables for various parameters). For this thesis, it was assumed the reported position data was

pre-processed in such a way as to incur negligible errors. Using a different conversion method

may require the errors be accounted for in the covariance matrices.

5.1.1 Projection Equations

A continuous process for which there is no deterministic input and no modeled coupling be-

tween stochastic inputs and measurements (like this system) can be represented by the follow-

ing system of equations:

ẋ = Ax+ w

y = Cx+ v

(5.3)

For which x is the state vector, A is the continuous process dynamics matrix, w is the

continuous process noise vector, y is the output vector, and v is the continuous measurement

noise vector. Since the filter receives discrete measurements, a discrete model must be used

which takes the form:

xk+1 = Φxk + wk

yk = Hxk + vk

(5.4)

For which k is the sample time, Φ is the state transition matrix, and H is the discrete model

observation matrix.

For this version of the Kalman filter, the process and measurement noise is uncorrelated.

The noise is also uncorrelated with previous states since it is Gaussian:

E[vk] = 0

E[vkw
T
k+1] = 0

E[xkv
T
k+1] = 0

E[xkw
T
k+1] = 0

E[wk] = 0

(5.5)
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The process and measurement covariance matrices are defined as:

Rk = E[vkv
T
k ]

Qk = E[wkw
T
k ]

(5.6)

Normally, the Kalman filter linearizes a model around some nominal ”trajectory”. Since

no such trajectory was utilized, this version of the Kalman filter is referred to as an Extended

Kalman Filter. The EKF essentially uses the previous state estimate as the starting point from

which to estimate the current state’s ”deviation” rather than a point on a nominal trajectory. If

the previous estimate is poor, the updated estimate will be poor. For this reason, the EKF may

not converge in some circumstances such as when there is a large amount of uncertainty in the

initial state or measurement errors are large. Despite this drawback, it is still the gold standard

for applications like Global Positioning Systems (GPS) [10].

To develop the discrete model for this system, the continuous state space model was con-

sidered. For each direction, there was a position and rate term which took the form:

ṡ
s̈

 =

0 1

0 0


s
ṡ

 (5.7)

For which s is distance and:

A =

0 1

0 0

 (5.8)

The solution to this differential equation is easily seen to be an exponential of Euler’s

number. The continuous process dynamics matrix was converted to the discrete state transition

matrix by taking Φ(tk, tk+1) = eA∆t. Taking the Taylor series expansion of eA∆t, yielded

I + A∆t (the remaining terms were zero) which equals:

Φ =

1 ∆t

0 1

 (5.9)

21



Clearly, the relationship between the discrete measurement noise vector and the continu-

ous is simply:

wk =

tk+1∫
tk

Φ(tk+1, τ)w(τ)dτ (5.10)

This means the process covariance matrix is:

Qk = E

[[ tk+1∫
tk

Φ(tk+1, τ)w(τ)dτ

][ tk+1∫
tk

Φ(tk+1, η)wT (η)dη

]T]
(5.11)

Which becomes:

Qk =

tk+1∫
tk

tk+1∫
tk

Φ(tk+1, τ)E[w(τ)wT (η)]ΦT (tk+1, η)dτdη (5.12)

For which E[w(τ)wT (η)] is a matrix of Dirac delta functions which are known from the

continuous model. The covariance matrix can then be written as:

Qk =

tk+1∫
tk

Φ(tk+1, τ)NΦT (tk+1, τ)dτ (5.13)

For which N = E[wwT ]

For this process, the only ”noise” was any unaccounted for acceleration between the UAV

and the intruder aircraft. Therefore:

NS =

0 0

0 nṡ

 (5.14)

For which the diagonal terms are the variances of the respective states per unit of time and

nṡ = E[eṡ] is the expected value of the noise in the velocity term caused by not accounting

for the relative acceleration between the two aircraft in the model. A model described later

includes an acceleration term.

The process covariance matrix for each direction is then:
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QS = nṠ

∆t3

3
∆t2

2

∆t2

2
∆t

 (5.15)

The bias terms are constant, so projected states are simply equal to the updated states of

the previous time period. Furthermore, there is no process noise since they are constant terms

and modeled as such. The complete state transition matrix was then:

Φ =



1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 ∆t 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 ∆t 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 ∆t

0 0 0 0 0 0 0 1



(5.16)

The process covariance matrix in 2x2 block format was:

Q =



0 0 0 0

0 QE 0 0

0 0 QN 0

0 0 0 QU


(5.17)

The projection of the previous state estimate to the current time period is accomplished

via:

x̂−k = Φx̂+
k−1 (5.18)

For which the hat represents an estimated value, the superscript minus means prior to the

measurement update, and the superscript plus means after the measurement update.

23



To keep track of the estimated error envelopes for each of the states throughout the process

of projecting and updating the states, the state covariance matrix is used which is defined as:

P−
k = E[e−k e

−T
k ] (5.19)

For which e−k = xk − x̂−k . The covariance matrix is updated after a projection by:

P−
k = ΦP+

k−1ΦT +Qk−1 (5.20)

5.1.2 Measurement Update Equations

To update the state estimates when provided with one or more measurements, essentially an

educated guess is made about what the measurements are - based on the projection of previously

updated states to the current time - and compared to the actual measurements. The difference

between the two is weighted relative to the current state estimate via the Kalman gain and used

to update said estimate. The equation for accomplishing this update is:

x̂+
k = x̂−k +Kk(zk − ẑk) (5.21)

For an LTI Kalman filter, the measurement estimate is computed using the observation

matrix such that:

ẑk = Hkx̂
−
k (5.22)

Clearly, observation matrix, H, relates the states linearly to the measurements. The rela-

tionship between the position and velocity states to their respective measurements was simple

to represent: the states were equal to their measurements. The TCAS and ADS-B range mea-

surements, however, were non-linearly related to the states:

rTCAS = BiasTCAS +
√
E2 +N2 + U2

rADS−B = BiasADS−B +
√
E2 +N2 + U2

(5.23)
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Calculating the estimated measurements (ẑ) given the state estimate was still simple, how-

ever, the observation equations had to be linearized in order to get the observation matrix.

This was accomplished by taking the Jacobian of the measurements with respect to the states

evaluated at the previous time step (x̂+
k−1):

∂h

∂x
=


∂h1

∂x1

∂h1

∂x2
· · ·

∂h2

∂x1

∂h2

∂x2
· · ·

...
... . . .


x̂+
k−1

(5.24)

For this system:

H =



1 0 ∂rTCAS

∂E
0 ∂rTCAS

∂N
0 ∂rTCAS

∂U
0

0 1 ∂rADS−B

∂E
0 ∂rADS−B

∂N
0 ∂rADS−B

∂U
0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1


x̂+
k−1

(5.25)

For which:

∂r

∂Bias
= 1

∂r

∂S

∣∣∣∣
x̂+
k−1

=
Ŝ+
k−1√

(Ê+
k−1)2 + (N̂+

k−1)2 + (Û+
k−1)2

(5.26)

For which S represents any of the position states (E, N, or U). With the observation matrix,

the Kalman gain is calculated via:

Kk = P−
k H

T
k (HkP

−
k H

T
k +Rk)−1 (5.27)
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The covariance matrix is updated via:

P+
k = (I −KkHk)P−

k (I −KkHk)T +KkRkK
T
k (5.28)

To ensure useful data about each of the states is gained from the measurements, the ob-

servability of the system is checked. The rank of the observability matrix is equal to the number

of linearly independent states that can be estimated. If the observation matrix is time-varying,

the observability matrix is:

O = [Hk|Hk+1Φ|Hk+2Φ2|Hk+3Φ3| · · · |Hk+n−1Φn−1] (5.29)

For which n is the number of states. If the rank of the observability matrix is equal to n,

all of the states are observable. A rank-deficient observation matrix does not necessarily mean

the filter must be changed. Extended periods of missing measurements may cause a temporary

lack of observability of some states. Other times, the rank-deficiency of the observability matrix

indicates that some states are not observable by themselves, but their linear combination with

other states may be observable. For the EKF described above and those described later, the

ranks of the observability matrices with no missing measurements were equal to the number of

states. This indicated that all of the states were observable in the presence of all measurements.

5.2 The Extended Kalman Filter with Position Delay States

In an effort to provide better state estimates, velocity and position delay states were considered.

If measurements are retained from previous time steps and used to provide current measure-

ments (e.g. integrals or derivatives) of states, the filter is referred to as a delayed-state filter.

For such a filter, the measurement and process noise are no longer uncorrelated. It is beyond

the scope of this thesis to derive the equations for such a filter. Instead, the revised recursive

equations are simply listed below. Their derivations can be found in [10].
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The states and the state transition matrix did not change, however, the measurements be-

came:

z =



rTCAS,k

rADS−B,k

Ek

Ėk

Ek−Ek−1

∆t

Nk1

ṄADS−B,k

Nk−Nk−1

∆t

Ubaro,k

Ugeometric,k

U̇ADSB

Ubaro,k−Ubaro,k−1

∆t

Ugeometric,k−Ugeometric,k−1

∆t



(5.30)

States 5, 8, 12, and 13 were essentially additional measurements of the relative velocity

between the UAV and the intruder.
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A new matrix, J, was added which related previous states to the current measurement. For

this system, the J matrix was:

J =



0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 −1 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 −1 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 −1 0

0 0 0 0 0 0 −1 0



(5.31)

The measurement estimate for a delayed-state filter is:

ẑk = Hkx̂
−
k + Jkx̂

+
k−1 (5.32)

The Kalman gain is then:

Kk = [P−
k H

T
k + Φk−1P

+
k−1J

T
k ]L−1

k (5.33)

For which:

Lk = HkP
−
k H

T
k +Rk + JkP

+
k−1ΦT

k−1H
T
k +HkΦk−1P

+
k−1J

T
k + JkP

+
k−1J

T
k (5.34)
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The estimate update equation does not change, however, the covariance update becomes:

P+
k = P−

k −KkLkK
T
k (5.35)

5.3 The Extended Kalman Filter with Velocity Delay States

In an attempt to use the difference between successive velocity measurements to provide infor-

mation about the relative acceleration between the UAV and an intruder aircraft, a version of

the EKF was developed using velocity delay states. For this version, the state vector was:

x =



BiasTCAS

BiasADS−B

E

Ė

Ë

N

Ṅ

N̈

U

U̇

Ü



(5.36)
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The measurement vector was:

z =



rTCAS,k

rADS−B,k

Ek

Ėk

Ėk−Ėk−1

∆t

Nk

ṄADS−B,k

Ṅk−Ṅk−1

∆t

Ubaro,k

Ugeometric,k

U̇ADS−B

U̇k−U̇k−1

∆t



(5.37)

The continuous model was then:


ṡ

s̈

...
s

 =


0 1 0

0 0 1

0 0 0



s

ṡ

s̈

 (5.38)

For which:

A =


0 1 0

0 0 1

0 0 0

 (5.39)
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With the addition of the acceleration term, the state transition matrix and process covari-

ance matrices were re-calculated using the process described in section 5.1.1. Following this

procedure, the state transition matrix was:

Φ =



1 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0

0 0 1 ∆t ∆t2

2
0 0 0 0 0 0

0 0 0 1 ∆t 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 1 ∆t ∆t2

2
0 0 0

0 0 0 0 0 0 1 ∆t 0 0 0

0 0 0 0 0 0 0 1 0 0 0

1 0 0 0 0 0 0 0 1 ∆t ∆t2

2

1 0 0 0 0 0 0 0 0 1 ∆t

1 0 0 0 0 0 0 0 0 0 1



(5.40)

The continuous process covariance matrix was:

NS =


0 0 0

0 0 0

0 0 ns̈

 (5.41)

The discrete process covariance matrix for each direction was:

QS = nS̈


∆t5

20
∆t4

8
∆t3

6

∆t4

8
∆t3

3
∆t2

2

∆t3

6
∆t2

2
∆t

 (5.42)

The entire process covariance matrix took the same block format as in section 5.1.1 with

the zero blocks appropriately sized to fill in the off-diagonals.
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The observation matrix became:

H =



1 0 ∂rTCAS

∂E
0 0 ∂rTCAS

∂N
0 0 ∂rTCAS

∂U
0 0

0 1 ∂rADS−B

∂E
0 0 ∂rADS−B

∂N
0 0 ∂rADS−B

∂U
0 0

0 0 1 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 1 0



(5.43)

The J matrix was then [10]:

J =



0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 −1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 −1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 −1 0



(5.44)
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Chapter 6

Simulation

To test the above Kalman filters, a Matlab simulation environment was created. Through a

”driver” program, a user could select the type of Kalman filter to use, UAV and intruder trajec-

tory characteristics, measurement and process noise values, measurement loss characteristics,

range bias values, and ADS-B message characteristics.

For the simulations performed, the UAV traveled east at a constant (selectable) velocity

and constant (selectable) rate of descent. The trajectory of the intruder was projected from the

user-specified closest point of approach at the midpoint of the simulation and projected forward

and backward in time based on user-specified flight characteristics.

Two trajectory types were tested for the intruder: a constant-velocity (in all three direc-

tions) trajectory and one in which the intruder flew in a circle which varied in altitude. The

former was intended to simulate the types of encounters expected along airways while the lat-

ter was intended to simulate the limits of expected intruder aircraft maneuvers in controlled

airspace. The circular trajectory was drawn such that the intruder aircraft would experience a

constant 1G (the force of gravity) centripetal acceleration from level flight for a total of 2Gs

force on the aircraft. 2Gs is the force experienced in a 60 degree angle of bank turn in order

to maintain level flight. As this is the bank limit for most non-aerobatic aircraft, this was con-

sidered the upper limit of what an aircraft could expect to encounter outside of Special Use

Airspace (SUA) and aerobatic practice areas.
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6.1 Assumptions

Several assumptions were made in conducting the simulations. These are listed below:

• All ADS-B data is accurate as reported (no erroneous or spoofed data).

• TCAS interrogates intruders at 1 Hz.

• Multiple sources of noise can be combined via Root Mean Square (RMS).

• The UAV uses a dual-frequency UAT (no ADS-R used).

• The UAV’s UAT has integrated GPS and corrects its clock to UTC time.

• The intruder has a mode-S transponder.

• There are no signal aberrations (e.g.slow fading, fast fading, electromagnetic interference

(EMI)).

• Signals propagate at the speed of light in a vacuum.

• The last reported measurement errors of the intruder (from the mode status element) are

used in the measurement covariance matrix.

• Measurement errors are uncorrelated with each other.

• The UAV and intruder produce comparably accurate position and velocity estimates.

• The UAV is able to accurately determine its position and velocity at any point in time.

• ADS-B data is appropriately pre-processed (propagation delay is converted to distance

and latitude/longitude converted to East and North) with negligible errors.

• Horizontal and vertical speed measurements are comparable in accuracy.

Regarding the last bullet, there are no specifications for the accuracy of reported vertical

speed, there is no reported vertical speed accuracy in an ADS-B message, and either geometric
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(GPS or Inertial Navigation Systems: INS) or barometric sources may be used to report it. In

the absence of other information, the horizontal velocity specifications were used.

Since TCAS and ADS-B data cannot be assumed to arrive at the same time, the ADS-

B data is assumed to be projected forward to the time of arrival of the next TCAS return.

The possible error induced by this projection is assumed to be zero-mean, Gaussian and is

incorporated into the process covariance matrix as described in section 6.2.

6.2 Noise Values

Noise values were selected from data presented in various RTCA documents. A summary of

these values can be found in table 6.1.

Measurement Noise Sources

Component Source Range

ADS-B Range GPS signal in space ±100 ns

TX/RX time accuracy ±500 ns

TCAS Range TX/RX time accuracy ±50 ft*

ADS-B Position Specifications ±30 m

Projection ±2.45 m

ADS-B Velocity Specifications ± 1 m/s

Projection ±4.9 m/s

ADS-B Altitude Specifications ≤ 125 ft

Projection ±2.45 m

ADS-B Vertical Speed Specifications None (used ±1 m/s)

Projection ±4.9 m/s

*Treated as 1σ

Table 6.1: Measurement Noise Sources and Values
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The values in table 6.1 were assumed to be 0.95 (approximately 2σ) values except for the

TCAS range noise. This was treated in DO-282B as a 1σ value and was treated as such for

simulations.

The ADS-B range noise was derived from the RTCA DO-282B which outlines the worst-

case time offset between transmitter and receiver. These values were applied to both aircraft

[1].

The TCAS range noise was derived from RTCA DO-300A which specifies that TCAS

must not measure the range to intruders with more than 125 ft bias and 50 ft of jitter. These

numbers are for mode-S equipped intruders. However, as they are the only TCAS-only range

error values specified in DO-300A, they were used for this simulation [2].

ADS-B position, velocity, altitude, and vertical speed specified noise values were applied

to both aircraft. The projection noise was only applied to the intruder aircraft.

Measurement Bias Sources

Component Source Range

ADS-B GPS cable delay ≤ +66 ns

GPS-UTC time offset ±1000 ns

GPS-UAT interconnect delay ≤800 ns

UAT cable delay ≤ +66 ns

TCAS Processing delays ≤ +125 ft

Table 6.2: Measurement Bias Sources

Table 6.2 shows the sources of ADS-B and TCAS signal biases specified in DO-282B and

DO-300A, respectively. As it was assumed that the UAV utilized a UAT with internal GPS and

was synchronized to UTC, neither the GPS-UTC offset nor the GPS-UAT interconnect delay

were applied to the UAV. The cable delays, however, were applied to both the UAV and the

intruder.
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Uniform ADS-B Measurement Errors from LSBs

Measurement LSB Value Range Used

Horizontal Position 2.145672e-5 ± 1.19 m

Horizontal Velocity 1 kt ± 0.26 m/s

Altitude 25 ft ± 7.62 m

Vertical Speed 64 ft/min ± 0.16 m/s

Table 6.3: Simulated Noise and Bias Values

Table 6.3 shows the errors caused by the transmitting aircraft truncating values to fit the

number of bits permitted by the ADS-B message. There is no indication that these errors are

accounted for in the mode status element’s associated accuracy values. For this reason, they

were modeled as normally distributed noise with the upper and lower bounds as specified in

table 6.3 [1].

The errors in tables 6.1 and 6.3 were combined via RMS to produce the diagonal terms

used in the measurement covariance matrix. Although the errors caused by LSB truncation

are uniformly distributed, this method of treating them like normally-distributed 2σ values was

used in DO-300A so was considered sufficiently representative [2].

The continuous process variances used for the simulations are shown in table 6.4. These

values were only starting points and adjusted after the initial tests were conducted to improve

performance.

Continuous Process Covariance Values

Component Value

Nṡ 1.3 (m/s)2/s

Ns̈ 0.3 (m/s2)2/s

Table 6.4: Continuous Process Covariance Values
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6.3 Test Cases

To validate each model discussed above, simulations were run using perfect measurements

(simulated measurements with no noise). All models provided perfect state estimates when

provided perfect measurements. To test the robustness of the models, several scenarios were

examined. These scenarios are summarized below:

• Baseline: noisy measurements with both TCAS and ADS-B ranges with no measurement

loss

• ADS-B as the only range measurement

• TCAS as the only range measurement

• No range measurements

• 15% random measurement loss

• 10 second signal outages

Parameters used for the tests are outlined in table 6.5. The high speed was chosen to be

representative of large aircraft at high altitudes. For linear trajectories, the intruder aircraft flew

at 90 degree angles to the UAV so horizontal position errors caused by velocity uncertainty

were consistent in both directions. The rates of descent are consistent with what is expected on

airways and the point of closest approach was chosen to be zero for all directions to detect any

aberrations in estimates as the separation dropped to zero.
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Simulation Parameters

Component Value

UAV Speed 500 kts

Intruder Speed 500 kts

Closest Point of Approach 0 E, 0 N, 0 U

Intruder Vertical Speed 1000 ft/min

UAV Vertical Speed -1000 ft/min

UAV heading 090

Intruder heading (linear) 180

Table 6.5: Test Parameters

The above scenarios were tested for both a linear and a circular trajectory. The results of

these tests are compiled in chapter 7.
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Chapter 7

Results

Graphical results from the test cases described above are shown below with detailed statistics

contained in the appendix.

7.1 Baseline

Baseline results showed improved position, velocity, and (when applicable) acceleration esti-

mates over unprocessed ADS-B data. The EKF with no delay states slightly outperformed the

others when the intruder flew the linear trajectory.

Figure 7.1: Average Position Errors for Various Models
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Figure 7.2: Average Velocity Errors for Various Models

Figure 7.3: Average Acceleration Errors for Various Models

The EKF with velocity delay states out performed the other two when the intruder flew a

circular trajectory. Both the other EKFs yielded large velocity errors when using the process

noise values previously described.
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Figure 7.4: Average Position Errors for Various Models

Figure 7.5: Average Velocity Errors for Various Models
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Figure 7.6: Average Acceleration Errors for Various Models

7.2 TCAS Range Only

When the only range measurement used was from TCAS, all three EKFs outperformed ADS-B

unprocessed data with the EKF sans delay states showing slightly better results than the other

two when the intruder flew a linear trajectory.

Figure 7.7: Average Position Errors for Various Models with Only TCAS Range
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Figure 7.8: Average Velocity Errors for Various Models with Only TCAS Range

Figure 7.9: Average Acceleration Errors for Various Models with Only TCAS Range

When the intruder flew a circular trajectory, the EKF with velocity delay states provided

the best results.
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Figure 7.10: Average Position Errors for Various Models with Only TCAS Range

Figure 7.11: Average Velocity Errors for Various Models with Only TCAS Range
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Figure 7.12: Average Acceleration Errors for Various Models with Only TCAS Range

7.3 ADS-B Range Only

As the ADS-B range measurement is noisier, the EKFs were less accurate when only utilizing

it for range measurement. Again, the EKF without delay states was the best filter by a small

margin.

Figure 7.13: Average Position Errors for Various Models with Only ADS-B Range
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Figure 7.14: Average Velocity Errors for Various Models with Only ADS-B Range

Figure 7.15: Average Acceleration Errors for Various Models with Only ADS-B Range

The EKF using velocity delay states outperformed the other two when the intruder’s tra-

jectory was circular.
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Figure 7.16: Average Position Errors for Various Models with Only ADS-B Range

Figure 7.17: Average Velocity Errors for Various Models with Only ADS-B Range
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Figure 7.18: Average Acceleration Errors for Various Models with Only ADS-B Range

7.4 No Range Measurements

Surprisingly, the EKFs produced slightly more accurate position and velocity estimates when

no range measurements were used than when only ADS-B range was used. The EKF with no

delay states slightly out-performed the other two when the intruder flew a linear trajectory.

Figure 7.19: Average Position Errors for Various Models with No Ranges
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Figure 7.20: Average Velocity Errors for Various Models with No Ranges

Figure 7.21: Average Acceleration Errors for Various Models with No Ranges

When the intruder’s trajectory was circular, the EKF with velocity delay states produced

the best results of the three.
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Figure 7.22: Average Position Errors for Various Models with No Ranges

Figure 7.23: Average Velocity Errors for Various Models with No Ranges
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Figure 7.24: Average Acceleration Errors for Various Models with No Ranges

7.5 15% Measurement Loss

When 15% of the measurements were randomly lost, the accuracy of all three filters degraded

somewhat. The EKF with with velocity delay states, however, performed very poorly; ADS-

B unprocessed measurements were more accurate for both the intruder’s linear and circular

trajectories.

Figure 7.25: Average Position Errors for Various Models with 15% Message Loss
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Figure 7.26: Average Velocity Errors for Various Models with 15% Message Loss

Figure 7.27: Average Acceleration Errors for Various Models with 15% Message Loss
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Figure 7.28: Average Position Errors for Various Models with 15% Message Loss

Figure 7.29: Average Velocity Errors for Various Models with 15% Message Loss
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Figure 7.30: Average Acceleration Errors for Various Models with 15% Message Loss

Attempts were made to improve the performance of the EKF with velocity delay states by

adjusting the process noise values. No value could be found which brought the average error to

less than that of unprocessed ADS-B data when 15% of the measurements were missing.

7.6 Tuning the EKF with No Delay States

As the EKF with velocity delay states performed so poorly when measurements were lost and

the other two filters were of comparable accuracy under all of the tests conducted above, the

EKF with no delay states was selected as the most promising and explored further. The con-

tinuous process noise parameters were adjusted to see if improvements could be made to the

results when the intruder flew a circular trajectory. The following figures show the error trends

for various process noise values.
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Figure 7.31: Average Position Errors for Various Process Noise Values

Figure 7.32: Average Velocity Errors for Various Process Noise Values
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Figure 7.33: Average Position Errors for Various Process Noise Values

Figure 7.34: Average Velocity Errors for Various Process Noise Values

There was a dramatic decrease in the position and velocity errors for an intruder flying

a circular trajectory when the process noise was increased. There was a corresponding slight

increase in velocity error for the intruder’s linear path. Given the results above, 65 (m/s)2/s
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was selected as the best continuous process noise variance. Further resolution was considered

unwarranted for simulated data.

7.7 Evaluating Range Measurement Contributions

To determine the contribution of TCAS and ADS-B range measurements toward resolving the

relative position and velocity between the UAV and the intruder, simulations with and without

the ranges were conducted. The results are shown below:

Figure 7.35: Average Position Errors for Various Range Measurements
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Figure 7.36: Average Velocity Errors for Various Range Measurements

Figure 7.37: Average Position Errors for Various Range Measurements
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Figure 7.38: Average Velocity Errors for Various Range Measurements

TCAS range measurements without ADS-B range measurements offered the best improve-

ment in position errors. The inclusion of range measurements slightly increased the error in

relative velocity estimates. Since TCAS range measurements offered the best position estimate

improvement with only a small cost to velocity estimates, the EKF was validated using TCAS

range measurements.

7.8 Validating the EKF with No Delay States

The following figures show the tuned EKF outperformed ADS-B unprocessed position esti-

mates for both the intruder’s linear and circular trajectories. The filter offered improvement

over ADS-B reported velocity for the linear trajectory when no measurements were missing,

but not for the circular trajectory nor when 15% of the measurements were missing.
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Figure 7.39: Average Position Errors for No Delay EKF vs ADS-B Only

Figure 7.40: Average Velocity Errors for No Delay EKF vs ADS-B Only
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Figure 7.41: Average Position Errors for No Delay EKF vs ADS-B Only

Figure 7.42: Average Velocity Errors for No Delay EKF vs ADS-B Only

The EKF was also tested with a 10 second signal outage. This outage is intended to

represent a momentary shielding of the transmitting antenna when the UAV or intruder is in

an attitude or relative position such that part of either aircraft obscures the antenna (e.g. the

wing during a turn). Plots of the errors and error envelopes for the linear trajectory are shown

below. The circular trajectory is omitted since the errors will vary depending on the timing of

the signal loss.
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Figure 7.43: East Position and Velocity Errors with Error Envelope for 10 Second Signal Out-

age (Linear Trajectory)

Figure 7.44: North Position and Velocity Errors with Error Envelope for 10 Second Signal

Outage (Linear Trajectory)
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Figure 7.45: Altitude and Vertical Speed Errors with Error Envelope for 10 Second Signal

Outage (Linear Trajectory)
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Chapter 8

Conclusions

The EKF with no delay states was the best optimal estimator tested. Although the EKF with ve-

locity delay states performed very well in the presence of measurements, its poor performance

with 15% measurement loss precluded it from being considered. The EKF with no delay states

was also easy to tune and when it was tuned, provided good performance under all circum-

stances tested. It would be an easy filter to tune when provided actual ADS-B data. Given that

the filter provided better estimates of the linear trajectory with low process noise values and

better estimates of the circular trajectory with larger process noise values, the best option may

be to use a lower process noise value when flying airways (where minimal maneuvering can be

expected) and a larger noise value when approaching the terminal environment.

The EKF with no delay states was also the least complex filter tested. With no delay

states, the measurement and process noise were uncorrelated and the additional complexity of

accounting for such correlation was unnecessary. A lack of delay states also meant there was

no need to retain measurement values and matrices from previous time steps nor deal with the

issue of how to handle measurements with delay states when one of the two terms was missing.

The slight degradation in EKF performance when including ADS-B range measurements

was attributed to the large amount of noise in these measurements. If actual flight data showed

typical noise to be less than that assumed here, it may be worth the effort to incorporate the

range measurements. As it stands, it appears best to use the ADS-B range only to validate

ADS-B reports rather than attempt to augment them.

TCAS range measurements at times offered nearly a meter in improved position accuracy

over no range measurements likely due to their low noise levels. It is worth investigating their
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incorporation with actual flight data. If ADS-B data consistently provides accurate position and

velocity estimates, it may turn out the difficulty associated with incorporating TCAS range is

not worth the slight benefit.
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Chapter 9

Future Work

The most obvious task to be accomplished in the future is to test the EKFs presented under

actual flight conditions. Hardware rarely matches simulated behavior under actual usage con-

ditions. No definitive statement about the utility of the EKFs presented can be made without

flight tests.

Should the EKFs provide promising results when used with nominal flight data, the limits

of their utility should be tested. The EKFs should be presented with aerobatic aircraft data,

spurious data, and extremely noisy data which would not normally permit its use for collision

avoidance.

The information provided by UATs has the potential to permit completely autonomous

taxi, takeoff, flight, landing, and taxi to parking. As ADS-B messages are transmitted by

ground vehicles, modified collision avoidance logic can be used by UAVs on the ground to

taxi between parking and the active runway. As discussed in section 2.1.2, ADS-B mode sta-

tus messages contain a large amount of data which could be used to select the best collision

avoidance maneuver. Such data could be considered for use in UAV collision avoidance logic.

If/when TC messages are implemented, their data can be used to further refine UAV collision

avoidance logic. Finally, the periodic weather and airspace updates provided by UATs could be

used in conjunction with collision avoidance logic to provide globally optimal path planning

from the moment a UAV taxis from parking at its starting airport to the moment it shuts down

at its destination.
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Appendix A

Detailed Test Results

Figure A.1: Detailed Test Results with ADS-B and TCAS Ranges

Figure A.2: Detailed Test Results with ADS-B and TCAS Ranges
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Figure A.3: Detailed Test Results with Only TCAS Range

Figure A.4: Detailed Test Results with Only TCAS Range

Figure A.5: Detailed Test Results with Only ADS-B Range
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Figure A.6: Detailed Test Results with Only ADS-B Range

Figure A.7: Detailed Test Results with No Range Data

Figure A.8: Detailed Test Results with No Range Data
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Figure A.9: Detailed Test Results with 15% Message Loss

Figure A.10: Detailed Test Results with 15% Message Loss

Figure A.11: Detailed Test Results for EKF Tuning
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Figure A.12: Detailed Test Results for EKF Tuning

Figure A.13: Detailed Range Measurement Comparison

Figure A.14: Detailed Range Measurement Comparison
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Figure A.15: Detailed No-Delay EKF Comparison to ADS-B Unprocessed Report

Figure A.16: Detailed No-Delay EKF Comparison to ADS-B Unprocessed Report
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