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Abstract 

 

 

 The push towards greener energy solutions has been a focus for society in the last several 

decades, due to the need for cleaner industrial processes. One elusive process that draws the 

focus of several groups is methane to methanol transformation, which despite the continued 

search for a proper method providing both selectivity and efficiency, no ideal solution has been 

found. Here transition metal oxide dications are highlighted as potential catalytic candidates for 

methane to methanol transformation, through the use of high-level electronic structure 

calculations.  

 Transition metal oxides are popular catalytic candidates due to their natural abundance 

and industrial applications. With the removal of two electrons for the formation of the dication 

the character of the metal oxide can be manipulated to favor CH bond selectivity or reaction 

efficiency. This dissertation illustrates the importance of these complexes and how to best apply 

them for the transformation of methane to methanol.  

 Investigation began with a neutral transition metal oxide, niobium oxide, which indicated 

the importance of spin on the efficiency of the reaction mechanism, showing the higher spin 

states follow an efficient but non-selective pathway, and the lower spins following a selective yet 

less efficient and more energy intensive path. To understand the metal oxide character of the 

first-row transition metal oxide dications an extensive electronic structure analysis was 

performed on these complexes to characterize their behavior and was found that the early 

transition metals possessed oxo ground states and oxyl excited states, middle transition metals 

had oxyl ground states and oxo excited states, and the late transition metals having only oxyl 

states.  
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Using the spectrochemical series allows for the manipulation of oxo or oxyl character 

depending on the ligand introduced to the system. Due to the oxo metal oxides’ preference for 

selectivity of the CH bond in methane, a strong field ligand was placed on the metal oxides to 

understand how the oxo state could be stabilized over the oxyl, even in the late transition metal 

case of cobalt oxide where a small oxo component at a small distance was stabilized over some 

oxyl components. Metal oxide dication systems with a fully saturated coordination sphere (five 

ammonia ligands) were explored to understand the effects of multiple ligands on the electronic 

structure and potential further stabilization of certain metal oxide character. Reacting a fully 

coordinated metal oxide dication with methane further emphasized the importance of excited 

states in these reactions in that they can influence ground state behavior and affect the outcome 

of the reaction. With this in mind the ground and excited states of the five-ammonia ligated 

metal oxide dications were analyzed at multiple different DFT functionals and multireference 

methods to determine a method to best systematically study these systems moving forward.  
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Chapter 1: Introduction 

 It was estimated by the World Bank in 2015, that approximately 140 billion m3 of natural 

gas was flared at thousands of oil fields across the globe.1 This flaring of natural gas, which is 

about 70-90 weight percent methane, is not only a waste of potentially valuable resources but 

also a cause of significant environmental damage.1,2,3 Methane is a major atmospheric pollutant 

with a 12-year life time in the atmosphere and is 25 times more potent as a greenhouse gas than 

CO2, due in part to its ability to trap heat and absorb infrared radiation.4 The Environmental 

Protection Agency (EPA) data from 2020 showed that CO2 accounted for 79% of greenhouse gas 

emissions and CH4 accounted for 11%, however with its high global warming index it causes a 

more adverse impact.4 The leading cause of methane emission is natural gas and petroleum 

systems making up 32% of the emissions, 17% coming from landfills, and additional 

contributions from biomass and coal.4 Fracking related methane leaks arise from the integrity of 

the well as gaps and microfractures between casing and cement can form during drilling, which 

occurs at high pressure or from improperly set cement.5–7 Both of these contributing industries 

allow methane to “leak through the cracks” into the atmosphere without any containment. 

Ideally, the methane could be converted onsite to another, less harmful and potent chemical, but 

what would ideal conversion look like? 

 Methanol is a reasonable solution, as a liquid at room temperature, it is easier to transport 

without the need for high pressure storage. It is a bulk chemical widely used in the chemical 

industry with 21 million tons produced annually, and was originally distilled from wood earning 

its early moniker of “wood spirit” in 1601 by Robert Boyle until 1834 when it was first 

established as a chemical given the identity of methanol.8  The first isolated synthetic methanol 

route was established in 1905 by Paul Sabatier, and later in 1934 the first synthetic methanol 
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plant was commercialized by BASF.9 Methanol’s diverse applications, as a solvent, gasoline 

additive, and chemical feedstock/platform chemical make it a desirable product.10 It is also a 

promising alternative to auto and jet fuels and it is beneficial not only environmentally but also 

economically.11 In 2005, George A. Olah presented the idea of a methanol economy “if we can 

produce methanol efficiently from non-fossil fuel sources, we could eventually replace oil and 

gas as a fuel and chemical raw material”.12  

 A future world-wide methanol market would be beneficial as it would facilitate a push for 

independence from foreign energy sources and allow for conservation of existing petroleum-

based energy reserves. Economically, consumers would see a lower cost resulting from the 

increased competition, in addition to the environmental benefit from improved or lessened 

emissions as methane would be captured and converted to methanol rather than vented or flared.8 

Present production efforts are expensive both financially and energetically, however a positive 

benefit cannot yet be fully exploited, and another low cost/low energy method is crucial. 

 The conversion of methane to methanol (MTM) is ideal, though some issues remain. The 

most pressing pertains to the C-H bond in question. The carbon hydrogen bond in methane is one 

of the strongest molecular bonds (439.3  0.4 kJ mol-1) and requires an adequate catalyst for 

activation.13 However, methanol has a weaker carbon hydrogen bond than methane (401.92  

0.63 kJ mol-1) and can over-oxidize to unwanted derivatives such as formaldehyde therefore it is 

important to choose a catalyst that is selective for the CH bond in methane but not for the bond 

in methanol to prevent over oxidation to unwanted products.13  

 Industrial methods for the transformation of methane to methanol exist, but come at a 

cost. Two common methods are the indirect and direct method of methane to methanol 

transformation, with the former the most well-known. The indirect method is the major current 
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industrial method and was first discovered for methane to methanol transformation involving the 

Fischer-Tropsch synthesis, which was patented in 1930.14–16 This method is a two-step process, a 

steam reforming reaction to produce syngas (CO + H2) via steam, O2, or H2, followed by the 

Fischer-Tropsch synthesis (FTS) utilizing harsh conditions for the hydrogenation of syngas to 

petrochemicals, most importantly methane.16–19 Conditions required for the indirect 

transformation of methane to methanol are high temperatures ~700-1100C and high pressures 

~10-20 atm.19,20 In addition to these harsh conditions the process is energy intensive, 

endothermic, and has low energy efficiency.14 Industrial purification of methanol via the indirect 

method of transformation involves a third step. Following the endothermic step of syngas 

generation and methanol synthesis via FTS, the product purification step is necessary as low 

methanol yield and selectivity of FTS process result in the mixing of multiple impurities with the 

desired product.21,22  

 The direct method of methane to methanol transformation is more ideal, a one-step partial 

oxidation based on the avoidance of syngas generation, accounting for 60% of the cost, which 

would potentially reduce cost and increase efficiency.23,24 Catalysts such as iron, cobalt, nickel, 

copper, and ruthenium have been introduced in conjunction with the direct method, however the 

purity of the produced methanol depends on the selectivity of the introduced catalyst.25–28 

 

Figure 1.1: Direct vs. Indirect methods of methane to methanol transformation 
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Catalytic methods have been explored but struggle with the tradeoff between selectivity 

and efficiency. Homogeneous catalytic methods result in multiple side products and methanol 

derivatives, with low methane conversion rates due to the selectivity of a weaker methanol CH 

bond than that of CH4 resulting in over-oxidation to methanol derivatives.29 Nørskov et. al.  

explored the possibility of heterogenous catalysts but observed a similar problem with weak 

selectivity and over oxidation of methane to methanol.30 If a catalytic route is chosen for the 

conversion of methane to methanol, it is imperative that the catalyst be both selective for the CH 

bond of methane and not over-oxidize methanol at the end step.  

Several studies have been published regarding zeolite supported catalysts at moderate 

temperatures for the methane to methanol transformation, leading to breakthroughs in 

conversion, selectivity, or overoxidation prevention. A zeolite composed of either copper or iron 

was a successful breakthrough for methane to methanol conversion. In the case of copper the 

zeolite contains highly active oxygen species and can function at low temperatures.31 

Additionally, in 2017 an example of selective anaerobic oxidation with a direct stepwise method 

for MTM was shown to give a 97% selectivity over a copper zeolite with water as a source of 

oxygen.32,33 Use of an iron zeolite (Fe ZSM5) showed methane oxidation in the presence of N2O 

(1:1) leading to methanol formation directly on the surface.33 Copper and iron zeolites are also 

shown to be effective with H2O2 oxidation, with 92% selectivity to methanol and only 0.5% 

conversion to overoxidized methanol derivatives.34  

It is important to mention that a proper catalyst alone is not enough to improve the 

methanol yield. A plasma approach has been shown as an additional approach utilizing the direct 

method to achieve direct MTM conversion, while avoiding the challenge of low methanol 

selectivity and yield normally associated. The application of non-thermal plasma (NTP) 
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irradiation has been shown to be helpful in overcoming high chemical stability of reaction 

resulting from the CH bond of methane. The addition of a Dielectric Barrier Discharge (DBD) 

reactor has been considered for NTP reactor studies to optimize the methane to methanol process 

through either a temperature or substrate variation. Larkin et. al.  focused on reacting methane to 

be recovered as a mixture of organic liquids (methanol included) over a range of temperatures 

and found that at higher temperatures there was less conversion of methane to liquid, than at 

lower temperatures.35 However, there was no indication of the amount of methanol recovered in 

the mixture of liquid organics. Chawdhury et. al.  found that packing the DBD with a substrate 

material improved the methanol selectivity by 10% and the yield by 3.7%, which packed with 

glass beads vs. a non-packed reactor.36,37 It was later reported that the glass beads gave the best 

methanol selectivity of glass substrates investigated (spherical beads, hollow cylindrical 

capillaries, and spongy honeycomb wool) due to their structure allowing for uniform plasma 

discharge.36,37  

 Jiang et. al. presents an electrochemical approach to MTM in which electrochemical 

energy is harnessed for activation energy required to overcome both methane and oxidant 

barriers. Efficacy of both liquid and solid electrolytes were analyzed in the system. Deployment 

of solid electrolytes in electrochemical conversion of MTM offered the benefit of increasing 

system temperature to ~200 C, which accounts for favorable CH activation. The drawback of 

the solid electrolytes however is their lack of active oxygen species with a suitable oxidation 

capability to attack the activated methane and convert to methanol while avoiding methanol 

over-oxidation, which in turn leads to low selectivity of methanol. Liquid electrolytes solve the 

problem of active oxygen species as there is a continuous supply, but the low methane solubility 

restricts the efficiency of methane to methanol conversion.38  
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 As opposed to the higher temperature and pressure commercial conversion of methane to 

methanol, a biological route may provide insight into further understanding the conversion 

process. A class of bacteria known as methanotrophs possess a unique ability to use methane as 

both a carbon and an energy source to carry out the partial oxidation of methane to methanol at 

high selectivity and conversion.39 The desired conversion is performed under ambient conditions 

with the assistance of the methane monooxygenase (MMO) enzyme, which assists the 

methanotrophic bacteria with the CH bond activation of methane making the MMO enzyme/ 

methanotroph relationship a potential model candidate for understanding the catalytic activity of 

methane to methanol transformation.40–42  

 A promising solution is the use of a metal oxide catalyst. They are considered one of the 

most important catalytic candidates for heterogeneous catalysis, and are good for most refining 

and petroleum processes, synthesis of specialized chemicals and improving environmental 

issues.43,44 Prominence of metal oxide catalysts began in the 1950s when they were found to 

catalyze a variety of necessary reaction involved in petroleum chemistry such as oxidation and 

acid-base reactions.44  Defects occurring in the metal oxides, such as kinks or steps allow for in 

structure selectivity and able to exploit different catalytic properties.45 Transition metals are 

widely studied due to their diverse industrial applications, astrophysical applications, but mostly 

for their catalytic ability and high abundance.46 They are well documented in their use as several 

works have been published on the use of transition metal oxides for methane to methanol 

conversion, across several charges for first and second row transition metals.20,47–53 

The most promising candidate among the multitude of transition metal oxides is possibly 

the dication.  Though these are shown to be both industrially and catalytically important, there is 

minimal electronic structure information in the literature.54–64 Nature chooses dications for 
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multiple natural and biological processes for their ability to switch between the two forms of the 

metal oxide, most notably the heme iron complexes in blood, as well as in enzymes. 65–70 Metal 

oxide dications have two forms: oxo and oxyl. The oxo form of the metal oxide is characterized 

by a closed shell on oxygen (M4+O2-), and the oxyl form has an unpaired electron on the 

oxygen(M3+O•-).71 Oxo and oxyl metal oxides react through different mechanisms, allowing their 

behavior to be potentially exploited depending on the goal of the reaction. It is important to note 

that metal oxide dications may not possess both the oxo and oxyl forms, therefore it is important 

to study their electronic structure to completely understand their capabilities as potential 

catalysts.  Oxo metal oxides proceed via either the 2+2 or Proton Coupled Electron Transfer 

(PCET) mechanisms, which are both selective mechanisms but possess high energy barriers. The 

oxyl metal oxide form proceeds via the radical mechanism, also known as Hydrogen Atom 

Transfer (HAT), unlike the previously mentioned mechanisms HAT is not selective for the CH 

bond but possesses low energy barriers and is efficient compared to the 2+2 or PCET 

mechanisms. Investigations of the electronic structure and reactivity potential of transition metal 

oxide dications have been ongoing for both the first, and second row transition metals. Promising 

data has been shown for their potential catalytic activity for both water and methane activation. 

47–50,52,53,55,72–76 

 A solution for methane to methanol transformation may lie in the ability to design a 

proper catalyst using either an oxo or oxyl metal oxide depending on the purpose it will serve 

and add ligands from the spectrochemical series to further manipulate the character of the metal 

oxide. The spectrochemical series provides a possible route to the manipulation of catalytic 

behavior for reaction with methane. Strong field ligands such as ammonia, water, and CN- are 

able to stabilize the oxo character in the metal oxides, where the weak field ligands, such as 
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halogens and OH- stabilize the oxyl character. The importance of ligand effect on a catalyst was 

shown in two studies looking at iron oxide dication and the neutral zirconium oxide molecule. 

The iron oxide dication study completed by Kirkland et. al. shows the stabilization of the oxo 

excited state with water, and the further stabilization with the ammonia ligand; a stronger field 

ligand.56 The state in question is an iron oxo excited state that is stabilized as the ground state 

with the addition of an ammonia ligand.  

Additionally, the study completed on the neutral zirconium by Jackson et. al. shows the 

stabilization of the ligated metal oxides over the non-ligated complexes.50 Focusing on the oxyl 

component of zirconium the authors showed the ability of weak field ligands to stabilize the 

methane to methanol transformation over the strong field ligated path and the non-ligated path. 

The goal of this dissertation is to discuss the underlying mechanism of methane activation, 

characterizing the electronic structure of first row transition metal oxide dications, and apply 

ligands to these dications to understand the effects on the electronic structure and reactivity 

effects to create a functional catalyst for the successful transformation of methane to methanol.  

A very detailed perspective on past and future strategies was published earlier in 2023 

focusing on the catalytic advances made with cations, anions, and dications for tackling the 

selective methane to methanol conversion.49 This dissertation focuses on molecular transition 

metal oxide dications (TMO2+), ligand effects both on their electronic structure and reactivity, 

and an assessment of various methodologies. 
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Chapter 2: Methodology 

This chapter presents the theory and methodologies used throughout the dissertation. 

Theory explanations were elaborated from Szabo and Ostlund and any additional information 

will be cited herein.1 

 The work in this dissertation is entirely computational. Computational chemistry is a 

definition encompassing many different types of calculations (electronic structure, molecular 

dynamics, molecular mechanics, etc.) as a subgroup of theoretical chemistry. As early as 1928 

theoretical physicists were attempting to solve the Schrödinger equation, proposed by Erwin 

Schrödinger in 1926, with calculating machines to verify quantitatively experimentally 

reproduced solutions for simple systems such as the hydrogen molecule and the helium atom. 

With the invention of the electronic computer during World War II and general access to such 

technology to scientists in the following decade, a new field of theoretical chemistry was born as 

physicists were more focused on nuclear structure rather than molecular structure. This new field 

of Computational Chemistry worked towards the goal obtaining quantitative information 

regarding molecular behavior via numerical approximations of the Schrödinger equation solution 

with the use of a digital computer. Major developments in the following decades were packaged 

into software and readily available to chemists making quantum computational chemistry a more 

useful accessible tool, able to characterize molecular structure in minutes or hours instead of 

years. These developments have led to a greater output of literature regarding the applications of 

computational chemistry to chemical problems for the better understanding of structure and 

reactivity.2  
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1. Origins of Electronic Structure Theory 

1.1. The Schrödinger Equation 

An Austrian physicist by the name of Erwin Schrödinger proposed an equation in 1926 to 

solve for the total energy of a molecular system. This allows for the analytical solution of a one 

electron system to be easily obtained, whereas other systems require the implementation of 

numerical approximations. Shown in Equation 1 is the non-relativistic time independent 

Schrödinger equation, where �̂� is the Hamiltonian operator, Ψ represents the wavefunction 

where information regarding the system resides, and E represents the absolute energy of the 

system. 

 �̂�Ψ = EΨ (1) 

As stated previously, �̂� is the Hamiltonian operator that relates to the absolute energy of a 

molecular system of N electrons (i and j) and M nuclei (A and B) shown in a molecular 

coordinate diagram in Figure 2.1. 

 

Figure 2.1: Molecular coordinate diagram for two nuclei two electron system 
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For a molecular system the Hamiltonian can be written as follows: 

 �̂� =  �̂�𝑒𝑙 + �̂�𝑛𝑢𝑐 + �̂�𝑒𝑙,𝑛𝑢𝑐 + �̂�𝑒𝑙,𝑒𝑙 + �̂�𝑛𝑢𝑐,𝑛𝑢𝑐  (2) 

And further expanded as, 
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(3) 

Where the first two terms correspond to the kinetic energy of the electrons and nuclei 

respectively, the third term representing the coulombic attraction between the electrons and 

nuclei, and the final two terms corresponding to the electron repulsion and nuclei repulsion 

respectively. The Hamiltonian written in Equation 3 can be further simplified into atomic units 

where mass of the electron (me), charge of the electron (e), 
1

4𝜋𝜀0
, and ℏ are set to 1, shown in 

Equation 4.  
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(4) 

 

1.2. The Born Oppenheimer Approximation 

The following discussion is a qualitative analysis of a central theme to quantum 

chemistry. The Born Oppenheimer Approximation is built on the fact that nuclei are much 

heavier than electrons (about 2000 times) thus they move more slowly, which allow for the terms 

referring to only nuclei, the kinetic energy of nuclei (term 2 in Equation 3 & 4) and the repulsion 

between nuclei (final term in Equation 3 & 4) can be considered separate. These constants now 

only add to the operator eigenvalues, no longer affecting the operator eigen functions.  
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 The Hamiltonian operator (�̂�) is now referred to as the electronic Hamiltonian (�̂�𝑒𝑙𝑒𝑐) 

which contains only the terms describing the motion of electrons and is summarized in Equation 

5.  
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(5) 

This approximation reshapes the Schrödinger equation to only involve the electronic 

Hamiltonian shown in Equation 6 and the electronic wavefunction is transformed to describe the 

motion of electrons, expanded in Equation 7. 

 �̂�𝑒𝑙𝑒𝑐𝜑𝑒𝑙𝑒𝑐 = 𝐸𝑒𝑙𝑒𝑐𝜑𝑒𝑙𝑒𝑐  (6) 

 𝜙𝑒𝑙𝑒𝑐 = 𝜙𝑒𝑙𝑒𝑐({𝑟𝑖}; {𝑅𝐴}) (7) 

 The above description of electron motion is explicitly dependent on the electronic 

coordinates, but parametrically dependent on nuclear coordinates, as a different arrangement of 

nuclei occurs the φelec becomes a different function of electronic coordinates. The same 

dependence is seen for the electronic energy 

 𝜀𝑒𝑙𝑒𝑐 = 𝜀𝑒𝑙𝑒𝑐({𝑅𝐴}) (8) 

With this approximation taken under consideration, the total energy expression is transformed to 

the sun of the εelec and εnuc. 

 

𝜀𝑡𝑜𝑡 = 𝜀𝑒𝑙𝑒𝑐 + 𝜀𝑛𝑢𝑐 = 𝜀𝑒𝑙𝑒𝑐 + ∑ ∑
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𝑍𝐴𝐵

𝑀

𝐵>𝐴

𝑀

𝐴=1

 

(9) 

 A new nuclear Hamiltonian is generated for the motion of the nuclei, since electrons 

move much faster than nuclei, it becomes reasonable to replace the coordinates of electrons with 

their average values. 
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(10) 

The above can be further simplified to  
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(11) 
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(12) 

 

Εtot({RA}) provides a potential for nuclear motion as a function of the coordinates {RA} and can 

be mapped out as shown in Figure 2.1. 

1.3. Antisymmetry Principle 

 To properly describe an electron, both the spatial and spin components need to be 

specified. At the non-relativistic limit, the electronic Hamiltonian only depends on the spatial 

component. Proper description of spin to done with the implementation of two spin functions 

α(ω) for ms=+1/2 and β(ω) for ms=-1/2. It must be specified that the two spin functions abide by 

the following parameters 

 
∫ 𝑑𝜔𝛼∗(𝜔)𝛼(𝜔) = ∫ 𝑑𝜔𝛽∗(𝜔)𝛽(𝜔) = 1 

(13) 

And 

 
∫ 𝑑𝜔𝛼∗(𝜔)𝛽(𝜔) = ∫ 𝑑𝜔𝛽∗(𝜔)𝛼(𝜔) = 0 

(14) 

 

 Since electrons are fermions, an additional requirement must be placed in the 

wavefunction: “a many-electron wavefunction must be antisymmetric with respect to the 

interchange of the coordinate x (both space and spin) of any two electrons.” 
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 ϕ(𝑥1, … , 𝑥𝑖 , … , 𝑥𝑗 , … , 𝑥𝑁) = −𝜙(𝑥1, … , 𝑥𝑗 , … , 𝑥𝑖 , … , 𝑥𝑁) (15) 

This requirement shown above in Equation 15 is known as the antisymmetry principle, and the 

antisymmetry is easily enforced during the construction of a wavefunction through the use of 

Slater determinants. 

1.4. Spin and Spatial Orbitals: Role in constructing the Slater Determinant 

An orbital is a wavefunction for a single particle, an electron. For the construction of a 

Slater determinant, both the spin orbital (discussed previously) and the spatial orbitals must be 

included.  

Spatial orbitals ψi(r) are a function of position vector r describing the spatial component 

of the probability of finding a particle at position r such that |𝜓𝑖(𝑟)|2𝑑𝑟 is the probability of 

finding an electron in small volume element dr and assumed to form an orthonormal set. 

 
∫ 𝑑𝑟 𝜓𝑖

∗(𝑟)𝜓𝑗(𝑟) = 𝛿𝑖𝑗 
(16) 

A complete description of an electron includes a complete set for describing spin consisting of 

two orthonormal functions α(ω) and β(ω) for electron spin up and spin down respectively. 

 The wavefunction of an electron describes both the spatial distribution and its spin is 

known as a spin orbital, χ(x)where x is both spatial and spin coordinated. Each spatial orbital 

yields two spin orbitals, one for spin up (α) and one for spin down (β). 

 
𝑋(𝑥) = {

𝜓(𝑟)𝛼(𝜔)
𝜓(𝑟)𝛽(𝜔)

 
(17) 

The antisymmetry in the Pauli Exclusion Principle needs to be satisfied for the wavefunction, 

and easy enforcement via Slater determinants which satisfy the requirement and contain both 

spatial and spin components and allow for easy construction of the wavefunction as follows 

simplified for N electrons. 
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ψ(𝑥1, 𝑥2, … , 𝑥𝑁) =
1

√𝑁!
||
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𝑥𝑖(𝑥2) 𝑥𝑗(𝑥2) … 𝑥𝑘(𝑥2)

⋮ ⋮ ⋱ ⋮
𝑥𝑖(𝑥𝑁) 𝑥𝑗(𝑥𝑁) … 𝑥𝑘(𝑥𝑁)

|| 

(18) 

 

2. Electronic Structure Methods 

 The goal of quantum chemists since the infancy of the field is to find and describe exact 

solutions to the electronic Schrödinger equation. However due to the presence of many electrons, 

the number of independent variables and complexity of the resulting equations render this task 

practically impossible (“many-electron problem”). One way to obtain approximate results is to 

exploit the variational principle, where the best wavefunction can be obtained through a 

minimization of the energy shown as: 

 𝜀 = ⟨𝜓∗|𝐻|𝜓⟩ ≥ 𝜀𝑒𝑥𝑎𝑐𝑡 (19) 

 

where the minimum value obtained from Equation 19 is the variational estimate of the exact 

ground state energy, and the best  will give lower energy closer to the exact energy, expressed 

as the simplified form for normalized wavefunctions. 

The Hartree Fock approximation is central to the attempt to solve the electronic Schrödinger 

equation, constitutes the first step towards more accurate approximations, and has played an 

important role in modern chemistry. 

2.1. Hartree Fock  

 The following discussion of the Hartree Fock approximation is merely a general picture, 

and not replacing the explanation in Szabo and Ostlund. The essence of the Hartree Fock 

approximation is to replace the complex “many-electron problem” with a “one-electron 

problem” where electron-electron repulsion is treated in an average way. Hartree Fock is an 
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approximate method because the wavefunction is written as a single Slater determinant (single 

electron configuration). In this method, the energy is minimized by optimizing the coefficients 

through the expansion of molecular orbitals via a linear combination of basis functions.  

 𝜙𝑖 = ∑ 𝑐𝑘𝑖𝑔𝑘

𝑘

 
(20) 

 

This method is the starting point for several other methods used in this dissertation. Avoiding the 

derivation which can be found in Szabo and Ostlund we result in the Hartree Fock equation.  

 The Hartree Fock equation is a pseudo one-electron equation treated with one electron 

behavior with the others considered in an average way, it is similar to the Schrödinger equation 

but uses orbitals () instead of  and �̂� instead of �̂�.  

 �̂�(𝜙)𝜙 = 𝐸𝜙𝜙 (21) 

Note that �̂� depends on the optimal orbitals . Due to the complexity of the Fock equation, basis 

sets are introduced where the unknowns are coefficients (cki) and the Fock equation becomes  

 𝐹(𝐶)𝐶 = 𝑆𝐶𝐸 (22) 

where F depends on C, and F depends on a solution whereas �̂� in the Schrödinger equation does 

not, therefore we must follow the iterative self-consistent field (SCF) process, illustrated below, 

until  or E converges.  
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Figure 2.2: Self-consistent Field Process 

3. Wavefunction Improvements 

Improvements have been made to the wavefunction over the years resulting in the 

implementation of new methodologies. Some of these are discussed below and used throughout 

this dissertation. 

3.1. MCSCF 

 The variational principle gives the central theme of Multi Configurational Self-Consistent 

Field method (MCSCF) is the use of more than one Slater determinants, varied in order to 

minimize the energy. The MCSCF wavefunction is built out with expansion coefficient 𝑐𝐼 and 

the orthonormal orbitals |𝜓𝐼⟩, both of which are optimized. 

 |𝜓𝑀𝐶𝑆𝐶𝐹⟩ = ∑ 𝑐𝐼|𝜓𝐼⟩

𝐼

 
(23) 

MCSCF provides the freedom to decide which configurations are necessary to provide an 

adequate description. 
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 Complete Active Space Self-Consistent Field (CASSCF) method is a widely used 

MCSCF variation. In CASSCF, the orbitals are separated into active and inactive orbitals, and 

further split into three groups: closed, occupied, and virtual. The inactive orbitals consist of 

doubly occupied orbitals otherwise denoted as closed or unoccupied orbitals and the remaining 

are considered active orbitals (i.e. those participating in promotions). As a result, the CASSCF 

wavefunction is written as a linear combination of the Slater determinants with all possible 

configurations present in the active space. In this method the energy is minimized variationally 

by optimizing both the coefficients and the molecular orbitals.   

 The resulting wavefunction is constructed from a linear combination of all possible 

arrangements within the active space from occupied to active orbitals, and referred to as the 

reference wavefunction. Active space refers to the orbitals participating in the excitation and is 

entirely molecule or system dependent, and will change for each system considered. However, 

the active space must be carefully chosen since not all orbitals can be included except for very 

small molecules, and large active spaces result in computationally expensive calculations. Figure 

2.3 shows the movement within orbitals for the CASSCF method.  

 

Figure 2.3: Promotion of electrons across different wavefunction methods 
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CASSCF method can be either state averaged or state specific. State averaged CASSCF 

(SA-CASSCF) refers to when more than one state is of interest, and the minimized energy is the 

averaged energy of the states in question (see Equation 24). SA-CASSCF is a common 

exploratory approach for proper active space characterization. 

 
𝜀𝑚𝑖𝑛 =

𝜀1 + 𝜀2 + ⋯ + 𝜀𝑛

𝑛
 

(24) 

Whereas state specific CASSCF asks one specific state at a time and the minimized energy 

reflects only that state. 

3.2. Configuration Interaction 

3.2.1. MRCI 

 Multi-reference Configuration Interaction (MRCI) is built on top of CASSCF and 

includes more Slater determinants, and promotions of electrons from the active orbitals to the 

virtual orbitals. The coefficients of these new Slater determinants are now optimized but not the 

orbitals, this optimization allows for further energy decrease and further approaching the exact. 

This uses the reference wavefunction obtained at CASSCF and further minimizes the energy by 

allowing only single and double excitation (due to calculation limits) from the active to the 

virtual orbitals and further minimizes this energy. This energy drop is from the so-called 

“dynamic electron correlation”, which includes the fine electron interaction and is important for 

defining energetics. Excitations are also allowed from the core to virtual orbitals, this process is 

known as core-MRCI and is a common practice when analyzing transition metals. Both MRCI 

methods and their corresponding excitations are shown in Figure 2.3 alongside CASSCF. 

3.2.2. MRCI+Q 

 MRCI+Q is an approximate method built on top of MRCI that only gives a correction to 

the energy i.e. not wavefunction information. This correction is known as the Davidson 
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correction and is a semi-empirical way to obtain the contribution of higher excitations, in this 

case quadruple excitations. It is a good estimate for the energy as if quadruple excitations were 

included. 

 ∆𝐸𝑄 = (1 − 𝑎𝑜
2)(𝐸𝐶𝐼𝑆𝐷 − 𝐸𝐻𝐹) (25) 

Equation 25 shows the estimation of the energy for MRCI+Q where ao is the coefficient of the 

wavefunction from CASSCF, and ECISD is the energy obtained at the MRCI level. 

3.2.3. Size extensivity  

 A method is considered size extensive if the energy of AB is equal to the energy at the 

infinite separation of A and B (see Equation 26).  

 𝐸𝐴𝐵 = 𝐸𝐴 + 𝐸𝐵  (26) 

Both CASSCF and Coupled Cluster methods (see below) are considered size extensive as they 

retain higher order excitations to satisfy Equation 26, thus the energy of the fragments A and B 

can be calculated separately. 

 Methods such as MRCI, MRCI+Q, and CASPT2 are size non-extensive, meaning the 

energy of AB does not equal the sum of the energies of A and B calculated separately, refer to 

Equation 27.  

 𝐸𝐴𝐵 ≠ 𝐸𝐴 + 𝐸𝐵  (27) 

 

In order to calculate EAB the, both fragments must be present but separated at an infinite distance. 

4. Coupled Cluster Theory 

 Coupled Cluster calculations is a size extensive alternative to the previously discussed 

methods. In coupled cluster theory the wavefunction, known as the coupled cluster ansatz, is 

written as 
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 𝜓𝐶𝐶 = 𝑒 �̂�𝜓𝐻𝐹 (28) 

where 𝜓𝐻𝐹 is a single Slater determinant. A limitation is placed of the systems that are able to be 

characterized by coupled cluster calculations, they must posses single reference character, i.e. 

one dominant electron configuration.  

 The general expression of the operator �̂� is known (see Equation 29), however goal is to 

find the parameters that �̂� is dependent on. �̂� is known as the cluster operator and can be 

expanded as the sum of all possible excitations from occupied to virtual orbitals 

 �̂� = �̂�1 + �̂�2 + �̂�3 + ⋯ + �̂�𝑁 (29) 

where N is the total number of electrons and �̂�generates all possible determinant combinations of 

�̂� acting on . Single excitations are denoted as �̂�1, double excitations as �̂�2, triple excitations as 

�̂�3, and so on and are written as follows.  

 

�̂�1𝜓𝐻𝐹 = ∑ ∑ 𝑡𝑖
𝑎𝜓𝑖

𝑎

𝑣𝑖𝑟𝑡𝑢𝑎𝑙

𝑎

→ 𝑡𝑖
𝑎

𝑜𝑐𝑐

𝑖

 

(30) 

Higher excitations involve more amplitudes, double excitations can be written succinctly as 𝑡𝑖𝑗
𝑎𝑏, 

triples as 𝑡𝑖𝑗𝑘
𝑎𝑏𝑐, and higher excitations with the addition of appropriate indices for the occupied 

and virtual space. The coupled cluster method used throughout this dissertation is the Coupled 

Clusters Singles, Doubles, and Perturbatively Connected Triples, CCSD(T), and known as the 

“gold standard” of calculation. 

5. Basis Sets 

 Basis sets have the ability to influence the result of the calculation and are necessary for 

the proper characterization of molecular systems. 
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5.1. Minimal Basis 

 A minimal basis contains the minimum number of basis functions to describe a given 

system. This results from the entire inner shell and valence orbitals from the corresponding atom 

or atoms in the molecule.  The minimal basis for H2 for example is composed of two functions, 

one corresponding to the 1s function of hydrogen A and the other corresponding to the 1s 

function of hydrogen B. Alternatively, CH4 would include in its minimal basis the four 1s 

functions of the hydrogens, the 1s function of carbon, the 2s function of carbon, and the three 2p 

functions of carbon, resulting in a nine-function minimal basis.  

 The basis must be chosen carefully for each system, as the wrong choice can lead to 

results far from the real answer. Many types of basis sets have been proposed and used in various 

studies throughout the years but in this dissertation the correlation consistent family of basis sets 

is widely used and will be discussed below, along with additional basis set implementations. 

5.2. Correlation Consistent Basis Sets 

 Correlation consistent basis sets were developed by Dunning et al in 1989 for the first-

row atoms boron-neon, by adding shells of functions to core set of atomic Hartree Fock 

functions, and are accurate in dealing with outer electron behavior.3 This was based on the work 

of Almlöf and coworkers who found that basis sets from correlated atomic calculations provide 

and excellent description of molecular correlation effects.4,5 

 This class of basis sets take on the form cc-pVXZ. The “cc” indicates correlation 

consistent, “p” indicates polarization functions which add higher angular momentum functions in 

the basis set and are important to describe the perturbation of the atomic wavefunctions within 

the molecule and account for diffuse character the orbitals cannot describe. Most interesting for 

this class pertains to “X” which can be “D, T, Q, 5, …”, as the value of X is increased the 



39 

 

number of functions on the atom also increases. Referring to Figure 2.4 representing oxygen, as 

the value of X increases additional s, p, d, f, g, h-type functions are placed on the atom, this 

model holds for the first and second row atoms as proposed by Dunning and coworkers.3  

 

Figure 2.4: Expansion of correlation consistent basis set 

Additional forms of the basis function are written to include a pseudopotential (cc-pVXZ-PP) or 

diffuse functions (aug-cc-pVXZ) and are discussed in the next two sections. 

5.3. Effective Core Potentials (Pseudopotentials) 

One way to consider relativistic effects is using an effective core potential (ECP). In this 

case, the inner electrons are not included in the calculation since relativistic Hamiltonian is 

necessary to accurately describe their orbitals due to their high speeds. Rather they are replaced 

with a pseudopotential and gives accurate results despite only considering the valence electrons 

of the system.6 Pseudopotentials are more commonly included in calculations involving the 

lower half of the periodic table beginning with the second-row transition metals, due to the large 
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atomic number (or nuclear charge) in heavy atoms and the non-negligible relativistic effects. 

This manages to reduce the computational cost as they do not play a significant direct role in 

chemical behavior. Debate exists over whether to use “small core” or “large core” 

pseudopotentials, both of which close off all shells except those most affected by chemical 

bonding, with the small core treating the outermost two shells as explicit electrons. Though it is 

more expensive it is also more accurate, and the large core only the outermost one shell. These 

effects neglect to include the inner core electrons, due to the high speeds (close to the nucleus), 

in the Hamiltonian and only solve the Schrödinger equation for the valence electrons. 

5.4. Diffuse Functions 

 Diffuse functions represent the tail portion of the atom’s orbital, distant from the nuclei. 

These functions are shown to be good for both anions and Rydberg states. In this dissertation 

they are most commonly placed on the oxygen atom of a metal oxide to account for the anionic 

character of the oxygen terminus (polarized bond), and are referred to as augmented basis sets 

(aug-cc-pVXZ).  

6. Density Functional Theory 

 Calculations on large or complex systems are highly demanding and require large 

amounts of resources that are often unavailable. Density Functional Theory offers an alternate 

method that reduces this cost and considerably increases the size of the systems that can be 

studied. 

 Density Functional Theory is the method where the energy (E) is written as a function of 

the electronic density (ρ) and minimized with respect to ρ. The main benefit is while a 

wavefunction if expressed in terms of the positions or coordinates of all electrons, ρ is a three 

variable function expressed as a function of a given x, y, z coordinate.  
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E and ρ are connected with an exact functional, comprised of five components, under the 

basic idea that if the density is known then the energy is also known. A functional consists of 

five terms: 

• Electron-electron repulsion 

• Exchange (XC) correlation 

• Nuclear electron attraction 

• Nuclear-nuclear repulsion 

• Kinetic energy of electron 

Three of these terms are known, the attraction and both repulsion terms, as they are coulombic, 

and are a function of electronic density, thus easy to calculate if the electronic density is known. 

 The kinetic energy (KE) and exchange (XC) terms are more difficult. For the kinetic 

energy term Kohn-Sham formulation is required where the density is obtained as the squared 

moduli of occupied Kohn-Sham orbitals and then kinetic energy is obtained in terms of occupied 

molecular orbitals. The XC term is implemented by different empirical functionals. 

7. Functionals 

 Several functionals have been developed over the years to improve the exchange 

correlation (XC) term. Simply put, a functional is the function of a function. Each type of 

functional writes the XC term in a different empirical form, sometimes with different 

parameterizations. A model XC term is present in Hartree Fock calculations and is written as: 

 
𝐾𝑗(𝑥1)𝑓𝑖(𝑥1) = 𝜙𝑗(𝑥1) ∫

𝜙𝑗
∗(𝑥2)𝑓𝑖(𝑥2)

𝑟12
𝑑𝑥2 

(31) 

7.1. Local Density Functionals (LDA) 

 The Local Density Approximation is the simplest proposed model. Here the EXC term is 

defined only by the density (ρ). 
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𝐸𝑋𝐶 = ∫ 𝜀𝑋𝐶(𝜌(𝑟))𝑑𝑟

+∞

−∞

 
(32) 

 

This approach assumes a homogeneous electron gas (Jellium model) which is inaccurate for 

molecular systems.7 

7.2. Generalized Gradient Approximation (GGA) 

GGA type functionals are a betterment of the LDA functionals in that now a spatial non-

uniform variation component of ρ(r) is included, meaning functionals of this type are dependent 

on both the density and its gradient.  

 
𝐸𝑋𝐶 = ∫ 𝜀𝑋𝐶(𝜌(𝑟), ∇𝜌(𝑟))𝑑𝑟

+∞

−∞

 
(33) 

 

This allows for improvement of the results over the LDA type functionals especially regarding 

energy barriers and characterize well ionic, covalent, metallic, and hydrogen bonding.8 However, 

these functionals struggle for van der Waals interactions but characterize well ionic, covalent, 

metallic, and hydrogen bonding. A functional of this type used in this dissertation is the BLYP 

functional.  

7.3. Meta-GGA 

 Inclusion of additional semi-local information led to the implementation of Meta-GGA 

type functionals. Functionals of this group have explicit dependence on higher order (mainly 

second order) gradients of ρ on the kinetic energy density which involves the gradients of the 

occupied orbitals.9  

 
𝐸𝑋𝐶 = ∫ 𝜀𝑋𝐶(𝜌(𝑟)), ∇(𝜌(𝑟)), ∇2(𝜌(𝑟))𝑑𝑟

+∞

−∞

 
(34) 
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These functionals have a significant improvement in the determination of atomization energies 

compared to their predecessors.9,10 The M06-L functional mentioned in several parts of this 

dissertation is a member of the Meta-GGA functional family. 

7.4. GGA hybrid 

 Development of hybrid functionals has allowed for improvement by matching the XC of 

the GGA method and mixing a percentage of Hartree Fock exchange (see above). This 

improvement allows for a significant advance in calculating molecular properties, the most 

notable functional from this group is B3LYP which is used in this dissertation alongside its 

counterpart M06. 

7.5. Meta-GGA hybrid 

 This additional hybrid group involves the dependence on Hartree Fock exchange, the 

gradient of ρ and the kinetic energy density. Functionals of this type are constructed using 

empirical fittings of their parameters and have shown improvement in the determination of 

energy barriers and atomization energies.9 TPSSH and MN15 are both functionals of this type 

used in this dissertation, MN15 specifically for transition metals as it has been proposed to 

properly characterize transition metal character.11,12 

8. Spin Orbit 

 Spin orbit addresses the coupling between spin and orbital angular momenta. The motion 

of a charged particle generates a magnetic moment (i.e. acts as a magnet.) Both the motion of the 

electron around the nuclei (orbital angular momentum) and the electronic spin are sources of 

magnetic moments. The interaction of the two “magnets” is not generally included in the 

Hamiltonian unless a spin orbit term is added. This is especially important for second-row 
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transition metals and beyond as the spin orbit coupling constant, the energy distance between 

splittings, is typically very small up to and including the first-row transition metals. 

9. Dipole Moments 

 A dipole moment, or first multipole electric moment, indicates how polarized a system is, 

and shows how easily or how strongly a system is affected by the application of an external field. 

Herein two ways of determining the dipole moment (μ) are discussed. 

9.1. Expectation Value 

 Expectation values can be gathered from the calculations and used for dipole moment 

calculations for wavefunction methods.  

 
𝜇 = 𝑒 ∫ 𝜓∗ 𝑟𝜓𝑑𝜏 + ∑ 𝑧𝑖 �⃑⃑�𝑖

𝑖

 
(35) 

However, for methods such as MRCI+Q that do not have a wavefunction since it is only an 

energy correction, the expectation value cannot be determined. This method for dipole moments 

is often inaccurate as it carries errors. 

9.2. Finite Field Approach 

 A more accurate method for calculating the dipole moment is the finite field approach 

which involves the application of an external field (Δf) to see how the energy changes (ΔE) to 

calculate the dipole moment (μ) as shown succinctly in Equation 36. 

 
𝜇 =

Δ𝐸

Δ𝑓
 

(36) 

The larger the dipole moment the more sensitive it is to an external field and the more active indicated 

by the large energy change. This method is much more accurate than the expectation value method 

since the finite field Approach is an energy based and the energy is less sensitive than the wavefunction 

(e.g. Hartree Fock iteration), and is the ratio of two differences resulting in the cancellation of two 



45 

 

errors, the cancellation of energy and the cancellation of polarizability if a proper numerical method is 

used. 
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**This chapter is a summary of a published manuscript found in Appendix A** 

Chapter 3: Mechanism of Methane Activation 

Transition metals have been widely studied due to their industrial and catalytic applications 

and transition metal oxides have given promising results. 

 Catalysis is a growing field with several industrial applications ranging from refineries and 

pharmaceuticals to environmental problems involving but not limited to biomass, biofuels, and 

fossil fuels.1 One of these problems in the transformation of methane to methanol which requires 

a suitable catalyst to activate the CH bond of methane. This bond however is one of the strongest 

molecular bonds requiring more of the catalyst to not only activate but return the catalyst and not 

over oxidize the desired products.  Many catalytic candidates have been proposed such as the 

FeSO4 catalyst which is one of the first patents for a methane oxidation catalyst, electrolytic copper 

which gave a higher methanol yield with lower oxygen concentration, supported oxides of various 

metals (Pd, Co, Cu, Mn, Ce, V, Fe, Ti), and the Periana catalyst.2–5 But the most promising 

candidates may be the transition metal oxides. Transition metal oxides have a unique nature due 

to the outer d electrons, and the metal oxygen bonding varies between nearly ionic to highly 

covalent or metallic, and the presence of electrons or lone pairs on oxygen can further alter the 

behavior of metal oxides, making them easier to manipulate catalytically.6   

 Transition metal oxides have been previously studied in the literature but most of the 

electronic structure work exists on the first-row metals for both neutral and charged species, though 

many second-row works exist as well.7–22 Here we focus on the second-row transition metals and 

compare to their first-row analogs.  Investigating the catalytic activity of a metal oxide begins with 

and analysis of its electronic structure this section covers the mechanism of methane activation via 

niobium oxide. Niobium oxides have been implemented in gas sensors, electrochromics, 



48 

 

electrolytic capacitors, and rechargeable batteries due to their energy band structure and multiple 

crystal structures.23–25 Catalytically Nb2O5 has been promising as a degradation candidate for toxic 

organic dyes such as methylene blue.26 High catalytic activity of niobium stems from its high 

acidity, redox properties, and strong interaction between metal and support materials, these 

properties allow niobium to take on multiple catalytic roles: active phase, dopant, or support.27 

This discussion begins with an investigation into the electronic structure of a transition 

metal oxide, NbO, to understand its behavior and character followed by its reaction with methane 

and how it behaves mechanistically and a final discussion on the effect of spin on the mechanistic 

behavior of methane to methanol transformation.  

1. Computational Techniques 

To solve the electronic Schrödinger equation multireference configuration interaction 

(MRCI) was employed. The reference wavefunction was obtained at the complete active space 

self-consistent field (CASSCF) level with all valence electrons correlated. Chosen active space 

consists of nine electrons in twelve orbitals: the three 2p orbitals or oxygen, one 5s, five 4d, and 

three 5p orbitals of niobium. The 5p orbitals of niobium are only partially occupied at every metal 

oxygen distance but deemed necessary for smooth convergence of CASSCF iterations.  MRCI and 

MRCI+Q calculations were carried out with the 2s electrons of oxygen not previously included in 

the active space at CASSCF, the Davidson correction (+Q) is implemented to account for the 

portion of missing dynamic correlation and to alleviate the size extensivity error of MRCI.  

Coupled cluster singles, doubles, and perturbatively connected triples (CCSD(T)) calculations 

were carried out for states with dominant single reference character. Additional CCSD(T) 

calculations involving the sub-valence 4s24p6 niobium electrons were carried out, referred to as C-

CCSD(T). Spin orbit calculations were performed by adding the Breit-Pauli spin-orbit operator to 
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the electronic Hamiltonian and diagonalizing the new Hamiltonian matrix from the unperturbed 

MRCI wavefunctions at 1.7Å.  

Correlation consistent basis sets were implemented for this work. The cc-pV5Z-PP basis 

placed on niobium, which includes the Stuttgart relativistic effective core pseudopotential which 

replaced the 28 electrons of niobium (1s22s22p63s23p63d10), and the aug-cc-pV5Z basis on oxygen 

with diffuse functions to better describe the polarized Nbδ+Oδ- bond.28–31 The corresponding 

weighted-core cc-pwCV5Z basis set was applied when excitations from the inner 4s24p6 electrons 

of niobium were allowed.31 The C2V, highest Abelian subgroup of the full CV point group was 

selected. Numerically solving the ro-vibrational Schrödinger equation allowed for the evaluation 

of spectroscopic constants. Dipole moments were calculated as both expectation values and using 

the finite field approach where dipole moments are calculated as a linear response to an applied 

electric field (μFF) with 0.001 a.u. intensity applied along the interatomic axis. All calculations 

related to the electronic structure portion of this study were carried out in MOLPRO 2015.32 

CASSCF, CCSD(T), and DFT calculations were carried out on the reaction of NbO with 

methane. DFT calculations were done in Gaussian 16 with the MN15 functional due to its ability 

to properly characterize the behavior of transition metals.18,33,34 To study the first step of the 

reaction (NbO + CH4 → CH3NbOH) CASSCF calculations were employed involving an active 

space consisting of 11 electrons in 11 orbitals. The 11 orbital active space is made up of the nine 

molecular orbitals of NbO used for the electronic structure analysis, and the bonding and anti-

bonding molecular orbitals of the activated C-H bond. Three orbitals of NbO corresponding to the 

5p orbitals of niobium remain inactive as their contribution at equilibrium distances is minor.  

Single point CCSD(T) calculations were employed for the two-step reaction (NbO + 

CH4→Nb + CH3OH) using DFT optimized geometries (CCSD(T)//MN15) due to substantial 
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single reference character in almost all cases. The same 11 electron/11 orbital active space was 

used and CASSCF calculations were done to obtain the largest coefficient of the CI vector, then 

the T1 diagnostic was gathered at the CCSD level to assess the multi-reference character of the 

intermediates and transition states. Correlation consistent basis sets were also applied for the 

reaction part of the study but this time using the cc-pVTZ-PP basis on niobium, cc-pVTZ on carbon 

and hydrogen, and the aug-cc-pVTZ on oxygen.29–31,35 

 

2. NbO Electronic Structure Overview 

Beginning with the fragments the Nb ground state is a 6D with a 5s14d4 configuration, and 

is one of three transition metals which prefer the s1d5 half-filled valence shell.36 Niobium’s first 

excited state is of the more common s2 character (5s24d3) lying 1486 cm-1 (MJ averaged above the 

ground state.) Combining the Nb (6D) + O (3P) fragments results in the following states 4,6,8[Σ+(1), 

Σ–(2), Π (3), Δ (2), Φ (1)] , and the combination of the Nb (4F) + O (3P) results in the following 

states 2,4,6[Σ+(2), Σ– (1), Π(3), Δ(3), Φ(2), Γ(1)].  

Potential energy curves for the doublet and quartet are shown in Figure 3.1, sextet states 

were found to be too high in energy and are not considered in the electronic structure discussion.  

Figure 3.1: Potential Energy Curves for S=1 and S=3 of Niobium Oxide 
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The ground state of this system is a 4Σ–, single reference state with a 3σα 1δxy
α 1δx

2
-y

2α 

configuration.  It is also well bound and well separated from the excited states and the equilibrium 

wavefunction points towards metal oxo (O2–) picture. The 2Δ first excited state lies about 30 

kcal/mol above the ground state as a result of the promotion of a 1δx
2
– y

2 orbital to 3σ and is also a 

single reference entity. The configurations of the lowest seven states of niobium are shown in 

Figure 3.2, and become increasingly more multireference the first six of which see single 

occupation in the 3σ and the seventh (12Π) 

returning to double occupation in 3σ 

orbital.  

These states are not typically oxyl 

as there is no unbound character on the 

oxygen terminus and have smaller metal 

oxygen bond lengths typical of this 

species. Spectroscopic information was 

gathered for the several doublet and 

quartet states at various methods to 

compare to experiment. The ground state possesses a 1.696 Å Nb-O distance that changes by only 

0.002 Å with the Davidson correction and CCSD(T), and an additional 0.015Å elongation with 

the addition of core correlation.  

3. Reaction of NbO with CH4 

We analyze the reaction of NbO with methane for the activation of the CH bond of methane 

for the formation of CH3NbOH. The reaction of NbO+,0,2+ and NbO2
+,0,2+ have been studied in the 

Figure 3.2: Electron Configuration for 

lowest seven states of NbO 
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literature but only for the ground state.37–39 Here we use not only the ground state but also the low-

lying excited states of NbO to explore the activation of the CH bond of methane. 

Intermediate structures were obtained at the DFT/MN15 level due to MN15’s ability to 

properly characterize transition metals. Potential Energy Profiles were created for the S=1/2 and 

S=3/2 states to account for the behavior of excited states in the reaction. Figure 3.3 shows the 

intrinsic reaction coordinate for the reaction of NbO with CH4 focusing on the CH bond activation 

step. This includes the pathways for the ground state and lowest excited states up to the CH3NbOH 

intermediate step.  

 

Figure 3.3: Potential Energy Profile along Intrinsic Reaction Coordinate of NbO + CH4 

Here the 4A΄΄ pathway corresponds to the 4Σ– ground state of the diatomic. The 2Δ first 

excited state from the diatomic splits into two components, 2A΄ and 2A΄΄, for the reaction with 

methane. From this initial analysis we see the ground state quartet pathway remains well separated 

as it did in the metal oxide analysis discussed previously.   These components are characterized by 

3σ21δxy and 3σ21δx
2
–y

2 configuration for the 2A΄ and 2A΄΄ respectively. Both the 2A΄ and 
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2A΄΄components start from the same energy and configuration at the NbO+CH4 step and converge 

to the same energy at the end of the reaction at the CH3NbOH step with both bearing 3σ21δ1 

character. The next excited state in the diatomic is a 2Σ–, which in this figure is represented by a 

2A΄΄ path as the Σ denotes only one component. This 2A΄΄ from the 2Σ– retains the 3σ11δ2 character 

across the reaction, and the same occurs for the remaining S=1/2 states above this state. However, 

the S=3/2 states undergo some avoided crossings, for example, the 4A΄΄ and 4A΄ components of 

the 4Φ and 4Π cross in the transition state region and exchange their 3σ11δ22π1 configurations.   

From the potential energy profiles gathered here is can be conclusively noted that the reaction of 

the lowest energy states of NbO +CH4 proceed via a 2+2 mechanism in which one of methane’s 

C-H bonds is heterolytically cleaved, a proton attaches to the oxygen from the cleaved bond, and 

the remaining methyl anion bonds to niobium (shown in Figure 3.3). An alternative mechanism, 

the radical mechanism, is not currently observed due to the strong Nb2+O2– oxo character of the 

Nb–O bond (2σ21π4). However, due to this lack of additional mechanism in the potential energy 

profile when the reaction pathway was constructed the S=5/2 pathway was included, as our 

electronic structure calculations indicated the high spin states correspond to the Nb3+O• – which 

facilitates the radical mechanism. Upon the construction of the energy landscape the S=5/2 state 

is indicative of proceeding via a radical mechanism. This high spin state is generated from the 

ground state via promotion of one 1πx electron to a 2πx orbital, representing the electron transfer 

from oxygen to metal.  

There are two mechanisms of interest for this reaction, the 2+2 and radical mechanisms. 

The 2+2 mechanism is exhibited by the doublet and quartet spins. The first step is an interaction 

between the methane and niobium oxide molecules followed by the first transition state which 

forms a closed Nb–O–H–CH3 structure before opening again at the CH3–H bond, the CH bond 
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activation step. There is then a bond breaking disconnecting the H from the CH3 group resulting 

in the combination of the OH group that will later make up methanol and in the second transition 

state the methanol group is fully formed though still bonded to the metal. This leads to the 

subsequent release of the metal, resulting in Nb + CH3OH. The radical mechanism is exhibited by 

the sextet pathway. Previously the sextet was not considered due to its large separation in energy 

compared to the doublet and quartet spins, however the possibility of radical mechanism made the 

sextet analysis imperative. The radical mechanism begins in the same way as the 2+2, with the 

interaction of the methane and metal oxide. The combination into the first transition state differs 

greatly from the 2+2 mechanism however, as there is no bond connecting the CH3 group back to 

the metal, and slightly resembles the intermediate between transition states 1 and 2 for the 2+2 

mechanism. The difference in transition states can be seen in Figure 3.4. The intermediate step 

also differs greatly in that instead of a connected almost linear CH3–Nb–O–H molecule there are 

two separate components CH3 + Nb–OH which are then recombined in transition state 2 before 

the release of methanol from Nb. As mentioned previously there are three spins that undergo very 

different mechanisms for the conversion of methane to methanol via CH activation, is there any 

affect that spin has on the mechanism and how the process will go? 
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Figure 3.4: Reaction Profile for NbO+CH4→ Nb + CH3OH 

4. Effect of spin on the energy landscape 

 During the electronic structure investigation, the S=5/2 states were incredibly high in 

energy compared to the S=1/2 and S=3/2 states, shown in Figure 3.1, and only further considered 

to explore the mechanistic ability of the high spin metal oxide pathway. Looking at the energy 

landscape in Figure 3.3 the lower spins, doublet and quartet, are much lower in energy than the 

sextet. Also, the doublet and quartet follow a different pathway, the 2+2 mechanism, than the 

sextet which proceeds down the radical pathway. As previously mentioned, the sextet state of NbO 

were much higher in energy than the lower spins that for the electronic structure discussion the 
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sextet was not considered reasonably attainable, however since it follows the radical mechanism 

this high spin pathway was included. 

 In terms of how the two mechanisms compare in terms of efficiency it can be broken down 

by spin. The doublet and quartet spins are the lowest energy pathways with the ground state 

reactants being the quartet. These spins undergo the 2+2 mechanism, and experience large energy 

barriers at both key steps, the CH bond activation and the OH reformation step. Alternatively, the 

sextet pathway undergoes the radical mechanism with small energy barriers at both key steps. 

The ground state and lowest energy pathways were analyzed previously but the question 

remains: does the sextet spin pathway play a role in methane activation and if so, how? To answer 

this question three spins were considered for the reaction profile of NbO reacting with CH4: 

doublet, quartet, and sextet.  

The energy landscape is shown in Figure 3.3 lower spins, doublet and quartet, are the 

lowest energy pathways with ground state quartet followed by the doublet about 17 kcal/mol 

higher in energy. These pathways see a slight change to the intermediate complex but a 47.94 

kcal/mol energy increase for the quartet and 28.34 kcal/mol difference for the doublet for the first 

transition state (CH activation step) resulting in comparable transition state energies (quartet only 

0.5 kcal/mol lower). At the intermediate step (I) the quartet is stabilized over the doublet by ~12 

kcal/mol, but to attain the second transition state about 100 and 125 kcal/mol is required for the 

doublet and quartet pathways respectively, and this energy remains rather constant through the 

product formation steps. The doublet and quartet 2+2 pathways result in endothermic products 

greater than ~100 kcal/mol above the reactant energy.  

This all changes for the high spin radical pathway. Although it begins 89.46 kcal/mol above 

the quartet ground state the energy barriers are much lower. The energy required to proceed from 
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the reactant interacting complex to the first transition state is only 14.63 kcal/mol and only 24.71 

kcal/mol needed to reach the second transition state from the intermediate step compared to the 

106 kcal/mol and 96 kcal/mol required of the doublet and quartet 2+2 pathways respectively. It is 

at the second transition state step the sextet is stabilized of the quartet for the remainder of the 

reaction. The radical pathway yields an exothermic product only 0.111 kcal/mol lower than the 

reactants, and is stabilized over the quartet and doublet 2+2 pathways by 7.05 and 26.97 kcal/mol 

respectively. Both 2+2 pathways result in endothermic products that are ~96-99 kcal/mol above 

the reactants. 

 With this information we can see the direct impact of spin on the mechanisms. Generally, 

the low spins will proceed via the 2+2 pathway with selectivity for the CH bond of methane to be 

activated but at the expense of large energy barriers and yielding endothermic products. High spins 

however will generally proceed through the radical mechanism, which is much more efficient than 

the 2+2 counterpart and has much smaller barriers and an exothermic product. However, this 

mechanism does not have the selectivity for the CH bond of methanol that the 2+2 possesses.  

 The benefits of high spin metal oxides can aid in the development of a catalyst for the sake 

of efficiency, and low spin metal oxides for selectivity but could there exist a way for the selectivity 

and efficiency of both mechanisms to exist in one reaction?  

 As has been shown in this chapter the spin and metal oxygen character have an effect on 

the reactivity of methane to methanol transformation. Work with metal oxides and ligand effects 

have been studied with the zirconium oxide neutral complex and the iron oxide dication.16,19  
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5. Effect of Ligands on the Energy Landscape: The case of ZrO and FeO2+  

  An additional factor for the stabilization of mechanistic pathways for methane to methanol 

transformation is the presence of a ligand. An analysis of ligand effects on a neutral metal oxide 

are discussed in Jackson et al where the reaction of zirconium oxide with methane for the formation 

of methanol was monitored for both non-ligated and ligated metal oxides.16 In this study it was 

seen that a ligand can indeed stabilize one mechanism over another depending on the type of ligand 

utilized on which reaction. A weak field ligand is expected to stabilize an oxyl metal oxide (M3+O•–

) over the oxo via a radical mechanism.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Reaction Profile for ZrO + CH4 ligated and non-ligated pathways16 

In Figure 3.5 the reaction of ZrO with methane is shown with a non-ligated pathway, a 

hydrogen ligated pathway representing a strong field ligand system, and a fluorine ligated pathway 

representing a weak field ligated pathway. In the reactant interacting complex the non-ligated 
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pathway is lowest in energy and the ligated pathways are nearly degenerate, in the C-H bond 

activation step the ligated pathways are stabilized over the non-ligated mechanism and again 

degenerate, in the bond reformation step there is an energetic separation of the ligated paths with 

the fluorine ligated path more stabilized for the remainder of the reaction but both ligated 

mechanisms stabilized more over the non-ligated pathways indicating the presence of ligands can 

affect the mechanistic behavior of the catalyst. 

 Another ligand study was completed by Kirkland, Khan, et al which saw the effects of 

ligands on a transition metal oxide dication.19 Figure 3.6 displays the potential energy curves for 

the bare iron oxide dication and additional potential energy curves with two different ligand, 

ammonia and water. It is shown that a ligand such as water that lies in the middle of the 

spectrochemical series draws the oxo state from the bare metal oxide lower in energy, but the 

strong field ligand ammonia, further stabilizes the oxo state as the ground state of the system.  

 

Figure 3.6: Potential Energy Curves for FeO2+, and ligand induced effects 19  

A similar finding would be expected if the niobium oxide catalyst was bonded with weak 

field ligands. It was mentioned previously that the weak field ligands facilitate the radical 

mechanism, which seen previously for the NbO system is characterized by low energy barriers for 

the key steps and results in an exothermic product. Shown in Figure 3.7 is the oxo and oxyl form 



60 

 

of niobium oxide. The oxo form will have three available electrons to bond with chlorine ligands, 

and a fourth will remain in the periphery taking on the electron density held by oxygen. The oxyl 

form possesses another electron allowing it to bind to a fourth chlorine ligand which will stabilize 

this form over the oxo. 

 

Figure 3.7: Oxo and oxyl form of NbO stabilized with chlorine ligands 

Using metal oxide dications provides another pathway to influence mechanistic behavior, 

the electronic structure of the first-row transition metal oxide dications is discussed in Chapter 4. 

Ligand effects on the electronic structure and reactivity of these electron poor metal oxides are 

discussed in Chapter 5.  
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**This chapter is a summary of a published manuscript found in Appendix B** 

Chapter 4: Electronic Structure of Transition Metal Oxide Dications 

Dications are unique complexes in that the removal of two electrons allows for both the 

oxo and oxyl forms of the metal oxide to be potential catalytic candidates due to the comparable 

second ionization energy of the metal and first ionization of oxygen. The oxo form possesses a 

closed shell on oxygen (M4+O2–), and the oxyl form (M3+O•–) an unpaired electron on oxygen.1 

These complexes are special in natural processes such as heme iron, enzymes, where the Fe(IV) 

oxo unit plays a large role in the C-H bond clevage.2,3 Nature chooses dications for these processes 

since it has an easy path for the switching between oxo and oxyl. The manganese complex with 

Mn(II) and Mn(IV) oxidation states has been shown to be important for biological redox reactions 

as the high valent Mn oxo plays an important role in the activation of certain enzymes.4 

Metalloenzymes have been shown to be successful for the biological activation of C-H bonds 

through the use of abundant and cheap transition metals such as iron, copper, and manganese 

according to Ray et. al.5 Hohenberger et. al.  and Ye et. al. both show the C-H activation using 

high valent iron oxo complexes.6,7 The iron oxo unit is one of the most widely studied transition 

metal oxide dications due to its presence in the intermediate forms of enzymes.8 Recently the 

stability of vanadyl complexes under biological conditions lead to the prospect of obtaining crystal 

structures of the ferryl analog to map proteins.9 This finding from Martinie et. al.  indication 

vanadyl has the capability to be an analog of the ferryl intermediate with both structural and 

behavioral mimicry allowed for its use as a viable crystallographic tool to be generally applied to 

other enzymes.9,10  

Transition metal oxide dications (TMO2+) are considered potential catalysts due to the 

popularity and success of transition metal catalysts seen in the literature both theoretically and 
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experimentally and have been shown to efficiently activate the C-H bonds of saturated 

hydrocarbons. As seen in Chapter 3 the oxo and oxyl forms of the metal oxide can cause the 

reaction to proceed through a different mechanism. For example, the quartet of NbO of the oxo 

form (Nb2+O2–) proceeded down a 2+2 mechanism characterized by large barriers and an 

endothermic product, however the sextet NbO of oxyl character (Nb3+O•–) causes the reaction with 

methane to proceed via a radical mechanism characterized by low energy barriers resulting in a 

favorable exothermic product.11 It is possible with the dication that a sufficient ideal catalyst can 

be designed for a process depending on the need. If there is a need for selectivity for the CH bond 

of methane then an oxo dication can be used, but if efficiency is of utmost importance an oxyl 

dication can be used.   

In order to determine their ability as catalysts to apply to methane to methanol 

transformation; we first need to understand the behavior of non-ligated first row transition metal 

oxide dications to classify the ground and excited states as either oxo or oxyl and understand any 

supposed trends across the row that may guide the catalyst development process. Herein we use 

ab initio techniques to investigate and describe the electronic structure for these complexes. 

Methods and results are discussed below and serve as a prequel to the reaction dynamics presented 

in future chapters. 

1. Computational Techniques 

  Analysis of the electronic structure of the first-row transition metal oxide dications 

required the use of multireference techniques to solve the electronic Schrödinger equation due to 

the complexity of the wavefunction and the systems at hand.12,13 CASSCF calculations were used 

to obtain the first order reference wavefunction. A nine orbital active space was chosen for the 

TMO2+ systems composed of the three 2p orbitals of oxygen, the 4s orbital of the metal, and the 
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3d orbital of the metal. Similar to the cationic, neutral, and anionic metal oxides the 2s of oxygen 

in the dications has little occupation therefore it is not included in the active. The 4s of the metal 

is included due to minimal occupation at CASSCF and is exchanged with other minimally 

populated orbitals of the metal of the same symmetry, which is expected since the metal has a 2+, 

3+, or 4+ oxidation state which would not populate this 4s orbital, but it was kept to ensure no 

electronic states would be missing. MRCI was completed on top of CASSCF, using the reference 

wavefunction, allowing single and double promotions to the virtual space from the active space. 

Herein the dynamic correlation from the 2s electron on oxygen is included. Additional MRCI 

calculations including electron correlation of the 3s23p6 metal electrons were completed (C-

MRCI). MRCI+Q calculations were also completed to allow for the Davidson correction to remedy 

the size-extension of both MRCI and C-MRCI.14 

 Multireference analysis was completed using two different basis sets. Exploratory 

calculations and full potential energy curves (PEC) were done with cc-pVTZ on the metal, and 

aug-cc-pVTZ on the oxygen to accurately describe the polarized nature of the metal-oxygen 

bond.15–18 Spectroscopic constant and additional numerical data were completed with a cc-pV5Z 

on the metal and aug-cc-pV5Z on oxygen.15–18 Calculations at the C-MRCI level utilize the cc-

pwCV5z weighted core basis for the metal.15 CASSCF and MRCI calculations were completed 

using MOLPRO 2015 software.17–20  

2. Electronic Structure  

 This study focused on the electronic structure analysis of the first-row transition metal 

oxide dications from titanium to copper in order to try and classify their behavior to understand 

potential catalytic activity for methane to methanol transformation. The investigation allowed for 

both the ground and excited states of the metal oxide dications to be classified as either oxo or 
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oxyl, characterized by either a closed shell oxygen or unpaired electron on oxygen respectively.1 

The results can be broken down into three groups based on their behavior and will be discussed in 

these groupings. Figure 4.1 shows the first oxo and oxyl electronic states for each of the first-row 

transition metal oxide dications. Solid lines correspond to oxo states, and dashed to oxyl. Titanium 

oxide dication has an oxo ground state (1Σ+) separated by ~55 kcal/mol from the 1Φ 1st excited 

state. Vanadium takes on a very similar behavior to its predecessor, oxo ground state (2Δ) and oxyl 

excited state (2Π) about 55 kcal/mol higher in energy with a 0.138 Å bond elongation from oxo to 

oxyl. It is important to mention for these two metals that all states aside from the ground state are 

of oxyl character (full PEC for all metals discussed can be found in Appendix A). A shift in 

behavior occurs for the chromium oxide dication, where not all excited states are of oxyl character. 

The ground state (3Σ–) is oxo with a 1.529 Å metal oxygen distance typical of the early transition 

metal oxo states, however according to the full PEC in Appendix A the first excited state is a low 

lying (~11197 cm-1) oxo 1 state, the first oxyl state (5Σ–) lies 13100 cm-1 above the ground state 

with a metal oxygen bond distance 0.346 Å longer than the oxo ground state.  

 Manganese is the first representative metal from the middle transition metal family. The 

MnO2+ ground state is a 4Σ– of oxyl character with a metal oxygen bond length greater than 2 Å, 

and about 60 kcal/mol above the ground state lies the 2Δ oxo excited state which has a 0.683 Å 

small metal oxygen distance. Iron follows a similar pattern with the oxyl 3Δ ground state and oxo 

excited state (5Σ+) significantly lower in energy than the oxo counterpart for manganese.  

 The late transition metals, cobalt, nickel, and copper, have a very different story than the 

previously mentioned metal oxide dications. These three metals are characterized as having only 

oxyl states. CASSCF calculations for each metal were completed with ~30 states and all returned 

oxyl components. The only exception to this is a shoulder for one of the cobalt curves around 1.6 
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Å, when the CI vector was gathered for this distance, it was an oxo component which can 

potentially be drawn out with a strong field ligand and stabilized. All three metals have long metal 

oxygen bond distances ranging from 1.945-2.105 Å also indicative of an oxyl state.  

 These findings can be summarized breaking the metals into three groups: early, middle, 

and late transition metal oxide dications. Early TMO2+ consists of titanium, vanadium, and 

chromium are characterized as having oxo ground states and oxyl excited states, with ground states 

corresponding to M4+O2–. Middle TMO2+ are composed of manganese and iron where there exist 

oxyl ground states followed by low lying excited states indicating the likelihood of stabilization 

of one over the other; M4+O2–  M3+O•–. Late TMO2+ are those with only oxyl states, cobalt, 

nickel, and copper where the configuration switches between the following: M3+O•– M2+O••–. A 

note on chromium however, since there exists low lying oxyl states in this metal oxide it is almost 

a hybrid of the early and middle transition metals, where the close proximity of oxo and oxyl like 

in the middle transition metals may make it a good catalytic candidate. 

 

Figure 4.1: Potential energy curves for oxo and oxyl states of first row TMO2+ 
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In the table below the CI vectors for the curves displayed in Figure 4.1 are shown and 

differentiated by oxo and oxyl by metal, states listed in blue correspond to the ground state of the 

system, information for iron was gathered from Kirkland et. al.21  

Table 4.1: Electron configuration of oxo and oxyl component of analyzed TMO2+ 

 Oxo (Μ4+Ο2–) Oxyl (Μ3+Ο•–) 

TiO2+ 1Σ+ 
→ 1σ2 1πx

2 1πy
2 1Φ → 1σ2 1πx

2 1πy
β δxy

α 

VO2+ 2Δ → 1σ2 1δx
2
-y

2α 1πx
2 1πy

2 4Δ → 1σ2 1πx
α 2πx

β1πy
β δxy

α 

CrO2+ 3Σ– 
→ 1σ2 1δx

2
-y

2α 1πx
2 1πy

2 1δxy
α 5Σ–

→ 1σ2 1δx
2
-y

2α 1πx
β2πx

α 1πy
α 2πy

α δxy
α 

MnO2+ 2Δ →1σ2 1δx
2
-y

2α 1πx
2 1πy

2 2πy
β δxy

α 4Σ– 
→ 1σ2 1δx

2
-y

2α 1πx
β 2πx

α 1πy
β 2πy

α δxy
α 

FeO2+  5Σ+ 
→1σ2 2σ2 1πx

2 2πx
α 1πy

2 2πy
α 1δ+

α1δ-
α 3Δ → 1σ2 2σ2 3σα 1πx

β 2πx
α1πy

β 2πy
α 1δ+

α 1δ-
2 

CoO2+ N/A 6Φ → 1σα 1σx
2

-y
2α  2σ2 1πx

2 2πx
2 1πy

α 2πy
α 1δxy

α 

NiO2+ N/A 5Δ →1σα 1δx
2
-y

22  2σ2 1πx
2 2πx

α 1πy
2 2πy

α 1δxy
α 

CuO2+ N/A 4Σ– 
→1σα1δx

2
-y

22 2σ2 1πx
2 2πx

α 1πy
2 2πy

α 1δxy
2 

Here the distinction between the three groups of transition metal oxide dications can be 

clearly distinguished as the oxo character (double occupation in the π orbitals) is slowly being 

phased out. Early transition metals have distinct oxo ground states with oxyl excited states. Middle 

transition metals characterize the ground states as oxyl, and the oxo states are excited states. Late 

transition metals see no participation of oxo states in the systems and complete the phasing out of 

oxo character. With this in mind we can adjust the structure of the known oxo wall. Traditionally, 

the wall has been placed between iron and cobalt indicating the change in character. While this 

wall still exists based on our analysis however another wall is placed between chromium and 

manganese to indicate the shift from oxo ground state to oxyl ground state while retaining oxo 

states as excited states. 
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3. Differences in trends 

 Proceeding down the first-row transition metals as the character changes from oxo to oxyl 

so does several other aspects, including but not limited to the metal oxygen bond length and orbital 

behavior. 

3.1 Metal oxygen bond length 

 Perhaps an easy way to monitor the behavior of metal oxide dications is through the metal 

oxygen bond length. Generally, the bond length for oxo states is shorter than that of the oxyl states, 

but by how much and can a generalization be made across the row? 

 In the early transition metals titanium and vanadium it is easiest to see the metal oxygen 

bond length differentiation as there is significant separation between the oxo states and the oxyl 

states. The ground state for these metals is oxo and separated from the oxyl excited state by at least 

55 kcal/mol. In the case of TiO2+, the oxo 1Σ+ ground state has a bond length of 1.554 Å and the 

oxyl first excited states possess bond lengths around 1.804 Å, a 0.24 Å elongation from ground to 

first excited state. The excited states of TiO2+ are all of oxyl character and average a 1.799 Å bond 

length, indicating a 1.799  0.005 Å generalization. VO2+ at MRCI has an elongation of 0.138 Å 

from 2Δ ground state to 4Δ 1st excited state at MRCI. The higher density of states in the chromium 

oxide dication makes characterization a little more difficult as the oxo and oxyl separation is not 

as clear as the previous two metals. Nonetheless the oxo states range from 1.507 to 1.622 Å 

according to the CI vectors and the oxyl from 1.975-2.202Å.  

 Manganese sees the opposite happen from chromium, with oxyl ground and low-lying 

excited states and oxo excited states. The oxyl states range from 2.191 to 2.28 Å with the oxo states 

approximately 0.6 Å shorter ranging from 1.508 to 1.64Å. Lastly, the late transition metals, cobalt 
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nickel and copper are all of oxyl character and bond lengths range from 1.945 Å to 2.079 Å with 

decreasing metal oxygen distance from cobalt to copper.  

3.2 Orbital Behavior 

 The orbital shapes change across the first-row transition metals. Actual orbitals occupying 

the active space remain the same however, the orbital behavior from titanium to copper give 

additional insight into their bonding behavior. Shown in Figure 4.2 is the active orbitals in this 

study for a representative metal of the early, 

middle and late transition metals.  

These orbitals are shown at specific bond 

lengths 1.6 Å for early, and 2.0 Å for late. For 

the orbitals shown it is easily observed that int 

the early metals the orbital is localized across the 

bond between the metal and oxygen whereas the 

late transition metal representative, nickel, has 

more localization of the π orbitals on either the 

metal or on the oxygen, with no mixing along 

the bond. The other major difference comes in 

the π* and σ* orbitals, in the early transition metals the π* orbital has most the orbital density 

around the metal with a small portion on the oxygen, but for the late transition metal the orbital 

density is placed solely on oxygen. The σ* orbital sees something similar, in the early transition 

metals the orbital density is very similar to that of the sigma bonding orbital spanning almost 

equally across the metal oxygen bond, but for the late transition metals, the orbital density is places 

almost exclusively on the metal with very little on the oxygen.  

Figure 4.2: Early transition metal vs. late 

transition metal active orbitals 
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4. Oxo vs Oxyl character for ligand 

 With an understanding of the electronic structure of these metal oxide dications 

adjustments can be made to their behavior through the introduction of ligands to stabilize one form 

over the other as was mentioned in the previous chapter. Ligands are chosen from the 

spectrochemical series, a list of ligands ranking their interactions with metal ions. It has been 

shown in the literature that strong field ligands stabilize the oxo forms of the metal oxide and weak 

field ligands stabilize the oxyl forms.21 

 The effects of strong field ligands will be addressed in the next chapter, again looking into 

the electronic structure of the complexes followed by an analysis into their reactivity with methane.  
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Chapter 5: Ligand Effects on Electronic Structure and Reactivity of 

Transition metal Oxide Dications 

Transition metal oxides in both the molecular and crystalline forms have been widely 

studied as they find applications in industry. Bare (early) transition metal mono-oxides have been 

found in the observable regions of high temperature outer planetary atmospheres and to classify 

M supergiants, while metal oxide heterogeneous catalysts are promising candidates for a variety 

of industrial applications. 1–3 For example, platinum oxide was found to be a good catalyst for 

direct low temperature methane conversion to methanol derivatives.4,5 From the molecular 

viewpoint, transition metal oxides have been used for the reactions with several molecules such 

as alkanes, nitrile compounds, and aromatics, due to their unique catalytic ability.6,7 The present 

computational work focuses on their significant role in the search for cleaner energy solution, 

such as a better method for methane to methanol conversion. Earlier studies have investigated 

their electronic structure and reactivity with multireference, density functional theory (DFT), and 

machine learning methods.5,8,9 Transition metal oxides seem promising as potential catalysts for 

this process, if certain issues can be overcome. One significant problem, presented by Ravi et al. 

in 2017 and Latimer et al. in 2018, is product reactivity where methanol will continue to react, 

therefore both a method and suitable catalyst need to be found to allow for efficient reactivity 

with a mechanism that can be selective for the activated CH bond. 5,10,11 This presents a potential 

problem because the C-H bond of methanol is highly reactive, so a proper catalyst and reaction 

are necessary to carry out the CH bond activation of methane and not that of methanol.8 No 

industrially viable solution has been identified up to date.12 

Transition metal oxide dications may be suitable catalysts for these processes. Nature 

chooses dications for several natural and biological processes such as the heme iron complexes 
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in blood and are found in enzymes for their ability to switch between the two forms of the metal 

oxide.13–18 These dications have important industrial applications, such as the presence in 

chemical oxidation processes as a chemical intermediate.15,18 Dicationic transition metal oxides 

can take on two forms; oxo and oxyl. The oxo form is characterized by a closed shell oxygen 

side, and the oxyl form has significant electronic spin density on oxygen.19 Each form follows a 

different mechanism. The oxo form will follow either the 2+2 mechanism or the proton coupled 

electron transfer (PCET) mechanism.20 Both of these mechanisms can be selective but usually 

possess high energy barriers that the reaction must overcome. The oxyl form utilizes the radical 

mechanism, otherwise known as hydrogen atom transfer (HAT). The HAT mechanism is not 

selective but is characterized by having low energy barriers. 

Our group has done extensive analysis on transition metal oxide cation, neutral, and 

anions to understand their electronic structure and potential reactivity.21–31 The metal anions were 

shown to interact weakly with the produced methanol which allows for its quick removal from 

the catalytic cycle to avoid overoxidation and experimental work has shown single transition 

metal anions have the capability to activate the C-H bond of methane.21,31 Investigations into 

transition metal oxide dications have been ongoing for both first and second row transition metal 

oxides to categorize metals as oxo or oxyl based on their electronic structure as well as 

investigations into their potential catalytic activity for water and methane activation.20,29,32–35 

The effect of different ligands on transition metal oxide dications to stabilize the oxo or 

oxyl character has begun to be investigated in the literature.35,36 In a study of FeO2+ by Kirkland 

et al. in 2018 it was shown that a strong field ligand, ammonia, can stabilize a higher energy oxo 

state to the ground state of the system.35 Yang et. al discusses a study of multiple (H2O)6MOn+ 

complexes to resemble hematite, and of the dications mentioned (V-Cu) all had a higher spin 
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ground state as a result of ligand attachment indicated a possible correlation between ligand 

effects and metal oxide stabilization.36 It is expected that the 2+2 and PCET mechanisms to be 

favored with a strong field ligand such as ammonia, similar to what is shown in the FeO2+ study. 

For radical mechanisms, an electron withdrawing ligand such as halogens is expected to stabilize 

the system as was the case for ZrO.26 

Many DFT studies have been done concerning the quantification of the oxophilicity, 

ability to form a metal oxygen bond, for transition metal oxides.37–39 Work has also been done at 

the DFT level, and using machine learning methods, to try and characterize proper functionals to 

give a reliable description of the ground state for neutral transition metal oxides.40,41 Several 

multirefrence studies have been carried out on neutral and singly charged transition metal oxides, 

however few exist for the dication systems.36,42–45 

Here we present a more systematic work on transition metal dications by adding a single 

ammonia ligand to the metal and monitor the changes in the electronic structure of the metal 

oxygen unit and in the potential energy curves. To further investigate the ligand effect and higher 

symmetry, the first coordination sphere is saturated, with the addition of five ammonias, and 

again monitor the electronic structure of the metal oxygen unit. 

 

1. Computational details 

The geometry of the ground state for each (NH3)MO2+ was optimized at the DFT/MN15 

level of theory with the cc-pVTZ(N,H,M)/aug-cc-pVTZ(O) basis sets.23,46–48 The MN15 

functional was used for this process as it is designed for characterizing transition metals, and the 

aug-cc-pVTZ basis set used on the oxygen to account for the polarized character of the metal 

oxygen bond. Using this geometry, the potential energy curves as a function of the metal-oxygen 
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distance are made at through multi-reference techniques CASSCF and MRCI. The active space 

of the reference CASSCF calculation consists of the three 2p orbitals of oxygen, and the five 3d 

and one 4s orbitals of the metal resulting in a nine orbital active space. Electronic configurations 

gathered at distances of interest (minima, shoulders) for the ground and several low-lying excited 

states. These calculations were completed using the Gaussian 16 and MOLPRO 2021 software 

packages. 49,50 

For the (NH3)5MO2+ coordination complexes, calculations were carried out using 

Gaussian 16 software and the MN15 functional to first optimize the geometries ensuring only 

real frequencies were returned from harmonic frequency calculations. The same triple-ζ basis 

was used here, and natural orbitals are analyzed at the same level of theory to describe the 

chemical bonding in the complexes. 

To investigate the reaction of these clusters with methane and methanol, the relative 

encounter complexes [(NH3)5MO2+(CH4)], and transition states are obtained. The latter returned 

only one imaginary frequency from harmonic frequency calculations. These optimizations were 

completed using the same MN15/triple-ζ methodology. 

Calculations were completed by completing IRC calculations in the forward a reverse 

direction starting at the optimized ground state 1et transition state geometry for the complex. 

Once the IRC calculations were complete several points along the IRC were chosen to describe 

the reaction and to pull the geometries to run single point energies to construct the potential 

energy curves. 

Single point energies were calculated at CASSCF using a cc-pVDZ basis set on Ti, N, 

and H, and an aug-cc-pVDZ basis set on O and C, with a 12 orbital active space, consisting of 

the σM-O, two πM-O, δM, two πM-O*, σ*M-O, δ*M, the σ and σ* of the activated CH bond, and two 
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additional orbitals to allow for proper convergence (usually outer p orbitals). These calculations 

were run as state averaged calculations for four singlet and three triplet states. 

2. Structure and Orbitals 

 Equilibrium geometries for the ground states gathered from DFT calculations are shown 

in Figure 5.1. The ammonia ligand binds to the metal oxygen unit on the metal side at an angle 

ranging from 100-140° where iron is responsible for the smallest bond angle, and cobalt the 

largest.  

 

Figure 5.1 Optimized equilibrium geometries for (NH3)MO2+ species 

 

This structure was implemented throughout the entire mono-ligand analysis. Cs symmetry is 

imposed in these complexes and this reduced symmetry has an effect on the shape of the orbitals 

in the active space as well as the states in the potential energy curves. 

 The active space remains composed of nine orbitals (see comp details section) however 

the shape of the orbitals are different compared to the MO2+ complexes discussed in Chapter 4. 

The active orbitals are shown in Figure 5.2 for chromium and nickel, to represent the distinct 

change from early and late transition metals. Due to the lower symmetry, the σ and one of the π 

orbitals of the MO bond belong to the same (a΄) irreducible representation, allowing the orbitals 
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to mix, which results in the 1a΄ and 2a΄ orbitals of (NH3)CrO2+. However, this is not the case for 

the (NH3)NiO2+ complex, as these are denoted as σMO, πMO, σMO*, πMO*, and δM. An important 

note regarding the 6a΄/virt orbital which is included to account for the 4s orbital of the metal, and 

remains minimally occupied in all cases, but was necessary for proper characterization of 

complexes. 

 

Figure 5.2: Active Orbitals for (NH3)MO2+ species (M=Cr, Ni) 

3. Potential Energy Curves: Ligand influence on energetic gaps 

 Potential Energy curves were constructed for the (NH3)MO2+ complexes using the 

equilibrium geometries from the previous section and varying the metal oxygen bond length. The 

shift to Cs symmetry causes a split in states from the MO2+ states.  

 Addition of a strong field ligand would cause a stabilization of oxo states over oxyl 

states. For the TiO2+ there is a 50-60kcal/mol separation between oxo ground state and the oxyl 

states, and the same is observed previously for the VO2+ and the curves for the (NH3)TiO2+ and 

the (NH3)VO2+ complexes show a 60-70 kcal/mol separation of the oxo ground state to oxyl 

excited states. In the case of CrO2+ the oxyl quintet states were in a range of 50-60 kcal/mol 

above the oxo ground state, but in the (NH3)CrO2+ complex this gap become ~70 kcal/mol. The 

effects of the strong filed ligand on the metal oxide dication are more pronounced in the middle 

and late transition metals.  
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The 4Π oxo state of MnO2+ is more than 20 kcal/mol higher than the 4,6,8Σ− cluster of oxyl 

states (see Fig. 1 of ref.32), but creates the local and global minima of the lowest energy 4A΄΄ and 

4Α΄ PECs, respectively, of Figure 5.3. These are less than 13 kcal/mol higher than the global 

minimum of oxyl character of the ground 4A΄΄ state. The case of iron is even more interesting 

since the 5Σ+ oxo state of FeO2+ is 13 kcal/mol higher than the 3Δ ground oxyl state and becomes 

the ground 5A΄ state of (NH3)FeO2+ separated by 4 kcal/mol from the first oxyl 7A΄ state 

(pertaining to the 7Δ state of FeO2+; see Fig. 1 of ref. 32,35). This stabilization of the oxo state has 

been observed in the literature for the (NH3)FeO2+/ FeO2+ pair, 32,35 but the present PECs are 

more complete as they include more states, such as the aforementioned 7A΄ state. Finally, in 

some of the PECs of (NH3)CoO2+ (4A΄ and 4Α΄΄) we see the appearance of local minima and 

shoulders at 1.6-1.7 Å and 20-23 kcal/mol, which are of oxo character. These were not present in 

the CoO2+ and are expected to stabilize even further when more ammonia ligands are 

coordinated to cobalt. The CASSCF PECs for (NH3)CoO2+ show these shoulders at energies of 

about 40 kcal/mol. Such shoulders are not present at the CASSCF PECs for (NH3)NiO2+ and 

(NH3)CuO2+ with the 60 kcal/mol range, and oxo minima are not expected to play an important 

role. 
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Figure 5.3: CASSCF Potential energy curves of (NH3)MO2+ 

4. Influence of a Fully Coordinated System on Oxo Oxyl Character 

 To understand how to further stabilize the oxo states in the ligated complexes, the fully 

coordinated metal oxide dications were explored. (NH3)5MO2+ complexes were optimized at 

DFT using MN15 for all metals and spins explored in previous sections. Table 5.1 displays the 



83 

 

energies, metal oxygen bond distance, electron configurations based on a natural orbital analysis, 

and the spin density for each complex to understand the trends in oxo and oxyl species for the 

fully coordinated units.  
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Table 5.1. Metal-oxygen bond length (rMO in Å), relative energies (ΔE in cm−1), electronic 

configurations (see Figure 5.4 for orbitals), and Mulliken spin density on the oxygen atom (ρS/O) 

for the lowest energy spin states of (NH3)5MO2+ species, M = Ti-Cu, at the MN15 level of theory. 

 

Species S rMO ΔΕ  σMO πMO πMO δM π*MO π*MO δ*M σ*MO ρS/O 

(NH3)5TiO2+ 0 1.579 0.0 2 2 2 
     

0.00 

  1 1.841 19496 2 2 α α 
    

0.95 

(NH3)5VO2+ 1/2 1.547 0.0 2 2 2 α 
    

0.18 

  3/2 1.832 18959 2 2 α α α 
   

0.96 

(NH3)5CrO2+ 0 1.520 0.0 2 2 2 2 
    

0.00 

  1 1.613 627 2 2 2 α α 
   

0.38 

  2 1.875 7056 2 2 α α α α 
  

0.99 

(NH3)5MnO2+ 1/2 1.558 1470 2 2 2 2 α 
   

0.06 

  3/2 1.620 0.0 2 2 2 α α α 
  

0.62 

  5/2 1.810 4750 2 2 α α α α α 
 

0.96 

(NH3)5FeO2+ 0 a 1.603 2645 2 2 2 2 α β 
  

0.00 

  1 1.602 0.0 2 2 2 2 α α 
  

0.84 

  2 1.594 380 2 2 2 α α α α 
 

0.81 

  3 1.878 8166 2 2 α α α α α α 1.45 

(NH3)5CoO2+ 1/2 1.768 0.0 2 2 2 2 2 α 
  

1.01 

  3/2 1.643 1587 2 2 2 2 α α α 
 

1.18 

  5/2 1.756 7936 2 2 2 α α α α α 1.64 

(NH3)5NiO2+ 0 a 1.759 338 2 2 2 2 2 α β 
 

1.14 

  1 1.761 0.0 2 2 2 2 2 α α 
 

1.13 

  2 1.777 3217 2 2 2 2 α α α α 1.77 

(NH3)5CuO2+ 1/2 1.844 149 2 2 2 2 2 α 2 
 

 

  3/2 2.546 0.0 2 2 2 2 2 α α α 1.94 
 

a The spin contamination for these two open-shell singlets is 0.66 and 0.39 for (NH3)5FeO2+ and 

(NH3)5NiO2+, respectively. 
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Figure 5.4. Frontier orbitals for (NH3)5CrO2+ and (NH3)5NiO2+ 

The electronic structure of (NH3)5TiO2+ and (NH3)5VO2+ closely resembles that of the 

plain or mono-ligated metal oxide dications. The ground states retain their σMO
2πMO

4 and 

σMO
2πMO

4δM
1 oxo character being 50-60 kcal/mol (~19,000 cm−1) away from the oxyl states 

created from the promotion of electron(s) to the δM  for the singlet/doublet and δM and πMO
* for 

the triplet and quartet.  

 The electronic structure of the (NH3)5CrO2+ lowest energy states is affected by the 

destabilization of δM*. The ground state (3Σ−) of CrO2+ has a σMO
2πMO

4δM
1δM*1 configuration, 

but the lowest energy triplet of (NH3)5CrO2+ replaces the δM* with the lower energy πMO* 

orbital, which is still highly localized on Cr (see Figure 5.4). 32 However, the introduced anti-

bonding orbital pushes the triplet state of (NH3)5CrO2+ higher in energy than the singlet state, 

which was an excited state for CrO2+ with more than 30 kcal/mol excitation energy. CrO2+ had 

two low-lying singlet states (1Γ, 1Σ+) made of all three σMO
2πMO

4(δMδM*)2 configurations.32 Only 
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the σMO
2πMO

4δM
2 configuration survives (no population of anti-bonding orbitals) and is the 

dominant configuration for the ground singlet state. The singlet and triplet states of (NH3)5CrO2+ 

are within 2 kcal/mol (627 cm−1) and can be both categorized as oxo states with bond lengths of 

1.520 and 1.613 Å respectively. On the other hand, the quintet state of (NH3)5CrO2+ has a bond 

length of 1.875 Å and a configuration σMO
2πMO

3δM
1πMO*2, which makes it an oxyl state, and is 

higher than the ground state by 7056 cm−1 (~20 kcal/mol). 

 The electronic structure changes dramatically for manganese as well. The (NH3)5MnO2+ 

complex has oxo ground states as opposed to MnO2+ and (NH3)MnO2+, which have oxyl ground 

states and low-lying oxo states. The lowest doublet and quartet states of (NH3)5MnO2+ have 

σMO
2πMO

3δM
2πMO*1 and σMO

2πMO
4δM

1πMO*2 configurations, respectively, with bond lengths 1.558 

and 1.620 Å. The quartet state is the ground state separated from the doublet state by 1470 cm−1. 

The sextet oxyl state is 4750 cm−1 higher with a bond length of 1.810 Å and a 

σMO
2πMO

3δM
1πMO*2δM*1 configuration.  Overall, the oxo and oxyl states remain competitive but 

the oxo states are more stable in the (NH3)5MnO2+ complex. 

 The oxo states for iron are also stabilized further going from (NH3)FeO2+ to 

(NH3)5FeO2+. The 5A΄ state of (NH3)FeO2+ with a 1a΄22a΄21a΄΄23a΄12a΄΄14a΄13a΄΄1 (see Figure 5.2) 

~ σMO
2πMO

4δM
1πMO*2δM*1 configuration (see Figure 5.4) remains among the lowest energy states, 

but two other states, a singlet and a triplet, where the two δM
1δM*1 electrons couple together in 

the δM orbital. The two πMO*2 electrons couple into an open-shell singlet or a triplet spin state. 

All three states are within 8 kcal/mol and they have very similar rMO values (1.60 ± 0.01 Å). The 

open-shell singlet state has considerable spin contamination, and a more accurate description of 

the wavefunction would require multi-reference methods. The septet state is the lowest energy 

oxyl state, with a σMO
2πMO

3δM
1πMO*2δM*1σMO*1 configuration. 
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 The lowest energy state of (NH3)5CoO2+ is a doublet with a bond length of 1.768 Å. This 

length lies in between the bond lengths encountered so far for oxo (~1.6 Å) and oxyl (>1.8 Å) 

states. Its configuration is σMO
2πMO

4δM
2πMO*3 but now the πΜΟ* orbital has larger contribution 

from the 2p of oxygen similarly to the (NH3)5NiO2+ orbitals of Figure 5.4. Therefore, this is the 

first oxyl state not corresponding to a half-filled πMO orbital but has considerable Mulliken spin 

density on oxygen (1.0 electron). All of the πMO
3 states mentioned above have a spin density of 

0.95 (except the S=3 of iron having 1.45) on oxygen. In the quartet state, one electron moves 

from πMO* to δM*, which leads to contraction of the MO bond to 1.643 Å, and corresponds to the 

configuration of the shoulders observed in the PECs of (NH3)CoO2+ at around 20-25 kcal/mol 

(see above). Finally, the sextet state follows at 7936 cm−1 and populates σMO* (spin density of 

1.6). 

 Finally, all studied states of the last two oxides, (NH3)5NiO2+ and (NH3)5CuO2+, have 

long bond lengths (>1.75 Å) and their configurations all have σMO
2πMO

4δM
2 in common. The 

remaining electrons populate the πMO* and δM* orbitals, and only for the highest spin states the 

σMO* is populated. The metal-oxygen bond in the quartet state of (NH3)5CuO2+ is clearly 

ruptured and better described as (NH3)5Cu2++O(3P). In all of these states the spin density on 

oxygen is between 1.1 and 1.8; the spin density for S=3/2 of (NH3)5CuO2+ is 1.94. 

 Chapter 4 involved a discussion on metal oxygen bond length trends for oxo and oxyl 

components and whether or not a generalization can be made concerning this information. In 

fact, one can connect the bond lengths to the spin density in terms of oxo and oxyl. A metal-

oxygen bond length of ~1.6 Å is the interchange point for metal oxide character. For species with 

a M-O bond length less than 1.6 Å the spin density is in turn less than 1.0, and though the 

occupation of πMO* orbitals is observed, this is localized more so on the metal as opposed to the 
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oxygen. For those species with a bond length greater than 1.6Å in the metal oxygen unit, the spin 

density is greater than 1.0 and predominantly oxyl, with unpaired electrons occupying the πMO 

orbitals which are located on oxygen.  

 

5. Effects of Hydrogen Bonding in Activation Energies  

 For the formation of methanol from methane, the transfer of a hydrogen atom from CH4 

to CH3OH is involved via either the HAT or PCET mechanism with the eventual release of CH3 

or CH2OH radical as a product. Ideally the reaction involving CH4 would proceed slower to 

avoid the over oxidation of CH3OH to unwanted side products and to increase the yield of 

CH3OH. However, due to the strength of the CH bond in methane, the methanol is at an 

immediate disadvantage and makes the search for an ideal selective catalyst even more difficult  

 Upon investigation into the reaction of (NH3)5VO2+ + CH4 and subsequent methanol 

analysis, hydrogen bonding between the OH group and the ammonia ligands was observed and 

could potentially affect the activation energies of the methane and methanol species, if this is the 

case could present a new avenue to pursue the investigation into an ideal catalyst.  

 Analysis of methane and methanol activation energies began with the optimization of the 

reactants (R), transition states (TS), and products (P) of the (NH3)5VO2+ + CH4 reaction and the 

partial optimization of the (NH3)5VO2+ + CH3OH reaction, the structures for which are displayed 

in Figure 5.5.  
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Figure 5.5. Structures for the reactants (R), transition states (TS), and products (P) of the 

reaction between (NH3)5VO2+ (S=1/2) and CH4 (a) or CH3OH (b). The structures in (c) 

correspond to partially optimized (PO) species for the reaction with CH3OH, where the OH 

group points away from the ammonia ligands (see text for more details). 

 

The methanol pathway is partially optimized (PO) by using the optimized structure of the 

methane species and replacing the hydrogen on methane furthest away from the catalyst with OH 

to form methanol, and only the OH group of methanol is optimized.  

 With the optimization of each stage of the reaction for each metal, the activation energies 

for the methane and methanol pathways could be calculated and compared to understand any 

potential influence of hydrogen bonding. The calculated activation energies are shown in Figure 

5.6 where the methane energies are depicted as circles, methanol as diamonds, and the color 

denoting low spin (LS), intermediate spin (IS), high spin (HS), or the S=3 of iron.  
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Figure 5.6. Activation energies for the reactions of (NH3)5MO2+ with CH4 and CH3OH for 

M=Ti-Ni and for LS, IS, and HS spin states. 

In all cases Ea values are competitive (within 1.6 kcal/mol) for methane and methanol, 

and in nearly all cases the Ea value for methanol is slightly larger. These results are in complete 

contrast with the literature reports. For example, Norskøv and co-workers found that the Ea 

values for methanol are always 0.57 eV (13.1 kcal/mol) lower than methane for a large 

number/variety of heterogeneous catalysts.10 Similar differences can be implied for molecular 

catalysts based on the selectivity plots Ravi et. al.11 Our results confirm that hydrogen bonding 

can be a future very promising strategy that needs to be explored further. 

The largest activation barriers correspond to states that have characterized as oxo states. 

For example, the LS of (NH3)5TiO2+ and (NH3)5VO2+, LS/IS for (NH3)5CrO2+ and (NH3)5MnO2+, 

LS/IS/HS(S=2) for (NH3)5FeO2+, and maybe IS for (NH3)5CoO2+. Interestingly, the Ea values for 

these states decrease in a linear fashion going from early to late transition metals, which indicates 

that the radical character of the oxo states increases. This is also confirmed by the Mulliken spin 
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densities on oxygen for these states: 0.00 (Ti/LS), 0.18 (V/LS), 0.00 (Cr/LS), 0.38 (Cr/IS), 0.06 

(Mn/LS), 0.62 (Mn/IS), 0.00 (Fe/LS), 0.84 (Fe/IS), 0.81 (Fe/HS), 1.18 (Co/IS). The Fe/LS state 

is the open-shell singlet sister state of Fe/IS and thus the spin density is 0.00 due to cancelation 

of the two πΜΟ* electron spins. Therefore, a fairer picture could be to use the spin density for the 

direction along which the C−H bond of CH4 or CH3OH approaches. Due to symmetry these 

values are half of the previous values and is 0.41 for Fe/LS. The resulting values (averaged over 

the various spins) also show a linear trend 0.00, 0.18, 0.19, 0.34, 0.41, and 0.59 for Ti, V, Cr, 

Mn, Fe, and Co, respectively.  

A different explanation can be provided based on the potential energy curves of ref.12 

along the reaction coordinate of (NH3)5TiO2+ + CH4. According to Figure 5.7 and corresponding 

discussion of this work, the activation barrier of the ground oxo state (Ti/LS/S=0) is controlled 

by the excitation energy to the oxyl state (Ti/HS/S=1). The lower the excitation energy, the lower 

the Ea value is expected to be. Indeed, the oxo → oxyl energy difference drops as we go from Ti 

to Mn (19496, 18959, 7056, and 4750 cm−1; see Table 5.1) but increases for Fe (8166 cm−1). 

Overall, the combination of the spin density on the oxygen atom and oxo → oxyl excitation 

energies can be considered as good descriptors for predicting the activation barriers of the 

reaction of metal oxides with methane. 

On the other hand, the Ea values for the remaining states of clear oxyl character are very 

small (of the order of 10 kcal/mol or smaller) and present a rather increasing trend. The two lines 

converge to the same values for (NH3)5NiO2+. 
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6. Importance of Excited States in Reactions 

When investigating the clusters the TiO(NH3)5 with methane it was noticed that in order 

to fully understand the mechanism of this system , the excited states would need to be further 

investigated. Using the single points along the intrinsic reaction coordinate constructed a reaction 

pathway for the reaction of TiO5A with CH4. Multireference calculations were completed with 

state averaged CASSCF involving a 12 orbital active space consisting of the σM-O, two πM-O, δM, 

two πM-O*, σ*M-O, δ*M, the σ and σ* of the activated CH bond, and two additional orbitals to 

allow for proper convergence (usually outer p orbitals). Due to the complexity of the calculations 

the calculations were completed using a lower basis set: cc-pVDZ on the metal, nitrogen, and 

hydrogen; and aug-cc-pVDZ on the oxygen and carbon, using the MOLPRO 2021 suite of 

software.50 

It was originally believed that the ground state singlet proceeds through a proton coupled 

electron transfer mechanism (PCET). The PCET for this singlet would involve the oxygen taking 

the proton and the electron going to the metal breaking the CH3-H bond. However, concerning 

the product with the OH group, this had 2 unpaired electrons, which could produce either a 

singlet or a triplet depending on the spin of the unpaired electrons on the metal and the methyl 

radical. To investigate the effect of the triplet pathway on the ground state singlet pathway we 

constructed potential energy curves for several states, focusing on the ground state singlet, a 

higher energy singlet, and the lowest energy triplet. The potential energy curves for the system 

are shown in Figure 5.7. The states shown in red are the singlet and green is the triplet, and a 2+ 

charge is retained by the catalyst throughout the reaction.  
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Figure 5.7: potential energy curves for the (NH3)5TiO2+ +CH4 reaction to form a cluster with an 

OH group and a methyl group 

The lowest singlet begins as a closed shell Ti4+O2- cluster reacting with closed shell CH4 

which is expected to result in a repulsive curve, the oxygen grabs the H and one of the electrons 

in the CH3-H bond moves to the metal, the resulting product is the TiOH cluster with an electron 

on the metal and the methyl radical. The triplet product is the same but with a different 

configuration resulting from a spin flip. The higher energy singlet also plays an effect as it 

begins with an open shell singlet metal oxide cluster and undergoes the Hydrogen Atom transfer 

(HAT) mechanism when reacting with closed shell methane, this is expected to be an attractive 

process. However, when the two singlets interact with each other there is an avoided crossing 
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since the same spin cannot cross which does not result in a repulsive and attractive curve for the 

singlet states but instead they divert away from each other. This behavior yields the ground state 

singlet curve with the same product as the triplet and the higher energy singlet state will not 

stabilize, instead end in a high energy product. With this in mind we can confidently say that the 

ground state singlet does not undergo the PCET mechanism due to the effect of the behavior of 

the higher energy singlet, without which the ground state singlet would have ended high in 

energy with a repulsive curve, rather what the ground state singlet is undergoing is more of the 

hydrogen atom transfer mechanism and the PCET implies an excited state undergoing the HAT 

mechanism. Essentially, the PCET provides an explanation for the behavior of the ground state 

singlet on its own and neglecting its interaction with excited states.  
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Chapter 6: Effectiveness of DFT Functionals on Ground and Excited States of 

Penta-Ammonia Coordinated Transition Metal Oxide Dications Compared to 

Multireference Methods 

Transition metal complexes, specifically transition metal oxides have been shown to be 

promising candidates for many industrial processes. Studies have shown their ability to act as 

suitable catalysts as well as present in several new industrial advancements such as solar cells 

and gas sensors.1–10 Transition metal complexes are generally of multireference character and 

have complex electronic structure.11–24 In principle, they should be studied with multireference 

techniques, however these techniques are expensive and these systems cannot be studied 

catalytically without the presence of one or two small ligands.25 

Density functional theory (DFT) has revolutionized quantum chemistry by providing a 

sound basis for the development of new strategies to determine energetics, structures and 

properties of a multitude of compounds for much cheaper cost than other methodologies.26 DFT 

is a less costly method than multireference, but has its drawbacks, and depending on which 

functionals are used to characterize a system, can yield very different results for the system. 

Functional hierarchy is characterized using “Jacob’s ladder” first mentioned in the literature by 

Perdew and Schmidt where each rung of the ladder represents a family of density functional 

approximations climbing upwards towards chemical accuracy.27 The first rung showcases the 

simplest density functionals, the local spin density approximations, where the exchange 

correlation energy depends only on the density.27–29 LDAs tend to overbind molecules and 

although they have shown successful results in material science they are inaccurate for most 

chemical purposes.28,29  The next rung features the Generalized Gradient Approximations (GGA) 

which rely on not only the density at each point, but also the gradient (i.e. how the density 
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changes in space). The GGA family is typically more accurate compared to LDA however no 

universal form exists. 28 The meta-GGA occupies the next rung dependent on Kohn Sham kinetic 

energy densities, and is the highest rung of the ladder not containing a computationally 

demanding requirement; hybrid functionals, those with added percent of HF exchange, and hyper 

GGAs occupy higher rungs of the ladder towards chemical accuracy.27 Here we consider these 

functionals and their performance. A larger range is studied by Kulik et.al. but only ground state 

properties and energetics are investigated.30 Here excited states are explored as will due to their 

importance for reactivity. 

The GGA functional BLYP is a one parameter functional shown to fit exact exchange 

energies for noble gases helium to radon. 31,32 The Minnesota 2006 local functional (M06-L) 

belongs to the meta-GGA family designed by Zhao and Truhlar and parameterized to have good 

performance with both main group elements and transition metals.33 GGA hybrids, the most 

popular being B3LYP and PBE0, mix the GGA component with some HF exchange, and the 

goal of the meta-GGA types of functionals is to perform comparable to hybrid functionals 

without the high cost associated with hybrid functionals.28,34–36 Range-separated (RS) hybrid 

family includes the ωb97x functional developed to be free of long range self-interaction.37 The 

hybrid version of the Tao, Perdew, Staroverov, and Scuseria functional (TPSSh), Minnesota 15 

(MN15), and M06 functionals belong to meta-GGA-hybrid. TPSSh according to Kossman shows 

significant superiority to the non-hybrid version (TPSS).38 A bioinorganic study by Jensen et al 

in 2008, suggests promising results for the use of the TPSSh functional in the bioinorganic 

field.39 MN15 showed much broader accuracy than previous Minnesota functionals and has been 

shown the greatly characterize non-covalent interactions and a good functional for studying 

transition metals.40,41 The M06 functional, an improvement over the previously mentioned M06-
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L functional, is known for its broad applicability, parameterized to include both transition metals 

and non-metals, and recommended for organo- and inorganometallic chemistry and noncovalent 

interactions.42 

Among the double hybrid family is the Perdew, Burke, and Enzerhof 0 double hybrid 

(PBE0-dh) functional showed a significant improvement compared to its parent functional, PBE, 

with the ratio of Hartree Fock, Kohn-Sham, and perturbation term participation.28,43 

Density functional theory (DFT) is certainly a necessary tool, but in order to do things 

correctly we need to benchmark our functionals for some manageable systems and apply to other 

systems. Quantities of interest for these purposes of benchmarking are geometries, most notably 

the metal oxygen bond that changes with character, and chemical activity.  The bond between a 

transition metal and oxygen is important across many fields of research: catalysis, biology, 

astrophysics, as well as other areas of chemistry. Moltved et. al. investigated the M-O bond for 

neutral and cationic transition metal oxides too understand their behavior and found that their 

strength decreased across the periodic table from early to late, and the bond directs the reaction 

energetics of the transition metal systems.44 

 Transition metals have many excited states which can be just as catalytically important as 

the ground state, which means an investigation into their chemical activity is as beneficial as 

benchmarking ground state energies.45 In terms of chemical activity, efforts are focused on the 

activation barriers due to the importance of excited states. The effect of excited states on ground 

state chemistry can be seen with the reaction of (H3N)5TiO2+ with methane, where the activation 

barrier is lowered if the metal oxide excited state is also lower, and the behavior of the excited 

state shifts the ground state behavior.45  
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Benchmarking requires the use of a manageable system. The system used here is 

transition metal oxide dication complexes. Transition metal oxide dications have been shown to 

be beneficial catalytically due to their unique electronic structure, and their ability to be oxo or 

oxyl with the help of ligands.11,15,19,21,46  Machine learning guided analyses have been completed 

investigating transition metal complexes characterization with DFT and determining 

multireference character.30,47  A study in 2021 investigated the electronic structure of these 

complexes to understand and categorize their behavior, but a question lies in what is the best way 

to characterize their behavior.21 These catalysts have also been shown to be useful in water and 

methane activation.11,15,46 

Here, we studied nine functionals across different DFT families for first-row (H3N)5MO2+ 

and compared against multiple multi-reference methods to determine if a DFT functional can 

describe the ground and excited states of these systems as well as multireference methods. In 

Section II we describe the computational tools used in this study. Section III displays the results 

and discusses the performance of each functional compared to the wavefuntion (multireference 

and CCSD(T)) methods. Finally, section IV describes the conclusions of this study.  

 

1. Computational Details 

DFT optimizations were completed across six different families of functionals with nine 

representative functionals considered. One GGA (BLYP), one meta-GGA (M06-L), two GGA 

hybrid (B3LYP, PBE0), one RS hybrid (ωB97X), three meta-GGA hybrid (MN15, TPSSh, 

M06), and one double hybrid (PBE0-DH) to account for different parameterization factors. 

MN15 was used to optimize all geometries at the start due to its ability to characterize transition 

metals well, and these optimized geometries were used as the starting geometries for the 
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remaining functionals.18 Most of the harmonic vibrational frequencies were found to be real, 

however some systems had small imaginary frequencies ~ -10 cm-1 corresponding to the internal 

rotations of ammonia, and despite our efforts we were not able to eliminate them.  

A cc-pVTZ basis was placed on the metal, nitrogen, and hydrogen, and an aug-cc-pVTZ 

basis was placed on the oxygen to account for the anionic nature of the oxygen and polar nature 

of the metal-oxygen bond. Electronic configurations were obtained using the stable=opt 

keyword and applied to the optimization step with guess=read, DFT optimizations were 

calculated using Gaussian 16 software.48,49 

Multireference calculations were completed at the CASSCF, MRCI, MRCI+Q, and 

CASPT2 levels of theory using Molpro software with the optimized geometries from 

DFT/MN15.50 The use of DFT geometries for subsequent ab initio calculations is a common 

practice in the literature.51–53 In all cases, the geometries have a near-Cs symmetry, and thus they 

were symmetrized to Cs for the subsequent CASSCF calculation to reduce the computational 

cost. The ten orbitals included in this active space are the 4s and 3d orbitals of the metal, the 2p 

orbitals of the oxygen, and a virtual A΄΄ orbital necessary to help convergence. The 2s orbital of 

oxygen and valence electrons of ammonia were kept inactive at CASSCF. At MRCI and 

CASPT2 the lone pairs of the five ammonia ligands were correlated (31 inactive/core orbitals). 

For the multireference calculations, a cc-pVDZ (DZ) basis was placed on the metal, nitrogen, 

and hydrogen and an aug-cc-pVDZ on oxygen for all methods except the CASPT2/TZ method, 

which used the corresponding triple-ζ (TZ) basis sets. 

 CCSD(T) calculations were done using the Gaussian 16 software48,49 using the optimized 

geometry and electronic configurations obtained at the MN15 level. Different orbital spaces have 

been used for the electron correlation. FV-CCSD(T) pertains to the electron correlation of all 
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valence electrons (15 core orbitals), PV-CCSD(T) corresponds to the same space used for MRCI 

and CASPT2 (31 core orbitals), and C-CCSD(T) includes all valence electrons plus the 3s23p6 

subvalence electrons of the metal (11 core orbitals). Due to the increased computational cost, the 

DZ basis set is used for the CCSD(T) calculations. C-CCSD(T)/TZ energies were estimated by 

adding the difference between the CASPT2/DZ and CASPT2/TZ energies to the C-CCSD(T)/DZ 

energies. 

 

2. Geometric Trends 

 Geometry optimization across multiple functionals and spins allows for the 

characterization of bond lengths of the complex to understand how they change. Figures 6.1, 6.2, 

and 6.3 display the bond length trends for the metal-oxygen bond (6.1), metal-axial ammonia 

bond (6.2), and the metal-equatorial ammonia bond (6.3). The bond lengths are characterized by 

spin on the x axis resulting in three columns; low spin (L), intermediate spin (I), and high spin 

(H). Each of the nine functionals is denoted by a different color diamond. Each plot has three 

rows of points, the bottom row corresponding to the minimum bond length of a particular 

functional, the middle row corresponding to the average bond length of the functional, and the 

top row for the maximum bond length of the functional. Generally, six of the nine functionals 

agree within 0.05 Å regardless of bond type, with the exception of outliers BLYP, M06-L, and 

PBE0-DH. BLYP, M06-L and PBE0-DH are the consistent outliers due to over or 

underestimation depending on the system and the remaining functionals agree within 0.05 Å 

regardless of bond type. 
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2.1 Metal-Oxygen Bond 

 The trends for the metal-oxygen bond are shown in Figure 6.1. For this bond type there is 

an overall increase in the bond length from low spin to high spin; with the averages starting at 

1.65 Å for the low spin, 1.70 Å for the intermediate spin, and 1.96 Å for the high spin. This is as 

expected since the high spin is more commonly responsible for drawing out the oxyl character of 

the metal oxide as well as bond breakage. Moving from low to intermediate spin the range of 

bond lengths is similar for low and intermediate spin, and the average bond lengths are closer to 

the minimum bond lengths, which signifies that our sample has more (oxo) states with shorter 

bond lengths. The high spin however has the maximum bond lengths more separated from the 

minimum and average (~0.5-0.6 Å) compared to the smaller 0.20 Å separation for low and 

intermediate spins.  

 

Figure 6.1: Geometry MO bond across functionals, min avg and max for low int and high spin 
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2.2 Metal-Axial Ammonia Bond 

The average bond lengths between the metal and the axial ammonia are more consistent 

than for the metal oxygen bond ranging about 2.1-2.3 Å across all spins. However, they reveal 

the exact opposite trends compared to metal oxygen bonds regarding the ranges as they decrease 

going from low to high spin from 0.6 Å to 0.2 Å. 

 This opposing set of behavior between the metal oxygen bond and metal axial ammonia 

bond is likely due to a phenomenon known as trans influence. Trans influence is the impact of a 

ligand on the length of the bond trans to it in a tug of war manner.54,55 In this case the two bonds 

are the metal oxygen bond and the metal ammonia bond trans to it. This can be easily visualized 

through the comparison of Figure 6.1 and 6.2. The metal axial ammonia bonds (Figure 6.2) 

decrease whenever the metal oxygen bonds increase. 

 Low spin metal axial ammonia bond is within 0.6 Å whereas for the metal oxygen is 

between 0.3 Å. Intermediate spin at 0.4 vs 0.3 Å for metal oxygen, and high spin metal axial 0.3 

vs 1.0 Å for metal oxygen. Average bond length is relatively in the middle of the minimum and 

maximum bond lengths for the low spin and high spin realm. Intermediate spin realm has some 

favoritism for the maximum bond length.  
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Figure 6.2: Geometry M-NH3 axial bond across functionals, min avg and max for low int and 

high spin 
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2.3 Metal-Equatorial Ammonia bond 

Metal-equatorial ammonia bonds are shorter than the axial ammonia bonds, less than 2.35 

Å everywhere whereas the axial ammonia bond ranges within 2.0 and 2.6 Å. The distance 

increases from low to high spin resembling the behavior of the metal oxygen bond and each spin 

bearing a similar range in bond length within 0.2 Å and unaffected by trans influence unlike the 

metal oxygen bond. The average bond length for this bond type is more evenly split between the 

maximum and minimum bond lengths as there are four contributing metal ammonia bonds.  

 

Figure 6.3: Geometry M-NH3 equatorial bond across functionals, min avg and max for low int 

and high spin  
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3. Excitation Energies 

 The excitation energies for the first low spin, intermediate spin, and high spin states of each 

(NH3)5MO2+ complex (M=Ti-Ni) and at different methods are listed in Table 6.1 (wavefunction-

based methods) and 6.2 (DFT). The MN15 geometries have been used for all wavefunction based 

methods since the MN15 metal-oxygen and metal-nitrogen bond lengths are always in the middle 

of the range for the various functionals (see above). The multi-reference calculations indicated that 

the majority of the states can be described fairly well with a single Slater determinant (CI 

coefficient 0.8 or larger). Exceptions are low (S=0) and highest (S=3) spin states of Fe and all spin 

states for Ni, which have two major determinants with coefficients between 0.5 and 0.75. We 

confirmed that the CCSD(T) and DFT electronic configurations are identical to the major 

configuration of each state.  

 The increase of the basis set from DZ to TZ at the CASPT2 level of theory changes the 

excitation energies by ~±2,000 cm−1 (maximum decrease 1540 cm−1 and maximum increase 2333 

cm−1). The average change is −14 cm−1. A similar change is observed comparing CASPT2 and 

MRCI (maximum decrease 2439 cm−1, maximum increase 2000 cm−1, and average drop 51 cm−1). 

The differences between CASPT2 and PV-CCSD(T) are considerably larger, and in the Fe case 

we observe differences of ~10,000 cm−1 or larger. Recall that the same electrons are correlated in 

the two methods. We believe that the CCSD(T) results are more accurate since the considered 

states are of single-reference nature and that the CASPT2 results will be improved if we were able 

to increase the active space. Similar remarks have been made in the literature for non-transition 

metal containing molecules, and this is expected to be amplified for the present transition metal 

complexes due to the richer electronic structure.25,56The utilization of a second 3d-shell in the 
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active space has been suggested in the literature to improve CASPT2 results for transition metal 

compounds.57  

 The number of electrons that are correlated in the post-Hartree Fock of post-CASSCF 

methods is also important as indicated by the PV-CCSD(T)/DZ, FV-CCSD(T)/DZ, and C-

CCSD(T)/DZ calculations. Besides the metallic electrons and the electrons of the metal-oxygen 

bond, the first includes the correlation from the lone pairs of ammonia, the second includes all 

valence electrons, and the last one includes also the subvalence metallic electrons. The excitation 

energies can change dramatically (several thousands of cm−1 in some cases) going from one 

method to the other, which shows the difficulty of studying accurately such complexes with 

wavefunction-based methods. Both the static and dynamic electron correlation are equally 

important. Here, we will consider that the C-CCSD(T)/TZ provides the best results. 

 The DFT values are compared graphically with the C-CCSD(T)/TZ and CASPT2/TZ 

results in Figure 6.4. The values for various density functionals are depicted with red circles (low 

spin), blue squares (intermediate spin) and green diamonds (high spin). For Fe only we included 

an even higher spin state (S=3) shown with purple stars. The C-CCSD(T)/TZ and CASPT2/TZ 

values are also represented with solid and dashed lines, respectively. 

 The first two metals, Ti and V, have very similar electronic structures. The low spin oxo 

state is well separated from the intermediate spin oxyl state, and the excitation energies at the C-

CCSD(T)/TZ and CASPT2/TZ levels agree very well (within less than 10%). All functionals 

predict the low spin state as the ground state but they generally underestimate the excitation energy 

by a couple of thousands of wavenumbers (~10%). BLYP and M06 are closer to the ab initio 

values, while PBE0-DH has the clearly largest discrepancy. The rest of the functionals agree within 

2,000 cm−1 with each other. 
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 The low and intermediate spin states for Cr have very competitive energies with one or the 

other being the ground state depending on the level of theory. The only outlier is PBE0-DH, which 

erroneously predict that the intermediate spin state is very high in energy and actually lower than 

the high spin state, which is clearly the highest energy state in every other method. Similarly to Ti 

and V, the excitation energy for the high spin state is smaller in DFT compared to the C-

CCSD(T)/TZ and CASPT2/TZ values. 

 The ground state for Mn is always the quartet state (intermediate spin state) except for 

PBE0-DH, which again overly favors the high spin state. The low spin doublet state is the first 

excited state for all methods except M06. The B3LYP, wB97x, MN15, and TPSSh excitation 

energies are within 200 cm−1 from the C-CCSD(T)/TZ. Finally, once again the high spin oxyl state 

is stabilized in DFT compared to C-CCSD(T)/TZ. 

 The case of iron is the most didactic one. Here the C-CCSD(T)/TZ and CASPT2/TZ results 

are very different from each other. The ground state in both cases is the high spin quintet state, but 

the excitation energies for the other spins are much higher for CASPT2/TZ (see solid and dashed 

lines in Figure 6.4). At C-CCSD(T)/TZ, the intermediate spin triplet state lies less than 1,000 cm−1 

above the ground state, the low spin singlet state is less than 1,000 cm−1 higher, and the highest 

spin septet state is at ~8,000 cm−1. Putting aside the BLYP, TPSSh, M06, and PBE0-DH, the rest 

of the functionals predict the correct energy order with the best agreement achieved by MN15. 

Finally, it should be stated that DFT agrees better with C-CCSD(T)/TZ and not CASPT2/TZ, 

supporting further our belief that C-CCSD(T)/TZ is more accurate. 

 For Co, the CASPT2/TZ excitation energy for the low spin state is much higher than C-

CCSD(T)/TZ but the two methods agree for the high spin state. Except PBE0-DH, the remaining 

functionals predict the low and intermediate spin states energetically very close to each other. In 
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contrast with the previous observations, the excitation energy for the high spin state now is 

overestimated with the DFT methods. Finally, the Ni case is also very different with the 

CASPT2/TZ values being closer to DFT now, and not the C-CCSD(T)/TZ ones. Recall that the 

nickel complexes have the larger multi-reference character and this renders the CCSD(T) results 

less trustworthy. Both the CASPT2/TZ and DFT (except MN15 and PBE0-DH) results predict the 

three spin states to lie within 2,000 cm−1. 

 Conclusively, we confirm the computational challenges known for transition metal 

complexes originating from their complex electronic structure. Our results show the importance 

of describing the static and dynamic correlation properly. We generally suggest that a good 

strategy is first perform CASSCF calculations. If the wavefunction appears to be dominated by a 

single electron configuration, then DFT calculations with a proper functional can be quite accurate. 

Among the functionals examined presently, the BLYP, M06, and PBE0-DH showed the poorest 

performance, while the remaining functionals are quite equivalent performing better or worse in a 

case-by-case basis. A general observation is that DFT underestimates the excitation energies of 

the high spin oxyl states, which implies that DFT may increase the radical character of metal 

oxygen bonds leading to lower activation barriers for the reaction of metal oxides with other 

molecules, such as CH4 of H2S but not H2O.58 The present conclusions cannot be generalized for 

highly multi-reference systems since the present systems are admittedly single reference and only 

the dynamic correlation is probed. The use of MRCI or CASPT2 seems to be more applicable to 

early transition metals, while for metal beyond Mn an extended active space (double 3d-shell) is 

necessary. 
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Figure 6.4: Excitation energies for (NH3)5MO2+ (M=Ti-Ni) at the DFT, CASPT2, and CCSD(T) 

levels of theory; see text for more details. 
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Table 6.1: Relative energies (cm−1) for the first low/intermediate/high spin states of (NH3)5MO2+ at various wavefunction methods. 

M MRCI/DZ MRCI+Q/DZ CASPT2/DZ CASPT2/TZ PV-CCSD(T)/DZ FV-CCSD(T)/DZ C-CCSD(T)/DZ C-CCSD(T)/TZ 

Ti (S=0) 0 0 0 0 0 0 0 0 

Ti (S=1) 22258 22375 22558 23322 20956 21822 24013 24777 

V (S=1/2) 0 0 0 0 0 0 0 0 

V (S=3/2) 21749 21661 21607 22508 17295 20120 21974 22875 

Cr (S=0) 1982 1874 1727 696 0 245 0 0 

Cr (S=1) 0 0 0 0 3329 0 1101 2131 

Cr (S=2) 9289 9414 9738 10637 4599 7326 9621 11551 

Mn (S=1/2) 1480 2806 1246 509 10481 2429 2568 1831 

Mn (S=3/2) 0 0 0 0 3034 0 0 0 

Mn (S=5/2) 1099 3307 1507 3841 0 3891 5836 8169 

Fe (S=0) 12292 10604 11932 10850 26230 8250 2641 1560 

Fe (S=1) 6619 4508 5570 4695 11164 2952 1546 671 

Fe (S=2) 0 0 0 0 3196 0 0 0 

Fe (S=3) 7983 6833 9719 11195 0 5016 6453 7930 

Co (S=1/2) 6873 3988 9312 9787 6037 1972 1386 1861 

Co (S=3/2) 0 0 0 0 0 0 0 0 

Co (S=5/2) 4170 4298 5770 4230 1443 4652 5371 3831 

Ni (S=0) 3028 2373 1160 0 6411 9076 9939 10014 

Ni (S=1) 4360 3223 2360 1125 0 208 0 0 

Ni (S=2) 0 0 0 538 845 0 676 2448 
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Table 6.2: Relative energies (cm−1) for the first low/intermediate/high spin states of (NH3)5MO2+ with various density functionals. 

M BLYP M06L B3LYP PBE0 wB97X MN15 TPSSh M06 PBE0-DH 

Ti (S=0) 0 0 0 0 0 0 0 0 0 

Ti (S=1) 24308 22816 19862 19444 19141 19499 20380 21850 13128 

V (S=1/2) 0 0 0 0 0 0 0 0 0 

V (S=3/2) 23863 21186 19549 18769 18854 18964 20595 19618 11587 

Cr (S=0) 0 1743 60 1098 0 0 0 2293 9849 

Cr (S=1) 1295 0 0 0 297 626 305 0 0 

Cr (S=2) 13747 7898 6825 5661 5827 7056 8428 5906 3055 

Mn (S=1/2) 713 4455 2498 3472 2256 1494 1741 5224 4862 

Mn (S=3/2) 0 0 0 0 0 0 0 0 5468 

Mn (S=5/2) 13533 7098 6087 4551 4541 4751 8837 2923 0 

Fe (S=0) 2719 5675 3083 3611 3318 2648 2639 7855 13848 

Fe (S=1) 0 817 0 371 0 0 0 3462 9990 

Fe (S=2) 3375 0 714 0 466 363 2836 0 4199 

Fe (S=3) 18752 8170 8196 5739 6170 8146 12883 4413 0 

Co (S=1/2) 1711 1680 186 1 0 0 88 0 529 

Co (S=3/2) 0 0 0 0 983 1572 0 236 1458 

Co (S=5/2) 10570 6229 6333 5191 6031 7913 8800 3401 0 

Ni (S=0) 546 1144 0 0 0 339 0 0 3524 

Ni (S=1) 0 324 288 535 615 0 31 396 7661 

Ni (S=2) 1586 0 1157 914 517 3220 1758 903 0 
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Appendix A: Supporting Material for Chapter 3 

Appendix A contains a full copy of the following article 

Emily. E. Claveau and E. Miliordos, Physical Chemistry Chemical Physics 21, 26324 (2019) 
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Appendix B: Supporting Material for Chapter 4 

Appendix B contains a full copy of the following article 

E. E. Claveau and E. Miliordos, Physical Chemistry Chemical Physics 23, 21172 (2021) 
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