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 The performance of commercially available fuel cells was tested under a variety 

of test conditions and models were formulated to explain the experimental results.  

Several techniques were applied to single cells and groups of cells, each probing a 

different phenomenon responsible for limiting the power output of the cells. 

 Nonuiformity of fuel cells in a stack can drastically affect the total power output, 

because a stack of cells in series can only provide as much electrical current as the 

weakest cell.  Uniformity of polymer electrolyte membrane (PEM) fuel cell voltage was 

measured for each cell of the 47 cells in a Nexa™ stack operating with 0 W and 800W 

supplied to an external load.  Manufacturing consistency was assessed by comparing the 

mean cell potential of 10 different stacks. 
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  To minimize the cost of operating a stack, PEM fuel cells must be capable of 

withstanding higher impurity concentrations, which was accomplished by adding a 

manual purge line into the fuel exhaust line of a Nexa™ stack.  The critical flow rate of 

the anode exhaust was determined by feeding gas diluted with up to 7% N2 to a stack 

supplying up to 200 W to an external load.  The residence time distribution (RTD) of 

impurities in the stack was evaluated by injecting a pulse of inert gas and simultaneously 

measuring the time dependent voltage of each cell in the stack.  A number of different 

compartmental flow models were developed to replicate the experimental data, but with 

minimal success; however, the added exhaust line successfully improved the impurity 

tolerance of the stack. 

 Determining which and to what extent physical processes limit the electrical 

output of fuel cells is critical for evaluating system designs and performing diagnostics.  

Impedance spectroscopy was applied to cells to test the dynamic response of fuel cells 

and stacks thereof.  Equivalent circuit models were fitted to the data, with each circuit 

element representing a different physical phenomenon.  Data were measured at load 

currents for individual and groups of cells in the Nexa™ stack and to solid oxide button 

cells and larger cells in a 5-cell planar stack.  A pulsed load was applied to individual 

NEXA™ stacks and stack pairs in series and parallel, and the dynamic potential response 

was measured.  A similar pulsed load was applied to the stack model to simulate the 

resulting potential wave, which compared favorably with the experimental data.  By 

testing uniformity, impurity tolerance, and dynamic load response, valuable information 

about fuel cells has been obtained and may be predicted from the formulated models. 
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Section A 
 

Introduction and Literature Review 
 
 
 

Chapter I 
 

General Introduction 
 
 

 
 Energy production is a critical issue of the present day, being discussed as 

frequently in the global main stream media as in the scientific community.  Most of the 

attention is due to concerns about fossil fuels, which are the world’s leading source for 

energy production.  The price of oil is currently one of the most prevalent issues in the 

US and has been rising since the 1970’s due in part to the inflationary practices of central 

banks.  Environmental concerns are also associated with fossil fuels, not just in the area 

where they are extracted, but also everywhere else due to exhausted greenhouse gas.  

Political issues precipitate from the environmental issues, as oil production is limited in 

the US; hence, the US is at the mercy of oil producing nations, with whom relations are 

strained.  Politicians further exploit the environmental concerns to aggrandize the 

government by means such as proposing new taxes on carbon emission.  The problem is 

compounded by the exponential growth in energy demand, so the need for alternate 

energy sources is paramount.  Fuel cells are a form of alternate energy that may constitute 
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a sizable chunk of the world’s energy, after they have been further researched and 

developed. 

The work presented in this dissertation involves electrochemical measurement 

techniques applied to fuel cell stacks in order to formulate models that predict said 

behavior.  These techniques and models can be more electrical in origin or more 

chemical; however, they help to bridge gap between the disciplines of electrical and 

chemical engineering.    Primarily, the research contained herein is related to stack 

uniformity, impurity tolerance, and dynamic response of fuel cells. 

 The work is divided into three sections, each with a number of chapters.  The first 

section is an introduction to fuel cells, basic electrochemistry, and some of the 

measurement techniques used in the experiments.  The second section consists of four 

articles published in the Journal of Power Sources and a fifth that is in submission.  The 

first article is a study of uniformity of cells in a stack and of different stacks showing that 

manufacturing inconsistency and stack design resulting in decreased performance of 

certain cells and stacks.  The next chapter examines the benefits of continuously purging 

the anode gas manifold, which is proven to improve stack impurity tolerance.  The last 

three articles in the second section focus on impedance spectroscopy measurements, 

which are fitted to equivalent circuit models to understand the dynamic behavior of fuel 

cells and to determine which and to what extent physical processes are limiting cell 

performance.  The third section contains two chapters that were not deemed suitable or 

worthwhile for publication.  The first exhibits how equivalent circuit models fitted to 

impedance spectra may be used to obtain kinetic parameters.  The final chapter gives 
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extensive results on residence time distribution experiments, to which compartmental 

flow models were fitted.  

Fuel cell models, such as those mentioned in this work, are an integral part to 

enabling real-world fuel cells to become more prevalent power sources.  Models are 

helpful for designing new fuel cell systems and performing diagnostics on 

underperforming stacks.  Tests have been performed on commercially available fuel cell 

stacks in order to formulate predictive models explaining concepts of electrochemistry, 

reaction engineering, and fluid dynamics. 



Chapter II 

Literature Review 

 

 The following chapter is a review of the fundamental concepts and techniques 

utilized in this research including: (i) electrochemistry of fuel cells, (ii) fuel cell 

components, and (iii) measurement techniques applicable to fuel cells. 

 

II.1. Electrochemistry of Fuel Cells 

II.1.1. General Concepts 

 A fuel cell is an electrochemical device that converts the chemical energy stored 

in its reactants into electrical energy by means of a chemical reaction.  Fuel cells operate 

on the same premise as batteries; however, fuel cells are continuously fed, whereas 

batteries have an exhaustible fuel supply.  The reactants are supplied to separate 

electrodes where they are oxidized or reduced.  The reduced species in most fuel cell 

applications is oxygen, while the oxidized species (fuel) is a hydrogen carrier such as 

methanol, methane, ammonia, or simply hydrogen gas. 

 The simplest type of fuel cell uses hydrogen gas as its fuel with an overall 

reaction of 

1
2 2 22H O H+ ↔ O (2.1.1) 
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This concept was first demonstrated in 1839 by William Grove [1] using an experimental 

setup similar to the one depicted in Fig. 2.1.  First, water was electrolyzed into hydrogen 

and oxygen by supplying an electrical current.  Replacing the power source with a load, 

the electrolyzed gases reacted to produce water and electrical energy.  The different 

methods of operation are characteristic of two distinct types of electrochemical cells: a 

galvanic cell produces electricity, and an electrolytic cell consumes electrical energy [2].  

Therefore, Grove’s cell was first operated electrolytically in order to generate the gasses, 

and then energy was produced galvanically.  Since fuel cells produce electrical energy, 

they are galvanic cells. 

As shown in Fig. 2.1, the overall reaction is composed of two independent half-

reactions, which occur at two electrodes in a single cell.  The anode is the electrode at 

which oxidation occurs; thus, it is the electron source for the circuit.  In Grove’s fuel cell, 

the anode reaction is the hydrogen oxidation reaction (HOR), wherein hydrogen is 

dissociated at the electrode surface into protons and electrons: 

(2.1.2) 
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e2 2 2H H + −↔ +

On the other hand, the cathode is the electrode where reduction occurs, effectively 

providing a sink for the electrons produced at the anode.  The electrons pass through the 

external circuit, while the protons diffuse through the electrolyte to the cathode.  These 

species combine with oxygen at the cathode through the oxygen reduction reaction 

(ORR): 

(2.1.3) 1
2 22 2 2O H e H+ −+ + ↔ O

Because negatively charged electrons travel to the cathode, it is often called the positive 

(+) terminal, while the anode is referred to as the negative (-) terminal.  A voltage exists 



between the two terminals and is related to the thermodynamics associated with the 

reactions taking place at the electrodes. 

II.1.2. Thermodynamics of Reactions 

 The amount of energy available for electric power in an electrochemical cell is 

based on the thermodynamics of the reactants and products of the overall cell reaction.  

Every substance in the universe has internal energy due to translational, vibrational, and 

electronic effects [3].  In order to create a given system, a certain amount of internal 

energy is required.  All substances have a heat of formation or enthalpy of formation, 

which is the amount of energy required to create the substance including the work that 

must be done on the atmosphere to make room for it.  For a given reaction, the enthalpy 

of the reaction can be calculated from the difference between the enthalpies of formation 

of the products and reactants.  So for the overall reaction in Grove’s cell, the reaction 

enthalpy [4] can be computed as 

(2.1.4) ( ) ( ) ( )1
2 2 2rxn f f fH H H O H H H O∆ = ∆ − ∆ − ∆ 2

where the ½ is multiplied to the oxygen term due to the stoichiometry of the reaction (i.e. 

two moles of oxygen react per one mol of hydrogen and water).   

During chemical reactions, heat is also transferred to or away from the system; 

thus, enthalpy values alone do not account for the total energy available for electrical 

work.  The Gibbs free energy accounts for heat transfer due to a reaction according to the 

expression 

(2.1.5) 
rxn rxn rxnG H T S∆ = ∆ − ∆

where the entropy of reaction is computed in an analogous manner to the enthalpy of 

reaction.  Table 2.1 lists some enthalpy and entropy values at different temperatures.  
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Using these values and the thermodynamic relationships given earlier, the ∆Grxn can be 

calculated at 25°C as -237.16 kJ/mol and at 100°C as -227.24 kJ/mol [5].  These energies 

can be converted into voltages using the following relationship 

rxnGE
zF

∆
= −      (2.1.6) 

so the maximum voltages for Grove’s cell operating at 25°C and 100°C are 1.229 V and 

1.178 V, respectively.  Often, electrode potentials are available for individual electrode 

reactions at standard conditions.  In order to calculate the electrode potential at a given 

temperature from a standard electrode potential, the following expression is used: 

0 0

0 1 T T p

T T

C
E E dT 2

zF T
= + ∫ ∫     (2.1.7) 

If the entropy is assumed to be constant, the integral is replaced with ∆Srxn·∆T.  The 

standard potential is that of a given electrode reaction at standard conditions.  The 

standard state is necessary, because potential varies with temperature (as just shown) and 

with pressure. 

 Another useful thermodynamic relationship exists between the Gibbs free energy 

and the chemical potential, which is written as 

( )0 lni ig i
i

dG R T a dnµ= + i∑     (2.1.8) 

The significance of the above equation is that it is the basis for deriving an expression [6] 

that shows how potential varies with reactant and product concentration.  This is called 

the Nernst equation and is written for the overall reaction as 

1
2

2 2

2

0 ln
2

H Oig

H O

a aR T
E E

F a
= +             (2.1.9) 
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Because fuel cells operate at conditions at which gases are approximately ideal and 

because the activity of water is commonly considered to be unity, the Nernst equation 

simplifies to 

1
2

2 2

0 ln
2

ig
H O

R T
E E p p

F
= +                (2.1.10) 

The Nernst equation quantitatively explains that the more reactant is present, the more 

potential energy is available.  This notion is intuitive due to the fact that reactions occur 

at the surface of an electrode/catalyst surface, so that a higher surface concentration of 

reactant would tend to react more readily.  The Nernst potential, however, is only 

applicable to a cell that is not reacting appreciably, i.e. it is an open circuit potential.  In 

order to understand how potential varies with concentration in a cell which is producing 

current, electrochemical kinetics must be investigated. 

 

II.1.3. Reaction Kinetics 

 Electrochemical reaction kinetics involves the study of the mechanisms 

responsible for charge-transfer dynamics at the solution-electrode interface.  The rate of 

an electrochemical reaction is strongly dependent on electrode potential; therefore, a 

relationship between reaction rate, potential, and reactant concentration is the ultimate 

goal in determining kinetics.  Because electrochemical charge-transfer reactions obey 

Faraday’s law (shown below), 

dq dnI zF
dt dt

= =     (2.1.11) 

they are often referred to as Faradaic processes.  Dynamic changes in rate and potential 

can occur due to processes in which no charge is transferred across the interface, but are 
 8



not considered in kinetics.  Examples of non-Faradaic processes are catalytic adsorption 

and desorption, as well as electric double-layer charging and discharging.  Non-Faradaic 

processes do not often have as pronounced an effect on the reaction rate; hence, the 

Faradaic processes are the most significant in obtaining an approximate expression 

relating current, potential, and reactant concentration. 

 Considering a unimolecular elementary redox reaction occurring between 

substances ox and red, 

f

b

k

k
ox ze red+ ↔                (2.1.12) 

both the forward and reverse reactions are taking place simultaneously with a net reaction 

rate of 

net f b f ox b redr r r k C k C= − = −              (2.1.13) 

When the above reaction is taking place at an electrode, the oxidation reaction rate can be 

considered as an anodic current density expressed by 

a b bi zFr zFk Cred= =        (2.1.14) 

Similarly, the cathodic contribution to the overall current density is written 

c f fi zFr zFk Cox= =        (2.1.15) 

yielding an overall current density of 

( )f ox b redi zF k C k C= −          (2.1.16) 

 The vast majority of rate-constants exhibit an exponential dependence on the 

inverse of temperature, which Arrhenius expressed [7] as 

A
ig

E
R T

fk A e
−

=                (2.1.17) 
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The activation energy is related to an energy barrier that must be overcome in order for 

the reaction to proceed.  Bard et al. give a slightly oversimplified explanation of the 

terms, with the exponential term representing the probability of the reaction taking place 

and the frequency factor, to the number of attempts before the reaction takes place [2].  

The activation energy can also be labeled with a more thermodynamic term, the standard 

internal energy of activation.  This is representative of the change in internal energy at 

standard conditions necessary in order to go from the minimum potential energy level for 

a species to the top of the energy barrier.  Using the thermodynamic relationships given 

earlier and assuming that the standard enthalpy and standard internal energy are 

equivalent in the condensed-phase reaction, the Arrhenius equation can be rewritten as 

†

ig
G

R T
fk A e

−∆

′=     (2.1.18) 

To make the above equation particularly useful, suppose that when an electrode is at 

standard potential, the value of the standard free energy of activation is .  Then, 

defining the transfer coefficient such that for the anode, 

†
0G∆

( ) ( )† †
0 1a aG G zF E Eα∆ = ∆ − − − 0       (2.1.19) 

and for the cathode 

( )† †
0c cG G zF E Eα∆ = ∆ + − 0               (2.1.20) 

These relationships can be combined with the Arrhenius equation (Eq. 2.1.18) to give 

(
†

00exp expc
f ff

Gk A zf E ERT α⎛ ⎞−∆ )⎡ ⎤= −⎜ ⎟ −⎣ ⎦⎝ ⎠
   (2.1.21) 

( ) ( )
†

00exp exp 1a
b fb

Gk A zf E ERT α⎛ ⎞−∆ ⎡ ⎤= −⎜ ⎟ −⎣ ⎦⎝ ⎠
      (2.1.22) 
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The above equations can now be applied to Eq. 2.1.16 yielding a relationship between 

current, potential, and reactant concentration of the form 

( ) ( ) ( )0 010 * *zf E E zf E E
ox redi zFk C e C eα α− − − −⎡ ⎤= −⎢ ⎥⎣ ⎦

          (2.1.23) 

The above equation is a form of the Butler-Volmer equation, which is the corner-stone of 

electrode kinetics.  The expression can also be derived from electrochemical potentials in 

a kinetic model [8].  In order to more conveniently represent Eq. 2.1.23 in a form that 

will easily reduce to the Nernst equation at appropriate conditions, k0 must be replaced. 

 At equilibrium, the Nernst equation governs the electrode potential, and the net 

current is zero.  Since there is no net reaction rate, reactants are not being depleted near 

the electrode surface and will be concentrated the same as in the bulk solution; thus, the 

Nernst equation can then be written for Eq. 2.1.12 in exponential form as 

( 0
eq

b
zf E Eox

b
red

C e
C

−
= )     (2.1.24) 

Despite the absence of a net current at equilibrium, cathodic and anodic currents do exist 

taking on an equivalent value called the exchange current: 

( )0
0

0
eqzf E Eb

oxi zFk C e α− −
=          (2.1.25) 

Raising both sides of Eq. 2.1.24 to –α, then combining with Eq. 2.1.25 gives 

( )0
0
0

eq
b

zf E Eox
b
red ox

C e
C z

α
α

−
− −⎛ ⎞

= =⎜ ⎟
⎝ ⎠

b

i
Fk C

     (2.1.26) 

which can be rearranged as 

( )10
0

b b
ox redi zFk C Cα α−=         (2.1.27) 
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Dividing Eq. 2.1.23 by Eq. 2.1.27 and using Eq. 2.1.24 to eliminate the concentration 

ratios of reactants to products: 

( )
* *

1

0

zfzfox red
b b
ox red

C Ci e e
i C C

α ηα η −−= −              (2.1.28) 

where η = E – Eeq.   

It should be noted that z is only included in the current-overpotential equation 

(Eq. 2.1.28) to maintain consistency; however, it can be considered unity, because the 

relationship only effectively describes simple single electrode reactions with no side 

reactions.  Reactions involving more than more than one electron transfer (like the HOR 

and ORR), are often broken into a step by step sequence of reactions and/or side reactions 

wherein one electron is transferred.  For these reaction mechanisms, each step is 

characterized by a Butler-Volmer equation quantifying the portion of the total current is 

supplied by said step.  Further detail of the derivation of a current-overpotential equation 

can be found in Chapter VIII. 

 

II.2. Fuel Cell Components 

II.2.1. History of the PEMFC 

Fuel cells are essentially constantly recharged batteries, so like batteries they 

require reactants, electrodes, and an electrolyte solution.  As previously mentioned, a 

voltaic cell must have two electrodes, which are responsible for transferring electrons 

from the anode, through the load, and then to the cathode.  The electrolyte provides a 

medium wherein the ions associated with each electrode reaction can easily exist in a 
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dissolved phase.  The solution also enables reactants to diffuse to and products to diffuse 

away from the electrode surface.   

Several different types of fuel cells exist, each operating in a slightly different 

manner.  The primary attribute that distinguishes one kind from another is the electrolyte; 

hence, most fuel cell types are named for their electrolyte.  Table 2.2 shows the names 

and attributes for a few of the working fuel cells.  Most of the research contained herein 

is on polymer electrolyte membrane (or proton exchange membrane) fuel cells often 

referred to by the acronym PEM or PEMFC.    

General Electric was the pioneer in creating a PEMFC for NASA to use in the 

early spacecrafts of the 1960’s.  The cells did not perform as well as the alkali fuel cells 

of their day due to water management issues; thus, they were ultimately not employed on 

the Apollo missions for which they had been developed.  GE also chose to scrap their 

PEMFC research, because catalyst costs were much higher than the competing fuel cells 

at the time.  Not until the late ‘80’s was the interest in PEMFCs rekindled.  They were 

further developed to utilize smaller amounts of catalyst far more efficiently, effectively 

combating the cost and power density limitation that led to their demise in the ‘60’s.  

Today, PEMFCs are amongst the forms of alternate energy receiving the most funding 

for research and development [1].  In discussing the composition of PEM cells, the 

following topics will be discussed: the electrolyte, electrodes, reactant delivery system, 

bipolar plates, and current collectors. 

II.2.2. Polymer Electrolyte 

As indicated by the nomenclature of the different classifications of fuel cells, the 

most significant aspect of a PEMFCs composition is the polymer electrolyte.  The 
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electrolyte is an ion exchange membrane that also acts as a gas separator.  Several 

different forms of polymer electrolytes are employed in PEMFCs, but they are similar to 

a large degree.   

Nafion® has been developed by Dupont since the ‘60’s and is the most famous 

membrane as well as the standard against which others are compared.  The structure of 

Nafion is similar to that of Teflon, or polytetrafluoroethylene (PTFE).  The advantages of 

a PTFE-like structure are in the strong carbon-fluoride bonds, rendering the material 

durable and non-reactive.  Additionally, it is highly hydrophobic; hence, PTFE is often 

incorporated in the electrode pores to ensure that the reaction sites are not blocked, or 

flooded, by water.  The reason that the PTFE formula must be modified to act as an ion 

exchange membrane is that the material needs fixed charge sites to allow ion transport.  A 

sulphonic group is added to the chain to provide a charge site as in Fig. 2.2.  Note that the 

exact formula of the sulphonic group varies between different types of Nafion and 

different membrane manufacturers.   

Ionic conduction occurs in Nafion by two different mechanisms: one that is 

common to polymer membranes and the other, to liquid electrolytes [5].  In most polymer 

electrolytes, ions are conducted between charged sites due to microscopic vibrations 

occurring in the material.  Vibration is common for any kind of molecule, and is one of 

the bases for the derivation of internal energy (as mentioned in Section II.1).  The 

vibrational effects are aided by the amount of free volume in the polymer due to small 

pores.  The physical transfer of ions takes place when vibrations between polymer chains 

cause an empty charge site to come into close proximity with a charged site occupied 

with an ion. 
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Of more significance in Nafion, is the transport of ions in an electrolytic manner, 

called the vehicle mechanism.  Liquid-like behavior is observed in fuel cell membranes, 

because the free volume of the polymer (pores) absorbs water.  Absorption of water is 

caused by the hydrophilic nature of the sulphonic groups, which theoretically 

agglomerate into clusters.  Between the sulphonic agglomerates exist the nano-scale, free 

volume pores that absorb water.  In essence, the pores and PTFE backbone exist in two 

phases: polymer and liquid.  In the liquid phase, ions are dragged through the electrolyte 

by a mobile species, the vehicle.  Because water is highly polar, it attracts protons to form 

hydronium complexes (H3O+).  The polar bonds are stronger than the electric attraction to 

the sulphonic groups; thus, water is able to act as the vehicle for conduction.  The driving 

force for conduction is the electric field between the anode and cathode sides of the 

electrolyte.  The anode in a voltaic cell has a negative charge, yet; since it is the location 

where protons are produced, it exhibits a positive charge relative to the electrolyte.  The 

opposite is true at the cathode, where proton reaction leads to a negative charge relative 

to the electrolyte.  The transport of protons is exacerbated by concentration gradients 

between anode and cathode, leading to diffusion.  The only opposing force is the back-

diffusion of water, due to the concentration gradient caused by electro-osmotic drag and 

production at the cathode.  The evidence for the dominance of the vehicle mechanism 

over the vibration mechanism is in the strong dependence between conductivity and 

water content in Nafion [9–11].   

II.2.3. Electrode Catalyst Layer 

The electrode reactions occurring within a PEMFC are the same as those in 

Grove’s cell: the HOR at the anode and the ORR at the cathode.  Because the membrane 



must be hydrated for the cells to effectively produce current, the cell temperature must be 

well below the saturation temperature of water.  These temperature limitations impose 

rigid restrictions on what materials may be used for electrodes.  The reactions (especially 

the ORR) occur readily at low temperatures only on noble metals, which are far too 

expensive and heavy to be used as electrodes.  They can, however, be used as catalysts 

which are bonded to the electrode surface at the solution interface.  Table 2.3 shows the 

exchange current density for the HOR and ORR on various metal surfaces.  Clearly the 

data reveal that platinum and platinum based alloys [14] (not shown the table) are the 

only feasible options for low temperature catalysts.  In order to make efficient use of the 

expensive catalyst, it is supported by another material.  Typically, the catalyst support is 

carbon because of its light weight, low price, corrosive resistance, and availability. 

To demonstrate the kinetic restrictions in the catalyst layer, consider a Pt and a Pd 

surface at conditions similar to those described in Table 2.3.    At large negative 

overpotentials, the contribution of the backward reaction to the Butler-Volmer equation 

(Eq. 2.1.28) is insignificant, such that the equation can be rewritten 

0
zfi i e α η−=               (2.2.1) 

if mass transfer is neglected.  This is called the Tafel form of the Butler-Volmer equation, 

although it is more often written in logarithmic form: 

0ln lni i
zf

η
α

−
=       (2.2.2) 

Using Eq. 2.2.1 at overpotentials of –.1 V, the maximum current densities for the HOR 

and ORR  are 25 and 3.45*10-5 mA/cm2 on Pt, and 204 and 2.68*10-7 mA/cm2 on Pd 

(respectively) where αa = .5 [15] and αc = .225 [13].  Clearly the ORR limits the 
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performance of a fuel cell with either electrode, but much less so (two orders of 

magnitude at the specified potential) on Pt than on Pd. 

The catalyst layer must be optimally constructed to ensure adequate functionality.  

Because each half reaction (Eq. 2.1.2 and Eq. 2.1.3) requires protons in order to take 

place and because protons exist in the form of hydronium ions (as discussed in the 

Section II.2.2), reactions can only occur where liquid water or sulphonic groups are 

present.  The reaction also requires access to the reactant gasses, so the catalyst layer is 

constructed to be porous in nature.  Since solid catalyst, gaseous reactant, and liquid or 

polymer electrolyte must be present near the reaction sites, they are often referred to as 

triple phase boundaries (TPB).  The term TPB is misleading in that it insinuates that the 

reaction is only occurring where three phases co-exist.  Geometrically, three shapes can 

only intersect at infinitesimally small points in space providing too small of a region for 

reactions to proceed at any significant rate.  The actual zone in which reactions occur is at 

the catalyst-solution interface.  Reactant gases dissolve in the electrolyte and diffuse to 

the reaction sites.  The catalyst sites at which the reaction takes place are those near the 

gas-electrolyte interface [16], because hydrogen and oxygen are sparingly soluble and 

exhibit low diffusivity in Nafion and water.  For this reason and for better gas diffusion, 

thin catalyst layers (often less than 50 µm) are preferred; however, too thin of a catalyst 

layer may result in too few reaction sites and too low of a catalyst loading.  The thickness 

tradeoff must be balanced in designing the electrode, in order to facilitate optimum 

operation. 
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II.2.4. Membrane Electrode Assembly 

The membrane electrode assembly (MEA) is composed of the electrolyte, 

catalyst, and electrode layers.  MEAs are often referenced instead of each individual 

component, because of the construction methods used to bond the membrane to the 

electrode.  Many of the details of the construction methods are clouded in proprietary 

processes; however, two different techniques are distinguishable [17].  The separate 

electrode method involves fixing the catalyst layers to each electrode before hot pressing 

the two electrodes to either side of the membrane.  Alternatively, the catalyst layer can be 

applied to the membrane before the kinetically inert part of the electrode is fixed to the 

catalyst layer.  Often the catalyst layer will be mixed with PTFE to help wick water away 

from the catalyst surface improving the kinetic performance of the electrode. 

In addition to the catalyst layer, a PEMFC electrode is generally also made up of 

the gas diffusion layer (GDL).  GDLs are porous solids that allow reactant gasses access 

to the reaction sites while providing a conductive path for the electricity produced in the 

cell.  Additionally, the GDL provides mechanical support for the catalyst layer and assists 

in water transport.  Typically carbon cloth or paper is used because of its light weight, 

high conductivity, noncorrosive nature, and inexpensive cost.  The choice between 

carbon paper and cloth is based on the application.  Carbon cloth absorbs more water and 

is thicker expanding into the gas delivery channels of the bipolar plates.  Because of the 

thickness and expansion of cloth, carbon paper is generally preferred in thinner cells.  

Regardless of the electrode material, the MEA is typically sandwiched between two 

graphite plates. 
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II.2.5. Flow Field Plate 

Graphite plates (also called flow field plates) are responsible for delivering 

reactant gases to the GDL and conducting electricity to the current collectors.  The plates 

are bigger than the MEA such that the edges around the MEA can be sealed from gas 

leaks by compressing the plates together.  Open faced flow channels are machined into 

the plates to distribute the reactant gas across the entire surface area of the GDL.  Many 

different patterns are used for the flow channels including parallel, serpentine, or 

interdigitated.  Fig. 2.3 shows the distinction between different flow field patterns, 

although it should be noted that combinations of two or more may also be used.   

When constructing FC stacks, bipolar plates, which act as flow field plates for the 

anode and cathode of the adjoining cells, are often preferred to using two separate 

graphite plates.  The advantage in using one plate instead of two is that there is better 

electric conductivity (less contact resistance) than pressing two plates against one 

another.  Bipolar plates also offer less size and weight than using two plates.  The method 

in which bipolar plates are manufactured is the same as for single graphite plates, only 

both sides of the plate are machined with gas flow channels. 

II.2.6. Current Collector 

At the ends of the stack, current collectors (also called bus plates) are pressed 

against the last anode and cathode flow field plates.  Current collectors are typically made 

of a thick slab of copper in order to maximize electrical conductivity and minimize power 

loss.  The chief objective of the bus plates is to form a conductive path to an external 

load.  Because external wires must be connected to the current collectors, mechanical 

stability is required; thus, copper is used instead of carbon (or graphite), which is used 
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elsewhere throughout the stack.  The key design flaw associated with thick copper current 

collectors is their high thermal conductivity [18].  Consequentially, more heat will be 

removed from the cells nearest the current collectors potentially causing them to 

experience operational abnormalities, such as flooding.  Manufacturers must balance the 

tradeoff between minimizing power loss and heat loss when designing current collectors. 

 

II.3. Measurement Techniques Applicable to Fuel Cells 

Fuel cells may be characterized using a wide range of measurement techniques, 

which are chemical and/or electrical in nature.  The study of electrochemical systems is 

multidisciplinary involving electrical and chemical theories; hence, incorporating both 

sides in models is ideal.  Since a fuel cell is in essence a chemical reactor, a reaction 

engineering technique, residence time distribution theory, will be applied to model gas 

distribution within the stack.  Fuel cells must also be characterized electrically, which can 

be accomplished by polarization curves and electrochemical impedance spectroscopy.  

The following section will present an overview of residence time distribution theory, 

polarization curves, and electrochemical impedance spectroscopy.  

II.3.1. Residence Time Distribution Theory 

 Nonidealities in reactors are assessed by examining the distribution of molecules’ 

residence times, which are nonuniform due to quality of mixing.  Reactors are often 

modeled using one of two extreme cases: a constantly stirred tank reactor (CSTR) in 

which perfect mixing occurs, and a plug flow reactor (PFR) in which there exists no 

mixing.  In the physical world, reactor behavior deviates from these two extremes 

because of reactor design and imperfect manufacturing capabilities.  For example, a 
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CSTR can exhibit some plug flow with bypass flow, which is not fully mixed with the 

rest of the tank exiting the tank much sooner than the other molecules that entered at the 

same time.  In a PFR, a similar effect can take place due to some fluid flowing through 

the path of least resistance, thus channeling past most of the catalyst particles.  Dead 

zones, on the other hand, are small, stagnant pockets where reactants continuously mix 

without being able to exit.  In order to determine what kind of model to use for a given 

reactor, experiments must be performed and matched to theory. 

 The primary type of experiment for probing residence time distribution (RTD) 

involves inputting an inert tracer chemical into the reactor and measuring its time-

dependent concentration in the exit flow.  Tracers are chosen to have properties similar to 

the reactant that it is supposed to be modeling, except that it should not adsorb to any of 

the surfaces inside the reactor.  Experiments are most often performed either by injecting 

a pulse of tracer and measuring until the reactor contains no more, or by adding a 

constant concentration (step input) of tracer and measuring until the system obtains a 

steady-state.  Each type of tracer experiment has unique disadvantages.  The drawbacks 

to the pulse injection are that sloppy injections can lead to error, the duration of the pulse 

must be much smaller than the residence time in the reactor, and that long tails in 

concentration data can lead to large analysis error.  Step input methods also have 

shortcomings in that the differentiation of data can lead to large inaccuracies, a large 

quantity of tracer is needed and could be expensive, and that maintaining a constant inlet 

concentration can prove to be a challenge [7].  Whenever possible, the best method to 

minimize error would be to perform both tracer experiments in order to obtain an 

accurate model. 



In order to discuss the modeling aspect of the RTD, a few terms must first be 

introduced.  The RTD function quantifies the fraction of the fluid that has a certain 

residence time.  For a pulse injection the RTD function is represented as 

 ( ) ( )
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      (2.3.1) 

and for a step input: 
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The average residence time for molecules in a reactor is  
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      (2.3.3) 

The other parameter that is most commonly used to describe the RTD is the variance, 

which gives an indication to how much more spread out the molecules are exiting the 

reactor from those entering.  The variance is taken from the mean time being defined as 

( ) ( )22
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= −∫            (2.3.4) 

Levenspiel gives a simple method for determining the mean time and variance from 

experimental time-dependent concentration data when said data is numerous as 

follows [19]: 
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 Two models that are commonly used to model nonidealities in flow reactors are 

the tanks-in-series model and the dispersion model.  The tanks-in-series model consists of 

a number of equally sized CSTRs that flow into one another in series (see Fig. 2.4).  The 

model functions such that a single tank yields ideal CSTR behavior, while infinite tanks 

yield ideal PFR behavior.  In order to determine how many tanks should be used to 

represent data, the mean time and variance can be used accordingly: 

2

2

tN
σ

=             (2.3.7) 

In the dispersion model, axial dispersion is considered due to mass transport by diffusion 

and convection.  The mass transport term is added to the bulk flow term such that the 

molar flow rate of a tracer can be written as 

T
T T

Cn uAC DA
x

∂
= −

∂
&            (2.3.8) 

where flow is in the x-direction.  The dispersion coefficient can be found from data 

correlations given by Levenspiel [19].  In comparing the dispersion model to the tanks-in-

series model, it can be determined that there is an equivalency between the two.  The 

condition of equivalence is written below as 

1
2
uLN
D

= +                (2.3.9) 

 although other correlations [20] exist as well.  Due to the equivalence condition, the 

number of tanks can be solved for a portion of a reactor where experimental 

concentration data may not be readily available.  Models may also be arranged in 

compartments, so that more complex schemes may be represented.  A multitude of 

different compartmental models exist [7, 19, 21], wherein the arrangement of tanks in 
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each is dependent on the modeled reactor.  Compartmental, tanks-in-series, and 

dispersion models will be applied to experimental RTD data in the work presented in 

Chapter IX. 

II.3.2. Polarization Curves 

 The simplest method for measuring the performance of an electrode (or cell) is by 

charting the current dependent polarization. When the net current passed through the 

electrode-solution interface is nonzero, then the electrode is said to be polarized.  The 

degree of polarization is measured by the overpotential, which is the departure of 

electrode potential from its equilibrium value.  As evident in the Butler-Volmer equation 

(Eq. 2.1.28), the overpotential increases in response to an increase in current, conversely 

the electrode potential is decreased.  The inverse proportionality between working 

potential and current is much the same as the relationship between velocity and potential 

energy of a falling object: as the object accelerates, it loses potential energy as it is 

converted into kinetic energy.  In comparing mechanical and electrical systems, the 

electrical analog to velocity is current [21]; however the electrical situation is far more 

complex due to several processes that limit the amount of useful energy obtained from an 

electrochemical cell. 

 The potential loss in a cell due to current is generally caused by kinetics, 

conduction, and mass transfer.  The kinetic loss is due to overcoming an energy barrier 

(activation) in order for the chemical reaction to proceed.  Even at very small currents, a 

relatively large amount of energy must be expended to surmount the activation barrier as 

evident in the Butler-Volmer relationship (Eq. 2.1.28).  Potential loss from conduction 

occurs primarily because of the electrolyte’s resistance to the flow of ions and, to a lesser 



degree, because of the electrical resistance of cell interconnects.  Both conductance and 

resistance (they are inversely proportional) are unchanged with current, so that the 

potential drop associated with them obeys Ohm’s law 

E IR=          (2.3.10) 

hence, they are often referred to collectively as Ohmic losses.  Mass transfer losses (or 

concentration losses) are associated with reactant starvation at the electrode surface.   

Because of the distinctly different nature of the losses, it is possible to distinguish 

three different regions of the polarization curve where different losses are dominant.  

Fig. 2.5 shows a typical polarization curve for a fuel cell, and the three different regions.  

At extremely low currents, Ohmic and mass transfer losses are at a minimum, indicating 

that the drastic drop in potential from the equilibrium value is due to activation.  In the 

moderate current region, the rate of reaction is still well below the maximum rate of mass 

transfer and the kinetic loss is relatively constant.  Ohmic losses are responsible for the 

moderate current potential variation, which is distinctly linear (as predicted in Ohm’s 

Law (Eq. 2.3.10)).  The high current region is where mass transfer losses are dominant 

because of difficulty in the system of supplying reactant to one or both of the electrodes. 

Often the drop in a cell’s working potential is considered as a sum of 

overpotentials, each associated with a different type of loss.  In doing so, the contribution 

of each process to the decrease in potential from the open-circuit value can be examined.  

The activation overpotential at high currents (Eq. 2.2.2) is rewritten: 
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(where the concentration term from the Butler-Volmer equation has been suppressed, 

because it will be accounted for in the concentration overpotential).  The Ohmic losses 

(Eq. 2.3.10) may also be rewritten with new variables as 

IRηΩ Ω=            (2.3.12) 

For concentration polarization, losses become significant as the reaction rate (current) 

approaches a mass transport limited value, called the limiting current.  The magnitude of 

current is given in general as 
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The limiting current exists when reactant is consumed as fast as it can be supplied 

implying that C* = 0; thus, the limiting current can be written as 

b
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Combining the above two equations gives 
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The concentration overpotential can then be derived by substituting Eq. 2.3.15 into the 

Nernst relationship (Eq. 2.1.24) for each electrode: 
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Summing the overpotentials, the current potential behavior a cell is 
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The parameters in Eq. 2.3.17 can be determined by fitting experimental I-V data in the 

three regions where the different processes are dominant. 

 Although obtaining and analyzing polarization curves is simple, problems exist 

that are inherent in the method, especially in their application to fuel cells.  Energy is 

obtained in fuel cells from exothermic reactions, meaning that heat is a product of the 

reactions.  The amount of heat generated is dependent on the reaction rate (current); 

therefore, maintaining isothermal conditions at the catalyst layer over a range of currents 

is difficult.  The temperature dependence of overpotential exists not only in the f term, 

but also in other parameters that are functions of temperature: the exchange current, mass 

transfer coefficient, reactant concentration, and membrane ion resistance.  Each of these 

parameters is also a function of water content in a particular phase, which is also a 

function of temperature.  Another limitation of polarization curves is in distinguishing 

between anodic and cathodic processes.  One technique that overcomes the limitations of 

polarization curves is electrochemical impedance spectroscopy. 

II.3.3. Electrochemical Impedance Spectroscopy 

 Electrochemical Impedance Spectroscopy (EIS) is a method for characterizing 

electrochemical cells that is capable of decoupling the different limiting processes by 

probing their associated relaxation-times.  Polarization curves are measured at steady-

state so that the time dimension is negligible, whereas EIS employs AC signals of 

varying frequency to test time-dependent polarization.  An EIS (or AC impedance) 

experiment is conducted by superimposing a sinusoidal wave onto the DC output of the 

cell and measuring the frequency response of the system over a given spectrum.  System 



perturbations must be small (< 10 mV) to ensure that the I-V behavior is pseudo-linear 

over the test range [22].   

EIS experiments may be performed potentiostatically by applying an AC potential 

and measuring the induced current or galvanostatically by applying an AC current 

measuring the resulting potential.  Regardless of the method, determining potential and 

current enables the calculation of impedance by the AC form of Ohm’s Law (Eq. 2.3.10) 

E IZ=          (2.3.18) 

In addition to the magnitude of the impedance, the phase angle between the potential and 

current is also measured.  The phase angle is associated with the time lag between the 

peaks of the current and potential waves, such that the impedance can be written in polar 

coordinates as 

magZ Z φ= ∠               (2.3.19)  

or in rectangular coordinates: 

cos sinmag magZ Z jZφ φ= +              (2.3.20) 

 28

where the cosine term is the real component of impedance and the term multiplied by j is 

the imaginary component of impedance.  In DC systems, the phase angle is 0°, which 

means that the sine term goes to zero implying that DC impedance (resistance) is the 

same as Zre.  When transient changes occur, Zim (reactance or admittance) is responsible 

for any phase shift occurring between the current and voltage.  EIS data are graphically 

presented primarily in one of two ways: a Bode plot or a Nyquist plot.  In a Bode plot, 

Zmag and φ are charted as functions of frequency, while resistance is charted as a function 

of reactance in a Nyquist plot.  Experimental data are fitted to models that theoretically 

describe the processes governing the performance of the cell under investigation. 
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II.3.3.1.Simple Equivalent Circuit 

 The models used to extract information from EIS data are based on a physical 

circuit with a frequency response that matches that of the data.  Equivalent circuit models 

may consist of real physical elements (such as resistors and capacitors), theoretical 

elements, or combinations of both.  From the discussion in Section II.3.2, Ohmic losses 

are implicitly modeled simply with a resistor.  RΩ encompasses the combined resistance 

of the electrolyte, bipolar plates, current collectors, and all other cell interconnects.  In 

general, each electrode exhibits at least one relaxation time associated with charge 

transfer [2].  Relaxation times are frequently modeled with a resistor and capacitor in 

parallel yielding an RC time constant (R*C).  A resistor and capacitor in series will also 

be governed by a time constant, but is not the preferred configuration for physical and 

theoretical reasons.  Physically, a capacitor will act as an open circuit under DC 

conditions as evident by applying zero frequency to the impedance equation for a 

capacitor (Table 2.4); therefore, no DC current can flow through a resistor and capacitor 

in series.  Obviously, modeling a DC power source, such as a fuel cell, that cannot 

physically produce DC current would be erroneous.  Theoretically, the parallel RC is 

based on two distinct paths for current flow.  Faradaic current flows via charge-transfer 

across the electrode-solution interface, while non-Faradaic current flows transiently due 

to changes in composition at the interface without charge-transfer.  One such source for 

non-Faradaic current is the limited distance that solvated ions of a given charge are 

capable of approaching the metal surface of opposite charge.  The charge separation at 

the electrode surface (the double-layer) is similar to a physical capacitor, which consists 

of two plates of opposite charge separated by an insulating materiel.  In a parallel RC 
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equivalent circuit model for an electrode, the capacitor is related to the electric double-

layer, and the resistor is related to charge-transfer. 

From the previous discussion, it is evident that a simple model for a single 

electrode in solution is a parallel RC in series with an Ohmic resistance.  The expected 

frequency response characteristics of the simple circuit are depicted in Figs. 2.6–7.  Data 

in the Nyquist (Fig. 2.6) are plotted such that a low impedance value corresponds to a 

high frequency.  At high frequency, the impedance of a capacitor approaches zero (see 

Table 2.4) meaning that the Ohmic resistance is the only source of impedance for the 

current; hence, the high frequency intercept of the Zre-axis corresponds to the value of RΩ.  

As explained earlier, the impedance of a capacitor tends to zero at low frequency; thus, 

the low frequency intercept of the Zre-axis corresponds to the value of RΩ + Rct.  Bode 

plots (Fig. 2.7) are not as simple to qualitatively analyze as Nyquist, but are useful for 

quantitatively fitting a model to experimental data. 

II.3.3.2.Complex Equivalent Circuits/Elements 

 While the simplest electrode reactions can be accurately represented with a simple 

RC circuit, more complex reactions require more elements to describe the electrode 

kinetics.  The added elements can be physical elements, or they can be theoretical 

(distributed) elements that describe mass transfer or varied capacitance.  There are 

several modifications that can be made to the general RC circuit, so only a few that are 

applicable to fuel cell reactions will be described in the following section. 

 Multi-step charge-transfer mechanisms can often exhibit more than one relaxation 

time depending on which step is rate-limiting.  In general, a new group of elements (such 

as a parallel RC) may be added corresponding to each adsorbed species.  



Pseudocapacitance is one type of adsorption effect about which there has been a lot of 

discussion in the literature [23–26].  The origin of pseudocapacitance is due to the 

potential dependence of the surface coverage of an intermediate.  Since the surface 

coverage corresponds to a charge by an equilibrium constant (k'), the pseudocapacitance 

is defined as 

dq k dC
dE dE

θ′
= =     (2.3.21) 

It should be noted that the above capacitance behaves differently from the double-layer 

capacitance, because the surface coverage can only be changed when charge crosses the 

interface (Faradaically).  The potential dependence of the capacitance requires that a 

distributed element be used in lieu of a physical capacitor in a model (more on this 

below).  Some researchers have noted that in multi-step schemes that a negative 

capacitance (which is the same as inductance) can be observed.  The layouts of the 

equivalent circuits including which and how many elements are required changes 

depending on the mechanism, although they are mathematically from derived theory [27]. 

Solid electrodes behave differently than liquid electrodes due to the complicated 

structure of the electrode-electrolyte interface.  In order to represent the porous nature of 

a gas diffusion electrode, infinite numbers of resistors and capacitors are often used [28].  

These transmission line models are constructed like a ladder, where each rung of the 

ladder is composed of a double-layer capacitance.  Each rail consists of a resistor 

between each capacitive rung with one rail representing resistance in the solid phase and 

the other, resistance in the electrolyte.  Transmission line models are generally very 

complicated to solve because their inverse Laplace transform contain infinite series of 
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exponential and/or error functions [29].  Typically equivalent circuits are preferred that 

consist of elements with values that are distributed with frequency.   

The constant phase element (CPE) is a distributed element that models the 

dispersion of the dielectric constant.   In ideally polarizable electrodes, there is no charge-

transfer resistance; thus, they are modeled as a capacitor and resistor (RΩ) in series, which 

would produce a vertical line on a Nyquist plot.  On solid ideally polarizable electrodes, a 

straight line non-perpendicular line is observed due to the distribution of time constants.  

The CPE is often used to model such distribution with impedance expressed as 

( )1
0Z Y j ϕω −−=     (2.3.22) 

where Y0 is a constant in F sϕ–1 and ϕ is the rotation angle from a pure capacitor.  The 

exact origin of the CPE is in debate, but the most prominent theories are that it is ether 

due to surface roughness, or due to adsorption and a chemically inhomogeneous 

surface [30].  Whatever the cause, the experimental presence of CPE behavior is 

prevalent. 

 Diffusion is another phenomenon that must be modeled with distributed elements, 

three of which have been derived.  The difference between the three is in the thickness of 

the diffuse layer: infinite, finite, and very thin.  Diffusion of reactants in a fuel cell takes 

place in the porous electrode and in the electrolyte, which are of a set thickness; thus, the 

finite diffusion case is the only one that will be considered.  The finite diffusion element 

has been derived [26] as 

( )1
tanhi

i

W j jZ
D
ωδ

ω

⎛ ⎞−
= ⎜ ⎟⎜ ⎟

⎝ ⎠
             (2.3.23) 

where Wi is called the Warburg coefficient and is expressed as   
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The Warburg coefficient characterizes the mass transport of the reactant.  The impedance 

due to diffusion will be large when the species concentration is low, and when diffusion 

is slow.  Fig. 2.8 shows a Nyquist plot for the finite diffusion element.  At high 

frequencies, diffusion reduces to the infinite case (which appears as a 45° line on a 

Nyquist); yet, at low frequencies, the plot turns over to the real axis yielding values for 

the constants in Eq. 2.3.23.  By using the theories and circuit elements contained in 

Section II.3.3.1–2, a fuel cell equivalent circuit may be constructed. 

 

II.4. Nomenclature 

A  cross-sectional area 

Af  frequency factor 

fA′   ( )†
0exp fS R A∆  

As  geometric area of electrode surface 

ai  activity of species i 

Ci  concentration of species i 

Cin  concentration of step input 

Cp  heat capacity at constant pressure 

b
iC   concentration of species i in the bulk 

*
iC   concentration of species i at the electrode surface 

D  dispersion coefficient [20] 
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Di  diffusion coefficient of species i 

Ε  potential 

EA  activation energy 

Eeq  equilibrium potential 

Ε0  standard state potential 

F  Faraday’s constant 

f  F/RT 

G  Gibbs free energy 

∆Grxn  Gibbs free energy of reaction 

†G∆   standard free energy of activation 

∆Hf  enthalpy of formation 

∆Hrxn  enthalpy of reaction 

I  current 

Il  limiting current 

i  current density 

i0  exchange current density 

j  imaginary constant ( 1− ) 

k  rate constant  

kb  heterogeneous rate constant for oxidation 

kf  heterogeneous rate constant for reduction 

k0  standard heterogeneous rate constant  

L  length 
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N  number of tanks-in-series 

ni  moles of species i 

ninj  moles in pulse injection 

in&   molar flow rate of species i 

P  stack pressure 

pi  partial pressure of species i 

q  charge 

R  resistance 

Rct  charge-transfer resistance 

Rig  ideal gas constant (Avogadro’s number * Boltzmann constant)  

RΩ  Ohmic resistance 

rb  reaction rate of backward reaction 

rf  reaction rate of forward reaction 

rnet  net reaction rate 

∆Srxn  entropy of reaction 

†S∆   standard entropy of activation 

T  stack temperature 

T0  standard state temperature 

t  time 

t   mean residence time 

u  linear velocity 

V  total volume of modeled part 
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V&   total volumetric flow rate 

Z  impedance 

Zim  imaginary component of impedance (reactance) 

Zmag  magnitude of impedance ( 2 2
re imZ Z+ ) 

Zre  real component of impedance (resistance) 

z  stoichiometric number of electrons involved in an electrode reaction 

  Greek Letters 

α  transfer coefficient 

δ  diffusion layer thickness 

η  overpotential (E–Eeq) 

θ  surface coverage of reactant 

0
iµ   standard state chemical potential 

σ2  variance 

φ  phase angle between two sinusoidal signals 

ω  angular frequency of a sinusoidal oscillation 

  Superscripts 

a  process occurring at the anode 

c  process occurring at the cathode 
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Table 2.1.  Enthalpies and entropies of formation for fuel cell reactants and products at temperatures of 
298.15 and 360 K [5]. 

Temperature (K) Species ΔHf (kJ/mol) ΔSf (J/mol · K) 

298.15 
H2 0.00 130.68 
O2 0.00 205.00 

H2O -285.83 69.95 

360 
H2 1.79 136.14 
O2 1.81 210.63 

H2O -281.17 84.16 
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Table 2.3.  Exchange current density for fuel cell electrode reactions on different metal surfaces in acid 
solution at 1 atm and 298.15 K [12,13]. 

 i0 (A/cm2) 
Metal HOR ORR 

Pt 5 x 10-4 10-9 

Pd 4 x 10-3 10-11 

Au 2 x 10-6 10-13 
Rh 3 x 10-3 10-11 
Ir 5 x 10-4 10-11 
Ru 5 x 10-4 10-12 
Os 1 x 10-4 10-10 
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Table 2.4.  Characteristic equations of physical circuit elements used in equivalent circuits. 

Circuit Element Current-Potential Equation Impedance Equation 
Resistor E = I R Z = R 

Capacitor I = C (dE/dt) 1/Z = jωC 
Inductor E = L (dI/dt) Z = jωL 

 



 
 

O2H2

Figure 2.1.  Diagram of the first fuel cell experiment performed by William Grove in 1839.  First, 
electrolysis was performed on water (shown in the figure) to create hydrogen and oxygen gas.  Afterward, 
the battery was replaced with a load, which was then powered by the fuel cell reactions. 
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Figure 2.2.  Diagram of the structure of PTFE and Nafion.  The sulphonic group provides charge sites 
allowing proton conduction. 
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Figure 2.3.  Diagram of parallel and serpentine flow field patterns. 
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Flow out to next tank 

Flow in from previous tank 

Figure 2.4.  Diagram of two tanks-in-series.  Any number of tanks may be added in series to model 
nonidealities in a flow reactor. 
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Open Circuit Potential 

Activation Polarization 

Ohmic Polarization Concentration Polarization 

Figure 2.5.  Typical I-V curve for a fuel cell showing the open circuit potential and three regions 
dominated by different losses from the theoretical value.  The loss governing each region is associated with 
a different process: electrode activation, charge transport, and mass transport. 
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Figure 2.6.  Bode plot for a parallel RC of 500 Ω and 1 µF in series with a 100 Ω resistor.
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Figure 2.7.  Nyquist plot for a parallel RC of 500 Ω and 1 µF in series with a 100 Ω resistor.  The series 
resistance is at the high frequency (left-side) Zre intercept, and the charge-transfer resistance is represented 
in the diameter of the semi-circle. 
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Figure 2.8.  Nyquist plot of a finite diffusion element with Wi = 10 Ω*s–1/2 and δ/Di

1/2 = .5 s1/2.  The high 
frequency side of the curve is the 45° line, which is characteristic of infinite diffusion. At lower 
frequencies, the curve reduces to a semicircle, which is characteristic of a parallel RC. 

 50



 51

Section B 

Articles Submitted to Refereed Journals 

 

 The following section contains five articles that have been submitted to refereed 

journals.  All of the articles were written in collaboration with Dr. Wenhua H. Zhu.    

Note that the articles may repeat ideas that are discussed in previous chapters. 

 

Chapter III 

Uniformity Analysis at MEA and Stack Levels for Nexa™ PEM Fuel Cell System 

 

III.1. Introduction 

The mobile, portable power systems consist of two major power categories, 

continuous power and pulse power.  Fuel cells are being widely investigated and applied 

for various electronics and communication equipment [1].  During continuous operation, 

the PEM fuel cell stack has demonstrated good power capability but poor response for 

instantaneous power demands.  It usually takes 2~5 minutes to reach an acceptable 

operational condition because the polymer electrolyte membrane needs to be humidified 

for optimum performance.  However, high power density, relatively quick start-up, rapid 

response to varying loads, and low operating temperature characteristics make the PEM 

fuel cells preferable for automobiles and other applications requiring high power 
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density [2].  Franseco et al. [3] discussed PEM fuel cell systems for a wide range of 

automotives and investigated the transient response to optimize the start-up using a PEM 

fuel cell stack model.  Privette et al. [4] evaluated a ship service fuel cell (SSFC) system 

for power generation due to its high system level efficiency, few moving parts, little or no 

maintenance, and low acoustic and thermal signatures.  There are many parameters that 

have effects on the PEM stack power output.  The operational condition, MEA and stack 

features are related to the power output level.  This paper describes efforts on uniformity 

analysis of Ballard Nexa™ stack at MEA and stack levels.     

  

III.2. Experimental 

The Nexa™ power module (Ballard Power Systems - BPS) is a small, low 

maintenance and fully automated fuel cell system designed to be integrated into products 

for portable and back-up power markets.  The stack has a specified net output power of 

1200 W at full load with about 26 V.  Hydrogen (>99.99%) and air are supplied to the 

sides of two gas channels formed in the flow field plates.  The membrane-electrode-

assembly (MEA) of the Nexa™ stack consists of the anode and cathode separated by a 

polymer membrane electrolyte.  Each of the electrodes is coated on one side with a thin 

platinum catalyst layer.  A single fuel cell consists of an MEA and two flow field plates 

as shown in Fig. 3.1.  The Nexa™ stack has a total of 47 MEAs or cells connected in 

series through 48 flow-field plates.  The preferred operating temperature is 65 °C at 

1200 W power output.  Ten of the Nexa™ stacks from Ballard were examined and tested 

in this work.  The Nexa™ stack and experimental hard wares are shown in Fig. 3.2.  The 

supply pressures to the stack were 5.0 psig for the fuel and 2.2 psig for air oxidant.  The 
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operating pressure at fuel supply inlet was chosen at 40 psig.  The stack was air cooled 

and had no outside fuel and oxidant humidification.  The only by-products of the reaction 

were water and heat.   

Electric loads (RBL488 TDI Transistor Devices-Dynaload® Division and 6060B 

HP DC Electronic load), Micronta digital multimeters, and Ohmite heat sink power 

resistors were taken to do the evaluations on the Nexa™ MEAs and stacks.  The RBL488 

single channel load is ideal for testing and analysis of fuel cells and batteries at high 

range current and constant power capabilities. The ultra-fast slew rate provides 

unmatched power supply transient testing capabilities.  These features make the electric 

load a good solution for the fuel cell tests.               

 

III.3. Results and Discussion 

III.3.1. Nexa™ Stack Warm-Up and Cool-Down 

The PEM fuel cell stack has an essential checking sequence on MEA voltage, 

stack performance and operating conditions before the stack enters into its running state.  

The BPS Nexa™ power module is usually started in less than 2 minutes.  If any of the 

start-up criteria are not met during the staring period, the system fails and stops.  The 

stack number is viewed the same as the Nexa™ fuel cell serial number for convenient 

description.  The NexaMon OEM software was employed for most Nexa™ data 

monitoring.  If all starting criteria were met, the Nexa™ power module was able to run 

for start.  The start-up parameters for the Nexa™ system #881 were partially shown on 

Fig. 3.3.  The stack voltage was maintained at about 40 V without an external load after 

successful start-up at room temperature. 
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Then the Nexa™ power module was warmed up to a certain constant temperature 

at a specific load.  The stack temperature only reached 32 °C in 10 minutes at a load of 5 

A output current.  The operation temperature was important for stack peak power 

capability.  In order to evaluate the time requirement for rapid stack warm-up, the stack 

#768 was operated at a load of 1.39 Ω for one minute and then changed to a load of 

0.68 Ω for the rest of operation period.  Two different load levels were chosen for the 

stack here in order to reach 65 °C operating temperature for rapid stack warm-up.  If this 

type of stack was well humidified, a higher power load (0.68 Ω) was applied to the stack 

#881.  As shown in Fig. 3.4, two stacks (#768 and #881) at room temperature (25°C) 

reach 60 °C in about three minutes and operate at 65 °C after five minutes.  Once the 

stack finished its operation, it was cooled down close to room temperature in about 20 

minutes with no external load (Fig. 3.5).  This is an acceptable condition for the Nexa™ 

power module to be shut off.  As a whole, the Nexa™ stack is able to be warmed up to 

65°C in 5 minutes for a 1200 W power output at 25°C room temperature.                 

III.3.2. Stack Polarization Curves 

The Nexa™ power module has a maximum voltage of 50 V and provides 1200 W 

of unregulated DC power output.  The ambient temperature at rated power is allowed 

from 3 °C to 30 °C.  The Nexa™ power module is a fully automated fuel cell system with 

low maintenance.  It produces zero harmful emissions and permits indoor operations.  

The stack polarization curve provides significant parameters for power management and 

transient applications.  The experimental polarization curve is slightly different between 

the positive and negative load increments because the produced water content is a 

function of load and the water content in membrane at equilibrium is time dependent.  
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The small difference is neglected in the polarization curve experiments.  However, the 

automated system is not permitted to operate at a fixed temperature if the load is changed.  

The I-V curves for BPS PEM fuel cell system were measured with periodic current 

interruption (PCI) to maintain isothermal stack temperature.  In details, the stack voltage 

was recorded at a certain current and temperature.  Then the current was quickly 

interrupted and the system load was adjusted back to maintain isothermal stack 

temperature.  By using the PCI technique, the polarization curves for the power module, 

i.e. stack #751, are plotted at 24 °C, 45 °C, and 65 °C as shown in Fig. 3.6.  The stack 

was not operated at a high current level and room temperature (24 °C) because the mass 

transfer problem and concentration polarization may reduce the lifetime of the power 

module.  The stack power output was measured at 1131 W at 43.5 A and 45 °C, and 1283 

W at 45.5 A and 65 °C (Fig. 3.7).  Both of these are very close to the Ballard specific 

point.  The calculated stack resistance drops from 1.2 Ω to 0.1 Ω when the stack output 

current increases from 0.1 A to 5 A.  The stack resistance has no obvious difference at 

45-65 °C, especially at more than 10 A output current as shown in Fig. 3.7.  The Nexa™ 

fuel cell system and stacks are able to work at high current levels.  The uniformity and 

weakness analysis are important to the stack performance and its operation lifetime.     

III.3.3. MEA and Stack Uniformity 

Ten Nexa™ power modules were individually operated at an approximate 800 W 

power output level.  The MEA voltage in the stack was then measured until the power 

module reached a steady state, i.e. constant fuel pressure and stack temperature (57 °C).  

The voltage of all 47 MEAs in 10 stacks was shown in Fig. 3.8.  The MEA series order is 

started from the hydrogen side to the compressed air side.  Quite a few MEAs in different 
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stacks have the same lower voltage at the 46th and the 47th cells.  Average voltage of all 

the MEAs was 0.638 V at 800 W.  And this voltage is 224 mV lower than that of stacks 

at no external load, which has an average voltage of 0.862 V.  The voltage at no external 

load is somewhat lower than the normal open circuit voltage from 0.900 V to 1.100 V.  

This is mainly decided by the different system design.  Fig. 3.9 shows the voltage 

difference with an outside load and with no external load for the stack #308.  Similarly, 

the MEAs in the stack #308 without an external load have a voltage of 0.870 V.  But 

these MEAs have different voltage drops at 800 W loads.  The difference between the 

MEA voltage is cause by electrode limited uniformity (catalyst distribution, electrode 

thickness, inner gas distribution etc.), MEA uniformity, and stack gas/liquid distribution 

management.  Especially noticeable is that the 46th and 47th cells have much larger 

voltage drops than the other cells.  The lower voltages of these cells highly reduce the 

high power capability for the stack systems.  This may be caused by gas distribution 

problem, water flooding, or low reaction temperature at the compressor side.  It will be 

extensively examined and diagnosed with electrochemical impedance spectroscopy.       

III.3.4. MEA and Stack Statistic Data Analysis 

For the individual Nexa™ stack, the statistical MEA data and the measured stack 

voltage were listed in Table 3.1.  The second minimum and the second maximum voltage 

were also shown in the above table.  The MEAs in the stack #792 has a lowest average 

voltage of 0.620 V and the MEAs in the stack #515 has a highest average voltage of 

0.655 V.  The difference of the MEA voltage sum between the two above stacks is 1.62 V 

and the difference of the measured stack voltage between two stacks is 1.44 V.  The 

experimental statistical voltage is 30.20 ± 0.38 V for each Nexa™ stack at 800 W power 
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output.  The voltage normal distribution is shown in Fig. 3.10.  The exact shape of the 

normal distribution depends on the MEA voltage mean and the standard deviation of the 

distribution.  The standard deviation is a measure of spread and indicates the amount of 

departure of the values from the voltage mean.  Differences in standard deviation values 

model the shape of the voltage distribution.  Although most of the distribution remains 

symmetric, the distribution becomes flatter if all MEA voltages of ten stacks at load are 

put together.  This increases the standard deviation, which corresponds to more diversity 

between the voltage observations.  However, the Nexa™ MEA voltage has a sharp shape 

without an external load, which means it has small standard deviation and no voltage 

difference at no external load.    

According to statistical data in Table 3.1, the average difference is 8.8% and the 

highest difference is 13.1% between the minimum MEA voltage in the stack and the 

mean value.  This difference reveals that it is possible to increase the product power level 

and cut the cost per kilowatts by improving the weak electrodes or MEAs in the stack.  

The voltage difference is mostly caused by electrode, MEA, and stack uniformity.  This 

reminds that operation of stacks in series or parallel should take the voltage difference 

into consideration.  High power capability stacks with similar voltage at load are 

preferred for series or parallel operation.                               

The mean, maximum, and minimum data of the MEA voltage in ten Nexa™ 

stacks are shown in Fig. 3.11.  The stack numbers from left to right in Table 3.1 are 

shown as 1 to 10 in Fig. 3.11, respectively.  The MEAs have an average voltage of 

0.638 V in the stack #751(1).  But the stack also has the minimum voltage of 0.566 V and 

the second minimum voltage of 0.571 V.  If the above MEA performance is improved 
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from the minimum voltage to the average level, the power capability is potentially 

increased by 11.3%.  If a little more catalyst loading is applied to these electrodes with 

weak performance, or the gas distribution and purge system design are improved, the 

power module could potentially obtain a higher power output capability.  This 

improvement prospectively reduces unit cost per kilowatts.     

 

III.4. Conclusion 

Uniformity analysis at MEA and stack levels has been conducted for the Nexa™ 

fuel cell system.  The results of the MEAs and stack voltage at the load of 800 W reveal 

that difference exist among those MEAs at load in the same stack, especially the two cells 

at the air compressor side for the Nexa™ stack.  The MEAs have an average voltage of 

0.638 V in the stack #751.  It also has the minimum voltage of 0.566 V.  The 

improvement of the MEA performance from the minimum voltage to the average level 

potentially increases the stack power capability by 11.3%.  This voltage difference 

reveals that it is possible to increase the product power capability and cut the cost per 

kilowatts by improving the weak performance electrodes or MEAs.  This is likely 

realized by adding more catalysts to the electrodes, adjusting the gas distribution/purge 

system design, or changing with high-power-density MEAs in the stack.   
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Figure 3.1.  Single fuel cell and membrane electrode assembly in the PEM fuel cell stack.    1⎯ Oxidant 
catalyst layer (cathode), 2⎯ Oxidant diffusion layer, 3,4⎯ Oxidant flow field plate, 5⎯ Proton exchange 
membrane, 6,7⎯ Fuel flow field plate, 8⎯ Fuel diffusion layer, 9⎯ Hydrogen catalyst layer (anode), 
1,2,5,8,9⎯ Membrane-electrode-assembly (MEA), and 1~9⎯ single fuel cell unit.    
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Figure 3.2.  Nexa™ power module and experimental hardwares.  Stack #768 voltage at 40.4 V and the 27th 
MEA’s voltage at 0.861 V with no external load at room temperature.   
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Figure 3.3.  Nexa™ #881 start-up curves versus operation time.  Indoor air and compressed Grade-5 
hydrogen supply. 
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Figure 3.4.  Stack temperature versus stack warm-up time.  Indoor air and compressed Grade-5 hydrogen 
supply.  
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Figure 3.5.  Stack cool-down curves with no external load measured from BPS Nexa™ stacks.  
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Figure 3.6.  Polarization curves measured from the BPS Nexa™ stack with periodic current interruption to 

aintain isothermal stack temperature.   m 
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Figure 3.7.  Stack resistance and output power as a function of stack output current.  
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Figure 3.8.  Voltage of MEAs in series from hydrogen to oxygen side in ten BPS Nexa™ stacks.  Stack 

ower output 800 W at 57°C with indoor air and compressed Grade-5 hydrogen supply. p 
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Figure 3.9.  Voltage of MEAs in series with/without a load in the Nexa™ stack.  Indoor air and compressed 

rade-5 hydrogen supply.  G 
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Figure 3.10.  Normal distribution curves at a stack power output 800 W and 57°C with indoor air and 
compressed Grade-5 hydrogen supply. 
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Figure 3.11.  Statistical MEA voltage data in ten Nexa™ stacks.  Stack power output 800 W at 57°C with 
indoor air and compressed Grade-5 hydrogen supply. 
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Chapter IV 

Critical Flow Rate of Anode Fuel Exhaust in a PEM Fuel Cell System 

 

IV.1. Introduction 

The PEM fuel cell system is an emerging power source providing high power 

density, high energy conversion efficiency, and cleaner emissions than many other 

available technologies [1].  The system has many applications such as generating 

electricity, supplying hot water for baths, and heating cold room air by recovering heat 

from the electrochemical reactions.  Its fuel gas at the anode side undergoes an 

electrochemical oxidation of hydrogen by losing electrons, while the exhausted inert gas 

and water vapor (or liquid) accumulate at the exit portion of flow channel.  Oxygen is 

electrochemically reduced with hydrated protons at the cathode side, producing water and 

heat.  Further co-generation or fuel recycle on the system operation of the polymer 

electrolyte fuel cell (PEFC) can be helpful for obtaining higher fuel and overall energy 

efficiency [2].  

For a complete fuel cell system, the management of small amounts of exhaust gas 

in the anode side is significantly related to the system’s energy efficiency and its 

operation lifetime.  Most work on mathematical models and structure optimizations have 

been based on a unit PEM fuel cell [3].  No model and related work was found in the 

literature that addresses the anode gas flow and its exhaust in a stack and integrated 
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system.  A fuel cell stack, including its control system, needs various optimal methods to 

operate and convert chemical energy to electricity as efficiently as possible for different 

fuel sources [4, 5].  Wells et al. [6] gave a resuscitation method and apparatus for which 

there was a decrease in stack performance.  The system and its stack kept running rather 

than performing an emergency shutdown, if the fuel cell system successfully carried out 

this resuscitation process.  Barton et al. [7] developed an apparatus for stack exhaust 

purge using purge conditions determined by comparing the performance of one or more 

fuel cells in a purge cell portion of the stack with one or more cells in the stack.  As a 

whole, gas (fuel, oxidant, and exhaust) management, water (liquid and vapor) 

management, thermal (heat transfer) management, and power (energy) management are 

the four main areas for PEFC system design and safe operation.  Water and thermal 

management exhibit a close relationship that has been widely investigated in order to 

develop MEAs and operate the PEFC system safely [8, 9].  Gas management is the 

primary design issue of the fuel cell system for both MEA membranes and system safety 

concerns.  This is essential for the system to maintain operation after start-up and to 

prolong its operational lifetime.  In this paper, the fuel gas in the anode side and its 

exhaust management are discussed in detail and the critical flow rate of anode exhaust is 

determined by suitable manual adjustment of the exhaust flow rate.  

 

IV.2. Experimental 

A PEM fuel cell stack in a Nexa™ power module (Ballard Power Systems, 

SN00751) was tested in the laboratory.  The Nexa™ power module is an automated 

PEFC system, providing unregulated DC power through the use of an external hydrogen 
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fuel supply.  Its operation is limited only by the fuel purity requiring no more than 0.01% 

of total inert gases at a rated power of 1200 W.  Hydrogen and air are supplied to two 

separate gas channels flowing through the flow field plates separately.  The above PEM 

stack has a total of 47 MEAs (or cells) connected in series through 48 flow-field plates.  

The PEM stack and experimental schematic drawing are shown in Fig. 4.1.  The 

operating pressure at the fuel supply inlet was chosen to be 20-40 psig.  The fuel supply 

pressure to the stack was 5.0 psig, and the pressure of air oxidant was defined as 2.2 psig.  

The power system was air cooled and used no outside fuel or oxidant humidification.  

The lab test was conducted in a stack life time of no more than 78 hrs (The product 

operating life time is no less than 1500 hrs).  

This system has its advantages: requiring low maintenance and being fully 

automated, portable, and highly integrated.  The disadvantage of the system is that 

utilization of hydrogen feeds with high levels of inert gases or reformed gases is not 

convenient, because frequent purging for system restoration wastes fuel energy resulting 

in efficiency loss.  It may cause system failure when the exhaust is released too 

frequently.  Therefore, a manual purge line was added into the end of the Nexa™ fuel 

exhaust line in order to use the system for the anode fuel and exhaust experiment.  

Making use of the auto purge line, the fuel cell system was able to be normally started 

and shut down safely.  By using a back pressure valve, the manual purge stream was 

separated from the Nexa™ exhaust line.  A gas bubble meter was connected to the 

manual exhaust stream for accurate measurement of the gas flow rate (Fig. 4.2).  The 

PEM fuel cell system was first fed with pure hydrogen fuel (>99.99%) according to the 

product operation manual.  After the fuel cell system was started at ca. 200 W stack load 
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and allowed to reach a steady state at a constant current after approximately 20 min, the 

hydrogen fuel with inert gas was fed into the fuel cell system replacing the pure hydrogen 

fuel.  The purge cell voltage was recorded by the NexaMon software (OEM 2.0 version) 

from Ballard.  The Agilent 6890 gas chromatography system with enhanced integrator 

was utilized to measure the compositions of the fresh and exhaust gas streams.  The flow 

rate was determined for feeds of either pure hydrogen or high levels of inert gases. 

Higher polarization resistance exists at the cathode side rather than the anode side.  

In addition, water is formed at the cathode side, because catalyst-activated oxygen atoms 

react with protons to generate heat and water by taking electrons originally generated at 

the anode.  This means that heat and water are mainly produced at the cathode side; thus, 

the effect of water vapor in the gas stream at the anode side is neglected when the fuel 

cell system is operated at 200 W stack power and ca. 30 °C stack temperature.  Electronic 

loads (RBL488 Dynaload® Division and 6060B HP Electronic load) were applied to 

maintain a steady stack current.  

 

IV.3. Results and Discussion 

IV.3.1. Fuel Gas and Its Exhaust Management in the Anode Stream  

Gas (hydrogen fuel, air/O2 oxidant, and their exhausts) management is an 

important issue for the design and operation of a complete PEM fuel cell system.  

Management of the fuel gas distribution and its exhaust stream(s) plays an important role 

in the operation of the PEM stack.  This process is also related to the fuel efficiency and 

the overall system efficiency.  The reaction in the aqueous acid at the cathode is the 

reduction of oxygen in air by receiving electrons as follows: 



1/2O2(g)+2H3O+(aq)+2e− → 3H2O(l) (E°=1.229 V) vs. RHE  (4.1a) 

O2(g)+2H3O+(aq)+2e− → H2O2(aq)+2H2O(l)    (E°=0.695 V )  (4.1b)  

Some water produced at the cathode undergoes mass transfer by back-diffusion to the 

anode side for hydrogen electro-oxidation.  The reaction at the anode is the oxidation of 

hydrogen by releasing electrons to the conductive electrode and on through the external 

load: 

H2(g)+2H2O(l) → 2H3O+(aq)+2e−               (E°=0.000 V)   (4.2) 

The protons produced exist as hydronium ions, which move toward the highly proton 

conductive polymer membrane.  Most protons diffuse through the hydrated membrane, 

while the rest of hydrated protons are transported to the cathode by electroosmotic 

drag [1].  Water vapor in the gas exhaust streams, especially at the anode side, is 

neglected due to the low stack operating temperature (ca. 30 °C).  The inlet flow rate can 

be directly measured by a mass flow meter/controller, or calculated using the measured 

exhaust flow rate and compositions of the inlet and the exhaust gases.  

For a simple exhaust analysis, the PEM fuel cell system was operated at a 

constant current ranging from 50 W to 200 W of stack power.  After the fuel gas stream 

flows into the common fuel cell inlet, it is assumed to be uniformly distributed to every 

flow field plate and anode unit, i.e.,  XX j101 = (j = 1-47) for hydrogen fuel and 

 jXX 202 = (j = 1-47) for inert gas.  The hydrogen fuel is approximately consumed at an 

equal rate in each cell.  At each cell outlet, the gas composition is assumed equal.  The 

exhaust line in the main flow channels is shown in Fig. 4.2.  The pressure drop is quite 

small in both main flow channels.  The small amount of gas crossover from each 
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electrode is neglected in this work.  It is further assumed that the gas composition is the 

same at the auto purge and the manual purge outlets.  Also, the auto purge frequency ( ) 

is assigned a value of ∞, which means the exhaust gas is purged equally at a small 

average flow rate.  Thus, the total continuous volume is considered the same as that of 

exhaust gas purged during normal operation (0< <∞).  From a mass balance and the 

above mentioned assumptions, the following equations can be constructed: 

pf

pf

  11 ha xx =        (4.3) 

   22 ha xx =          (4.4) 

11 he xx =       (4.5) 

22 he xx =        (4.6) 

10201 =+ XX          (4.7) 

    121 =+ hh xx              (4.8) 

     eha vvv =+             (4.9) 

F
mIxvXu ee 21010 =−             (4.10) 

22020 hhaa xvxvXu +=             (4.11) 

Combining Eqs. 4.3-11, the inlet/outlet flow rates and the average flow rate of auto purge 

are then obtained:  
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01     (4.14)                         

Flow rates shown in the above equations are in mol/sec.  The rates are converted to 

ml/sec by using the ideal gas assumption at 1 atm and 20 °C for convenient description in 

the text and the table.  The average flow rate of auto purge exhaust (Eq. 4.14) is a 

function of the inlet/outlet gas compositions, number of fuel cells, stack current, and the 

manual purge flow rate.  The flow rate of fuel gas in the fuel cell system can also be 

determined by measuring the exhaust flow rate and the change in its composition.  

IV.3.2. Purge cell and MEA voltage in the stack    

A real fuel cell system is usually assembled in a stack format consisting of a 

group of fuel cells.  In the cells near the fuel exhaust outlet, impurities gradually 

accumulate needing to be well managed in order to provide enough hydrogen fuel for 

these particular anodes to perform the electrochemical reaction.  Periodical purge or 

continuous exhaust release is normally required for diluting or refreshing the exhaust 

build-up although a stack may be claimed as a dead-end structure.  The exhaust purge is 

normally triggered by monitoring the voltage of the purge cell portion when reaching the 

threshold values [7].  In consideration of the system operation and safety reasons, the 

Nexa™ power system was chosen for the lab test.  

The purge cell voltage was monitored as a function of operation time.  Its data 

value (Fig. 4.3) was sensitively related to the nitrogen gas in the anode fuel line.  There is 

no voltage drop with a pure hydrogen feed at a manual exhaust flow rate of 1.80 ml/sec.  

The system was then switched to a 7.3% nitrogen fuel feed.  The fuel and exhaust gas 

management on the anode side was conducted by the system controls automatically 
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purging exhaust if the fuel cells were operated at an unacceptably low cell voltage.  After 

the PEFC system was completely switched to the nitrogen feed, the flow rate of the 

manual exhaust decreased to 0.86 ml/sec.  The auto purge frequency was 15.4 mHz.  It 

was reduced to 12.5 mHz when the exhaust flow rate was increased to 1.90 ml/sec (The 

flow rate was measured as 3.63 ml/sec for a pure hydrogen feed).  As shown in Fig. 4.4, 

data were also collected at different flow rates of the manual exhaust with a pure 

hydrogen fuel feed.  During normal operation, the purge frequency ( ) was ca. 3.7 mHz 

at a stack power of 200 W.  With a proper manual rate increase of 0.038 ml/sec, the 

minimum purge voltage (i.e. critical flow rate, discussed later in detail) no longer 

decreased and the auto purge stopped (Fig. 4.4).  With the 2nd rate increase of the manual 

purge to 0.74 ml/sec, the maximum purge voltage was a steady 0.82 V.  Even when the 

manual purge flow rate was later increased to 1.80 ml/sec, the purge voltage remained in 

the same range of values.  Small differences in voltage were caused by a negligible 

change of temperature.  The Nexa™ system, fed by pure hydrogen, was tested at a 200 W 

stack power level for membrane dry-out resulting in no voltage diminution during a 

testing period of 48 min at an exhaust flow rate of 5 ml/sec (Fig. 4.5).  The measured 

purge frequency ( ) was ca. 16.3 mHz at a stack power of 1200 W. 

pf

pf

The fuel cell system (Nexa™ #527) was tested at 7.5% nitrogen content, balanced 

with pure hydrogen.  The stack and control system were successfully operated for start-up 

and the duration of inert gas intake.  The single fuel cell, i.e., MEA voltage (No.13, 33 

and 47 from the anode fuel inlet to the exhaust outlet) was measured at a level of 0.70 V 

at a stack power of 200 W, but the dynamic voltage signals were difficult to collect 

simultaneously for single fuel cells.  A system from National Instruments™ was set up in 
 79
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order to obtain voltage information for MEAs at different locations of the stack [10].  The 

voltage across each cell can then be monitored for further diagnosis purpose at different 

inert gas levels.  

Carbon dioxide was more difficult than nitrogen to obtain a good gas mixture in 

the lab because carbon dioxide (1.964 mg/ml) is 22 times heavier than hydrogen 

(0.0893 mg/ml) at 1 atm and 0°C (STP).  The fuel cell system with an exhaust flow rate 

of 1.70 ml/sec at 200 W stack power was successfully operated with a ca. 7% carbon 

dioxide feed for 50 min.  Both PEFC stack tests with ca. 7% nitrogen or carbon dioxide 

demonstrated that the Nexa™ power module is capable of operation with higher levels of 

inert gases with an additional exhaust purge line. 

IV.3.3.  Critical Flow Rate of the Anode Fuel Exhaust     

While the system was running, it was noticed that there exists a critical flow rate 

between the auto purge and manual purge line.  If the manual exhaust flow rate is lower 

than the critical value, the system continually purges with automatic controls.  If higher 

than the critical value, there is no need for the automated purge.  This is potentially 

beneficial for fuel recycle mode design and for increasing the fuel efficiency.  As shown 

in Fig. 4.6, the critical value can be approximately measured by manually adjusting the 

back pressure valve.  The auto purge subsystem gradually stops when the manual purge 

flow rate is slowly increased to a certain limit, at which point, the purge cell voltage 

maintains a stable minimum value with no need for automatic purge.  

After fuel cell system startup, the purge cell voltage reduced gradually and the 

anode fuel exhaust line purged for voltage restoration and performance recovery 

(Figs. 4.3 and 4.6).  After an automatic purge occurred, the purge cell voltage increased a 



maximum level.  This is probably caused by a temporary inert gas release at catalytic 

active sites during the quick purge process.  The voltage rapidly increased after the auto 

purge.  The purge cell voltage then decreased quickly, followed by a peak of increase, 

and then moved to the next purge cycle.  This may result from the fresh fuel gas which 

was purged into the anode in due form and replaced the impurities absorbed at the 

catalytic active sites.  At this moment, the manual purge valve was slightly opened and 

the purge cell voltage gradually increased (Fig. 4.6).  The flow rate was maintained at a 

minimum level and the purge cell voltage was also maintained as a constant.  If a slight 

voltage change occurred, a small adjustment to the back pressure was necessary to keep 

this parameter constant.  This minimum flow rate ( ev ), or critical flow rate of the anode 

fuel exhaust stream, was a useful parameter for calculating the auto purge frequency.  As 

a whole, the critical flow rate is determined by measuring the manual purge flow rate 

( ) at an auto purge flow rate (hv av ) close to 0.  This minimum value can be written 
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           (4.15)         

Theoretically, the auto purge frequency can be approximately determined by using the 

above critical flow rate in conjunction with the released volume of gas in each auto 

purge.  The fuel cell stack is safe for operation while its total purge flow rate is no less 

than this minimum flow rate.  In the practical operation of the fuel cell system, the 

requirement for the overall auto purge flow rate is a little higher than the calculated value 

because the operational purge frequency ( ) cannot be set to a value of ∞ (With the 

assumption of , the critical minimum flow rate is obtained).  There is also an 

pf

0→pf
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increase in the anode overpotential while the impurity builds up between the purge 

intervals.  Once the manual purge reaches its critical value, the inert gas exhaust attains 

its maximum operational concentration of impurity 

)
2

1)(1(
min,

01max,2
h

h Fv
mIXx +−=      (4.16) 

at the minimum flow rate.  Otherwise, the purge cell voltage, near the fuel exhaust side, 

decreases to an inoperable condition requiring further purge for MEA overpotential and 

PEFC lifetime protection.  

As described earlier, the Nexa™ system and an additional exhaust line were 

connected to measure the critical flow rate.  At the manual exhaust outlet, the GC gas 

sample for nitrogen composition was taken after recording data of the exhaust flow rate.  

The manual purge flow rate was measured during steady stack operation at a specified 

power level.  The fuel consumption rate and total exhaust flow rate in all of the stack 

flow channels were calculated using Eqs. 4.10 and 4.13.  

The auto purge flow rate is a dynamic value; thus, an average flow rate was 

approximated and substituted into the data.  The concentration of inert gas in the exhaust 

decreased with increasing the manual exhaust flow rate.  The manual flow rate was 

measured while the auto purge was stopped ( 0=pf ) and the voltage of the purge cell 

portion was constant.  As shown in Table 4.1, the auto purge rates were close to zero, 

although no auto purge was actually observed during the test process.  This type of 

operation provides a dual use of membranes in the MEAs as both gas purifiers and solid 

electrolytes.  Optimization of the fuel and exhaust gas management potentially increases 

system energy efficiency.  This operation reduces the system size and operational 
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complexity by eliminating the palladium purifying system between a fuel reformer and a 

PEFC stack, which normally requires ~250 psi and 300~400 °C to obtain a hydrogen fuel 

pure enough (>0.01%) for the PEFC system requirements under normal operating 

procedures.  

In further lab tests, a hydrocarbon reformate containing high level of CO2 and 

H2O was also used in the Nexa™ stack after troublesome CO and H2S poisons were 

removed.  Because small amounts of poisonous carbon monoxide were introduced into 

the fuel cell system, the overall stack voltage dropped gradually (Fig. 4.7).  The voltage 

of the purge cell at the end of the stack measured slightly higher than the average cell 

voltage in the PEFC stack.  This means that a concentration gradient of carbon monoxide 

existed inside the fuel gas distribution channel.  The front fuel cells in the stack were 

more likely to receive the poisons causing temporary catalyst deactivation.  This 

phenomenon will be further examined in the diagnostic analysis of the fuel cell system 

with small amounts of poison in fuel gas feeds.  

IV.3.4. Fuel Cell Stack Efficiency and Overall System Efficiency   
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The fuel cell efficiency is the genuine efficiency of the electrochemical reaction.  

Thermal (Energy) efficiency of the fuel cells is defined as the amount of useful energy 

produced relative to the change in stored chemical energy (commonly referred to as 

thermal energy, i.e., enthalpy change) that is released when a fuel reacts with an 

oxidant [11].  The ideal energy efficiency of the H2/O2 fuel cell ( ) is 83% 

when the cell is reversibly operated to produce liquid water and heat is not considered.   

A more general expression for the energy efficiency of the fuel cells (or stack) is 

summarized 

/fe G Hη =
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The fuel cell energy efficiency increases by the co-generation of heat and electricity if the 

formed heat ( ) from the cooling system is partially recycled for hot water etc.  For a 

common PEM fuel cell where  is not employed for useful work ( ), the single 

cell energy efficiency is simplified  
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The fuel cell (stack) efficiency in actual operation is given  

fc s
fc
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          (4.19) 

This expression is also called voltage efficiency.  

Efficiencies of the PEFC stack and its system are the most significant concerns 

regarding the whole system performance.  When the Nexa™ PEFC system was operated 

at ca. 200 W stack power with 7.5% nitrogen feed ( = 2.22 ml/sec, Table 4.1), the fuel 

cell stack efficiency of 47 total cells was approximately 64% (stack voltage, 

E

hv

s = 35.95 V; theoretical cell voltage, 2.1≈o
fcE V).  Due to the power consumed by the 

electronic controls and air compressor, the stack output efficiency for useful work was 

75%.  While nitrogen in the anode stream was concentrated from 7.5% to 91.6%, the fuel 

efficiency was still 99% with a manual exhaust flow rate of 2.22 ml/sec and without auto 

purge.  The overall efficiency (the energy efficiency of the whole fuel cell system) is 

calculated  
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where the fuel gas contained 7.5% nitrogen and the PEFC was operated at its critical flow 

rate.  The handbook [11] pointed out that the operation at higher fuel cell efficiency 

(> 50%) increases the capital cost but decreases the fuel cost.  Further work is continued 

on the optimization of various efficiencies in order to rigorously understand the benefits 

of the operational method.  

 

IV.4. Conclusions 

The PEM stack in the Ballard Nexa™ system was fed with mixtures of hydrogen 

fuel and high levels of inert gases.  After running the stack for a period of time, the purge 

cell voltage reduced gradually, requiring the anode fuel exhaust line to be purged for 

voltage restoration and performance recovery.  The critical flow rate in the anode exhaust 

stream was obtained at a specified power level with a mass balance.  Using this method 

of fuel gas and exhaust management, the flow rate of fuel gas in the fuel cell system was 

determined by measuring the exhaust flow rate and the change in its gas composition.  

This process provided a dual use of membranes in the MEAs as both gas purifiers and 

solid electrolytes.  This operational method eliminated the need for a high temperature 

palladium separator and/or gas purifier.  It also reduced the auto purge frequency required 

for stack performance recovery.  The Nexa™ PEM fuel cell system successfully utilized 

hydrogen feeds with ca. 7% inert gases.  The fuel cell stack was safely operated with its 

total purge flow rate at no less than this critical flow rate.  Nitrogen in the anode stream 

was concentrated from 7.5% fuel feed up to 91.6% N2 exhaust; thus, this operational 
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method still maintained a fuel efficiency of 99%.  Further optimization of the fuel gas and 

exhaust gas management potentially increases the system energy efficiency.  
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IV.6      Nomenclature 

     E  voltage, V 

f  frequency, Hz 

F  Faraday’s constant, 96487 A sec/mole 

∆G  Gibbs free energy for electricity generation, kJ/mole 

∆H  thermal energy (enthalpy change) available from the H2/O2 reaction, kJ/mole 

I  current through fuel cell stack, A 

m  total number of the working fuel cells in the stack  

n  number of electrons involved in one water molecule production  

q  heat produced in the reaction which is contributed to useful work for energy 
saving, kJ/mole  
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u  gas flow rate at inlet side, mol/sec in equations (*2.404X104 ml/sec at 20°C, 1 
atm) 

v  gas flow rate at the outlet side, mol/sec in equations (*2.404X104 ml/sec at 20°C, 
1 atm) 

X  fuel inlet volume fraction  

x  outlet exhaust volume fraction  

  Greek 

η  efficiency  

  Subscripts 

0  fuel gas inlet 

1  hydrogen fuel gas 

2  inert gas 

a  auto purge outlet 

e  main channel exit of the fuel cell anode 

fc  fuel cell 

fe  fuel cell energy 

fu  fuel gas 

h  manual exhaust outlet(hand adjustment) 

j  number of the fuel cell started from the fuel inlet   

oe  overall efficiency of the fuel cell system 

p  auto purge  

s  fuel cell stack  

so  stack output 

w  useful work  
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Table 4.1.  Fuel gas and its exhaust gas compositions as well as different flow rates in the anode side of the 
system (Room temperature 20°C, fuel to system 20 psig). 
Stack 
power 

Ps

Stack 
current 

Is

H2 at  
inlet 
X01

N2 at 
inlet 
X02

H2 at 
outlet 

)( 11 eh xx

N2 at 
outlet 

)( 22 eh xx

Bubble
flow 

hv
a

H2 used in 
the cellsb 
mI/(2F) 

Inlet 
flow 
0u  

Outlet
flow 

ev  

Auto 
flow 

av  

(W) (A) (%) (%) (%) (%) (ml/sec) (ml/sec) (ml/sec) (ml/sec) (ml/sec)

50 1.22 93.90 6.10 21.60 78.40 0.51 7.143 7.75 0.603 0.090

50 1.34 93.00 7.00 3.96 96.04 0.51 7.85 8.47 0.617 0.109

100 2.58 94.25 5.75 2.69 97.31 0.97 15.11 16.06 0.949 -0.02 

100 2.58 92.50 7.50 7.70 92.30 1.16 15.11 16.45 1.336 0.176

150 4.40 94.25 5.75 31.80 62.80 1.65 23.65 25.83 2.178 0.53 

200 5.64 92.50 7.50 8.41 91.59 2.22 33.02 35.96 2.95 0.725

200 5.47 97.60 2.40 14.60 85.40 0.80 32.03 32.96 0.926 0.126

200 5.47 93.90 6.10 10.20 89.80 1.85 32.03 34.36 2.334 0.484

 
a The critical flow rate was approximately measured from the manual gas exhaust stream.  
b The consumption flow rate of hydrogen fuel was converted to ml/sec as it was assumed the 
stream in the stack was at 20°C & 1 atm.  
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Figure 4.1.  Schematic drawing of a NexaTM PEFC stack added with a manual purge line. a)Fuel gas 
cylinders, b) Central controller unit and start battery, c) NexaTM power system, d) Fuel gas line, e) Ballard® 
stack, f) Computer data collection, g) Bubble meter, h) Gas exhaust line, i) Back pressure valve, and j) 
Electronic load.     
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Figure 4.2.  Simple flow diagram of anode fuel and exhaust stream in a PEFC stack. a) Fuel cell anode and 
fuel flow, b) Main exhaust flow channel, c) Auto purge valve (Average flow rate expressed as av ), d) 
Bubble generator, e) Back pressure valve, f) Bubble meter (Flow rate expressed as ), g) Main fuel gas 
channel (feed for each cell assumed in parallel), h) Exhaust outlet (Flow rate expressed as 

hv
ev ).  
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Figure 4.3.  Purge cell voltage as a function of operation time with ca. 7.3% nitrogen fuel feed in 
comparison with pure hydrogen operation. Exhaust flow rate in-situ measured by the same fuel feed; Stack 
temperature, 31°C. 
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Figure 4.4.  Purge cell voltage as a function of operation time without inert gas feed. Exhaust flow rate 
measured by pure hydrogen (>99.99%) feed; Stack temperature, 31°C. 
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Figure 4.5.  Membrane dry-out and purge frequency tests using pure hydrogen fuel at different stack power 
levels. Exhaust flow rate measured by pure hydrogen (>99.99%) fuel feed. Stack operated at 200 W (48 
min tested), ~32°C; 700 W, ~50°C; 1200 W ~65°C.   
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Figure 4.6.  Purge cell voltage as a function of operation time at two different stack power levels. Manual 
exhaust purge started after two purge cycles; Stack temperature, 28~30°C. 
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Figure 4.7.  Stack and purge cell voltage as a function of operation time when using a hydrocarbon 
reformate containing high levels of CO2 and H2O (hydrogen ~98%, CO < 100 ppm, CO2 < 100 ppm, CH4 
~2%, stack temperature 30°C).  
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Chapter V 

PEM Stack Test and Analysis in a Power System at Operational Load via AC 

Impedance 

 

V.1. Introduction  

During the past twenty years, fuel cell related engineering sciences and 

technologies have attracted more attention due to the need for an efficient, non-polluting 

power source for global transportation (cars, buses, ships, and submarines), for portable 

devices (mobile communication, lap-top, and vacuum tools), and for residential backup 

(combined power and heat generation with top-level energy efficiency) [1, 2].  Properly 

designed fuel cell systems can be a reliable and durable method to produce 

environmentally friendly energy for many applications.  The polymer-electrolyte fuel cell 

(PEFC) is considered by many to be the most promising type of fuel cell for 

transportation and mobile power sources because of its low-temperature operation and 

ease of construction [3].  Significant progress is being made towards commercialization 

of producing PEFC power systems that attain the optimum balance of cost, efficiency, 

reliability, and durability.  Characterization of a single fuel cell, a group of fuel cells, or 

fuel cell stacks in operation mainly refers to the electrochemical in-situ techniques [4].  

Electrochemical impedance spectroscopy (EIS or AC impedance) is the most powerful 

tool for the determination of the Ohmic, activation, and concentration losses.  Diard et 
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al. [5] conducted impedance measurement (load R = 1 Ω) of a four-cell HPower stack 

using pure H2 and O2 and estimated that the resistance of the polymer membrane was ca. 

40% of the internal resistance.  Hakenjos and his coworkers [6] tested their self-

developed four-cell short stack using a multichannel frequency response analyzer 

allowing simultaneous impedance measurement of single cells (shunt resistor 100 mΩ).  

Yuan et al. [7] performed impedance measurement of a 500 W six-cell PEM stack using 

hydrogen and air.  Excellent impedance arcs including air mass transport and anode 

activation loss demonstrated the effects of air shortage at 30°C and 50°C.  Canut et al. [8] 

investigated Hydrogenics PEM stacks with 4–22 MEAs under membrane drying, fuel cell 

flooding, and anode catalyst poisoning conditions.  For the above research and impedance 

work, the operating stoichiometry was maintained at 1.2–2.5, and relative humidity was 

controlled at 50–100%.  

The drawbacks of the impedance technique are as follows: the process is 

complicated, the equipment is expensive, data interpretation is difficult, and high-power 

application is more sophisticated.  The valuable information from impedance data can be 

simulated by non-linear least square fitting and interpreted using equivalent circuit 

elements, which is called equivalent circuit modeling.  The present work mostly focuses 

on collecting AC impedance data from a fuel cell power system directly at operational 

loads.  Impedance data samples and theoretical analysis are conducted in order to 

understand the phenomenon responsible for these test results.  This paper makes use of 

the AC impedance technique to characterize a single fuel cell, a fuel cell group, or a 

whole stack in a fuel cell power system.  
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V.2. Experimental Details 

The PEM stack in the Ballard Nexa™ fuel cell system was employed in the lab 

test.  The power module is a small, low maintenance, fully automated and highly 

integrated fuel cell system providing 1200 W of unregulated DC power.  Its output 

current can reach 44 A, and stack voltage for 47 total fuel cells normally rises up to 41 V 

open-circuit.  Due to the inexistence of manufacturing data, the fuel cell working area is 

estimated as ca. 122 cm2.   

The automated operation is maintained by an embedded controller board.  The controller 

uses the stack power to adjust the parameters for optimization of energy efficiency.  For 

the stack test in the power system, the power source for the embedded controller board 

can be simultaneously switched from the fuel cell stack to a similar external power source 

after the system reached a steady temperature.  The constant voltage level for the external 

power source is determined easily by measuring the stack voltage delivered to the 

controller after the stack reaches its steady state.  The PEM stack, separated from the 

control subsystem, was tested for collecting the AC impedance data at different current 

levels.  The supply pressures to the stack were 5.0 psig for the fuel and 2.2 psig for air 

oxidant.  The stack was air cooled and had no outside fuel and oxidant humidification.  

The Gamry FC350™ fuel cell monitor [9] with a proper electronic load is available to 

work at a higher current range for measuring the ac impedance data.  The Gamry AC 

impedance system can be normally operated up to 50 V and 300 A within a frequency 

range from 10 µHz to 20 kHz.  The contact and wire resistance between the power output 

wires and the testing fuel cells was approximately measured as Rwc = 0.0218 Ω using i–V 

techniques.  The sinusoidal current signal from the FC350™, working in galvanostatic or 
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hybrid impedance mode, modulated the current from single or multiple fuel cell(s) or the 

PEFC stack.  Simultaneously, the current information at the electric load was sent to the 

FC350™ monitor, and the fuel cell voltage was measured by the FC350™ directly.  The 

FC350™ collected these data and generated the impedance data for further analysis.  

The Gamry framework software allows measurements to be performed in a 

galvanostatic manner and a hybrid mode.  Traditional measurements are performed using 

constant RMS amplitude for the AC signal.  The problem with this technique is that the 

impedance of the cell varies significantly from high to low frequencies.  For impedance 

to be accurate, the perturbation signal has to be sufficiently small to maintain a pseudo-

linear i–V operation.  Hybrid measurements compensate for the change in cell impedance 

as frequency is varied by changing the AC current amplitude to keep measured AC 

voltage at a set of value.  The previously measured impedance point is used in 

determining the new current amplitude, as the scan proceeds from 10 kHz to 10 mHz.  In 

this work, the galvanostatic and hybrid EIS mode were applied for the experiments in 

order to observe the EIS behavior at various frequencies.  For the entire stack in the 

system, it was tested with and without the embedded controller.  For the impedance 

spectrum, the non-linear least squares fitting algorithm was applied to find the model 

parameters for best agreement between the model impedance spectra and the measured 

spectra.  Future publications will present the equivalent circuit model and conduct 

simulation conducted in PSpice. 
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V.3. Results and Discussion 

Impedance denotes an opposition to the flow of electrons or current.  It can be 

expressed as a complex number including the real component (Zre, resistance) and the 

imaginary component (Zim, capacitance and inductance).  The measured impedance data 

(f-frequency, Zre, and Zim) are then forwarded to data analysis, result simulation, and 

physical interpretation.  Because the Nyquist plot is one of the popular formats for 

evaluating electrochemical impedance data, a schematic drawing of Nyquist plot is given 

as Fig. 5.1 according to both the published work [4, 10] and the experimental results.  

This schematic description allows better understanding of the in situ impedance data on 

the Nyquist plots.   

V.3.1. Small Signal Applied to the EIS Test  

Gamry indicates that a small AC signal (1–10 mV) is generally applied to a cell in 

a normal EIS test [11].  EIS techniques normally use very small excitation amplitudes, 

often in the ranges of 5–10 mV peak-to-peak [12].  The small excitation signal causes 

only minimal perturbation of the electrochemical test system, which ensures a pseudo-

linear iR relationship.  There is no large nonlinear response to the DC potential in the cell 

test, because the current is measured only at the excitation frequency.  This small signal 

reduces errors caused by measuring over a nonlinear portion of the iR curve.  For each 

test, the fuel cell system was started at a constant power or current level until it reached a 

steady temperature.  Using the hybrid EIS mode, different small AC voltages from 5 mV 

to 300 mV were entered into the window interface as “AC Voltage”.  Results reveal that 

the AC potential of 5 mV is so small that the points of the impedance data are scattered 

especially at the low frequency region.  This means that 5 mV excitation signal is not 
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strong enough to cause the useful perturbation in the electrochemical system.  The rest of 

the data points for the AC potential signals from 20 mV to 300 mV are approximately 

located on the same Nyquist curve.  The impedance test was also conducted using AC 

current as the control variable from 20 mA to 500 mA.  This is called Galvanostatic EIS 

mode, in which a constant AC current is applied and the resulting AC potential is 

measured.  The Nyquist data from 20 mA AC excitation is random, while data from 

60 mA to 500 mA AC signals are well matched.  

The Galvanostatic EIS is the most common EIS technique for fuel cell studies, but 

it must be used carefully [9].  In consideration of single cell or cell groups at low 

temperature with higher impedance (activation losses), the hybrid EIS mode is applied to 

set an initial current, then the AC current is adjusted continually throughout the 

measurement to control the AC voltage.  In this manner, the amplitude of the ac current is 

regulated so that the ac voltage does not extend beyond the linear range. 

V.3.2. Ohmic Resistance in the Nyquist Plots  

The resistance RΩ (as shown in Fig. 5.1) represents the total Ohmic resistance of 

the fuel cell(s).  It can be expressed as a sum of the contributions from the 

uncompensated wire/contact resistance Rwc and Ohmic resistances of each cell 

component, Rs.  Resistance of a single cell component consists of the Ohmic resistance of 

the membrane Rm, anode Ra, cathode Rc, bipolar plates Rbp, and the contacts between the 

electrode/membrane and electrode/bipolar plate.  The resistance for proton transport 

(ionic resistance) exists in the membrane electrolyte and also in the catalyst layer 

containing small amounts of Nafion additive.  The resistance for electron conduction in 

solid materials is called electric resistance.  



It is quite difficult to determine the exact contribution of the different 

components.  For fuel cell stacks, Rm is the main contributor because the electric 

resistance of bipolar plates and contact layers/slots can be minimized through using 

highly conductive materials.  The membrane resistance is inversely proportional to the 

surface area of the fuel cell working area.  Many works focus on improving the proton 

conductivity of the membrane [1]; however, for impedance tests on a single cell or a 

three-cell group of the stack, the total Ohmic resistance is changed with the humidity 

condition of the membrane at room temperature (Fig. 5.2).  Because the contact area is 

the same during tests, it is assumed that the contact resistance is the same for each test.  

The membrane resistance correlates to the condition of the humidity exchanger.  For the 

whole stack, the total Ohmic resistance [10] is a function of the cell number (n)   
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R                          (5.1)                               wc sR R nΩ = +

Using this equation, it is possible to approximately predict the Ohmic resistance of each 

cell component.   

V.3.3. Single Cell Tests and Impedance Data Interpretation  

The fuel cells in the stack (#308) were tested separately at currents of 0.2, 0.5 and 

1.0 A DC.  After the stack was started, the embedded controller was separated from the 

system by applying a similar current using an external power supply.  The Ohmic 

resistance is located on the Zre-axis at the high frequency side of the impedance spectrum 

(Fig. 5.2).  The fuel cells in the stack are fed counter-currently with oxygen and 

hydrogen.  They are numbered from the hydrogen inlet side to the hydrogen exhaust side.  

Cells #10, #15, and #25 are located near the hydrogen inlet side, far away from the 

humidity exchanger at the cathode inlet.  The main difference among five individual fuel 



cells is the impedance behavior of the 47th cell in the stack.  The 47th cell is located 

nearest to the humidified air inlet after the humidity exchanger and has the lowest Ohmic 

resistance (RΩ = 0.12 Ω).  The mass transport losses are observed at the 47th cell due to 

impurity build-up.  As shown in Fig. 5.2, there is no obvious difference in Ohmic 

(membrane) resistance if the test current changes for the same cell.  Cells #10, #15, and 

#25 at the front side of the stack have a slightly higher resistance (RΩ = 0.32–0.48 Ω) at a 

current from 0.2 to 1.0 A because of the less humid environment.  For the single-

separated fuel cell test in a stack, a small humidity gradient accounts for the disparity in 

Ohmic resistance between cells nearby and far from the humidity exchanger.  

V.3.4. Group Cell Tests and Impedance Data Interpretation  

The results for the fuel cell groups of 12, 24, 36, and 47 cells are shown in 

Fig. 5.3.  The activation loss (i.e. the polarization resistance) is exceedingly higher, 

because temperature of 26 ºC is relatively low for the operation of PEM fuel cells.  The 

polarization resistance (Rp) is the sum of the anode activation losses (Ra) and the cathode 

activation losses (Rc).  It increases with the number of fuel cells in the group, and 

approximately equals the sum of each cell’s polarization resistance (Rp,i).  
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Four different cell groups tested at 0.2 A load current and 26 ºC.  The cells were grouped 

in multiples of 12 up to the maximum number of cells (47).  The effect of the cell 

numbers on the total Ohmic resistance can be neglected because most of impedances are 

contributed by the electrode polarization at a temperature of 26 ºC.  The polarization loop 

data can be extrapolated to the Zre-axis in order to estimate the polarization resistance.  
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The 12-group cell resistance (Rp = 2.1 Ω) is almost doubled (Rp = 4.3 Ω) if it is extended 

to a 24-group cell, and tripled (Rp =6.3 Ω) if it is extended to a 36-group cell.  The 

resistance of the last 47-group cell (stack) is 8.9 Ω.  From the Nyquist plot and data 

analysis, it is clear that the polarization resistance for the electrode activation losses is 

dominant in the fuel cell reactions for low-temperature PEFC operation.       

The stack was then loaded with 5 A current maintaining a temperature of 29 °C 

(Fig. 5.4).  Because mass transport limitations occur at the low frequency side, 

impedance data are scattered on the Nyquist plot in said region.  If the data points at the 

end loop of activation loss are extrapolated to the Zre-axis, the polarization resistance 

approximately follows the relationship of Eq. 5.2.  After the peaks of the imaginary 

impedance component, especially at the low frequency side, the loop data digress away 

from the normal loop curves.  This is because mass transport limitations are occurring 

inside the fuel cells.  At a 5 A load current, the mass transfer losses change the normal 

loop shape and size.  The effects of mass transport become visible on the loop curves, 

especially the mass transport is observed for the total 47 fuel cells.  This is identical with 

the anode purge cell pair located near to the 47th cell.  In comparison to the AC current 

perturbation work [7], the Nyquist data points collected by the hybrid mode (AC voltage 

excitation) appear to be a hydrogen mass transport limitation occurring in the purge-cell 

pair.  

V.3.5. Stack Test and Impedance Data Interpretation 

The stack #308 was tested with its embedded controller using 500 mA AC 

perturbation signal.  This perturbation signal has a better Nyquist plot, as shown in 

Fig. 5.5.  Because of the embedded control operation, the Nyquist plot has some 
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fluctuation or noise.  The difference between this plot using 500 mA AC signal and the 

previous Nyquist plot appears at the low frequency end.  The changes are mostly caused 

by mass transport loss at the air cathode side.  The steady temperature for the stack is ca. 

32 °C at an output current of 5 A.  There are four types of losses on the single Nyquist 

curve as shown in Fig. 5.1.  Ciureanu et al. [10] performed related work on the 

impedance spectrum and presented several interesting Nyquist plots about the air 

cathode.  From the above mentioned tests and analysis for the frequency loop, it is 

concluded that the cathode activation losses and cathode mass transfer losses exist at the 

low frequency side of the Nyquist plot, and the loop size related to mass transport 

increases with the load current in the stack.  

The bigger loop, at a current of 5.0 A, is the loss due to anode and cathode 

activation.  At the same time for the fuel cell stack, the small loop at the low frequency 

side is mostly related to the mass transfer losses occurring at the cathode side.  The loop 

shape is different from the hypothetical fuel cell in the literature [4], which uses an 

equivalent circuit model simulating mass transport loss through an infinite Warburg 

element at the cathode.  The small loop on the low frequency side for the whole stack is 

similar to the Nyquist plot of the air cathode at a certain air flow rate.  The difference in 

the loop portion associated with mass transport loss can be attributed to the different 

design of the fuel cell systems.  Mass transport at the anodes or the cathodes may be 

alternatively dominant at different operating conditions due to the design of various 

controls or a change in operating parameters such as stoichiometry values and purge 

frequencies.  By increasing the power output level, the activation loop is reduced and the 

mass transfer loss is increased.  At a stack current of 46 A, the controller and mass 
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transport limitations scatter the Nyquist data points.  The exhaust of the air cathode, 

including N2, product of water, and other impurities, needs to be removed in order to 

allow the oxygen reactant to diffuse into the absorption/ reaction sites.  At a 1339 W 

high-power level (stack current equals to 46 A), the mass transport losses increase for 

cathode processes at the low frequency (right) side of the loop, as shown in the Nyquist 

plot (Fig. 5.5).  It is concluded that the controller adjustment causes the data point 

fluctuations in comparison with the Nyquist diagram without embedded controls 

(Fig. 5.6).  On the other hand, as stack temperature increases, the activation loss is largely 

reduced.  

A recent publication [13] shows us that the reason for the departure from an ideal 

impedance plot (Fig. 5.1) is not only due to the different operating conditions 

experienced by the cells but also because these conditions also vary along the cell length 

(inlet to outlet direction).  However, it is well known that the double layer capacitance is 

correlated to the impedance arc and is proportional to the surface area of the electro-

catalysts.  If the anode is loaded enough electro-catalysts with high surface area, the 

impedance arc theoretically exists for anode activation loss.  Since there is more 

limitation of the reaction at the air cathode, the catalyst/carbon loading at the cathode is 

doubled in order to reduce the limitation and match with the anode feature [14].  The 

reduced catalyst/carbon loading is reasonable to be one of the reasons for the impedance 

arc departure from an ideal impedance plot, because the reduced anode impedance arc is 

hidden in the larger cathode impedance loop.   

The authors noticed that Yuan et al. [7] tested a 500 W six-cell PEM stack using 

hydrogen and air.  The MEA in this stack consists of Nafion 115 membrane with a total 
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Pt catalyst loading of 1.0 mg cm−2.  This work with higher loading of electro-catalyst 

shows excellent impedance arcs including anode activation loss, cathode activation loss, 

and air mass transport loss during air shortage operation at 30 °C and 50 °C.  The 

impedance arc departure from an ideal impedance plot usually occurs for a whole fuel 

cell or stack due to optimization of the electrode structure and performance.  

After the embedded controller was disabled, its power was switched 

simultaneously to the external power supply, and then the AC impedance data were 

collected for the whole stack at different current levels.  The Nyquist plots are shown in 

Fig. 5.6 (a and b).  These Nyquist plots, after moving the noise of the embedded system 

controller away from the fuel cell system, describe the real reactions and processes 

happening in the fuel cell stack.  Mass transport losses at the low frequency side are 

clearly shown on these six plots.  The ohmic resistance from the Nyquist plot is RΩ = 

0.067 Ω.  The resistance for each cell component Rs is calculated as Rs = 117 mΩ cm2 

using Eq. 5.1.  At a current of no more than 350 mA cm−2, the saturated membrane 

resistances are simulated as 40–125 mΩ cm2 for 50–175 µm membrane [15].  The 

membrane thickness for the fuel cell stack is reasonably located in the range from 50 µm 

to 164 µm (Table 5.1).  Based on the published i–V diagram [16], it is reasonable to 

assume that the membrane resistance equals to half of the resistance of each cell 

component, so the membrane resistance is obtained as 59 mΩ cm2.  Through linear 

interpolation as shown in Table 5.1, the membrane thickness is further estimated as ca. 

82 µm, which is very close to the thickness of the Nafion® 1135 (3.5 mil, 89 µm).  

However, the membrane thickness was measured as 114 µm (4.5 mil) on the small edges 
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around the stack.  If the MEA in the stack uses 114 µm thick membrane, it is not 

acceptable that the membrane resistance approximately equals to 70% resistance of a 

single cell component.  The reason is that the membrane may be treated on the edges and 

become thicker for the edge sealing purpose.  In considering that the minimum end-of-

life (EOL) time is designed as 1500 h, the membrane thickness is estimated in the range 

between 51 µm and 89 µm.  Diard et al. [5] utilized the constant membrane thickness 

(estimated as Nafion® 1135) and membrane conductivity (σ = 0.083 S cm−1) to calculate 

the polymer membrane resistance as ~40% of the internal resistance.  This is a good 

theoretical value, but it neglects the thickness change during membrane compression and 

MEA formation.  In consideration of membrane compression during hot press, the ratio 

of the membrane resistance to the total internal resistance is reasonably less than 40%, so 

the membrane resistance is close to Nafion® 112 (Table 5.1).  Its theoretical membrane 

resistance is 61 mΩ cm2 at a thickness of 51 µm.  The actual thickness in the MEA 

structure is estimated as ca. 34 µm based on the 33% compression ratio (i.e. the ratio of 

simulated membrane resistance to its theoretical membrane resistance).   

In comparison with the schematic drawing (Fig. 5.1), mass transport at the 

cathode affects the reactions at a current of 2.5 A and greater (Fig. 5.6b).  The loop 

portion for mass transport limitation increases with the output current levels.  At the 35 A 

output current, the loop portion of mass transport is almost equivalent to half of the whole 

Nyquist plot.  It reveals that the cathode activation losses are quickly reduced as 

temperature increases, but limitations of mass transport inside the micropores and at the 

active sites increase with the power output level due to mass transfer requirement for 

further reactions.  Removal of the gas-phase exhaust (mostly nitrogen diffusion) and 
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transport of water product (through heat transfer and pressure driving-force) are 

necessary for allowing fresh reactants to diffuse into the electrode reaction zone and 

continuously generate the electric power. 

 

V.4. Conclusion 

The EIS technique is an important tool to characterize a fuel cell stack or its system.  

For an individual fuel cell tested separately in a power system with a humidity exchanger, 

its Ohmic resistance (RΩ) changes slightly with the cell location due to the humidity 

limitation.  The Ohmic resistance for each cell component in the stack is approximately 

obtained as 117 mΩ cm2 at current from 2.5 A to 35 A.  When the stack is electrically 

isolated from the embedded controller, the Nyquist plots are less noisy; hence, the 

reactions and processes are better described.  The mass transport loss at the anode is 

observed from single cell and group cell tests and the loss is caused by the impurity 

build-up at the purge-cell pair.  The pure stack Nyquist plot shows that mass transport 

losses at the cathode side approximately equal the activation losses at a 35 A stack output 

current (ca. 287 mA cm−2).  The mass transport loss is observed from the stack 

impedance test and the loss is contributed by cathode air shortage.  The mass transport 

losses are increased with increasing stack power output, while the activation losses are 

greatly reduced with increasing stack temperature.  The membrane thickness is estimated 

in the range between 51 µm and 89 µm, its actual membrane resistance approximately 

equals to 35~54% of its total internal resistance.  These AC impedance data can be 

further utilized to develop the equivalent circuit model for simulating the in situ stack 

behavior using the PSpice tool.  The AC impedance method is simple and trouble-free for 
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implementing real time diagnostic capability suitable for evaluating the stack 

performance and the state-of-health of the fuel cells in the PEM stack.  
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Table 5.1.  Membrane thickness estimation using linear interpolation. 

Membrane thickness (µm) 
Membrane 
resistance 

(mΩ⋅cm2) 
Simulated 

resistance vs. 
thicknessa[15] 

Estimated 
values by 

interpolation 

Relationship between 
membrane resistance (Rm) 

and each cell component (Rs) 

Membrane data  
reference 

R=L/σ (L − thickness, 
µm; σc − conductivity, 
0.083 S cm−1) 

40 50  Rm = 0.34Rs

41  51 Rm = 0.35Rs

59  82 Rm = 0.50Rs

63  89 Rm = 0.54Rs

70 100  Rm = 0.60Rs

81  (114)b Rm = 0.70Rs

90  127 Rm = 0.77Rs

100 140  Rm = 0.85Rs

117  <164 Rm < Rs

125 175  ⎯ 

 Nafion® 112  

(51 µm, 61 mΩ⋅cm2) 

 Nafion® 1135  

 (89 µm, 107 mΩ⋅cm2) 

 Nafion® 115  

(127 µm, 153 mΩ⋅cm2)

 Nafion® 117  

 (178 µm, 214 mΩ⋅cm2)

 

a The simulated memebrane resistance and thickness can be viewed as constant at a current density of less 
than 350 mA cm−2. The literature membrane was saturated before entering into the H2/Air PEM fuel cell.   
b The membrane thickness was measured at the small edges around the stack.  
c DuPont product information, Nafion® PFSA Membranes, NAE101, November 2002. 



 
 
 
 
 
 
 
 
 

 
Figure 5.1.  Nyquist plot from a hypothetical PEM fuel cell stack (or fuel cells in the stack). The four 
regions represent four losses in the fuel cells, and the size of each loop is correlated to the relative 
magnitude of each losses.   
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Figure 5.2.  Nyquist plot of stack #308 using 10-20 mV AC voltage signals applied to the PEFC stack 
without an embedded system controller at a test-starting current from 0.2 A to 1.0 A and a temperature of 
ca. 26°C.  
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Figure 5.3.  Nyquist plot of stack #308 using 10 mV AC voltage signals applied to the PEFC stack without 
an embedded system controller at a test-starting current of 0.20 A DC current and a temperature of 26°C.  
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Figure 5.4.  Nyquist plot of stack #308 using 10-20 mV AC voltage signals applied to the PEFC stack 
without an embedded system controller at a test-starting current of 5.0 A DC current and a temperature of 
29°C.  
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Figure 5.5.  Nyquist plot of stack #308 using 500 mA AC current signals applied to the PEFC stack with 
an embedded system controller at a test-starting current from 5.0, 22.7 to 46 A and a temperature of 33, 54, 
and 65°C.  
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Figure 5.6.  Nyquist plot of stack #308 using 250-500 mA AC current signals applied to the PEFC stack 
without an embedded system controller at a test-starting current from 2.5 A (250 mA AC, the rest are 
applied with 500 mA AC current) to 35 A and a temperature from 29°C to 65°C. a) Complete Nyquist 
diagram, b) Enlarged part of the Nyquist diagram. 
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Chapter VI 

Equivalent Circuit Elements for PSpice Simulation of PEM Stacks at Pulse Load 

 

VI.1. Introduction  

Proton exchange membrane (PEM) fuel cells directly and continuously convert 

the chemical energy of a reaction between gaseous fuel and gaseous oxidant into 

electrical energy.  Determination of the fuel cell degradation, recoverable poisoning, state 

of single MEA health, and stability of long-term stack operation are challenges for 

current fuel cell investigation [1].  Most AC impedance work was conducted on the air 

electrode and cathode catalyst layer [2-4].  Dynamic AC impedance measurements are 

attractive as an in-situ technique for fuel cell diagnostics and simulation [5].  Holz and 

Vielstich measured AC impedance data for Teflon-bonded oxygen porous electrodes of 

an alkali fuel cell [6].  This work developed an equivalent circuit containing resistors 

(solution resistance, charge transfer, and O2 adsorption), capacitors (double-layer 

capacitance and O2 adsorption capacitance on catalyst), and Warburg impedances (O2 and 

ion diffusion to catalyst).  Springer applied AC impedance to the polymer electrolyte fuel 

cell (PEFC or PEMFC) including equation implementation, model simplification and 

versification, least squares fitting, and interpretation of impedance features [7].  Diard et 

al. conducted impedance measurement (load R = 1 Ω) of a 10 W four-cell HPower stack 

using pure H2 and O2 and estimated that the resistance of the polymer membrane was ca. 
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40% of the internal resistance [8].  Wagner examined the impedance spectra of a PEM 

fuel cell and simulated the measured EIS with an equivalent circuit in order to split the 

cell impedance into electrode impedances and electrolyte resistance by varying the 

operating current through load changes [9].  However, the physical elements were not 

analyzed and no proper values were given for these elements.  Instead, it emphasized the 

correlation between impedance of the fuel cell and i-V curve.  Wilkinson and St-Pierre 

[10] obtained some useful  parameters with AC impedance separating kinetic, Ohmic and 

mass transport effects for PEM fuel cells using different gas compositions such as O2, air, 

and 79% He/21% O2.  Yuan et al. performed impedance measurement of a 500 W six-cell 

PEM stack using hydrogen and air [11].   Impedance arcs including air mass transport and 

anode activation loss demonstrated the effects of air shortage at 30°C and 50°C.  There is 

no doubt that the study of the whole PEM stack system with solid electrolyte membranes 

is extremely difficult if using a traditional reference electrode.  Kuhn et al. [12] first 

introduced a pseudo reference electrode into the fuel cell for separation of the anode and 

cathode to study the anodic kinetic parameters. 

 Electrochemical impedance spectroscopy (EIS) is a powerful tool used to 

formulate a hypothesis when EIS data is fit to an equivalent circuit model.  The number 

of circuit elements and types of circuit models are determined by a perfect fit using the 

curve-fitting software and suitable interpretation of the circuit models and physical 

elements.  The “Goodness of fit” is a chi-squared parameter (χ2), normally included in 

the curve-fitting software [13].  Boukamp recommended that after a new circuit element 

is introduced into the circuit model, the value of χ2 should decrease by tenfold [14].  If 

the result of an additional circuit element does not improve the goodness of fit, one 
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should keep the simpler model, search for an improved circuit model, or use another 

circuit element.        

Several circuit elements are usually used in the fuel cell circuit modeling.  The 

Gerischer element describes a preceding chemical reaction in the bulk reaction and also 

can be applied to model the porous electrode process [15].  The most common and 

simplest diffusion circuit element to use is called the Warburg diffusion element [16].  It 

can be used to model semi-infinite linear diffusion, i.e., unrestricted diffusion to a large 

planar electrode.  When a thin film process (finite diffusion) is involved in the reaction 

process, the O and T elements are useful for real diffusion simulation [13].  The 

constrained diffusion circuit element (O) is present in situations such as the rotating disk 

electrode when the electroactive species must diffuse to the electrode surface through a 

thin diffusion layer, outside of which the solution is well mixed.  The constrained 

diffusion circuit element (T) is characteristic of a type of film which contains a fixed 

amount of electroactive substance, such as in batteries, supercapacitors, or conducting 

polymer membrane.  For PEM fuel cells, mass transport happens only by diffusion in a 

region near to the electrodes, the “Nernst diffusion layer”.  The concentration of species 

outside of this layer is homogenous for a period of time.  The fuel gas or oxygen has to 

diffuse through the Nernst diffusion layer to reach the active reaction sites on the 

electrode.  The O circuit element is applied to describe this Nernst diffusion impedance.  

Gamry named this diffusion impedance as the “Porous Bounded Warburg” circuit 

element [17, 18].  The Cpe (constant phase element) is a non-intuitive element which 

reflects the response of a real-world system when the center of the impedance arc is 

located below the Zre-axis.  Smooth mercury electrodes do not have depressed semi-
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circles.  In EIS experiments, replacing the capacitor with Cpe can yield better fitting 

results in comparison with the fitted results obtained by using a pure capacitor, 

represented by a parallel plate condenser [19].  One physical explanation for the Cpe 

element is that it is caused by electrode roughness.  This can be seen at carbon electrodes 

with a distribution of active sites (with varying activation energies) on the surface [13].  

Electrochemical impedance spectroscopy is a powerful diagnostic tool and plays an 

important role in basic understanding of dynamic electrochemical processes.  This paper 

uses AC impedance as an in-situ diagnostic tool to perform non-destructive tests and 

analysis for a single PEM stack and for PEM stack pairs operated in parallel or series.  

Through applying reasonably simulated curve fits to obtain the equivalent circuit 

elements, these physical elements are then put into the PSpice circuit in order to compare 

the tested pulse data with PSpice simulation results.    

 
VI.2. Experimental 
 

The purpose of this work originally started as a way to use various 

electrochemical methods to evaluate a real-world fuel cell system.  Except for the 

current-voltage (i-V) curve, the diagnostics using the EIS impedance technique can obtain 

more useful parameters about the PEM fuel cell system at load.  Impedance data need fit 

to an equivalent circuit diagram containing different physical elements such as charge 

transfer resistances (Rf), Ohmic series resistances (Rs), double-layer capacitances (Cdl), 

and Nernst impedance (RN-CN), where Rf is related to the anode and cathode activation 

kinetics, Rs is related to the electrolytes, Cdl is related to the surface area of the 

electrocatalysts on the anodes and cathodes, and RN-CN are related to the additional 
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diffusion step or contributed by production of liquid water or reactive intermediates.  In 

this preliminary PEM stack work, the above physical elements are included for 

simplification purpose.  More elements related to mass transport, reaction mechanism, or 

pseudo capacitance may be added into the equivalent circuit model in the near future in 

order to have a better description of the stack operating behavior.  The NexaTM fuel cell 

modules including the PEM stacks (Ballard Power Systems, Inc., British Columbia, 

Canada) were bought for the experimental tests.  The fuel cell system is a small, low 

maintenance, fully automated, and highly integrated system.  It provides 1200 W of 

unregulated DC power.  Its output current can reach up to 44 A and stack voltage for 47 

total fuel cells normally rises up to 41 V open-circuit.  The fuel cell geometric working 

area is estimated as ca. 122 cm2 due to the inexistence of manufacturing data.  The 

automated operation is maintained by an embedded controller board.  Some tests were 

performed by electrically isolating the PEM stack from the controller board to obtain 

pure stack impedance data.  After starting the fuel cell system according to the 

manufacture’s procedure, isolation was accomplished by connecting the board to an 

external power supply and the fuel cell stack was then ready for testing.  At this point, an 

AC impedance experiment only probes the whole fuel cell stack except for the voltage 

tabs.  For the preliminary test and impedance data measurement, this is a good 

approximation.  Since voltage tabs are normally designed to have minimal electrical 

impact (high impedance) on the system under investigation, their effects are negligible to 

the impedance measurements.  The PEM stack was then operated for collecting the AC 

impedance data at different current levels after being separated from the control 

subsystem.  The supply pressures to the stack were 5.0 psig for hydrogen fuel and 
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2.2 psig for air oxidant.  The fuel cell system was air cooled and had an attached 

humidity exchanger using exhaust water as a humidity resource [20].   

The Gamry FC350TM fuel cell monitor (Gamry Instruments, Inc., Warminster, 

PA) with a proper electronic load (Fig. 6.1) is available to work at a higher current range 

for measuring AC impedance data [21].  The contact and wire resistance between the 

power output wires and the testing fuel cell power source was approximately measured 

using i-V technique at different current levels.  The true sine wave signal from the 

FC350TM system, working in galvanostatic or hybrid impedance mode, modulated the 

current from a single cell, multiple fuel cells, or the PEM stack(s).  Simultaneously, the 

current information at the electronic load was sent to the computer, and the fuel cell 

voltage was also measured by the FC350TM monitor directly.  The Gamry system 

collected these values and generated the impedance data for further analysis.  In addition, 

a calibration process was applied to the Gamry FC350TM impedance system after it was 

set up.  The system was connected with an external resistive dummy cell.  The universal 

dummy cell is a 2 kΩ 0.05% accurate resistor in the position marked “calibration”.  The 

Gamry framework provides a calibration script and the calibration process followed by 

the manual instructions after the system installation was finished.  The framework 

software allows measurements to be performed in a galvanostatic manner and a hybrid 

mode.  Traditional measurements are performed using constant RMS amplitude for the 

AC signal.  The problem with this technique is that the impedance of the cell varies 

significantly from high to low frequencies.  For impedance to be accurate, the 

perturbation signal has to be sufficiently small to maintain a pseudo-linear i-V operation.  

Hybrid measurements compensate for the change in cell impedance as frequency is 
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varied by changing the AC current amplitude to keep measured AC voltage at a set value.  

The previously measured impedance point is used in determining the new current 

amplitude as the scan proceeds from 10 kHz to 10 mHz.  In this work, the hybrid EIS 

mode was applied for the experiments in order to observe the EIS behavior at various 

frequencies.  For the entire stack in the system, it was tested with and without the 

embedded controller.  For the measured impedance spectrum, the Echem Analyst 

software [17] including a complete equivalent circuit modeling package was applied to 

find the model parameters for best agreement between the model impedance spectra and 

the measured data.  The Levenberg-Marquardt algorithm was utilized in the NLLS fitting 

process.   

 The general circuit elements (L, R, and C) are applied to the equivalent circuit 

models for nonlinear simulation.  Because the PEM stack is much more complicated than 

the situation of a single cell, the circuit is kept as simple as possible.  This simplification 

enables us to have better initial understanding of the stack behavior under operating 

conditions, because various impedance parameters and losses including anode, cathode, 

and membrane electrolyte change with different operating conditions and power output 

levels.  After the equivalent circuit elements were obtained, these data can be further put 

into the PSpice circuit for pulse simulation.  For the preliminary tests on stack evaluation 

and diagnostics, the circuit elements in the PSpice simulation are fitted to data obtained 

with the controller board and electronic devices in order to keep the simulation process 

simplified.  A software package including MicroSim Schematics and Waveform 

Analyzer (MicroSim Corporation, Version 8.0) was utilized as the PSpice simulation 

tool.  The stack was loaded with different current amplitudes at a 20% duty cycle and 



200 Hz frequency.  Pulse test data for the stack(s) were collected using the PLZ 

electronic load and an AWG710 Tektronix digital oscilloscope.   

 

VI.3. Results and Discussion 

VI.3.1. Stack current-voltage curves through periodic current interruption  

For a PEM stack in a fully automated and highly integrated system, it is extremely 

difficult to maintain an isothermal stack temperature in order to obtain the current-voltage 

curves for stack characterization.  The periodic current interruption method was applied 

to the lab test for approximately evaluating the current-voltage curves [22].  The stack 

output voltage is a function of the operating current (Fig. 6.2).  The stack output voltage 

is higher with increasing stack temperature.  For a more accurate evaluation, an external 

power source may be used to provide the power for the stack’s system controller board, 

compressor, and other electronic devices.  The standard i-V curves can be obtained based 

on the fuel cell working area, which was estimated as ca. 122 cm2 due to the inexistence 

of manufacturing data.   

VI.3.2. Stack impedance data and simulation 

The stack #515 was operated until it reached its steady state at a certain current 

level.  Then, impedance data were collected by the Gamry system at various frequencies 

from 10 kHz to 10 mHz.  The impedance test is normally stopped once data is out of the 

normal test range and not acceptable.  The Bode plots are shown in Fig. 6.3, i.e. real part 

of impedance and phase angle shift are plotted as functions of frequency.  The measured 

Ohmic series resistance (RS = 55 mΩ) related to the membrane electrolyte is clearly 

indicated in Fig. 6.3.  The simulated average value for the Ohmic series resistance, SR  = 
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=∑ S i , Table 6.1), is well matched with the measured data.  As shown in 

Table 6.1, the measured Ohmic series resistance ( SR  = 70 mΩ) is increased due to 

changing the power source for the embedded electronic devices from the fuel cell stack to 

the external power source.  The wire and contact resistance (RW) was determined by 

measuring the voltage drop at a specified current.  The stack Ohmic resistance including 

membrane electrolyte resistance is REl  = RS − RW.  In connection with the Ohmic series 

resistance value with embedded control devices, the total resistance for the controller 

board, compressor and other electronic devices can be estimated by Ohm’s law.  The 

Ohmic resistance of the control circuit in parallel with the PEM stack can be determined 

in the high frequency region where the capacitance is viewed as a wire and the circuit is 

simplified.  This resistance is a useful parameter for the PEM system evaluation.   

 The Nyquist plots are shown in Fig. 6.4a and 6.4b including both measured data 

and simulated curves.  The circuit model of LR(RC)(RC)(RC) is applied to all impedance 

data simulation for the stack #515 and the stack #881.  At the high frequency side of the 

half semicircle as shown in Fig. 6.4a, the simulated curves are matched well with the 

measured data.  But at low frequency side near the Zre-axis, the simulated Nyquist curves 

are not identical with the measured data, especially at smaller currents of 5 A or 8 A 

when the PEM stack is connected to the control devices.  This noise is caused by the 

control devices as evidence by comparing Fig. 6.4a with the result after the control 

devices disconnected from the PEM stack and powered by an external power source 

(Fig. 6.4b).  After the control devices are isolated from the stack power, the measured 

data are slightly depressed below the simulated curve at a load current of 5 A.  Another 
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stack #881 exhibits the similar behavior as shown in Fig. 6.5.  Although measured data 

are basically matched with the simulated curves, the equivalent circuit model still needs 

improvement to sensitively describe the phenomena of air diffusion limitation on the 

cathode side.  The values of simulated physical elements are shown in Table 6.1 

according to the measured impedance data.  The physical interpretation for the simulated 

elements is also listed for two stacks in this table.  The stack Ohmic resistance (bipolar 

plate contact and membrane electrolyte resistance) can be determined by the measured 

Ohmic series resistance excluding the wiring and contacting resistance after the control 

devices were switched to an external power source.  After the stack’s Ohmic, wire and 

contact resistances were determined, the control device’s resistance could be calculated if 

necessary.  The anode resistance relating to the activation kinetic loss was easily 

distinguished by considering a much lower anode resistance, identified as Rf,A in 

Table 6.1.  Because the catalyst loading level at the cathode side is reasonably 2–3 times 

higher than that at the anode side [23], it is not difficult to determine the cathode 

resistance related to its activation kinetic loss when the cathode side resistance is still 

assumed as 2–3 times higher than the anode side resistance, identified as Rf,C in Table 6.1.  

The other RC in the circuit corresponds to a finite diffusion step which is called a ‘Nernst 

impedance’ [9, 24].  This is considered to be a frequency behavior related to a higher load 

of the fuel cell where there is a finite diffusion overvoltage.  Wagner and his co-authors 

use the 3rd RC circuit near to the low frequency side to describe the high current density 

behavior.  From this work as shown in Fig. 6.4b, it reveals that it is not well matched 

between the measured data and the simulated curves.  The experimental data show that 

air cathode diffusion losses gradually increase with operating current from 5 A to 13 A 
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(ca. 41–107 mA cm–2, Fig. 6.4).  This may be generally considered as Wagner’s finite 

diffusion over-voltage.  However, the simulated Nyquist plots especially at the third RC 

circuit are well matched with the measured impedance data from 21–35 A (ca. 172–

287 mA cm–2).  The air-cathode diffusion loss in the testing PEM stack is considered to 

be almost half of the total losses when the stack is running within the above current 

densities.  As a whole, the 3RC circuit related simulation curves approximately describe 

the behavior of different series Ohmic resistance, activation and diffusion losses.  But 

from 5–13 A (30°C to 39°C), it is not clear why the diffusion losses at the air cathode are 

not fitting well with the simulated curves, which is called a “knot” feature.  The rest of 

the third RC circuit curve near to the lower frequency side is considered as the finite 

diffusion loss (overvoltage).  The model needs further consideration on describing that 

the air cathode diffusion loss increases with operating current densities, because more air 

is necessary to diffuse into the cathode reactions while more nitrogen and water needs to 

be transferred to the exhaust channels.  

 At a current of 35 A (ca. 287 mA cm–2), the measured impedance data are 

scattered and not well matched with simulated curves, mainly at the low frequency side.  

This is considered to be caused by liquid water production and removal from the cathode 

reaction zone.  Water in liquid phase may plug the pores or diffusion channels and may 

also flood the active reaction sites at a high load current, because at a low load current the 

PEM stack uses much less hydrogen fuel and air oxidant producing less water and 

yielding a smooth-loop Nyquist plot.  At the reaction zone, protons are recombining with 

adsorbed oxygen, and then water and heat are produced.  Generated water removal 

further promotes mass transport at the reaction site.  Water transport including phase 



 131

change caused by heat transfer greatly promotes water and nitrogen transfer from the 

reaction zone to the exhaust channel.  The adjustment of the active reaction sites (flooded 

or non-flooded, active or non-active) possibly changes the Nernst impedance which is 

mostly related to cathode side mass transport losses.  As a whole, the knot features are 

observed in these Nyquist plots, especially for the last third of the loop at the low 

frequency side when operating at a lower current level (5–6 A individual stack, 10 A for 

stacks in parallel and 5 A for stacks in series).  The preliminary explanation is that this 

feature is potentially caused by the air cathodes, possibly by the production of liquid 

water or the reactive intermediates.  At low current levels, this phenomenon is obvious, 

and the simulation results deviate more at the low frequency side.  At higher current level 

operation, the knot feature is not obvious, because of the increasing driving force for 

mass transfer and the balance between reactant diffusion and product removal.  Although 

there are some unstable impedance data points, the simulation curves are well matched 

with the experimental data.  The general equivalent circuit model is the main purpose for 

this work.  Better understanding of these knot features may be obtained through the use 

of better instrument techniques and experimental improvements. 

VI.3.3. Stack operation in parallel 

When two NexaTM PEM stacks were operated in parallel, two power systems 

were assumed as one power source.  The AC impedance measurement was conducted for 

the whole parallel stacks.  The 3RC circuit model is still applied for simulation of two 

parallel stacks.  The values of the simulated physical elements are shown in Table 6.2.  

The Nernst impedance is much higher than the cathode and anode impedance according 

to the analysis for the single PEM stack.  Starting from a 30 A load, the cathode 
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activation kinetic loss slightly decreases and the Nernst impedance loss gradually 

increases, which is identical behavior to the single stack’s Nernst impedance at higher 

current operation.  The Nyquist plots of the PEM stacks in parallel operation are shown in 

Fig. 6.6.  The simulated Nyquist curves have similar results to the single tested PEM 

stack.  The air cathode mass transport loss starts to increase from 10–21 A current at 

operational load.  The impedance data describing cathode mass transport (The second 

part of the impedance loop) gradually matches with the Nyquist plots using the 

LR(RC)(RC)(RC) circuit model after it is loaded with 21 A current or higher.  After a 

load of total 30 A (ca. 15 A for each stack, current each stack is different due to different 

stack impedances), the simulated Nyquist curves are identical with the measured 

impedance data (Fig. 6.6b).  The 3RC circuit model still needs further improvement at 

low current levels, especially for the process simulation when the cathode Nernst 

impedance starts to increase in the parallel circuit.     

VI.3.4. Stack operation in series 

Two NexaTM power systems were operated in series.  Two PEM stacks embedded 

with control board and electronic devices were assumed as one power source and AC 

impedance measurement was conducted for two series stacks.  A voltage divider was 

applied for AC measurement due to the 50 V limitation of the Gamry system.  The 3RC 

circuit model is applied for simulation of two series stacks, similar to the parallel 

operation.  The values of the simulated physical elements are shown in Table 6.2.  The 

Nernst impedance is much higher than the cathode and anode impedance.  Starting from a 

15 A load for each stack, the cathode activation kinetic loss slightly decreases and the 

Nernst impedance loss gradually increases, which is identical behavior to the single 
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stack’s Nernst impedance at higher current operation.  The Nyquist plots of the PEM 

stacks in series operation are shown in Fig. 6.7b.  The simulated Nyquist curves have the 

similar results as the single tested PEM stack.  The increased cathode mass transport loss 

gradually matches with the LR(RC)(RC)(RC) circuit model curves since it starts a load of 

15 A current.  At a load of 30 A for stack pairs in series, the simulated Nyquist curves 

mainly reflect the effect of the cathode Nernst impedance (Fig. 6.7).  The anode exhaust 

build-up and associated periodic purge may also cause the data points’ fluctuations 

around the simulated curves.  This anode mass transport limitation has been demonstrated 

when AC impedance tests included the purge cells where the anode exhaust builds up and 

less hydrogen fuel exists [25].  The cathode mass transport loss (or called Nernst 

impedance) is not visible when operating at low current levels in the series circuit..  

VI.3.5 PSpice simulation versus experimental data  

SPICE is a powerful general purpose analog circuit simulator that is used to verify 

circuit designs and to predict the circuit behavior.  This is of particular importance for 

integrated circuits as its name implies: Simulation Program for Integrated Circuits 

Emphasis [26].  PSpice is a SPICE analog circuit simulation software that runs on 

personal computers.  It was developed by MicroSim and used in electronic design 

automation or simulation, providing industry-standard solutions for accurate analog and 

mixed-signal simulations such as non-linear transient analysis which calculates the 

voltage and current as a function of time when a large signal is applied.  PSpice is a full-

featured, mixed-signal simulator [27].  It is a useful tool to improve design performance, 

yield, and reliability.  All analyses can be done at different temperatures.   
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 A TDI electronic load was applied for the initial pulse test.  Pulse ringing was 

observed at higher current pulse load.  Three lead acid batteries (Total voltage, 37.2 V) 

and a resistive electronic load (PLZ-1003W, 1 kW, Kikusui Electrics Corporation) were 

chosen for further pulse test in order to determine from where the pulse noise came.  Test 

results show that the TDI electronic load is an inductive load and is not proper for the 

pulse tests.  The pulse tests for the stack(s) were conducted through the constant current 

mode and data were collected using a digital oscilloscope.  The tested pulse voltage and 

current for the single stack #515 are compared with the PSpice simulation results, as 

shown in Fig. 6.8.  The simulated curves are well matched with the pulse test data.  The 

stacks #515 and #881 were then operated in parallel and series, separately.  The measured 

pulse data and PSpice simulation results are independently shown in Figs. 6.9 and 6.10.  

For the impedance measurement and equivalent circuit model development, two stacks 

(#515 and #881) are assumed to be one bigger stack with featured stack parameters.  For 

the parallel operation, the total impedance was smaller than either of two stacks.  The 

simulated pulse curve has less voltage drop in comparison with the experimental pulse 

results.  This error is possibly caused by measurement of the wire and contact resistance 

due to the smaller total parallel impedance.  The location of the voltage probe is also 

important to the value of the pulse voltage.  The series operation results are shown in 

Fig. 6.10.  Due to higher voltage of two stacks, the peaks of the current pulse tend to be 

slightly slanted during measurement.  In general, the PSpice simulated pulse curves are 

well matched with the test pulse data.  

 The simulated electrochemical cell or stack behaviors through suitable physical 

elements in the equivalent circuit are potentially matched with the real world reactions.  
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No matter what type of reasonable circuit model in use, the PSpice simulation 

theoretically generates the same or similar results in the circuit diagram if essential 

physical circuit elements are properly included and arranged in the circuit model.  For 

better understanding of the individual stack model and the 3RC multi-stack circuit model, 

the relationship between single and multi-stacks is necessary for validation of the 

measurement method.  In comparison with one simple 3RC circuit model for two stack 

pairs, the individual stack circuit model was also tested for the validation purpose.  As 

listed in Table 6.3, both simulated results and measured data are generally well matched 

and the errors are between 0.65% and 4.5%.  The relative errors for the parallel stack 

pairs are higher than that of stack pairs in series, because the power system in parallel has 

much lower impedance.  The individual stack model deviates slightly more from 

experimental data in comparison to one 3RC circuit model.  This is mainly caused by a 

lower error in the stack pairs, and the two-individual stack circuit is necessary to pay 

more attention on wire and contact resistances.  The simulation deviation may be reduced 

further by better circuit model development and more accurate experimental 

measurements.      

 

VI.4. Conclusions 

The PEFC stack in a commercial power system was successfully characterized by 

impedance measurements.  Impedance data for single stack, parallel, and series stacks 

were obtained in the NexaTM system with or without embedded system controller and 

other electronic devices.  The equivalent circuit model with three-time constants was 

developed using these real-time response data generated by AC sinusoidal excitation.  
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Physical elements, electrochemical processes, and phenomenon inside the fuel cells or 

stacks were identified by further data interpretation.  Losses from Ohmic conduction, 

anode activation, cathode activation, and mass transfer were approximately separated and 

determined.  Simulated pulse results from equivalent circuit elements and a PSpice tool 

demonstrate good agreement with the pulse data measured from the PEFC stack(s).  

Electrochemical impedance spectroscopy can serve as a diagnostic tool and perform non-

destructive tests and analysis of the PEFC stacks and cells, especially for PSpice pulse 

simulation.     

 

VI.5. Acknowledgements 

 I would like to recognize Wenhua H. Zhu who was the co-author for the original 

article.  I also wish to acknowledge the contribution from Dr. Donald R. Cahela. Mr. 

Amar Tiwari is also appreciated for reading this manuscript.  This article may be found in 

the Journal of Power Sources [28].   

 

VI.6. References 

[1] N. Wagner, in: E. Barsoukov, J. R. Macdonald (Eds.), Impedance Spectroscopy-
Theory, Experiment, and Applications, John Wiley & Sons, 2005, p.498. 

 
[2] S. Ahn, B. J. Tatarchuk, J. Electrochem. Soc. 142 (1995) 4169. 
 
[3] M. Eikerling, A. A. Kornyshev, J. Electroanal. Chem. 107 (1999) 475. 
 
[4] R. Makharia, M. F. Mathias, D. R. Baker, J. Electrochem. Soc. 152 (2005) A970. 
 
[5] J. R. Selman, Y. P. Lin, Electrochimica Acta 38 (1993) 2063. 
 
[6] R. Holz, W. Vielstich, J. Electrochem. Soc. 131 (1984) 2298. 
 



 137

[7] T. E. Springer, Electrochemical Society proceedings, vol.99-14, 1999, p. 208. 
 
[8] J. P. Diard, N. Glandut, B. L. Gorrec, C. Montella, J. Electrochem. Soc. 151 

(2004) A2193. 
 
[9] N. Wagner, J. App. Electrochem. 32 (2002) 859. 
 
[10] D. P. Wilkinson, J. St-Pierre, 'Durability', in: W. Vielstich, H. Gasteiger, A. 

Lamm (Eds.), Handbook of Fuel Cells–Fundamentals, Technology, and 
Applications, John Wiley and Sons, 2003, pp. 611-626. 

 
[11] X. Yuan, J. C. Sun, M. Blanco, H. Wang, J. Zhang, D. P. Wilkinson, J. Power 

Sources 161 (2006) 920. 
 
[12] H. Kuhn, B. Andreaus, A. Wokaun, G. G. Scherer, Electrochimica Acta 51 (2006) 

1622. 
 
[13] R. S. Rodgers, Research Solutions & Resources, 2005, http:// 

www.consultrsr.com/resources/eis/index.htm. 
 
[14] B. A. Boukamp, Solid State Ionics 18-19 (1986) 136. 
 
[15] M. González-Cuenca, W. Zipprich, B. A. Boukamp, G. Pudmich, F. Tietz, Fuel 

Cells 1 (2001) 256. 
 
[16] A. J. Bard, L. R. Faulkner, Electrochemical Methods–Fundamentals and 

Applications, John Wiley & Sons Ltd., Singapore, 1998, p. 376. 
 
[17] Gamry Instruments, Gamry Echem Analyst Software–"Porous Bounded 

Warburg", 2007. 
 
[18] Gamry Instruments, Electrochemical Impedance Spectroscopy Primer, 

Warminster, PA, 2007, p. 6. 
 
[19] V. D. Jovic, Determination of the correct value of Cdl from the impedance results 

fitted by the commercially available software, http://www.gamry.com, 
Warminster, PA, 2003. 

 
[20] Ballard Power Systems, Nexa Power Module Installation Manual, British 

Columbia, Canada, 2002, pp.1-49. 
 
[21] Gamry Instruments, FC350™ Fuel Cell Monitor, Warminster, PA, 2002, pp.1-4. 
 
[22] W. H. Zhu, R.U. Payne, D.R. Cahela, B. J. Tatarchuk, J. Power Sources 128 

(2004) 231. 



 138

 
[23] P. Costamagna, S. Srinivasan, J. Power Sources 102 (2001) 242. 
 
[24] N. Wagner, E. Gulzow, B. Muller, M. Lang, Electrochim. Acta 43 (1998) 3785. 
 
[25] W. H. Zhu, R. U. Payne, B. J. Tatarchuk, J. Power Sources 168 (2007) 211. 
 
[26] Wikipedia Encyclopedia, Wikimedia Foundation, Inc., 2007, http:// 

en.wikipedia.org/wiki/PSPICE, http://en.wikipedia.org/wiki/SPICE. 
 
[27] PSpice Simulation, Cadence Design Systems, San Jose, CA, 2007, http:// 

www.cadence.com/products/orcad/pspice_a_d/index.aspx. 
 
[28] W. H. Zhu, R. U. Payne, R. M. Nelms B. J. Tatarchuk, J. Power Sources 178 

(2008) 197. 



 139

Table 6.1.  Simulated physical elements and values of the PEM stacks #515 and #881 using the LR(RC) 
(RC)(RC) equivalent circuit.  (a 26A equivalent circuit fits were estimated by linear interpolation.) 

Circuit 
Simulation 
Elements 

L0 Rs  R1 C1 R2 C2 R3 C3 
Levenberg-
Marquardt 

Method 

Physical 
Interpretation 

Wiring 
inductance 

Ohmic series 
resistance 

Cathode activation kinetics and Nernst 
impedance related to the additional step 

Anode activation 
kinetics 

Load Current L0 Rs REl Rf,C Cf,C RN CN Rf,A Cdl,A

A µH mΩ mΩ mF mΩ mF mΩ mF 

Goodness 
of fit 

FC #515                               with control board  & electronic devices   

5 1.158 58.00 66.23 133.2 73.04 438.3 145.8 44.78 21.94 2.973e-03 

8 1.155 54.45 − 133.8 66.58 283.5 186.8 43.84 20.45 1.671e-03 

13 1.198 53.11 60.28 119.5 551.7 152.6 70.40 48.23 21.04 1.024e-03 

21 1.144 49.80 57.37 107.3 1023 144.2 75.25 48.06 21.04 1.432e-03 

 26a 1.150 48.11 − 109.5 806.6 130.3 70.37 43.23 20.76 − 

28 1.152 47.44 54.78 110.4 720.0 124.8 68.43 41.30 20.65 2.449e-03 

35 0.6956 50.35 53.16 127.9 389.8 105.1 63.69 29.86 29.53 4.966e-03 

FC #515                                         w/o control board  &  electronic devices 

5 0.9166 77.91 66.23 141.5 67.91 538.4 126.2 33.87 19.25 1.526e-03 

13 0.8550 71.96 60.28 174.2 58.31 152.9 367.3 33.06 21.02 1.151e-03 

21 0.8186 69.05 57.37 159.1 61.90 31.87 908.0 31.60 24.58 1.650e-03 

28 0.8381 66.46 54.78 136.6 63.65 109.3 889.6 29.06 25.16 1.981e-03 

35 0.8455 64.84 53.16 103.1 61.65 103.4 407.9 22.94 24.95 4.23e-03 
 

FC #881                                      with control board  &  electronic devices  

5 0.7433 61.85 − 135.3 81.21 523.6 151.7 47.69 23.69 3.70E-03 

6 0.7246 61.99 68.30 135.7 82.68 432.2 165.9 47.59 23.64 2.560e-3 

8 0.7315 59.83 66.14 123.0 77.16 371.7 173.4 43.54 23.73 1.576e-3 

13 0.7330 58.05 63.87 138.6 77.82 236.1 256.4 42.79 24.95 1.426e-3 

21 0.7395 55.41 60.05 178.3 91.02 135.2 1234 52.56 26.42 1.901e-3 

26a 0.7340 54.20 58.60 141.5 90.11 160.6 757.4 46.65 27.63 − 

28 0.7318 53.71 58.03 126.8 89.74 170.8 566.8 44.29 28.12 2.196e-3 

35 0.7392 51.54 55.95 96.81 59.73 233.7 288.7 25.66 27.19 8.468e-3 

FC #881                                                    w/o control board  &  electronic devices  

6 0.8805 79.98 68.30 113.5 66.51 487.8 140.6 30.89 17.68 1.956e-3 

8 0.8900 77.82 66.14 111.8 68.07 392.3 153.1 30.04 18.73 1.799e-3 

13 0.9007 75.55 63.87 117.7 68.61 257.0 204.8 29.41 21.15 1.230e-3 

21 0.8724 71.73 60.05 162.9 82.43 157.1 847.9 37.25 26.48 1.380e-3 

28 0.8735 69.71 58.03 169.2 99.90 211.3 1216 44.09 27.06 3.865e-3 

35 0.8987 67.63 55.95 103.6 78.72 214.6 336.0 26.87 25.20 5.314e-3
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Table 6.2.  Simulated physical elements and vlaues of the PEM stack #515 co-operated with  
the PEM stack #881 using the LR (RC)(RC)(RC) equivalent circuit. 

Circuit 
Simulation 
Elements 

L0 Rs  R1 C1 R2 C2 R3 C3 
Levenberg-
Marquardt 

Method 

Physical 
Interpretation 

Wiring 
inductance 

Ohmic series 
resistance 

Cathode activation kinetics and Nernst 
impedance related to the additional step 

Anode activation 
kinetics 

Load Current L0 Rs REl Rf,C Cf,C RN CN Rf,A Cdl,A

A µH mΩ mΩ mF mΩ mF mΩ mF 

Goodness 
of fit 

#515 | #881                        Two stacks in parallel with control board  & electronic devices 

10 1.157 38.82 63.83 156.1 229.8 287.5 26.28 34.63 1.942e-03 

21 1.139 33.75 69.17 129.2 127.8 430.5 22.70 36.17 1.224e-3 

26a 1.141 32.78 70.27 133.3 100.5 806.3 24.04 36.63 − 

30 1.142 32.00 87.36 136.5 78.74 1107 25.12 36.99 1.130e-3 

40 1.138 31.44 79.24 156.2 72.06 1492 25.62 39.94 1.686e-3 

50 1.158 31.56 71.73 153.0 84.33 1411 22.48 43.91 2.754e-3 

60 1.182 30.79 61.20 148.4 89.87 1019 19.99 45.75 3.877e-3 
 

#515− #881                         Two stacks in series with control board & electronic devices  

5 4.120 155.5 264.3 41.63 834.1 78.62 107.4 9.314 3.690e-03 

10 4.168 136.3 360.2 40.47 437.0 185.7 118.5 9.009 4.050e-03 

13a 4.217 132.0 362.2 40.41 360.3 284.5 116.1 9.354 − 

15 4.250 129.1 363.6 40.37 309.1 350.3 114.5 9.584 4.840e-03 

21 4.210 125.1 308.7 42.03 309.8 350.3 103.5 10.16 5.781e-3 

25 4.222 121.7 231.2 37.47 338.3 214.4 89.24 9.843 5.689e-3 

30 4.248 122.3 247.4 40.12 378.9 286.2 86.64 10.55 7.719e-3 

a The values of the equivalent circuit elements at a specified load current were estimated based on the linear interpolation. 
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Table 6.3.  Simulated pulse voltage at its peak current versus the measured data value 

Pulse voltage in parallel (V) Pulse voltage in series (V) Two stacks #515 and 
#881 operating in 
parallel and series 

 
Start 

voltage at 
0.01 A 

Pulse voltage at 
a load of 26 A 
currenta   

Error
(%)

Start 
voltage at 
0.01 A 

Pulse voltage at a 
load of 13 A 
currenta

Error

Simulated results of a 
two-individual stack 
circuit model  

39.00 37.83 4.50 77.00 74.60 1.17%

Simulated results of  two 
stacks as one 3RC circuit 
model 

39.00 37.56 3.75 77.00 74.22 0.65%

Measured data values 
through digital 
oscilloscope     

39.08 36.20 ─ 77.06 73.74 ─ 

a All simulated values and measured data were recorded at the second pulse voltage location. The average pulse voltage 
was calculated using the beginning, middle, and end values of the pulse voltage. 



 
 
 
 
 
 
 

 
 
 
Figure 6.1.  Diagram of AC impedance data measurement from a Gamry FC350™ fuel cell monitor and an 
electronic load. Single fuel cell stack or PEM stacks in parallel/series arrangement.  
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Figure 6.2.  Polarization curves measured from the BPS Nexa™ stack with periodic current interruption to 
maintain isothermal stack temperature.   
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Figure 6.3.  Bode plots of the PEM stack #515 embedded with system controller, compressor, and other 
electronic devices in the NexaTM power module. The voltage and current in the graph is the value just 
beginning of the impedance test startup, and the hybrid mode uses 150 mV AC.  
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Figure 6.4.  Nyquist plots of the PEM stack #515 in the NexaTM PEM system. The voltage and current in 
the graph is the value just beginning of the impedance test startup, and the hybrid mode uses 150 mV AC. a) 
The PEM stack is equipped with embedded system controller, compressor, and other electronic devices; b) 
The PEM stack is running while its controller board and other electronic devices uses an external power 
source. The simulated curves in all figures using LR(RC)(RC)(RC) circuit model. 
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Figure 6.5.  Nyquist plots of the PEM stack #881 in the NexaTM PEM system. The voltage and current in 
the graph is the value just beginning of the impedance test startup, and the hybrid mode uses 150 mV AC. a) 
The PEM stack is equipped with embedded system controller, compressor, and other electronic devices; b) 
The PEM stack is running while its controller board and other electronic devices uses an external power 
source. The simulated curves in all figures using LR(RC)(RC)(RC) circuit model. 
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Figure 6.6.  Nyquist plots of the PEM stacks #515 and #881 in parallel operation embedded with system 
controller, compressor, and other electronic devices. The voltage and current in the graph is the value just 
beginning of the impedance test startup, and the hybrid mode uses 150 mV AC. a) Operating current 
ranging from 10 A to 60 A. b) Enlarged Nyquist plots at higher current from 30 A to 60 A.  
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Figure 6.7.  Nyquist plots of the PEM stacks #515 and #881 in series operation embedded with system 
controller, compressor, and other electronic devices. The voltage and current in the graph is the value just 
beginning of the impedance test startup, and the hybrid mode uses 150 mV AC. a) Operating current 
ranging from 5 A to 30 A. b) Enlarged Nyquist plots at higher current from 15 A to 30 A. 
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Figure 6.8.  Pulse current and voltage in comparison of PSpice simulation results for the stack #515 at load. 
Current 35 A, duty 20%, and test frequency 200 Hz.    
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Figure 6.9.  Pulse current and voltage in comparison of PSpice simulation results for the stacks #515 and 
#881 in parallel operation at load. Current 26 A, duty 20%, and test frequency 200 Hz.    
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Figure 6.10.  Pulse current and voltage in comparison of PSpice simulation results for the stack #515 and 
#881 in series test at load. Current 13 A, duty 20%, and test frequency 200 Hz.    
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Chapter VII 

Equivalent Circuit Modeling of SOFC Cells and Stacks at Load 

 

VII.1. Introduction 

 The need for alternate forms of energy has become a popular and well funded area 

of research as gas prices, tensions in the Middle East, global energy consumption, and 

people’s fear of their impact on the environment have all increased.  Fuel cells could 

become a major supply of energy over the next few decades, especially in applications 

such as mobile power and uninterrupted power supplies.  In order to implement fuel cells 

into a power system, the dynamic load response of the device must be well understood.  

Impedance spectroscopy is an effective tool for obtaining such knowledge.     

Impedance spectroscopy is a measurement technique capable of assessing the 

dynamic response characteristics of an electrochemical system and is performed by 

superimposing an AC signal on the DC output of an electrochemical cell and measuring 

the impedance over a spectrum of frequencies.  The data are often fitted with an 

equivalent circuit model, which is a circuit of electrical elements producing a similar load 

response to the device under investigation.  These models are useful for designing the 

power conditioning system, through which the electrochemical device supplies power to 

a load.  Equivalent circuits are also beneficial for stack diagnostics, because the different 

circuit elements theoretically represent different relaxation processes occurring in the 
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electrochemical cell(s); hence, fit data can be used to distinguish which processes are 

limiting cell behavior and to what extent.  AC impedance is further useful for assessing 

system design and component fabrication, monitoring system aging and state of health, 

designing process controls, and performing quality control.   

Many researchers have employed impedance spectroscopy to test solid oxide fuel 

cells [1-13].  Because of equipment limitations, most AC impedance has been performed 

near open circuit voltage (OCV).  The few studies that have tested a cell under load have 

overcome the power limitations by testing electrodes much smaller than average [2, 7, 

10].  In the following work, impedance spectroscopy has been used to test solid oxide 

fuel cells and stacks at load yielding data that have been fitted to equivalent circuits. 

 

VII.2. Experimental 

AC impedance was applied to solid oxide fuel cells (Ceramatec, Inc.) of two 

different sizes: button cells and larger, planar cells.  Both consisted of a zirconia based 

electrolyte (~170 µm thick), a nickel based anode, and a manganite based cathode.  The 

cells were fed at ~15 psig with air on the cathode side and mixtures of hydrogen and 

nitrogen bubbled through water on the anode side.  Cell temperature was maintained with 

furnaces controlled by a LabVIEW™ (National Instruments) program.  Furnaces were 

cooled down to 500°C during long intervals between tests (i.e. overnight) to minimize 

cell aging. 

The button cells consisted of an 8 cm2 disc of electrolyte onto either side of which 

2 cm2 electrodes had been brushed.  A small reference electrode of the same material as 

the corresponding electrode was brushed on both sides of the electrolyte near the 
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electrode, as depicted in Fig. 7.1.  Button cell anodes were infiltrated with one of two 

catalysts, which will be referred to as ‘A’ and ‘B’.  Cells were tested using a Solartron 

Analytical 1255A frequency response analyzer in conjunction with a Schlumberger SI-

1286 potentiostat/galvanostat.  The test was controlled and data were recorded through a 

LabVIEW™ program.  Separate spectra were acquired galvanostatically for the anode, 

cathode, and total-cell at a given current.  In each case, the system was perturbed with a 

sinusoidal wave with amplitude of 5 mV over a spectrum of 1.0 Mhz to 10 mHz.  The 

independent variables studied were cell current, cell temperature, and anode feed 

composition.  Gas mixtures were altered using rotameters upstream from the water 

bubbler maintaining a total flow of 29 SCCM.  The total flow was chosen to be three 

times the stoichiometric quantity required for the maximum current tested to limit 

gaseous mass transport effects.  Outlet gas compositions were measured with a molecular 

sieve column in an Agilent 3000A gas chromatograph and analyzed with Agilent’s Cerity 

Network Data System software.  Inlet compositions were assumed to be equal to those of 

the outlet at open circuit. 

The planar stack consisted of five cells, each with an electrode area of 61 cm2 

(Fig. 7.2).  The stack was fed with 1.5 SLPM air and 2.2 SLPM differing anode mixtures 

of hydrogen and nitrogen bubbled through water.  Anode inlet compositions were 

measured using the same Agilent system as before.  Stack temperature was regulated to 

be 800°C using a similar furnace and LabVIEW™ program as in the button cell tests.  

Impedance spectra were measured with an FC350™ potentiostat (by Gamry Instruments) 

in conjunction with a TDI-Dynaload® RBL488 programmable load.  Data were acquired 

at different stack currents for the cells on both ends of the stack (cell #s 1 and 5) and the 
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middle cell (cell #3), as well as for the entire stack.  The sinusoidal waves were generated 

galvanostatically with currents producing a maximum potential amplitude of 5 mV (35 - 

140 mA RMS depending on the operating DC current).  All spectra collected from either 

cell size were fitted to equivalent circuits with Gamry’s Echem Analyst software using 

the Levenberg-Marquardt algorithm. 

 

VII.3. Results and Discussion 

 Impedance data were analyzed in terms of equivalent circuits based on assumed 

reaction mechanisms.  Anode and cathode data were fitted to their respective circuits to 

determine how each was affected by the experimental variables.  Total-cell equivalent 

circuits were then based on a combination of the anode and cathode models.  The button 

cell analyses were then applied to the fuel cell stack and cells therein. 

VII.3.1.Button Cells 

 The button cell measurements were essential to perform before testing the full-

sized cells, because conditions are stable and the electrodes can be measured separately.  

The picayune nature of the button cell minimized temperature and current distribution 

over the active surface.  Of even greater significance was the ability to use a reference 

electrode on the button cells in order to separately test anode from cathode.  Installing 

reference electrodes in a stack proves difficult, except for the cells at either end of the 

stack.  Cathode and anode data were analyzed separately, before the measured total-cell 

impedance was tested against the total anode and cathode circuits connected in series. 



VII.3.1.1.Anode 

 The overall anode reaction in an SOFC fed with hydrogen is the hydrogen 

oxidation reaction (HOR): 

2 2 2O OH O H O V e× •• ′+ ↔ + +        (7.1) 

Many researches [3, 5, 14, 15] have proposed different reaction mechanisms by which 

this reaction proceeds; however, no general consensus has been achieved.  Normally, it is 

preferable to derive the frequency response of the impedance of an electrochemical 

reaction from species mass balances [16, 17] and then to choose an equivalent circuit 

model, the impedance of which has the same time dependence.  Because several 

mechanisms are possible for the HOR (each with a different frequency dependent 

impedance), the equivalent circuit is chosen based on the experimental data.   

 Impedance spectroscopy was applied to button cell anodes with varying DC 

current, cell temperature, hydrogen concentration, and catalyst composition.  Each is 

expected to vary the cell kinetics, which in turn increases or decreases the impedance 

depending on the experimental variable.  Diluting the hydrogen feed increases cell 

impedance, because the potential energy available for the reaction has diminished from 

that of a pure feed at a similar current.  The complex plane plots in Fig. 7.3 depict the 

expected trend.  The shape of the curves is consistent with the rest of the data obtained 

for other experimental variables consisting of three “loops”.  If the large, high frequency 

semicircle is ascribed to charge-transfer, then the low frequency arcs are likely related to 

adsorbed intermediates or mass transfer.  Assuming the former, the frequency response of 

impedance can be assumed to be similar to that of the equivalent circuit model [18] in 

Fig. 7.4.  Because of inductance in the test leads, an inductor is also added in series to the 
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circuit to obtain the fits.  The reasoning behind the assumptions of the anode model will 

be elucidated throughout the discussion of the data and fits. 

 Anodes were tested, on which two different catalysts (‘A’ and ‘B’) with similar 

compositions were infiltrated, except that one of the components of ‘B’ bonds strongly 

with oxygen.  The most obvious difference in the fits of the two is that of the charge 

double layer (Table 7.1).  A constant phase element (CPE) with impedance 

( )01CPEZ Q j αω=             (7.2) 

 commonly replaces Cd for solid electrodes [20], which is necessary for adequate fits of 

the data obtained from ‘A’.  The frequency response of the HOR on ‘B’, however, 

exhibits no depression angle (α = 1) behaving as a pure capacitor.  The general cause for 

CPE behavior is thought to be either surface inhomogeneity or surface roughness [21].  

Because there is unlikely to be much difference in surface roughness between the anodes 

infiltrated with ‘A’ than those with ‘B’, the cause for the CPE behavior is likely the 

distribution of reaction rates (or lack thereof) due to the degree of homogeneity of the 

surface on which the charge-transfer reaction occurs.  The purely capacitive behavior of 

‘B’ indicates that charge-transfer occurs on a homogenous surface.  Coupled with the 

decrease in Rct of ‘B’ with respect to ‘A’ at the same conditions, the behavior suggests 

that the charge-transfer step(s) proceeds on the surface of ‘B’.  Since a component of ‘B’ 

bonds strongly with oxygen, oxygen spillover [3] is the probable charge-transfer step 

2x
O ad OO M O V e••

M′+ ↔ + +       (7.3) 

The reaction mechanism on ‘A’ is not clear from the present analysis; however, the 

similar shape of the Nyquist plots (Fig. 7.4) of the two suggests that they follow the same 
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process, but on different surfaces.  It should be further noted that the values for Cd and 

Cd,ave are higher than those typically reported (30 µF cm-2) for smooth electrodes [22] 

because of the increased real surface area from the geometric area.  Increased electrode 

area on the order of 1000 is common for porous electrodes [23] and is consistent with the 

values reported herein. 

Equivalent circuit model fits are listed for different temperatures in Table 7.2, 

which demonstrates that RΩ and Rct decrease with increasing temperature.  Heating a cell 

typically decreases impedance by increasing the kinetic thermal driving force of the 

reaction exponentially according to an Arrhenius relationship (~exp(-K*T-1)), which is 

particularly evident in the high temperatures required for operating SOFCs.  Temperature 

also increases the diffusivity of reactants in both gas and solid phases, but by different 

mechanisms.  In the gas phase, an increase in temperature increases the average 

molecular kinetic energy of the gas improving diffusivity (see also Eq. 7.4).  Mass 

transfer effects in the electrolyte are evident in its conductivity, because the increase in 

thermal energy increases the ion mobility by narrowing the energy barrier that must be 

overcome to “jump” between lattice sites.  Since reactant diffusivity is improved in all 

phases at higher temperatures, reactant concentrations should be higher reducing 

impedance.  Both the kinetic and ion conduction trends are apparent in the data fits, 

specifically in the variation of RΩ and Rct with temperature.   

Another aspect of the model that can be tested by temperature variation is the 

positive low frequency loop, fitted by Rθ and Cθ.  Many researchers attribute this 

behavior to gaseous mass transfer [4-6, 9, 10, 24], which is primarily Knudsen  



97.0KH HD r T= m              (7.4) 

in the studied electrodes, indicating that the mass transfer resistance should be less at 

higher temperature.  While the value of Rθ follows the expected trend at open circuit 

potential in Table 7.2, the value at a current density of 175 mA cm-2 exhibits the opposite; 

thus, the expected variation of Rθ with polarization needs to be investigated to determine 

the cause of the low frequency loop.  Increasing polarization increases current (reactant 

flux) thereby depleting reactant concentrations near the electrode surface and increasing 

mass transfer resistance.  Furthermore, if the low frequency “shoulder” of the Nyquist 

plot was due to mass transfer, its impedance would dominate the inductive adsorption 

effects at the lowest frequencies.  Since mass transfer is not the cause of the positive low 

frequency loop, then it must be related to a sorption step [6, 11, 12]. 

The behavior of the anode Rct at various polarization levels is inconsistent in 

following the expected trend.  Typically, cell impedance is decreased with increasing 

polarization (current), because the energy required to surmount the activation barrier is 

most at low overpotentials.  Table 7.2 shows that Rct increases when the DC current is 

raised from 175 to 300 mA cm-2, although the other listed values behave as anticipated.  

A possible explanation is that reactant partial pressure at the interface is decreased as 

products are formed at a faster rate by the increased cell current.  This would explain why 

Rct does not deviate from the expected trend with increasing current, until the current is 

sufficiently high.  Unfortunately, not enough current levels were tested to verify to 

establish a more defined relationship with respect to Rct. 
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VII.3.1.2.Cathode 

 In a solid oxide fuel cell, the half reaction occurring at the cathode is the oxygen 

reduction reaction (ORR): 

21 2 2 O OO e V O•• ×′+ + ↔               (7.5) 

The literature contains several different proposed mechanisms by which the ORR may 

proceed [13, 25-27].  Assuming a simple reaction mechanism [21, 26] of 

2 2 2 adO M O+ ↔           (7.6) 

2ad O OO e V M O••′ ×+ + ↔ +      (7.7) 

and negligible mass transfer, a common equivalent circuit for reactions consisting of one 

adsorbed intermediate [21] may be derived (Fig. 7.5).  Similar to the anode fits for 

catalyst ‘A’, a CPE replaces Cd for all of the cathode fits.  CPE behavior is expected, 

because of the variety of surfaces on which oxygen can react.  Some researchers [28, 29] 

have proposed reaction mechanisms in which oxygen competitively adsorbs on the 

electrode or electrolyte, before diffusing along the respective surface to the triple phase 

boundary.  A distribution of adsorption rates results from the inhomogeneous reaction 

surface, which is one of the scenarios under which CPE frequency dependence exists 

[19].  After replacing the Cd with a CPE, the single intermediate equivalent circuit model 

was fitted to the cathode data to determine values for the electrical components. 

Data were obtained for the cathode at different temperatures and load currents to 

which the cathode equivalent circuit elements were fitted.  The model is well fitted to the 

data (Fig. 7.6), which appear on a Cole-Cole plot as a depressed semicircle with a 

significantly smaller low frequency arc than that of the anode.  The temperature 
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dependence of the cathode impedance appears similar to that of the anode, decreasing as 

the thermal energy in the system is increased.  The cathode impedance also exhibits a 

similar dependence to the cell current (Table 7.3) as the anode.  Both of these effects 

have been discussed in detail in the previous section; hence, no further explanation is 

necessary.   

 As with the anode, low frequency arcs are typically attributed to mass transport or 

adsorption.  Deseure et al. [24] show in their impedance simulations that spectra with 

small low frequency arcs are possible depending on the diffusion coefficient, electrode 

porosity, and grain size.  Other researchers have measured cathode impedance spectra 

with the same shape as those presented here with Huang [30] attributing his low 

frequency arcs to pore diffusion and Oishi et al. [31] relating their high frequency loop to 

the grain boundary and their low frequency loop to the interface.  If mass transfer is the 

cause of the low frequency behavior, then Rθ should be related to the mass transfer 

resistance.  In such a case, Rθ would increase with increasing current, which is the 

opposite of the trend of the fits at 800°C (see Table 7.3).  Oishi et al.’s explanation of the 

high frequency loop being due to the grain boundary cannot be applicable to the present 

case, because of the large deviation in its impedance with respect to varying load 

currents.  The low frequency arc is likely related to adsorption; however, its contribution 

to the impedance of the system is small enough to be neglected without compromising 

the accuracy of the other fitted variables.  Its inclusion is simply to aid in determining the 

ORR mechanism and to ensure that each loop in the data is fitted. 



VII.3.1.3.Total-Cell 

 The frequency dependent impedance was measured between the anode and 

cathode under each of the same conditions listed for the prior tests.  The full cell 

equivalent circuit is typically that of the anode added in series with the cathode, wherein 

the Ohmic contributions are combined into a single resistor with some deviance from the 

actual sum due to the electrolytic contribution occurring through-plane.  Such an 

arrangement would theoretically be well fitted to total-cell data assuming its spectrum is 

comparable to the sum of the individual electrode spectra at the same conditions; 

however, Fig. 7.7 depicts a large arc dominating the low frequency data from the full cell.  

The extraneous arc is not unique to the button cells and exists in the larger cell spectra 

(Fig. 7.8) as well, albeit with an abscissa shifted to a higher frequency. 

To aid the identification of the process responsible for the low frequency 

impedance arc, the data have been fitted to two different equivalent circuits.  Both models 

consist of the cathode and anode equivalent circuits used for the single electrode fits in 

series and fixed to the previously obtained values.  A single RΩ is in series with both 

circuits along with an L for lead inductance (as in the previous models).  To fit the low 

frequency loop, a parallel resistor and capacitor were added in series to one of the 

circuits, while a finite diffusion element (FDE) was added to the other.  The impedance 

of the FDE is approximated as [32] 

( ) ( )01 tanhFDEZ Y j B jω ω=            (7.8) 

where 
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and 

iB Dδ=       (7.10) 

Table 7.4 lists fitted values of the low frequency elements which may help illuminate the 

cause of the extra loop.  The additional set of Y0 and B in Table 7.4a proves that their 

values are only slightly altered when the elements are instead arranged in series with the 

Faradaic impedance of the anode or cathode.  The same relationship can be inferred for 

Rlf and Clf because of the similar shape of their impedance on a Nyquist plot to that of an 

FDE.  The consistent fits for the additional parallel RC or FDE is significant, because 

information can be inferred from their values without knowing the location of the 

limiting process a priori.   

Recalling the earlier discussions related to low frequency loops, their possible 

causes are adsorption, mass transfer, or the grain boundary.  Because the loop does not 

exist in either anode or cathode spectra, it must be due to an electrolytic process or one 

that occurs to an equal extent at the respective reference electrode as at the working.  

Only reactant concentration and grain boundary effects may occur to similar extents at 

both the working and reference electrode in the studied arrangement; hence, sorption is 

not the source of the low frequency arc.  The grain boundary is also not likely to be the 

cause of the low frequency loop, because its effects are typically observed at a higher 

frequency than that of charge-transfer [33].  Furthermore, fitted values of Clf are far too 

large to be associated with the grain boundary or charge-transfer (if the grain boundary 

was assumed to be related to the high frequency loop).  The high frequency arc has 
 163



 164

already been shown to be theoretically well explained with charge-transfer (see section 

VII.3.1.1); hence, grain boundary effects are absent from the measured data, and mass 

transport is the probable cause of the extraneous impedance loop.  

The impedance of mass transfer by diffusion is quantified by the fitted values of 

the FDE, which respond as expected to variations in temperature and reactant 

concentration.  Heating the cell imparts more thermal energy to the system facilitating 

mass transport and decreasing impedance (or increasing diffusivity).  Recalling the 

dependence of Eq. 7.8 and Eq. 7.9 on diffusivity verifies the change in Y0 and B in the fits 

with respect to temperature at the same cell current and reactant concentration (Table 

7.4a).  The relationship between Y0 and reactant concentration is more straightforward, 

increasing impedance as the feed is diluted with inert gas as explicitly shown in Eq. 7.8 

and verified in Table 7.4b.  The approximately constant value of B with respect to 

changing hydrogen concentration and cell current is also as expected, as they are 

variables not expected to appreciably alter Di or δ.   

Justifying the assignment of the low frequency arc to diffusion is more difficult 

when considering its behavior with respect to load current and the paucity of a 

corresponding curve in the anode or cathode data.  The former is simpler to explain, 

when the current dependence of the potential difference between the anode and cathode 

reference electrodes (Fig. 7.9) is considered.  If the concentrations of all of the reactants 

at the references are constant, then the potential difference between the two should be 

independent of the current through the cell.  The curves plotted in Fig. 7.9 indicate that 

concentration in fact varies at the reference surface.  The absence of the mass transfer arc 

from anode or cathode impedance spectra is then justified as existing at working and 
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reference electrode to the same extent, thus cancelling each other out in the single 

electrode measurements.  The behavior of Y0 with varying load current is more difficult 

to explain, because its expected behavior is the opposite of what is observed.  As the 

reactant mass flux to the interface (or load current) is increased, the hydrogen 

concentration is decreased corresponding to an increase in the total impedance of the cell 

(including that of mass transfer).  The data clearly demonstrate that the low frequency 

impedance instead decreases as more load current is passed through the cell.  Such 

behavior is predicted by Eq. 7.9 if water concentration is considered, because its value is 

increased from its low initial value.  High mass transfer impedance at low current is also 

observed in lanthanum strontium manganese oxide (LSM) electrodes, which are known 

to be poor ion conductors at low overpotentials [25].  Impedance spectra obtained for 

thin, dense LSM films on yttria stabilized zirconia [34] have abscissa in a similar 

frequency regime as depicted in the present study for the total-cell.  These arcs have been 

attributed to oxide (or vacancy) diffusion through the film, as confirmed by the shift of 

the abscissa frequency at differing film thicknesses.  Even though the cathode of the 

Ceramatec cells is not composed of LSM, the properties of other manganite based 

materials could well be similar.   

Since mass transfer is the best explanation for the low frequency loop in the total-

cell impedance spectra, the FDE is a better choice to add to the circuit than the parallel 

combination of Rlf and Clf.  As expressed in Eq. 7.9, Y0 is composed of contributions from 

each reactant.  An exact representation of the total-cell equivalent circuit would include a 

cathode FDE in series with the Faradaic cathode impedance, as well as a similar 

arrangement for the anode.  Such a configuration is cumbersome and would complicate 
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the fitting, because the contributions of anode and cathode mass transfer are 

superimposed in the data.  Recalling that the fitted values for Y0 and B are approximately 

independent of location in the circuit, a single FDE in the circuit is best for data fitting.  

Further experiments need to be performed with varying oxygen concentration to 

determine the contribution of each reactant to the values of Y0 and B. 

It should be noted that factors relating to the test setup may also give rise to 

unexpected behavior, such as the extra low frequency loop.  Studies [35-37] have 

suggested that bonding a reference electrode to the same face of a solid electrolyte as the 

working electrode may produce erroneous data under certain circumstances; however, 

such effects are not likely responsible for the extra arc in the total-cell fits, because none 

of the referenced studies showed similar low frequency effects.  Primdahl et al. observed 

a low frequency impedance arc related to gas conversion, when the reference electrode 

was located in a different atmosphere from the working electrode [38].  They proposed 

that the passage of AC current changes gas concentration at the active surface, most 

noticeably at low frequencies, resulting in a Nernstian potential loss.  Such is not 

observed when the working and reference electrodes are at the same concentration, which 

could be the cause of the previously discussed reference i-V behavior in Fig. 7.9.  The 

possibility of the gas conversion impedance being related to the measured total-cell 

spectrum is investigated in the next section, because the entire low frequency loop is 

better resolved in the full sized cell measurements (Fig. 7.8). 

Cathode behavior would be expected to be independent of anode feed 

composition; however, the fits predict that the cathode impedance varies slightly with 

decreased hydrogen concentration.  Unfortunately, cathode data were not individually 
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measured for the diluted anode feeds, because the anode impedance and its effect on that 

of the total-cell were the primary foci of the tests.  Fig. 7.10 shows plots of the cathode 

fits with varying anode reactant.  The fits are only slightly altered, but the variation is 

consistent.  Cathode impedance could change due to the decrease in the electric field 

between the electrodes, which may change a number of variables enough to affect the 

cathode kinetics.  Equally plausible is that it is an artifact of the inaccuracies inherent in 

the model, unstable cell conditions, or equipment precision.  Only by measuring the 

cathode impedance spectrum with varying anode reactant concentration may the cause of 

the behavior be determined.  Although the reason for the cathode impedance’s 

dependence on hydrogen concentration is unknown, it is also observed in the fits of the 

larger fuel cell stacks. 

VII.3.2.Fuel Cell Stack 

 The circuit models and the variation of their fitted values with respect to hydrogen 

concentration, load current, and cell temperature of the button cell tests were applied to 

the analyses of the larger fuel cell stacks.  Ideally, the frequency dependent impedance of 

the cells in the stack would be the same as that of the button cells at similar test 

conditions, only scaled to a different size; however, larger electrochemical cells are 

inherently non-ideal.  Due to the sheer size of the cells, the current, temperature, and 

reactant concentration are distributed along the active surface.  Additionally, the 

arrangement of the cells in the stack can result in further disparities in temperature and 

concentration between different cells.  The aforementioned problems are compounded by 

the consistency in manufacturing the constituents of the stack and their inevitable 
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degradation over time.  AC impedance performed at load is a significant technique for 

evaluating the nonidealities inherent in fuel cell systems. 

 In order to fit the data obtained from the planar cells, a simpler equivalent circuit 

than that of the button cells is necessary.  While the model given in section VI.3.1.4 is 

nearly exact, applying the same model to the cell without any foreknowledge of the 

values of any of the elements is rife with uncertainty.  Rather, the simplest model from 

which accurate fits may be obtained is preferred.  From the previous circuit, it would 

seem the minimum number of elements producing a time constant required to fit the data 

would be three: a FDE (or parallel low frequency RC) and a parallel RC for both the 

anode and cathode.  Fig. 7.8 shows that the three time constant model is too simple, 

needing a fourth time constant to fit the data more exactly.  The added elements are 

ascribed to anode adsorption, because its affect on cell impedance is the next most 

significant in the button cell tests behind the three already included; hence, it is in series 

with the Faradaic impedance branch of the anode in the large cell equivalent circuit 

model depicted in Fig. 7.11.  It should be noted that Cd
c is not replaced with a CPE in the 

large cell model, because the relatively small size of the superimposed activation loops is 

such that the fitting algorithm would fit another part of the curve with the anode RC.  

Additionally, distributed elements are not preferred in a model to be used for designing 

process controls and power conditioning systems.  The FDE has already been shown 

(section VII.3.1.4) to be easily replaced with a parallel RC without sacrificing much 

accuracy to accommodate the aforementioned purpose, so it is retained for the time 

being. 
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Generally, the large cell equivalent circuit fitted values exhibited trends consistent 

with previously discussed theory.  Table 7.5 demonstrates the same effects of hydrogen 

dilution as observed in the button cells: as hydrogen concentration is decreased, Rct
a is 

increased, while Rct
c and Y0 (congruent with Cd) are decreased.  The approximately 

constant B is also significant, because it is confirmed by the notion that δ and Di are 

unchanged in these tests.  The negative values of Rθ and Cθ indicate that the inductive 

behavior of anode adsorbed intermediates is more significant than the capacitive portion.  

The same fits could be obtained without negative values, if the parallel RC was replaced 

with a series RL moved to be in parallel with the anode Rct [39].  Table 7.6 shows Rct
a 

decreasing with current of each examined cell, which is more theoretically accurate than 

the behavior of the button cells.  Rct
c, on the other hand, has a maximum at 52 mA cm-2.  

The variation of the FDE is slightly different than with the button cells, although the two 

were not tested over similar current ranges.  Y0 proceeds as expected between the low and 

medium currents, but decreases from medium to high current indicating increased mass 

transfer resistance.  The size of the cell likely contributes the difference between the 

button and larger cells, because reactant depletion at the cell outlet is more prevalent at 

higher currents and expected to have a more deleterious effect on larger cells.  Variation 

in B at low current is consistent with button cell measurements and will be discussed in 

greater detail later. 

Ideally, area specific impedances should be approximately equal between button 

cells and large cells; yet, nonuniformity of different processes in larger cells prevents this 

theory from being well observed.  The ratio between the fitted values (Table 7.7) 

quantifies the difference comparing the two sizes of fuel cells fitted to the same 
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equivalent circuit.  One of the most significant factors limiting ideal scalability is reactant 

distribution.  The larger an electrode, the more locally variant is the reactant 

concentration.  Since kinetics is driven by concentrations of reactants and products, the 

reaction rate (electric current) is more unevenly distributed in a larger cell. Compounding 

the issue is pressure drop, which affects gas concentrations and exists to a greater degree 

in larger cells.  While impedances do not scale perfectly from the button cells to the full 

sized cells, they are close enough to provide a reasonable starting point for fitting the data 

and for analyzing which process governs each circuit element. 

For the specific cells in this study, the thicknesses of the mixed conducting layer 

of the electrodes were significantly different from the button cells in the previous section.  

The total thickness (including mixed conducting components) for the large cell anode and 

cathode is approximately 52-55 µm and 77-80 µm, respectively, compared to 307-358 

µm and 347-398 µm for the button cell.  This difference corresponds to a large difference 

in the ratio of real surface area to geometric area of the electrodes, which is another factor 

that makes scaling resistances and capacitances between the two sizes difficult.  More 

significant is the effect on mass transfer that thinner electrodes impose, which is visually 

evident in the low frequency semicircle being fully resolved for the large cell impedance 

compared to that of the button cells over the same frequency spectrum.  The shift of the 

abscissa frequency is quantified by the B parameter of the FDE, which changes due to the 

diffusion layer thickness.  Since diffusivity is far less in solids than gases, oxygen ion (or 

vacancy) diffusion in the cathode is assumed to be predominant.  The ratio of B of the 

button cells (from the more accurate model fits) to that of the large cell is approximately 

four, which is quite close to the ratio of the cathode thicknesses (4.33-5.16).  The reason 
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the ratio is not exactly within the expected range is due to the approximation of 

combining all of the reactants into the form of Eqs. 7.8-10 (see [21] for an exact 

expression). 

Another issue that obscures the true nature of scaling electrodes is the temperature 

distribution within the stack.  Fuel cell reactions are highly exothermic, such that the 

reactions heat the stack above the surrounding temperature.  Depending on how well the 

outer cells of a planar stack are thermally insulated, one would expect them to be at a 

lower temperature than those with less surface area in contact with the environment.  In 

the stack under investigation, cell #3 is in the middle of the stack flanked by cell #s 1 and 

5 on the outsides.  The two outside cells are not identical, with cell #5 having a thermally 

insulating layer adjacent to the outer wall that is unique to it.  Because the temperature of 

cell #1 is lower than the other cells in the stack, it lacks the thermal energy necessary to 

drive the reaction as fast, thus limiting performance in a stack of cells connected in series.  

One need not know the geometry of the system to deduce that cell #1 is at a lower 

temperature than the others; such can be deduced from the model fits.  While increased 

Rcts may indicate a decreased temperature, the trend may also be induced by inconsistent 

electrode microstructure, catalyst loading, and/or reactant concentration.  Coupling the Rct 

behavior with the increase in RΩ and B for cell #1 relative to the other cells proves the 

root of the problem, because decreased electrolyte conduction and diffusivity are 

indicative of lower temperatures.  The analyses of the fitted large cell data show how 

impedance spectroscopy can be used to mechanistically discriminate the factors that limit 

stack performance.   



In section VII.3.1.4, the low frequency impedance loop of the total-cell was 

discussed without considering the possibility of gas conversion being the cause.  

Primdahl et al. modeled similar low frequency arcs with a parallel Rlf and Clf in series 

with the electrode equivalent circuit (similar to the fits described in the previous section) 

and approximately replicated the fitted values with a constantly stirred tank reactor 

(CSTR) model yielding the following relationships: [38] 

( )2
1 1

2
ig

lf
w H

R T
R

x xF J
⎛ ⎞
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⎝ ⎠

+ ⎟     (7.11) 
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2
4 1 1

lf
w Hig

F PvC
x xR T A

−
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= +⎜
⎝ ⎠

⎟      (7.12) 

where the resistance and capacitance are area specific.  Applying the proposed model to 

the cells in question shows that gas conversion may be partially responsible for the extra 

arc.  While a 61 cm2 planar cell is expected to deviate from a single tank CSTR model 

due to the previously discussed distributed conditions, the general variation of impedance 

with each of the independent variables should be unchanged.  Increases in cell current, 

temperature, or hydrogen concentration predict that Rlf should decrease and Clf should 

increase, a tendency observed in the button cell fits in Tables 7.4a and 7.4b.  The fits to 

the larger cells listed in Tables 7.8a and 7.8b, on the other hand, show only Clf obeying 

the same trend as the button cells, when concentration and temperature are the 

experimental variables.  The difference in the variation of the fits with respect to changes 

in current is likely caused by the difference between inlet and outlet gas concentrations 

being greater than in the linearization criterion of the derivation of Eq. 7.11 and 7.12 

[38]; however, the same reason does not apply to the fits at differing gas concentrations 
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and temperatures, because they were fitted to data obtained at a low enough current for 

the linearization criterion to be valid.  Furthermore, increasing current tends to raise the 

stack temperature, the effects of which are opposite regarding mass transfer and gas 

conversion impedance.   Fluctuations in Rlf with respect to temperature could also be 

different than expected due to nonuniform flow distribution, which induces an increase in 

Rlf and a decrease in Clf as demonstrated in Table 7.8c.  The relationship between gas 

conversion impedance and J has been demonstrated experimentally by Momma et al., 

who applied it to determine the flow distribution through a 46-cell stack [40].  Whether 

the low frequency arc is due entirely to gas conversion is not conclusive enough to apply 

the same method to test the flow distribution in the Ceramatec stack. 

 Neither gas conversion nor mass transfer is likely to exclusive cause the low 

frequency impedance loop.  The two can scarcely be distinguished from the appearance 

of the arc, because a parallel RC and FDE are similarly shaped on a Nyquist plot as 

evident in the χ2 values of the fits.  The functionality of Eqs. 7.9 and 7.11 indicates that 

Rlf and Y0 will often vary inversely; however, such a relationship is not always observed 

in the values listed in Table 7.8.  The correlation between fitted values and changes in 

hydrogen concentration or temperature are more congruent with mass transfer, while gas 

conversion better explains that of gas flow rate.  The effects of gas conversion and mass 

transfer are most likely present concurrently being superimposed as an arc in the low 

frequency region of a Nyquist plot. 

Data for the entire fuel cell stack were also obtained under the same test 

conditions as the single cell tests previously described.  Fig. 7.12 depicts some of the 

obtained curves, each of which is similar in shape to the individual cells; hence, the same 
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equivalent circuit that was fitted to the cell data may be similarly applied to the full cell 

data.  While the individual cell tests were designed to determine which processes limit 

cell output and to what degree, the full cell test is intended to obtain a simple, purely 

electronic model to replicate the dynamic response of the stack.  To make the model 

purely electronic, the FDE of the equivalent circuit has been replaced with a parallel RC.  

Obtaining fits for the circuit elements over the expected range of operation allows for the 

stack to be dynamically modeled over said range.  The utility in eliminating all 

distributed elements from the model is to facilitate circuit simulation, which can be used 

to design process controls and to assess the optimum setup of operating conditions, power 

conditioning systems, and combination of multiple stacks. 

 

VII.4. Conclusions 

 In the work presented, impedance spectroscopy was successfully applied to solid 

oxide fuel cells and stacks at different operating conditions.  Equivalent circuit models 

were proposed for the cell based on data obtained for each electrode.  The models were 

fitted to the data to determine which physical processes limit cell performance and to 

what degree.  The equivalent circuit models for each electrode consisted of a charge-

transfer time constant and two or one adsorptive time constants for the anode and 

cathode, respectively.  An additional time constant exists at low frequency in the total-

cell data, which is related to mass transfer and gas conversion.  A simplified version of 

the total-cell model was applied to the cells in a five cell stack.  The cause for an 

underperforming cell in the stack was attributed to temperature, based on a comparison 

with the data from other cells.  The entire fuel cell stack was fitted to a model similar to 



that of the single cells, only with distributed elements replaced with physical electrical 

elements.  The stack circuits may be used to model its dynamic behavior to facilitate 

system design.  The work contained herein is useful for assessing in-situ stack dynamics, 

stack aging, state of health, system controls, component fabrication, and quality control. 
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VII.6. Nomenclature 
 
Roman Letters Definition 
A Area 
C Capacitance 
c Concentration 
D Diffusivity 
e' Electron 
F Faraday’s constant 
J Flow rate per area of electrode 
j Imaginary constant (-1).5

i Current density 
L Inductance 
M Free metal site 
m Molar mass 
n Stoichiometric number of electrons involved in a chemical reaction 
P Pressure 
Q0 CPE constant 
R Resistance 
Rig Ideal gas constant 
r  Average pore radius (in m) 
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V Vacancy  
v Volume of CSTR 
T Temperature (in K unless otherwise noted) 
x Mole fraction at inlet 
Z Impedance 
  
Greek Letters  
α Constant (0 ≤ α ≤ 1) related to departure from pure capacitor 
δ Diffusion layer thickness 
ω Angular frequency 
  
Subscripts  
ad Adsorbed species 
ct Charge-transfer 
d Double-layer 
H Hydrogen 
i Species 
K Knudsen (in m2*s-1) 
L Related to Adsorption 
lf Low frequency 
M Metal surface 
w Water 
θ Related to Adsorption 
Ω Ohmic 
  
Superscripts  
a Anode 
c Cathode 
× Neutral charge 
● Positive charge 
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Table 7.1.  Fitted equivalent circuit elements for button cell anodes infiltrated with different catalysts.  The 
cells were operating on 97% H2 and balanced H2O at 800°C.   

Catalyst ‘A’  ‘B’ 
i (mA*cm-2) 0.000 50.00 175.0 300.0  0.000 175.0 300.0

RΩ (mΩ*cm2) 160.4 164.8 161.5 160.9 300.6 219.2 211.0 
Rct (mΩ*cm2) 22.40 52.88 47.28 62.88  95.58 45.66 47.40 

Q0 (mS*cm-2*s1-α) 300.6 105.1 78.05 38.86  26.97 40.93 35.88 
α .5919 .7992 .8443 .8879  1.000 1.000 1.000 

Rθ (mΩ*cm2) 25.42 8.808 9.070 21.58  45.88 5.362 4.904 
Cθ (F*cm-2) .02854 .09180 .1820 .09290  3.423 7.295 2.606 

RL (mΩ*cm2) 213.6 13.74 1.359 7.248  -128.2 -3.146 -3.234 
L (mH*cm2) 706.0 61.96 30.36 75.12  -264.4 13.41 6.346 
χ2 (*10-6)a 1.272 1.966 4.186 31.00  45.84 13.21 18.91 

Cd,ave (mF*cm-2)b 8.739 26.58 26.49 17.44  26.97 40.93 35.88 
aχ2 is the nonlinear least squares residual. 
bCd,ave is the average capacitance of a CPE computed from the relationship derived by 
Brug et al. [19]. 
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Table 7.2.  Fitted equivalent circuit elements for button cell anodes operating on 97% H2 
and balance H2O at varying temperature and load current density. 

T (°C) 750  800 
i (mA*cm-2) 0.000 175  0.000 175 300

RΩ (mΩ*cm2) 394.8 347.2  300.6 219.2 211.0 
Rct (mΩ*cm2) 97.32 72.98  95.58 45.66 47.40 
Cd (mF*cm-2) 34.97 36.56  26.97 40.93 35.88 
Rθ (mΩ*cm2) 29.78 5.940  45.88 5.362 4.904 
Cθ (F*cm-2) 8.910 2.198  3.423 7.295 2.606 

RL (mΩ*cm2) -75.86 -3.928  -128.2 -3.146 -3.234 
L (mH*cm2) -307.0 7.526  -264.4 13.41 6.346 
χ2 (*10-6)a 10.00 10.14  45.84 13.21 18.91 

aχ2 is the nonlinear least squares residual. 
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Table 7.3.  Fitted equivalent circuit elements for button cell cathodes operating on 97% H2 and balanced 
H2O at varying temperature and load current density. 

T (°C) 750  800 
i (mA*cm-2) 0.000 175  0.000 175 300 

RΩ (mΩ*cm2) 203.2 212.2  152.7 141.9 146.5 
Rct (mΩ*cm2) 348.4 306.0  164.9 164.5 172.4 

Q0 (mS*cm-2*s1-α) 29.78 23.01  21.85 23.83 27.48 
α .6523 .6352  .7101 .6979 .6682 

Rθ (mΩ*cm2) 9.340 71.68  12.67 6.310 4.240 
Cθ (F*cm-2) 67.75 0.01056  7.50 10.12 12.47 
χ2 (*10-6)a 63.47 21.48  912.1 12.21 23.24 

Cd,ave (mF*cm-2)b 1.531 .8000  1.629 1.551 1.309 
aχ2 is the nonlinear least squares residual. 
bCd,ave is the average capacitance of a CPE computed from the relationship derived by 
Brug et al. [19]. 
 



 183

 
Table 7.4.  Values for a parallel RC or a finite diffusion element fitted to the low frequency impedance 
loops of button cells operating at (a) 175 mA*cm-2 with varying temperature and hydrogen feed 
concentration and (b) 800°C and varying load current density, fed with xw = .03, xH as indicated, and 
balance N2.  Another finite diffusion element fitted in series with the Faradaic impedance is also listed in 4a 
showing little difference from the series fits. 
a) 

T (°C) 
 

750   
800 

xH .970 .637 .473  .970 .455 .331
Rlf (mΩ*cm2) 120.1 137.4 138.5  123.6 146.9 172.3 
Clf (F*cm-2) 51.85 41.40 40.60  88.35 78.55 58.45 

Y0 (S*cm-2*s1/2) 31.25 26.13 25.66  37.98 35.56 26.76 
B 4.700 4.412 4.493  5.643 6.090 5.441 

Y0 (S*cm-2*s1/2)a 31.43 26.42 25.71  40.64 33.32 27.53 
Ba 4.713 4.435 4.493  5.079 5.831 5.532 

a Values where the diffusion element is in series with the Faradaic impedance of the 
cathode and anode for 750°C and 800°C, respectively. 
 
b) 

xH

 
.455   

.331 
i (mA*cm-2) 0.000 175.0 300.0  0.000 175.0 300.0

Rlf (mΩ*cm2) 620.4 146.9 100.0  638.8 172.3 126.4 
Clf (F*cm-2) 16.42 78.55 103.4  16.99 58.45 75.65 

Y0 (S*cm-2*s1/2) 7.310 35.56 45.15  7.215 26.76 35.28 
B 5.849 6.090 5.595  6.078 5.441 5.313 
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Figure 7.1.  Picture of a button cell, where the cathode is the large electrode and the reference, the smaller.  
The opposite face of the electrolyte appears the same, with an anode and anode reference electrode. 
 

 188



 
Figure 7.2.  Picture of a planar fuel cell with a bipolar flow field plate on the left and an electrode on the 
right. 
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Figure 7.3.  Nyquist plot for a button cell anode operating at 800°C and 175 mA*cm-2 and fed with 3% 
H2O and H2 diluted with varying amounts of N2. 
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Figure 7.4.  Equivalent circuit model for a button cell anode.  The circuit has three time constants 
associated with the parallel RCs (Rct Cd and Rθ Cθ) and the series RL (RL L). 
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Figure 7.5.  Equivalent circuit model for a button cell cathode.  The circuit has three time constants 
associated with the parallel RCs (Rct Cd and Rθ Cθ). 
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Figure 7.6.  Nyquist plot for a button cell cathode at 800°C with varying load current. 
 

 193



 
Figure 7.7.  Nyquist plot of the total cell compared with the sum of the individual anode and cathode 
spectra for a button cell operating at 800°C and 175 mA*cm-2 and fed with 3% H2O and balance H2.  The 
anode and cathode sum has been offset such that the high frequency intercept of the two would be the 
same.  A large low frequency arc is unique to the measured total cell impedance. 
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Figure 7.8.  Nyquist plot of a planar fuel cell operating at 800°C and 52 mA*cm-2 and fed with 3% H2O, 
45% H2, and balance N2.  The cell has been fitted to two different equivalent circuits: one with three time 
constants, the other with four. 
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Figure 7.9.  Potential difference between anode and cathode reference electrodes plotted as a function of 
load current. 
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Figure 7.10.  Nyquist plots of the cathode equivalent circuit from total button cell data fits of a cell 
operating at 800°C and 175 mA*cm-2 and fed with 3% H2O and H2 diluted with varying amounts of N2. 
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Figure 7.11.  Large cell equivalent circuit model.  The circuit has four time constants associated with the 
parallel RCs (Rct

a Cd
a, Rct

c Cd
c and Rθ Cθ) and the finite diffusion element (Zdif). 
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Figure 7.12.  Nyquist plot of a planar fuel cell stack operating at 800°C and 52 mA*cm-2 and fed with 3% 
H2O, varying H2, and balance N2.  The data have been fitted to a four time constant equivalent circuit. 
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Section C 

Unpublished Work 

 

The following section describes work that has been performed, but does not 

warrant publishing.  The experiments and analysis contained in Section C center around 

two techniques: Electrochemical Impedance Spectroscopy (EIS) and Residence Time 

Distribution (RTD) modeling.  Both techniques have been developed to an extent and 

have proven useful for investigating PEM fuel cell stacks; however, failures in test setup 

or model computation prevented the research goals from being fully realized. 

 

Chapter VIII 

Equivalent Circuit Models and Kinetic Parameters for Commercial PEM Fuel Cells 

Obtained from Impedance Spectroscopy 

 

VIII.1 Introduction 

 Modeling fuel cell systems is essential to understanding how said systems 

respond to nonideal operating conditions.  In order to properly model the electric output 

of the system, the evaluation of the reaction parameters that govern the electrochemical 

reactions occurring at the electrode surfaces is critical.  AC impedance is an experimental 

technique capable of probing the relaxation times of the processes occurring at the 
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electrode.  When fit to an appropriate equivalent circuit model, electrochemical 

impedance spectroscopy (EIS) data may be used to quantitatively describe the interfacial 

processes.  These fits are of even greater value, when the equivalent circuit topology has 

been derived from kinetic equations and reaction mechanisms, such that the rate 

constants governing the reactions may be calculated from the fits.  The following work 

will present EIS experiments performed on individual PEM fuel cells in a larger stack 

and the kinetic constants obtained from the fitted data. 

 

VIII.2 Experimental 

 EIS was performed on a Nexa™ stack using an FC350™ potentiostat (made by 

Gamry Instruments) in conjunction with a TDI-Dynaload® electronic load as in 

Chapters V.2 and VI.2; however, the purpose of these experiments was to obtain pure 

impedance data for individual fuel cells.  The current is controlled for the whole stack 

with the load as in the previous measurements, and the resulting potential difference was 

measured between opposite edges of the anode and cathode of a cell in the stack.  The 

current configuration is unchanged for single cell experiments from that of the full stack, 

because the cells are connected in series with an equivalent current passing through each.  

The stack was electrically isolated from the parasitic control board by powering it with a 

separate stack or another suitable external power supply.   In order to maintain constant 

conditions in the cells, the purge valve at the anode outlet was left slightly open.  Not 

only does a constant exhaust flow maintain steady impurity concentrations within the 

cell, but it also avoids any electrical disturbances from the automated purge process.  

Steady-state conditions are imperative for accurate impedance spectroscopy [1], because 
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electrode kinetics is sensitive to reactant concentrations [2].  Data were successfully 

obtained at different load conditions and for various cells in the stack.  

 

VIII.3 Equivalent Circuit Models 

 Several equivalent circuit models were applied to the data in an attempt to acquire 

kinetic parameters and determine the causes of diverse behavior amongst fuel cells.  The 

literature contains a multitude of theories for deriving equivalent circuit models [3–6], 

which complicates the choice of which approach to use.  Another difficulty in developing 

an accurate model from which to obtain kinetic data is that several different circuit 

topologies may yield the exact same fit to the data.  For example, if one of the three 

parallel RCs in the model presented in Chapter VI is instead connected in series with one 

of the other parallel resistors (Fig. 8.1), the fit to the impedance data is unchanged.  The 

only way for the fit of the data to be the same between the two models is for the values of 

the resistances and capacitances to change, which begs the question of which circuit 

topology is appropriate for obtaining kinetic information?  The answer lies in what 

process each circuit element is meant to represent.  Two of the parallel RCs in the models 

must represent the two electrodes and the lone resistor, the membrane [3–6].  If the third 

RC is in series with the electrode processes as in the Chapter VI model, then it must be 

attributed to an electrolytic process.  Ion conductivity is already accounted in the Ohmic 

resistance, leaving mass transport of protons in the membrane as the only remaining 

process to which the third RC may be attributed.  The nesting of a parallel RC inside of 

another RC (as in Fig. 8.1) is often used to represent the relaxation of an adsorbed 

reaction intermediate, which is present in either electrode reaction [5–7].  In this case, the 
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capacitance is not related to the charge double layer, but is instead referred to as 

pseudocapacitance.  By comparing the fitted parameters of the two models, the more 

accurate of the two should be clear. 

 Table 8.1 gives fit parameters for the two configurations of the three-RC model at 

different DC currents.  The hydrogen oxidation reaction (HOR) on platinum is a much 

faster reaction than the oxygen reduction reaction (ORR) on platinum [8,9]; hence, the 

RC with the smallest impedance in either model is attributed to the anode.  Double-layer 

capacitance is believed to be primarily dependent on active electrode area and only 

slightly on temperature and reaction rate [6].  The fits of the experimental data show that 

the capacitance attributed to the anode double-layer increases with reaction rate (or 

temperature), but only by about 30%.  The cathode is assumed to be composed of the 

same material as the anode; thus, the double-layer capacitance of the cathode should 

exhibit similar behavior to that of the anode.  The nested RC is the only model between 

the two with capacitor fits that remotely resemble the anode behavior, being roughly 

constant (≈ 2.6 F).  The double-layer capacitance of the cathode is between two and three 

times larger than that of the anode, because cathode sluggishness is often combated with 

higher catalyst loading (higher active surface area) than the anode.   

The other test to determine which circuit topology is more accurate is the 

behavior of the RC that is either associated with pseudocapacitance or ionic mass transfer 

depending on the model.  The impedance of the ionic mass transfer RC should 

theoretically increase with current, because supplying ions to the electrode surface is 

more difficult as the demand (current) increases.  Data fits for the three-RCs in series 

model instead exhibit decreasing impedance with increasing current for the electrolytic 
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mass transfer RC.  The nested RC model further proves to be more theoretically sound, 

because the ORR on platinum is believed to have a strongly adsorbed reaction 

intermediate [10] (a requirement for pseudocapacitance) [11].  Pseudocapacitance should 

exhibit a parabolic shape with respect to current [5], which is approximately the trend 

observed over the limited range of currents.  The model presented in Fig. 8.1 is more 

accurate than the three-RCs in series model because of the behavior of the double-layer, 

the cathode reaction mechanism, and the poor diffusion predictions of the series model. 

VIII.3.1 Cathode Equivalent Circuit 

 A model with the same circuit topology as the cathode in the nested RC model 

was derived mathematically by Zhou et al. [12] for the case of the ORR on platinum in 6 

M KOH at low current densities.  At higher current densities, their derivation added 

another relaxation time in the form of a series resistor and inductor (RL) in parallel with 

the nested RC (Fig. 8.2) representing a change in the reaction mechanism.  The addition 

of an inductor to the equivalent circuit causes the fit on a Nyquist plot to predict points 

below the Zre axis (Fig. 8.3).  Table 8.2 lists the fitted parameters of the RL model and of 

the nested RC model in addition to a least-squares regression error (χ2).  The error 

quantifies what is visually evident in Fig. 8.3, that the RL model more closely fits the 

experimental data at higher currents than does the nested RC model.  Boukamp has 

proposed that the addition of a new circuit element should be rejected, if it does not 

improve χ2 by an order of magnitude [13].  While the addition of the RL to the model 

improves χ2 at each of the tested currents, Boukamp’s criterion is not satisfied.  Despite 

this drawback, the RL model more accurately describes the processes governing the ORR 



and matches the experimental data at higher current densities better than does the nested 

RC model.   

VIII.3.2 Anode Equivalent Circuit Model and Kinetic Parameters 

VIII.3.2.1 Charge Transfer Approach 

 In order to determine the anode kinetic parameters, a derived anode equivalent 

circuit is connected in series to the appropriate cathode model and the Ohmic resistance 

and lead inductance.  If Butler-Volmer kinetics is assumed to govern the anode, then the 

total cell may be represented at low currents with the model in Fig. 8.1.  The HOR readily 

occurs on platinum, meaning the potential will be small, especially at low currents.  

Making use of the approximation ex ≈ 1 – x at small exponentials, the Butler-Volmer 

equation is expressed as 

0I I zfα η= −         (8.1) 

where the reactant concentrations are near their equilibrium values due to the small 

current.  The charge-transfer resistance is the negative ratio of potential to current (Ohm’s 

law), so the exchange current is solved as 

0
ct

RTI
zFRα

=         (8.2) 

where Rct corresponds with the anode resistance in the model fit.  Because the electrode is 

solid, the data were also fitted to a circuit wherein the anode capacitor was replaced with 

a constant phase element.  Figs. 8.4–8.5 show exchange currents plotted as a function of 

cell current for anodes with double-layers modeled with capacitors and phase elements, 

respectively.  At currents greater than 7.00 A, the high current cathode model was 

employed in the total cell equivalent circuit.  Herein lies another reason that the RL model 
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was retained despite the Boukamp criterion, because the fit data show the anode resistor 

fits for the RL model are more than 20% higher than those of the nested model (Table 

8.2).  The exchange current should be approximately equal at low current according to 

Eq. 8.2; yet, neither a model with a phase element nor capacitor yield fits with the 

expected trend.  Temperature could have some effect on the value of the exchange 

current, because the equilibrium concentrations to which the exchange current is relative 

are affected by temperature in terms of the equation of state and the saturation conditions 

of water.  The temperature variation accounts for differences as current increases, but the 

temperature fluctuations between points at smaller currents are minimal.  Another reason 

that the charge-transfer resistances are not constant is that the rate determining step in the 

HOR is the adsorption of hydrogen [14]; thus, the Butler-Volmer model should not apply 

even at low currents.  In order to properly obtain kinetic parameters from EIS data, a 

more complicated mathematical derivation is necessary, especially at higher currents 

where temperature and reaction mechanism change. 

VIII.3.2.2 Transfer Function Approach 

 A method for computing anode kinetic parameter from impedance data applicable 

at all currents is to derive impedance equations from the expected reaction mechanism.  

Gabrielli and Tribollet [15] introduced an approach based on transfer functions to obtain 

interfacial information without the need for equivalent circuits.  Kuhn et al. [16] derived 

an impedance equation for the HOR by applying the transfer function approach to the 

Tafel-Volmer mechanism.  The HOR mechanism is well known to have parallel charge-

transfer pathways, the Volmer and Heyrovsky [14].  At overpotentials of 50 mV and less, 

the Volmer reaction dominates the Heyrovsky assuming that mass transfer to the 



electrode is fast [14,17].  The cathode contributes almost all of the activation 

overpotential to the total cell; hence, the anode overpotential should be within the Tafel-

Volmer dominated region throughout the operational range of the stack.  Kuhn et al. [16] 

derive the total impedance of the Faradaic branch as 

( ) 11 FZ C j A B Dω −= − +       (8.3) 

where  

( ) ( )2 1 2 2 sinhad H des ecA k P k k fθ θ η= − − − −⎡ ⎤⎣ ⎦ ρ           (8.4) 

(2 coshecf k )B fθ η
ρ

−
=     (8.5) 

( )2 sinhecC k fη=             (8.6) 

( )2 cosh 1ec ctD f k f Rθ η= =         (8.7) 

For the equivalent circuit model given in Fig. 8.6, the Faradaic impedance (that in 

parallel with the double-layer capacitance) is written as 

( ) 11 F L 1 ctZ j L R Rω −= + +        (8.8) 

which is equivalent to Eq. 8.3 when 

1L BC=      (8.9) 

and 

LR A BC= −       (8.10) 

In order to solve for the unknown parameters, Eqs. 8.4–8.10 may be used along with 

model fits in conjunction with the steady-state mass balance on the catalyst, also called 

the state equation (not to be confused with a thermodynamic equation of state): 
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0=( ) ( )2 21 2 sinhad H des eck P k k fρθ θ θ θ η= − − −&        (8.11) 

and the observation equation: 

( )2 sinhecI k fθ η=           (8.12) 

The parameters were solved from impedance data which were fitted using the total-cell 

model at high current, which consists of the anode and cathode circuits (Figs. 8.6 and 8.2, 

respectively) connected in series with an RΩ and Llead.  Because the value of ρ is 

unknown, the system of equations is underspecified.  The constants are calculated in 

Table 8.3 assuming that kad is twice kdes, which is a relationship approximated from the 

fits of Kuhn et al. [16].  The rate constant fits are not constant as their names would 

imply, but vary over the current range.  The non-constant rate laws also exist in the 

parameters fitted by Kuhn et al. [16], but no explanation is given in their text.  One 

parameter that should be approximately constant over the range of experimental 

conditions is ρ, which is the moles of platinum reaction sites on the electrode in terms of 

charge; however, such is the case only at 11.98 and 14.03 A.  If rate constants are instead 

calculated based on an assumed ρ, the ratio of the rate constant of adsorption to that of 

desorption differs considerably from two.  When the ρ is less than the values given in 

Table 8.3, negative kdes are calculated.  If higher ρ  values than those in Table 8.3 are 

used instead, then the desorption rate constant becomes far larger than that of adsorption.  

The larger ρ is consistent with values calculated from different manufacturer’s 

specifications [18], and the larger kdes is consistent with values calculated by Wang et al. 

[17].  The kinetic parameters obtained from the transfer function approach may be used 

to model anode kinetics in other tests, such as the RTD tests presented in Section IX. 
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VIII.4 Summary 

 EIS has been applied to individual PEM cells at varying currents, and the 

resulting data have been successfully fitted to a number of equivalent circuit models.  By 

comparing the fitted values at different conditions, the best anode circuit is determined to 

be that of a single adsorbed intermediate.  Applying the transfer function approach proves 

to best method for obtaining rate constants specific to the cell.  For more accurate results 

to be obtained, a reference electrode seems necessary to separate anode and cathode 

effects.  Furthermore, a ρ value is unknown for the MEAs and must be assumed to 

prevent the system of equations from being underspecified.  The method of using 

equivalent circuit elements to compute kinetic constants is beneficial to understanding 

what physical processes limit cell output and to what extent. 

 

VIII.5 Nomenclature 

Cd  double-layer capacitance 

F  Faraday’s constant 

f  F/RT 

I  current 

I0  exchange current 

kad  rate constant of adsorption 

kdes  rate constant of desorption 

kec  exchange rate constant between adsorbed hydrogen and electrode 

L  inductance due to adsorbed intermediates 



Llead  wire inductance of test leads 

PH  partial pressure of hydrogen 

R  ideal gas constant  

Rct  charge-transfer resistance 

RL  resistance in series with an inductor due to reaction intermediates 

RΩ  Ohmic resistance 

T  stack temperature 

Z  impedance 

ZF  impedance of Faradaic processes 

Zim  imaginary component of impedance (reactance) 

Zre  real component of impedance (resistance) 

z  stoichiometric number of electrons involved in an electrode reaction 

  Greek Letters 

α  transfer coefficient 

η  overpotential 

θ  catalyst surface coverage of hydrogen 

θ&   time derivative of θ  

θ0  catalyst surface coverage of hydrogen at equilibrium 

ν0  exchange rate constant of Volmer reaction 

ρ  charge capacity of electrode surface 

χ2  nonlinear least squares fit error 
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  Superscripts 

a  process occurring at the anode 

c  process occurring at the cathode 
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Figure 8.1.  3 RC equivalent circuit model for a fuel cell, wherein a parallel RC has been nested into the 
cathode RC to represent adsorptive behavior. 
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Figure 8.2.  Equivalent circuit model for the ORR occurring at high currents [12]. 
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Figure 8.4.  Anode exchange current calculated from charge-transfer resistances obtained from fits to EIS 
data at each current level using an equivalent circuit model, wherein a capacitor was employed to model the 
anode charge double-layer.  Error bars indicate the percent error from that of the fitted resistance. 
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Figure 8.5.  Anode exchange current calculated from charge-transfer resistances obtained from fits to EIS 
data at each current level using an equivalent circuit model, wherein a phase element was employed to 
model the anode charge double-layer.  Error bars indicate the percent error from that of the fitted resistance. 
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Figure 8.6.  Equivalent circuit model for the HOR considering the Tafel-Volmer reaction mechanism. 
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Chapter IX 
 

Residence Time Distribution of Anode Impurity Pulses in a PEM Stack 
 

 
 
IX.1. Introduction 
 
 Fuel purity is a significant limitation that inhibits the widespread use of PEM fuel 

cells by increasing cost, the need for pre-processing, and complexity in control circuitry 

[1,2].  Most PEM stacks require greater than 99.99% pure hydrogen, which is not 

practical for several reasons [2,3].  The only place on Earth where hydrogen gas is 

abundant is in the upper-most part of the atmosphere, because it is much less dense than 

other gasses.  Harvesting gas in the exosphere would be an expensive method to obtain 

hydrogen; hence, it must be produced from a hydrogen rich source such as fossil-fuels or 

ammonia.  Most production methods will lead to a mixture of hydrogen and other 

impurities; therefore, the fuel production method requiring the least amount of post-

process conditioning (impurity removal) is preferable from an efficiency perspective.  

The desire to operate fuel cells with higher levels of impurity justifies the need to 

understand how different impurities flow in a fuel cell (FC) stack, which is useful for 

optimization of stack designs as well as stack diagnostics. 

 



 223

IX.2. Experimental 

 A 47-cell Ballard® Nexa™ Stack was used to investigate the residence time 

distribution (RTD) of inert gases (Ar and He) and reversible poisons (CO).  The Nexa™ 

stack used in this work has similar specifications to those used in each of the prior 

chapters (except Chapter VII), including the exhaust valve modification detailed in 

Section IV.2.  A TDI-Dynaload® RBL488 electronic load was employed to draw a 

constant current from the stack.  A backpressure valve was used in conjunction with a 

needle valve to regulate the anode exhaust flow rate, which was measured using a bubble 

flow meter.  A septum was installed just upstream from the anode stack entrance to be 

used as the injection portal for pulse RTD experiments.  Separate voltage taps were 

applied to each bipolar plate to measure the potential difference across each cell in the 

stack.  The time dependent cell potentials were collected at two SCXI-1300 terminal 

blocks, multiplexed through SCXI-1104C modules in an SCXI-1000 chassis, and 

interpreted by a PCI-6280 DAQ card (all made by National Instruments™).  A 

LabVIEW™ program written by the author controlled the data acquisition process, which 

began after the stack reached a steady-state. 

 The fuel cell stack was powered with ultrahigh purity grade hydrogen gas (Airgas, 

Inc.) and ambient air according to the startup procedure detailed in the product manual 

[3].  The load was programmed to draw a constant current from the stack, and the anode 

exhaust valve was opened to the desired outlet flow.  Once the stack temperature, 

potential, and anode exhaust rate were each stable, the system was ready for the injection.  

Data were collected for approximately one or two minutes prior to the injection time in 

order to obtain a baseline for initial cell potential and to ensure that steady conditions had 
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indeed been attained.  A tracer pulse of 5, 10, or 15 cm3 was then injected through the 

septum into the anode feed stream.  The time dependent potential of each cell in the stack 

was recorded until the stack conditions had returned to steady-state.  Using these 

potential data, it is possible to evaluate the amount of time required for the tracer gas to 

exit the system and model gas flow through the stack. 

 

IX.3. Experimental Results 

 Experimental data for pulse tests performed on a Nexa™ fuel cell stack show a 

complex flow scheme and strong mixing behavior.  The layout of the inlet and outlet 

flows in the manifold are determined by the time and potential associated with each cell’s 

minimum voltage drop relative to those of the other cells.  The degree of mixing in the 

stack is observed in the amount of time required for the cells in the stack to return to their 

initial potential with more time indicating more mixing. 

 The data for the pulse tests are represented somewhat unconventionally for the 

sake of clarity.  Initial cell potentials are intentionally offset so that each is separated by 

10 mV in order to prevent cell potentials from being superimposed on one another.  The 

offset also allows for the vertical axis gridlines to act as visual references for initial cell 

potentials and for the potential scale.  Only select cells are plotted on Figs. 9.1 and 9.2, 

because the offset would require far too large of a scale to represent data for 47 cells 

wherein the nuances would be difficult to resolve. Cell numbers, indicated on the right 

side of the figures, are numbered from the cell closest to the hydrogen inlet (#1) to the 

one closest to the anode exhaust outlet (#47).  The potential axis being indicative of a 

potential scale instead of exact potentials may be confusing, but certainly less perplexing 
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than trying to analyze a jumbled mess of data.  Contrasting Fig. 9.1 and 9.2 to Fig. 9.3 

illustrates how the clarity of the data has been improved with the offset potentials. 

 Data shown in Figs. 9.1–9.3 depict experimental data from which information 

about the stack flow pattern may be deduced.  The manifold feed scheme described in a 

Ballard® patent [4] explains that the first 43 cells fed in parallel are fed in series to the 

next parallel pair, which is fed in series with the final parallel pair (Fig. 9.4).  The 

purpose of feeding the cells in such a manner is to intentionally concentrate impurities in 

the last two cells (nearest the anode outlet) so that impurities may be effectively removed 

by periodically opening the purge valve at the anode outlet.  Experimental data suggest 

that this flow scheme is not exactly the one employed in the Nexa™ stack.  Fig. 9.1 

shows pulse data for cells evenly spaced over the first group of parallel cells.  (Note that 

the cells not shown in Fig. 9.1 that are in the parallel group appear approximately 

similar.)  The first 43 appear to be fed in parallel as the patent suggests, as implied by the 

similar time required to reach the minimum potential between the cells.  The cells do not, 

however, conform to a uniform curve shape or minimum potential, which is likely a 

result of manufacturing inconsistencies.  In order to investigate the flow scheme of the 

cells nearer to the purge valve, Fig. 9.2 depicts the data for the cell #s 41-47.  Again using 

the time at which potential is minimum, it is clear that cell #s 46 and 47 are fed in parallel 

after all of the preceding cells (as in the patent).  Cell #s 44 and 45 are the two that seem 

to behave differently than the source has suggested.  Not only do the two reach a 

minimum potential at different times, but the shapes of the two curves are different; thus, 

cell #s 44 and 45 appear to be fed in series rather than parallel.  The same behavior is 

exhibited in Fig. 9.5, which shows the same cells with a similar impurity pulse at a higher 



flow rate.  The reason that the minimum potential of Cell #44 is not as small as and more 

dispersed than #s 1-43, is that the anode flow rate is much greater in the inlet manifold to 

the first 43 cells than their outlet manifold flow rates; consequentially, the impurity gas 

exiting cell #1 would arrive at the inlet to cell #44 long after the impurity exiting cell #43.  

The theory explaining the behavior of cell # 44 is based on the assumption that the cross-

sectional area of the inlet and outlet manifolds of the first 43 cells are the same, which 

would be simpler to manufacture and assemble than plates with different manifold sizes.  

In order to better justify the theory explaining the flow arrangement of the fuel cells in 

the Nexa™ stack, a mathematical model has been constructed to compare with 

experimental observations. 

IX.3.1. Determining Anode Volume 

 In order to model the stack flow, the internal volume of the anode side of the 

stack has been determined by experimental means.  A monometer was connected to the 

anode exhaust outlet of the PEM stack, while the stack was not running.  A 20 cm3 

injection of hydrogen was shot into the septum and the resulting pressure increase in the 

monometer was noted.  The total anode volume is then determined using the ideal gas 

law.  Initial conditions of the stack can be written as 

0
0

0

anPVn
RT

=       (9.1) 

Similarly for the injection 

amb inj
inj

amb

P V
n

RT
=         (9.2) 

Combining the two yields 
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0
0

0 0

amb inj f anan
inj

amb

P V P VPVn n
RT RT RT

+ = + =            (9.3) 

Rearranging the terms to express the anode volume as 

0 amb
an inj

amb

T PV V
T P

=
∆

          (9.4) 

where ∆P = Pf – P0.  After subtracting out the volume outside of the manifold, end plates, 

and cells; the total anode volume is determined to be 425 cm3.  Subtracting out the 

manifold and endplate volumes gives the total cell volume, which is divided by the 

number of cells yielding an average cell volume of 7.95 cm3. 

IX.3.2. Determining Crossover 

 The existence of crossover gas was discovered by performing gas 

chromatography (GC) analysis of the anode exhaust.  An Agilent 6890 GC was used with 

a Molesieve 13X molecular sieve packed column from Restek Corporation.  The data 

were analyzed with the GC Chemstation software, also made by Agilent Technologies, 

Inc.  A gas sampling tube was inserted into the anode exhaust line down stream of the 

needle valve and upstream from the bubble flow meter.  The fuel cell stack was loaded 

from 50 to 500 W with varying outlet flow rates in order to test the crossover.  The stack 

was allowed to reach a steady state before the gas was sampled and injected into the GC 

column.  Different anode exhaust flow rates were used to change the concentration of the 

impurities in the sample improving the accuracy of the measurements. 

 Gas crossover is termed as such, because it is believed to be cathode gas that 

“crosses over” into the anode side.  Leaks are only partially responsible for crossover, 

because there is evidence that membranes are slightly permeable to cathode gases [5,6,7].  
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The gases present on the cathode side are water and air; hence, they are expected to be 

the gases found in the GC samples.  Water is absorbed by molecular sieves and not 

detectable by the GC.  The measured exhaust flow rates have been modified to account 

for water by assuming saturation conditions in the bubble flow meter and ambient 

temperature.  The amount of nitrogen crossover has been calculated to be approximately 

4 std. cm3/min.  Because oxygen readily reacts at the catalyst layer in a fuel cell, its 

crossover is only 3% of the total nitrogen crossover and is virtually negligible.  Knowing 

the amount of crossover gas is crucial to being able to accurately model the flow of 

impurities in a fuel cell stack. 

IX.3.3. Model Description 

The following model is derived on the premise of being the least complex model 

that accurately predicts experimental behavior.  The complexity of the model is 

imperative to take into account due to the increase in computation time required to solve 

the model, which is exacerbated by the total number of cells in a modeled stack.  Before a 

model can be applied to all of the cells in the stack, it must first accurately predict the 

behavior of a single cell.  The model derived below will attempt to describe cell #22, 

because it is believed to be in the middle of the first group of cells fed in parallel [4].  The 

tanks-in-series model [8,9] for nonideal reactors is used to determine gas distribution 

within the flow field plates and the anode feed manifold.  In the reaction zone, kinetics 

and solubility relationships are applied to predict changes in potential due to changes in 

reactant concentration.  Three different forms of these models have been attempted for 

the cells thus far with only minimal success.  The number of tanks used to represent the 

FCs and the arrangement of the tanks are the primary difference between the three.  In 



keeping with the philosophy of minimized complication, the proposed models began at 

the simplest level becoming more complex with the next generation. 

IX.3.4. Manifold Model 

 The anode manifold is the structure through which fuel is delivered to and exhaust 

is removed from each FC.  In the model, each FC has an associated inlet manifold and an 

outlet manifold consisting of a number of tanks-in-series that varies depending on the 

operating conditions and cell location.  The section between the septum and anode 

manifold (the pre-manifold) consists of the septum, pipe into the stack, and end plate 

anode inlet (Fig. 9.6).  An accurate model must account for the pre-manifold in order to 

replicate the dispersion occurring in the impurity pulse between the injection port and the 

first cell.   

 The pre-manifold is the simplest section of the system to model, because the total 

flow is constant throughout: 

47
2in out cross
IRTV V V
FP

= + −& & &      (9.5) 

where the volumetric flow rates are understood to be set to an equivalent condition by the 

ideal gas law.  Dividing Eq. 9.5 by the cross-sectional area will give the linear velocity, 

which may be used to find the variance of the flow, which is equivalent to the number of 

equally sized CSTRs in series [10]: 

2 1
2
uLN
D

σ= = +           (9.6) 

In order to model the flow through the tanks, the CSTR design equation is employed as  

( )0
H

H H
dC N n n
dt V

= −& &               (9.7) 

 229



where the 1/V term is multiplied by N to account for the equal division amongst the tanks 

of the total pre-manifold volume.  Eq. 9.7 is solved by Verner’s method of integration 

[11]. 

 The same basic concept is used for the manifold, only the flow rate changes 

depending on the location relative to a given cell.  As mentioned in the experimental 

results, the first 43 cells are fed in series.  Assuming the flow rate into each of the FCs in 

parallel is  

0

043
in

cell
V Pn

RT
=

&
&         (9.8) 

then the flow into the manifold tank that feeds cell number ν is 

( ) 0
0

0

44
43

inV P
n

RTν

ν−
=
&

&              (9.9) 

and the flow into the outlet manifold from cell number ν is 

 0 2cell
In n
Fν ν ⎛ ⎞= −⎜ ⎟

⎝ ⎠
& &             (9.10) 

In order to determine how many tanks are required to model the dispersion in the 

manifold, the same method used for the pre-manifold is applied.  An average velocity is 

used in Eq. 8.6, which is expressed for cell #22 as 

1 22
111
43

inVu
A−

⎛ ⎞= −⎜ ⎟
⎝ ⎠

&
          (9.11) 

Applying Eq. 9.11 to Eq. 9.6 will approximate the number of tanks needed to model the 

dispersion in the inlet manifold.  Table 9.1 shows results for the number of tanks required 

to model the manifold between cell #s 1–22 according to Eq. 9.6.  Unless the number of 

manifold tanks is solved to be one or more per cell (22 or more in this case), then some of 
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the tanks must feed more than one cell.  These tanks are assumed to feed two cells and 

should be located in the region where flow is most turbulent and the most mixing occurs, 

which would be nearest the manifold inlet.  The flow balance for the tanks feeding cell 

number ν and ν + 1 is 

 231

20 02 celln n nν ν += +& & &          (9.12) 

and for the tanks further downstream that only feed cell number ν Eq. 9.12 is written as 

 0 0celln n n 1ν ν += +& & &         (9.13) 

The concentration of hydrogen in each tank is determined according to Eq. 9.7 with a 

slight volume modification depending on whether the tank feeds two cells: 

( )0
43

2
H

H H
man

dC n n
dt V

= −& &             (9.14a) 

or one cell: 

( )0
43H

H H
man

dC n n
dt V

= −& &            (9.14b) 

Eqs. 9.11–9.14b are meant to describe the part of the inlet manifold that feeds the first 22 

cells; however, the same logic may be applied to model an inlet manifold feeding a 

different number of cells. 

IX.3.5. Fuel Cell Models 

IX.3.5.1.Stirred Model 

 Three different models have been derived for the FCs based on variations of the 

tanks-in-series method, but none has fit the experimental data well.  The first model 

attempted was a typical tanks-in-series model, where the number of tanks was obtained 

by matching the variance of the experimental data to the model [8].  The widely dispersed 



data is indicative of strong deviation from plug flow and of two equally sized tanks-in-

series.  The model assumes isothermal and isobaric conditions exist in the cell and that 

each FC in the stack contributes equally to the nitrogen crossover.  Because the anode 

feed is dry and the cathode feed is humidified and fed at a high stoichiometric ratio (> 5), 

water is expected to diffuse to the anode side [12].  The cell outlet flow is assumed 

saturated, since the outlet flow is much less than that of the inlet.  The saturation 

assumption implies that the second tank is concentrated to the saturation limit.  The tank 

nearest the cell inlet (tank 1) is assumed to have the same exiting water flow rate as the 

outlet (tank 2), which is expressed as 

*

*1 2
cross

w cell
nx In n

x F
⎛ ⎞= − +⎜ ⎟− ⎝ ⎠

&
& &

47
      (9.15) 

The electrode is assumed to be an equipotential surface implying that the current is 

distributed to render the total potential equivalent between the cell tanks.  Assuming that 

the cathode conditions are constant, the equilibrium potential (Nernstian) loss from an 

electrode in contact with pure hydrogen is written for tank τ as 

, ln
2eq H
RT

,E x
Fτ τ∆ =           (9.16) 

Activation losses are assumed to obey the Butler-Volmer relationship in the form of 

,
0

,2
H zf zfs

H ref

CAI i e e
C

τ α η α η
τ

−⎡ ⎤= −⎣ ⎦         (9.17) 

where α = .5 and z = 2 [13].  Since the fuel cells in the stack are electrically connected in 

series, the total current is equivalent through each of the cells implying: 

1 2I I I= +                (9.18) 
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where 1 and 2 are indices relating to the two tanks representing the cell. 

The outlet flows are expressed for the cell inlet tank (1) as 

( )
1

1 2 2 47
cross

cell w
nIn n n

F
= − + +

&
& & &      (9.19) 

and for the cell outlet tank (2) as 

( )
2

2 1 2 2 47
cross

w
nIn n n

F
= − + +

&
& & &      (9.20) 

Hydrogen concentration is determined for each tank according to Eq. 9.7 with N = 2.  

From thenceforth, the first model will be referred to as the stirred model, because of the 

strong mixing that it predicts. 

 Fig. 9.7 shows the predictions for the stirred model against experimental data at 

500 W.  The dispersion of the experimental data is well replicated in the model, which is 

to be expected being the basis for choosing two tanks.  The stirred model vastly under 

predicts the minimum voltage, because too much mixing is present in the model.  The 

figure also shows that the minimum occurs too early in time, which is further indicative 

of the model deviating too much from plug flow.  The poor fit of the stirred model is a 

clear indication that a more plug-like model should be used. 

IX.3.5.2.Plug Model 

As a basis of comparison, the next model that is presented is one with little 

deviation from plug flow, which will be referred to as the plug model.  This model is 

again tank-in-series; however, many more tanks are used in the plug model.  The 

assumptions used in the plug model are the same as in the stirred with the exception of 

the equipotential electrode, because solving for current distribution in hundreds or 
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thousands of tanks would be difficult and time consuming.  Assuming a distributed 

potential may also be a good assumption, because the bipolar plates are thin (1.2 mm 

thick at the cooling channels).  The active electrode area is assumed for the model to be 

10 cm x 10 cm.  The gas diffusion layer (GDL) is assumed to be 80% porous and 400 µm 

thick, which is at the high end of the GDL thickness range [14, 15, 16].  Channel depth is 

assumed to be .65 mm, slightly more than half of the total bipolar plate thickness.  

Channel and rib widths are assumed to be 2.16 mm and .89 mm, respectively [17], and to 

be arranged in a serpentine pattern.  In order to solve for the number of tanks-in-series 

required in the plug model, Eq. 9.6 is applied to the geometry listed above.  Flow in the 

GDL is considered to occur solely in the same direction as the flow channels compressed 

into said section.  The area of the GDL above the ribs is taken to be split lengthwise, such 

that flow on either side occurs in the same direction of that in the nearest channel.  The 

total cross-sectional area to be used in determining the fluid velocity is  

( )chan chan gdl rib gdlA w d d w dφ φ= + +         (9.21) 

The velocity is then used in conjunction with Eq. 9.6 to determine the number of tanks-

in-series to be utilized in the plug model.  Note that the number of tanks for each 

serpentine channel decreases further from the cell inlet as the fluid velocity decreases due 

to reactant consumption.  The flow out of tank number τ in the plug model is expressed 

1 2cross w
cell

V In n n n
V F

τ
τ τ −

⎛ ⎞= + −⎜ ⎟
⎝ ⎠

& & & &+        (9.22) 

where the current and crossover nitrogen are evenly distributed amongst the total volume 

of the cell.  The hydrogen concentration for each tank is similarly constructed as Eq. 9.7: 
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            (9.23) 

Eqs. 9.22 and 9.23 are true for each of the cell tanks except for the tank fed by the 

manifold, where the τ – 1 term is replaced the cell inlet flow (Eq. 9.8).   

The change in electrode potential in the plug model is determined entirely by 

applying the Nernst equation: 

0

ln
2

H

H

xRTE
F x

∆ =         (9.24) 

The cell potential is assumed to be dominated by the tank where Eq. 9.24 is the most 

negative.  Activation losses are neglected in the plug model, because the points on the 

electrode with less Nernstian losses (greater hydrogen concentration) will increase their 

local reaction rate in an attempt to balance the electrode potential.  Hydrogen oxidation 

on platinum is too facile for the electrode to be able to increase the local polarization in 

the high concentration regions enough to become an equipotential surface while 

maintaining the same total electrode current.  This means that there is no local activation 

in the low concentration region of the electrode, where the Nernstian potential dominates.  

The flows in the model do not reflect this distribution of the electrode current (as 

explained earlier), which should not substantially effect the accuracy due to the small 

dispersion of the tracer gas coupled with the many tanks used to describe a single cell.  

Fig. 9.8 depicts the plug model output and the experimental data for the voltage 

response of cell #22 to a 10 cm3 pulse of argon injected into a stack at 500 W.  The plug 

model does not accurately predict the experimental behavior of the cell in any regard.  

The dispersion of the tracer is completely incongruent between the two with the predicted 

 235



 236

voltage curve exhibiting far less dispersion than the experimental data.  The plug model 

vastly over predicts the minimum cell potential, because the tracer is too concentrated 

locally in the model.  The minimum potential also occurs much later in time in the model 

than in the experimental data indicating that some of the cell volume is being bypassed.  

Each of the aforementioned defections in the model occurs, because gas flows differently 

through the flow field channels than through the porous GDL; hence, the two should be 

modeled separately. 

IX.3.5.3.Mixed Model 

The third model (the mixed model) that has been attempted is a combination of 

the two other models, wherein the flow field behaves more like the plug model and the 

GDL behaves more like the stirred model.  The reason the GDL behaves differently than 

the channels is due to its porous nature.  Gas flow in the channels is possible due to the 

pressure drop from the inlet of the cell to the outlet.  Additionally, there is a pressure 

gradient that drives gas from the flow field channel, through the GDL, and to the catalyst 

layer.  Because these pressure drops exist in two dimensions, some gas will flow between 

adjacent channels by moving through the porous GDL over the rib, thus bypassing a 

portion of the channel volume [2].  This phenomen is also responsible for convective 

mixing occurring within the GDL; hence, the GDL should perform more like the stirred 

model. 

 The mixed model makes use of the basic assumptions of the plug model.  The 

difference with the mixed model is that channel tanks also feed into GDL tanks (Fig. 9.9), 

so assumptions unique to the mixed model must be proposed to govern the flow between 

the separate tanks.  Each GDL tank is assumed to be fed by the tanks representing three 



adjacent channels running the length of the active area.  All of the flow between the 

channel tanks and the GDL tanks is assumed to occur from channel to GDL and never 

from GDL to channel (i.e. back diffusion against the pressure gradient is neglected).  The 

outlet flow for channel tank c feeding GDL tank g is written as 

1 2
c

c c g
V In n n
V F−

⎛ ⎞= − +⎜ ⎟
⎝ ⎠

& & & 0               (9.25) 

For the cell tank nearest to the cell inlet, the c – 1 term is replaced with the cell inlet flow 

rate (Eq. 9.8).  If the ratio of GDL feed flow to reactant consumption flow is assumed 

constant, the following constant may be introduced: 

02
1 gFn

I
ξ = +

&
       (9.26) 

The GDL tank outlet flow may be expressed for tank g being fed by channel tank c as 

( ) 11
2

g
g cross g

V In n
V F

ξ n −
⎡ ⎤= − + +⎢ ⎥⎣ ⎦

& & &         (9.27) 

For the GDL tank nearest to the cell inlet, the g – 1 term is replaced the total cell water 

flow rate (Eq. 9.15).  The channel tank nearest to the cell outlet is unique to the rest, 

because the excess gas from the GDL tanks flows into this channel tank combining to 

form the total cell outlet flow.  The outlet flow for the final channel tank c that exchanges 

gas with GDL tank g can be written as 

1 2
c

c c
I Vn n n
VF g
ξ

−= − +& & &            (9.28) 

Hydrogen concentrations are solved similarly to those of the other two models: 
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and for the GDL tanks: 

, , 1 , , 0

2
H g H g H g H g

g

dC n n n I
dt V VF

− − +
= −∑& & &

           (9.29b) 

where the summation is indicative of the hydrogen flow rate from the channel tanks into 

the GDL.  Eqs. 9.29a and 9.29b are solved for each tank in the model using the same 

algorithm as the plug and stirred models.  Potentials are assumed to behave as in the plug 

model, where Nernstian losses dominate according to Eq. 9.24. 

 Fig. 9.9 shows the same 500 W data set that has been used as the basis of 

comparison, but with the mixed model predictions superimposed onto the data.  The 

mixed model improves certain aspects of the fit; however, it does not predict the 

experimental results within a reasonable degree of accuracy.  As expected, the mixed 

model predictions show some characteristics of each the mixed and stirred model 

predictions.  The minimum potential drop predicted in the mixed model is more negative 

than that of the stirred model, but less negative than that of the plug model.  The time 

required for the cell to obtain a minimum potential is also in between the two, being 

longer than that of the stirred model and shorter than that of the plug model.  The shape 

of the voltage curve predicted in the mixed model is quite different.  The predicted tail 

appears to match the dispersion of the experimental data; however, the wave-like shape 

before the minimum voltage is a deviation from the experiment unique to the mixed 

model.  Each wave of potential drop is likely due to impurity build up in each GDL tank 

(i.e. one wave per GDL tank).  Clearly the mixed model needs to be modified in order to 

accurately predict experimental data. 
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IX.4. Summary 

 Gas flow models have been formulated to predict the residence time distribution 

of inert gases in a single fuel cell in a Nexa™ stack at load.  The stirred and plug models 

were derived to test the degree of mixing in the cell, which showed that the real behavior 

of the cell is between the two extremes.  The mixed model was derived to account for the 

differences between the two flow structures (the flow channels and the GDL) through 

which gas propagates in the system.  While the mixed model was not successful at 

correctly predicting the experimental data, it may prove to be successful with proper 

modification.  Once a working model has been obtained that accurately predicts the 

behavior of a single fuel cell, it may then be applied to the entire stack and tested against 

various impurities.  

 

IX.5. Nomenclature 

A  cross-sectional area 

As  area of electrode surface 

CH  hydrogen concentration 

CH,ref  hydrogen concentration at reference conditions 

D  dispersion coefficient [10] 

dchan  channel depth 

dgdl  GDL thickness 

∆E  potential difference from initial conditions 

∆Eeq  equilibrium potential difference from reference conditions 



F  Faraday’s constant 

f  F/RT 

I  current 

Iτ  current in tank τ 

i0  exchange current density 

L  length 

N  number of tanks-in-series 

n0  initial moles of gas in the anode 

ninj  moles in pulse injection 

celln&   molar flow rate into each FC in the first group fed in parallel 

crossn&   molar flow rate of crossover gas 

Hn&   molar flow rate of hydrogen out of the compartment 

0Hn&   molar flow rate of hydrogen into the compartment 

wn&   molar flow rate of water out of the FCs 

0nν&   molar flow rate into the manifold tank that feeds ν 

nτ&   molar flow rate out of tank τ 

0nτ&   molar flow rate into tank τ 

P  stack pressure 

P0  initial pressure 

Pamb  ambient pressure 

Pf  final pressure 
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∆P  Pf – P0

R  ideal gas constant  

T  stack temperature 

T0  initial temperature 

Tamb  ambient temperature 

t  time 

u  linear velocity 

1 22u −   mean linear velocity between cell #1 and #22 

V  total volume of modeled part 

Van  anode dead volume 

Vcell  volume of a single fuel cell 

Vinj  volume of pulse injection 

Vman  volume of inlet manifold 

Vτ  volume of tank τ 

crossV&   total volumetric flow rate of crossover gas 

inV&   total volumetric flow rate into the anode side of the stack 

outV&   total volumetric flow rate of anode exhaust 

wchan  channel width 

wrib  rib width 

xH0  initial mole fraction of hydrogen 

xH  mole fraction of hydrogen 

x*  mole fraction of saturated water vapor 
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z  stoichiometric number of electrons involved in an electrode reaction 

  Greek Letters 

α  transfer coefficient 

η  overpotential (E–∆Eeq) 

ν  cell index number 

ξ  ratio of GDL feed flow to reactant consumption flow 

σ2  variance 

τ  tank index number 

φ  porosity 
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Table 9.1.  Number of tanks-in-series required to simulate flow 
through the anode feed manifold between cell #s 1–22 of a stack from 
500–900 W.  Velocities are given for the manifold inlet and the plenum 
for cell #22, as well as the mean between the two.  The number of tanks 
must be an integer, so the rounded N is listed in addition to the exact 
value of N calculated from Eq. 9.6. 

 Stack Power 
 500 W 700 W 900 W 

uin (cm/s) 111 170 233 
u22 (cm/s) 56.6 86.9 119 
1 22u −  (cm/s) 83.6 128 176 
D (cm2/s) 34.8 77.1 139 

N calculated 18.6 13.2 10.3 
N rounded 19 13 10 
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Chapter X 

Conclusions and Recommendations for Future Work 

 

X.1. Conclusions 

 The research presented in this dissertation demonstrates how commercial fuel cell 

stacks and their cells may be tested and analyzed to obtain meaningful results.  Because 

fuel cells are electrochemical systems, their performance is assessed by multidisciplinary 

means.  The duality of electrochemistry is evident in the procedures previously described 

in the text: stack uniformity, mass and energy balances, and residence time distribution 

are classical chemical engineering techniques, while impedance spectroscopy, equivalent 

circuit models, and circuit simulation are of a more electrical nature. 

X.1.1. Chemical Techniques 

 Reactor uniformity, mass balances, and residence time distribution theory are 

chemical engineering techniques that were applied to fuel cells in the work presented in 

this dissertation.  Reactor (cell/stack) uniformity was discussed in chapter III, which 

revealed the variation between different stacks and cells within each stack.  The 

knowledge of which cells in a stack are limiting its performance is crucial to improving 

stack layout and assessing the manufacturing consistency of cells and stacks.  Chapter IV 

outlined the use of a modified stack with a continuously open anode outlet, the critical 

flow of which was calculated from species mass balances.  The steady exhaust stream 
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improved stack impurity tolerance, which is significantly low under the default operating 

scheme.  The residence time distribution of gases flowing through a stack was measured 

and presented in chapter IX, which showed in which cells feed impurities accumulate and 

to what extent.  The ability to spatially evaluate gas distribution is useful for improving 

stack layout and impurity tolerance. 

X.1.2. Electric Techniques 

 Despite the fact that this work is a chemical engineering dissertation, techniques 

that are more electrically based were necessary to employ, because fuel cells are 

ultimately sources of electrical power.  Impedance spectroscopy was utilized extensively 

throughout chapters V–VIII to assess the dynamic behavior of fuel cell stacks and the 

cells therein at load.  The ability to collect impedance data for an entire polymer 

electrolyte membrane (PEM) fuel cell stack and smaller groups of cells within the stack 

was discussed in chapter V, which laid the foundation for the subsequent chapters.  The 

next chapter (VI) demonstrated how impedance data was fitted to equivalent circuit 

models, which were applied to circuit simulations of PEM stack pairs in series and 

parallel.  The simulations agreed closely with physical tests performed at the simulated 

load conditions confirming the beneficial use of impedance spectroscopy to assess stack 

output at varying loads.  AC impedance was also implemented in chapter VII to 

formulate equivalent circuit models for solid oxide fuel cell (SOFC) anodes, cathodes, 

cells, and stacks at load.  The electrical techniques described above were related to 

chemical principles in chapter VIII, wherein the computation of reaction rate constants 

from equivalent circuit model fits was detailed.  Testing the dynamic behavior of fuel 
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cells under significant load (as in Chapters V–VIII) is unique to the work presented in 

this dissertation. 

X.2. Recommendations for Future Work 

 The following section briefly outlines the suggested future direction of this 

project including more SOFC work, stack modifications for the determination of kinetic 

constants, and improvements in residence time distribution (RTD) studies. 

X.2.1. Further SOFC Applications 

 Further opportunities exist for studying SOFCs based on the success of the work 

presented in chapter VII.  To improve the results already presented, the exact cause of the 

low frequency loop needs to be resolved, which may be achieved by increasing the 

number of anode feed compositions tested and changing electrode and/or electrolyte (i.e. 

diffusion layer) thickness.  Other alterations may be made to feed compositions, such as 

cathode oxygen concentration and adding CO to the anode mix.  Air was the only oxidant 

fed to the cathode, so increasing oxygen concentration may help in deducing the oxygen 

reaction mechanism and the cause of the low frequency impedance loop.  Because CO is 

oxidized on SOFC anodes, button cell anodes fed with mixtures of CO should exhibit 

different impedance spectra than those in chapter VII.  Likely a parallel charge-transfer 

path would need to be added to the anode equivalent circuit model to account for CO 

oxidation.  A less theoretical experiment is to apply the circuit simulation technique 

described in chapter VI to SOFC stacks and to test the results against measured data, in 

much the same manner as already performed on PEM stacks.  In addition to the planar 

cells that have been examined, tubular SOFCs may also be tested and analyzed under the 

same conditions to contrast the differences between the two geometries.  Changing feed 
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compositions and component thicknesses, performing dynamic circuit simulations, and 

probing tubular stacks are a few of the many possible future directions, in which the 

SOFC testing project may proceed. 

X.2.2. Improving Evaluation of Kinetic Constants 

  A couple of modifications must be made to ensure favorable results in 

determining the kinetic rate constants of a PEM cell, which was discussed in chapter 

VIII.  Installing a reference electrode into the Nexa™ stack would improve the accuracy 

of the data fits, because the anode and cathode could be probed separately.  The reference 

would have to be inserted into one of the cells on either end of the stack due to the 

bipolar nature of the interior plates.  Additionally, the accuracy of the correlations 

between rate constants and circuit elements could be improved, because in the referenced 

work, the expressions were derived based on an oversimplified Butler-Volmer 

expression.  Rederiving the equations for the equivalent circuit elements and installing a 

reference electrode in the stack would greatly improve the ability to accurately compute 

the rate constants for a PEM cell from impedance spectra. 

X.2.3. Improving RTD Measurements 

 The purpose for the RTD work presented in chapter IX is to obtain a working 

mathematical model to predict the RTD curves associated with impure gas flow in a PEM 

fuel cell stack.  Before a stack model can be proposed, a single cell model must 

accurately predict cell voltage.  The three models that have been attempted have failed; 

thus, the primary future objective is to derive an accurate model.  There are an infinite 

number of modifications that can be made to the existing models, such as accounting for 

mixed convection and diffusion.  Using a step change in impurity concentration instead 
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of a pulse experiment should be simpler scenario to model and could form the basis of a 

model for the pulse tests.  Once a model has been obtained that accurately predicts the 

behavior of a single cell, said model may be applied to all of the cells in the stack 

according to the stack layout.  Afterward, impurities with different properties may be 

input to the stack to further test the model.  In summary, the most effective way to 

improve the RTD work is by obtaining a model that accurately predicts the steady-state 

behavior of a cell in the stack.  While presenting useful information on its own, the work 

contained in this dissertation may also be expanded upon for further insight into fuel cell 

power production. 
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