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Abstract 

 

      Agriculture suffers a significant loss every year due to pests. Early detection 

of insect infestation is important to reduce that kind of loss. Plants emit volatile 

organic compounds whose composition will change after the infestation of pests. 

Detection of such change can provide the critical information for pest control. In this 

research thick film hotplate type tin oxide sensors are used to detect Methyl 

Jasmonate, an important plants’ defense relating volatile chemical. The tests are 

performed by a gas flowing system. For the concentration dependence study of the 

sensors different partial flow rate (0.02L/min, 0.04L/min, 0.06L/min, 0.08L/min, 

0.10L/min, 0.12L/min, 0.16L/min, 0.20L/min) of Methyl Jasmonate at 25°C in dry air 

flow is tested. Gas chromatography is used to determine the exact concentration of 

Methyl Jasmonate at different partial flow rate. The sensors’ relative sensitivity is 

found to be from 2 to 5 and follow the power law relationship with the concentration 

of Methyl Jasmonate. For the temperature dependence study of the sensors the tests 

are performed in dry air flow at different temperature (-22°C, -12°C, -2°C, 7°C, 17°C, 

22°C, 27°C, 32°C, 37°C). The sensor’s relative sensitivity is found to be relatively 

low about 4 around 20°C and increases with decreasing ambient temperature below 

10°C. For humidity dependence study the tests are performed at 25°C with different 

relative humidity (20%, 64%, 70%, 82%, 94%). The relative sensitivity of the sensor 

is decreasing with increasing relative humidity, but still above 3 in high relative 

humidity. According to the performance of the sensors to different concentration of

 ii



Methyl Jasmonate at different temperature and relative humidity the capability of tin 

oxide sensors in detecting insect infestation is discussed. 
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CHAPTER 1:  INTRODUCTION 

 

The World Food and Agriculture Organization of the United Nations (FAO) 

estimates that the annual loss of edible food plants due to pests is about 14%.  This is 

equivalent to more than $200 billion dollars in economic loss every year.  In the 

USA, one third of all agriculture products are damaged by pests which leads to an 

average annual economic loss of over $4 billion [1].  Hence early detection of insect 

pests could significantly reduce current economic losses. 

Time dependent defensive responses
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Figure 1:  Plants’ time dependent defensive responses 

 

Plants have a natural phytochemical defense system that is activated by invading 

herbivores. After being attacked by herbivores, plants have a series of responses at
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different time stages (Fig 1) [2]. The chain responses start from the plasma membrane 

of plant cells which directly contact the environment. Seconds after herbivores’ attack 

plants the plasma transmembrane potential (Vm) changes [3]. Vm is directly 

influenced by ion influxes among which Ca2+ is predominant in cell signaling and 

recognized as an important second messenger [4]. Following the Ca2+ concentration 

change, reactive oxygen species (ROS) such as H2O2 are increasingly produced. At 

low concentration ROS also acts as secondary messengers [5-6]. As the level of ROS 

increases when the insects’ attack persist ROS especially H2O2 can defend a plant’s 

wounded area from further invasion of bacteria, fungi, or viruses [7]. After ROS 

changes volatile organic compounds (VOC) emitted by the plants change. VOC have 

a significant role in the plants’ defense system which will be explicated later. 

Regulated by the network of phytohormones, the process of plants’ biosynthesis 

changed. As a result the composition of plants’ metabolites changes. Many secondary 

metabolites which usually act as a toxin to herbivores are produced to directly defend 

plants from the herbivores’ invasion [8-10]. 

To communicate with the environment, plants emit hundreds of volatile organic 

compounds. At present more than 1700 kinds of VOC are identified from various 

plant families [11]. These chemical substances can not only regulate processes of 

growth and reproduction but also defend plants from herbivore’s attack or deal with 

physical stress [12]. When plants are fed on by herbivores they will emit a different 

mixture of VOC blend. The difference of the mixture from normal conditions can be 

quantitative or qualitative. Quantitative difference is the relative composition ratio 

change of VOC mixture emitted by plants after and before a herbivore’s infestation. 

Qualitative difference is due to new kinds of VOC that are produced by plants after an 

insects’ attack. 
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The VOC emitted by infested plants can defend against herbivores in three major 

ways. First, some VOC can directly repel insects [13-14]. Second, some VOC can 

attract natural predators of herbivores or egg parasitoids [15-19]. Therefore, the 

population of herbivores can be reduced to prevent plants from being overtaken. Third, 

some VOC can warn neighboring plants to activate their defense system [20-25]. 

Those VOC can trigger the biosynthesis of plant secondary metabolites which usually 

act as a toxin or inhibitors of insect digestive enzymes [8-10, 26-28]. Thus, 

neighboring plants can avoid or deter the future feeding of insects. 

Among the many VOC, one family named jasmonates which is composed of 

Jasmonic acid (JA) and its derivatives should be noticed. These compounds will 

change quantitatively or qualitatively at the early stage of VOC changes that are 

observed minutes after plants being damaged by herbivores [29]. And they have 

intimate relationship with the plants’ defense system. On one hand, they are important 

components in systemic wound signaling. Farmer et al discovered that local treatment 

of jasmonates can activate the systemic expression of wound response genes. Based 

on this finding jasmonates are proposed as an important signaling VOC [30]. Later 

this hypothesis was substantiated by famous grafting experiments conducted by Li et 

al [31]. On the other hand, jasmonates play an integral role in crosstalk between 

signaling networks [32]. The jasmonate’s signaling pathway interacts with many other 

signaling pathways such as ethylene, light, auxin, salicylic acid, and abscisic acid 

[33-37]. MeJa is a volatile counterpart of JA which is converted from JA by JA 

carboxyl methyltransferase (JMT) [38]. MeJa is vital substance in plants and is 

proposed as a strong candidate for an important role in systemic signaling [39]. It can 

diffuse to distal parts of the plant in vapor phase and activate formation of defense 

proteins, stress protective proteins, and thicker cell wall [40, 41]. When the plants are 
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infested the emission of Methyl Jasmonate the volatile counterpart of JA increases 40 

fold to the concentration of several ppm [42]. Thus, it can be used to identify the early 

stages of an insect infestation. Once detected, appropriate treatment can be carried out 

in time to control the insects and prevent further loss. 

The metal oxide sensor is one kind of conductometric sensor. Conductometric 

sensors have a significant portion of the commercial gas sensor market. SnO2 is one 

of the most commonly used materials in metal oxide sensors.  Metal oxide sensors 

have the merits of high sensitivity, quick response and low cost.  Metal oxide sensors 

have been used to detect a wide range of gas species such as CO, H2, CH4, H2S, NOX, 

CO2, and O2 [43-73]. However, there has been no investigation involving detection of 

Methyl jasmonate and other gases emitted by a plants’ phytochemical defense system. 

Hence, there is a demand to identify the capability of tin oxide sensors in detecting 

volatile organic compounds for the application of insect infestation detection. This 

thesis will investigate the performance of the tin oxide sensor in the detection of 

insect infestation.



CHAPTER 2:  LITERATURE REVIEW 

 

2.1.  Review of current technologies for gas detection 

There are many sensing technologies that may be used to detect Methyl 

Jasmonate the volatile counterpart of Jasmonic acid. Different principles that may be 

used for detection are summarized in Figure 2. The following are the discussions on 

different types of gas sensors. 
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Figure 2:  Different types of chemical vapor sensors. 

 

2.1.1.  Optical gas sensor 

There are various types of optical gas sensors based on one or more different
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optical phenomena (1) Fluorescence (2) Surface Plasmon Resonance (SPR) (3) 

Absorption. Fluorescence is the emission of photons by molecules after being 

electronicly excited by absorbing light. Figure 3 illustrates a typical gas sensor based 

on fluorescence. After the fluorescence material absorbs the excitation light it will 

emit a light with longer wavelength which is the fluorescence signal. In the presence 

of target gas the fluorescence intensity emitted by fluorescence material will change 

due to interaction between the gas and the sensing material. Hence, the gas 

concentration can be related to the fluorescence intensity F as: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

−
=

FF
FF

KC
max

min     (1) 

where  is concentration of the target gas,  is fluorescence intensity without 

presence of target gas,  is fluorescence intensity when the fluorescence material 

is saturated by target gas. This kind of sensor has high sensitivity and wide detection 

range. The major problem with this type of sensor is durability due to the degrading of 

the fluorescence material which also reduces the sensitivity and accuracy of the sensor 

[75]. 

C minF

maxF

 

Figure 3:  Schematic of a fluorescence gas sensor [74] 

 

Surface Plasmon resonance (SPR) sensors are a second type of optical sensor 
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that can be used for gas detection. Surface plasmon is a charge-density oscillation 

which may occur at the boundary of two media with opposite sign dielectric constants. 

It can be considered as an electromagnetic wave propagating along the surface in 

transverse magnetic mode. Figure 4 is a typical gas sensor based on SPR. When the 

component of a light’s wave vector which is parallel to the interface matches the 

propagation constant of the surface plasmon, SPR occurs. The energy will transfer 

from the incident light to surface plasmon, so the intensity of reflected light decreases. 

At a certain angle SPRθ  the intensity of reflected light is reduced to minimum. After 

target gas interacting with the binding layer the surface condition of the metal layer 

changes. As a result SPRθ  changes which can be used for detection. This type of gas 

sensor is easy to use and extremely sensitive. However, it is bulky, expensive and 

mainly used in laboratories [76]. 

 

Figure 4:  Schematic of a SPR based gas sensor [76]. 

 

Figure 5 is a typical gas sensor based on the light absorption by the gas. When 

white light passes through gases it will be absorbed at different extent at different 

wavelengths; each specific gas has its own light absorption spectrum which can be 
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used to discriminate the gases. Based on the Beer–Lambert law, the light intensity of 

the sensor can be related to target gas concentration as, 

cle
I
I ⋅⋅−= ε

0

    (2) 

where I  is the transmitted intensity of the light after absorption,  is the incident 

intensity of the light before absorption, 

0I

ε  is the absorptivity of the gas species,  is 

the optical path length and  is the concentration of the gas species. The merits of 

this kind of sensor are high sensitivity and selectivity. The disadvantages are 

relatively long response time and high cost. Though optical fibers can make the 

system more cost effective, it limits the working wavelength range; consequently, 

limiting the gas species that can be detected [74]. 

l

c

 

Figure 5:  Schematic of an infrared absorption optical gas sensor [74]. 

 

2.1.2.  Thermal gas sensor 

Pellistor is the major kind of thermal gas sensor. It consists of a platinum wire 

coil in an alumina bead covered with a thick film catalyst, which is normally 

palladium [77]. Gas is combusted by electrically heating the catalyst material to the 

required temperature (about 500 °C) with the platinum wire. As a result the 

temperature increases due to oxidation of the combustible gas and is measured in 
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terms of the platinum resistance relative to a reference resistance. The resistance 

change is related to the concentration of the gas. This type of gas sensor is not widely 

used due to high power consumption and poisoning of catalyst material by sulfur 

compounds [78]. 

 

2.1.3.  Electrochemical gas sensor 

There are three major kinds of electrochemical gas sensors (1) Conductometric; 

(2) Potentiometric and (3) Amperometric. Conductometric gas sensors are usually 

fabricated as a chemiresistor as shown in Figure 6. The sensing element of the 

chemiresistor is conducting polymer or semiconductor. When the sensing element is 

exposed to the target gas the conductance (inverse resistance) of the sensor changes 

from that measured in normal air due to the adsorption of target gas. Hence the 

conductance (inverse resistance) change can be related to the gas concentration. This 

type of gas sensor has high sensitivity, quick response and good stability. The main 

drawback is poor selectivity [79-80]. 

 

Figure 6:  Schematic of conductometric gas sensor. 

 

Figure 7 illustrates the conventional potentiometric gas sensor. Due to the gas 

concentration difference between the sensing (working) electrode side and reference 
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electrode side there is an electrochemical potential difference that develops between 

the electrodes (emf). Based on the Nernst law the open circle voltage measured 

between the electrodes can be related to the gas concentration as, 

0

ln
p
pkE =     (3) 

where E  is the potential measured, k  is constant, p  is the partial pressure of 

target gas which needs to be detected,  is the partial pressure of gas concentration 

which is known. This type of gas sensor is highly sensitive and selective, but lacks 

long term stability. Moreover it is restricted to detect the gas which corresponds to the 

mobile ionic species in the electrolyte. Auxiliary electrodes can be added to detect 

other gases. However the complexity and cost of the system is increased [81-82]. 

0p

 

Figure 7:  Schematic of conventional potentiometric gas sensor with (a) oxygen 

conductor (b) protonic conductor [81]. 
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Figure 8 is a schematic of an amperometric gas sensor. After introduction of 

analyte gas the membrane will allow the target gas to diffuse into the membrane and 

effectively prevent the diffusion of other unwanted gases. The reference electrode is 

used to maintain the sensing electrode at a known electrochemical potential. By 

applying a constant potential between the working electrode and the reference 

electrode, the electroactive species of electrolyte will participate in electrochemical 

reaction. A reduction reaction occurs at the cathode while an oxidation reaction 

occurs at the anode. Thus, a current flow is established. Based on Faraday’s law the 

relationship between the current flow of the circuit and gas concentration can be 

expressed as, 

kpi =     (4) 

where  is constant, k p  is the gas concentration. This kind of gas sensor has good 

sensitivity and selectivity but has relatively long response time and is poor in long 

term stability [83]. 

 

1. Gas inlet 2. Gas filter 3. Gas outlet 4. Gas membrane 5. Working electrode 6. Reference 

electrode 7. Counter electrode 8. Electrolyte 

Figure 8:  Schematic of an amperometric gas sensor [83]. 
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2.1.4.  Gravimetric gas sensor 

The surface acoustic wave (SAW) sensor is the dominate gravimetric sensor used 

in gas detection. As shown in Figure 9 a SAW system is usually constructed on a 

piezoelectric substrate. The interdigitated transducer is used to generate a SAW. The 

SAW, first discovered by Lord Rayleigh, can couple with any media contacting the 

surface. Hence, when target gas is adsorbed or absorbed on the selective coating at the 

surface of the substrate, the amplitude and velocity of the SAW will change. Such a 

change can be interpreted by the receiving oscillator in terms of frequency shift which 

can be expressed as: 

mKff Δ−=Δ 2
0     (5) 

where  is the frequency shift, fΔ K  is a constant,  is the resonant frequency, 

and  is the mass change. This kind of sensor has the merits of high sensitivity, 

rapid response, low cost and small size. The main challenge comes from the sensing 

film which is coated on to the surface. The sensor response is dependent on film 

thickness, so the deviation of film thickness significantly affects the reproducibility of 

the sensor. Also the interaction between specific molecules and the sensing film 

changes the viscoelasticity which affects the sensor response [85]. 

0f

mΔ
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Figure 9:  Schematic of a surface acoustic wave gas sensor [84]. 

 

Among the many different gas sensors discussed above, four types, (1) infrared 

absorption (optical); (2) electrochemical sensors (potentiometric or amperometric); (3) 

conducting polymer (conductometric) and (4) semiconductors (conductometric) are 

most attractive in gas detecting [86]. In practical use many features of gas sensors 

should be considered to fulfill the specific requirements. The final goal of this 

research project is to establish a remote monitoring system for plant health which is 

illustrated in Figure 4. The in field sensing system will detect the VOC emitted by 

plants and send the data to a host computer wirelessly. By analyzing the data, the 

in-situ plants’ health condition will be monitored. The semiconductor gas sensor has 

merits of good sensitivity, quick response and high durability. Moreover, it is easy to 

combine the sensing element, signal converter, control electronics and other required 

electronics in one device [87]. Therefore, according to the comparison of the four 

popular gas sensors [88] shown in table 1 the semiconductor gas sensor, which will be 

described in detail later, was selected for this research. For this study tin oxide sensor 
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model TGS2620, manufactured by Figaro Inc., was investigated. 

 

Figure 10:  Schematic of the remote monitoring system for plants’ health. 

 

Table 1:  Comparison of different types of gas sensors. 

Parameter
Semiconductor Conducting Polymer Electrochemical Infrared Absorption

Sensitivity e e g e
Accuracy g g g e
Selectivity p p g e
Response time e e p p
Stability g g b g
Durability g b p e
Maintenance e g g p
Cost e e g b

Type of gas sensors

 

e: excellent; g: good; p: poor; b: bad 

 

2.2.  Fundamentals of tin oxide semiconductor gas sensor 

2.2.1.  Gas-solid surface adsorption mechanism 

When gas atoms or molecules approach a solid surface they can be attracted and 

maintained on the surface in two modes: (1) physisorption and (2) chemisorption. 
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Physisorption or physical adsorption is a weak bonding due to the induced dipole 

moment of a nonpolar adsorbate interacting with its own image charge in the 

polarizable solid, i.e. Van der Waals force. During this process the electronic state of 

the atom or molecule barely changes. Chemisorption or chemical adsorption is a 

strong bonding between a gas adsorbate and solid surface, i.e. ionic bonding or 

covalent bonding. This process involves the electronic structure change of the gas 

atom or molecule. 

 

Figure 11:  The energy of the system as a function of adsorbate/adsorbent distance 

(a) physical adsorption and (b) chemical adsorption [89]. 

 

According to the Lennard-Jones model, the energy of the system is illustrated as 

a function of distance between gas atom or molecule and solid surface as shown in 

Figure 11 [89]. When the distance between the molecule and surface is infinite, the 

energy of the system is defined as zero. As the molecule approaches the surface it can 

polarize and induce an equivalent dipole in the solid. Due to the dipole-dipole 
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interaction, the energy of the system decreases. When the distance between the 

molecule and the surface decreases to , the Van der Waals force will be balanced 

by the repulsive force between the atom and substrate. By further approaching 

repulsion will dominate which will lead to an increase of the system energy. 

Therefore, at equilibrium distance rp the system has the lowest energy. The 

physisorbed molecule is stable there and has the binding energy  with the 

surface which is typically 10~100 meV. From the distance dependent energy curve 

for physisorption (curve a) it should be noticed that no activation energy is needed for 

such a process which means that physisorption is temperature independent. By 

contrast for desorption an activation energy 

pr

PHYHΔ

PHYHΔ  is needed. Hence, the 

physisorption rate can be expressed as, 

( ) ⎟
⎠
⎞

⎜
⎝
⎛ Δ
−Γ−Γ−Γ=

Γ
RT
HkPk

dt
d PHY

d
O

a
PHY exp       (6) 

Where,  is the density of surface adsorption sites, OΓ Γ  is the density of surface 

sites covered by adsorbate, P  is gas pressure,  is adsorption rate constant.,  

is desorption rate constant, 

ak dk

R  is gas constant, T  is temperature. At steady state, the 

adsorption rate equals desorption rate i.e. physisorption rate equals zero. By 

defining
Γ
Γ

=θ
O

, the fractional coverage, equation 1 yields, 

⎟
⎠
⎞

⎜
⎝
⎛ Δ
−+

=

RT
H

k
k

P

P
PHY

a

d exp
θ      (7) 

At low gas pressure, equation 7 can be reduced to, 

P
RT
H

k
k PHY

d

a ⎟
⎠
⎞

⎜
⎝
⎛ Δ≅ expθ     (8) 

This equation indicates that fractional coverage has a linear relationship with gas 
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pressure at low gas concentration and decreases with a temperature increase which 

means that at high temperature physisorption is negligible. 

Besides physisorption, the gas molecules can bond to the solid surface in another 

mode, chemisorption. The process (curve b) starts from the dissociation of molecules 

into atoms which needs a dissociation energy DEΔ . As the atom approaches the 

surface to certain distance, , a strong chemical bond will form by electron transfer 

or sharing. In this case a binding energy or heat of chemisorption, , is large, 

typically 1-10 eV. Due to a large dissociation energy, chemisorption generally does 

not happen directly. In practice, it usually follows physisorption which needs a much 

smaller amount of activation energy

cr

CHEMHΔ

aEΔ . Hence, the chemisorption rate can be 

expressed as:  

( ) ⎟
⎠
⎞

⎜
⎝
⎛ Δ+Δ
−Γ−⎟

⎠
⎞

⎜
⎝
⎛ Δ
−Γ−Γ=

Γ
RT

EH
k

RT
E

Pk
dt

d aCHEM
d

aO
a

CHEMY expexp    (9) 

Therefore, at steady state the equilibrium fractional coverage can be written as, 

⎟
⎠
⎞

⎜
⎝
⎛ Δ=

RT
H

k
k CHEM

d

a expθ     (10) 

It’s easy to understand from equation 9 that both adsorption and desorption process 

require activation energy. So chemisorption occurs at higher temperatures than 

physisorption. 
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Figure 12:  Typical temperature dependence of adsorption coverage [89]. 

 

The typical temperature dependence of adsorption coverage is sketched as a 

dotted curve in Figure 12. At low temperature (region I), the thermal energy is not 

enough to overcome the activation energy, aEΔ , so only physisorption occurs. The 

equilibrium coverage follows the physisorption curve which can be expressed as 

equation 3. At high temperatures (region III), enough thermal energy is provided to 

activate both adsorption and desorption processes of chemisorption. Therefore, 

equilibrium coverage can be reached and the chemisorption curve is followed which 

is given by equation 5. In the intermediate temperature range (region II), on one hand 

thermal energy is enough to activate the adsorption process of chemisorption. So 

chemisorption sets in and transition from physisorption to chemisorption starts. On 

the other hand, the thermal energy is not enough to activate the desorption process of 

chemisorption. Therefore, equilibrium coverage of chemisorption can’t be reached. 
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Then, a question arises: how can the adsorption be balanced otherwise it never stops? 

Actually, it can be explained by the activation energy aEΔ . In practice,  is not 

constant, it increases with the coverage. The solid surface is heterogeneous. So 

adsorbate will first fill the site with lowest energy i.e. highest

aEΔ

CHEMHΔ . As a result, 

 decreases with increasing coverage. In the Lennard-Jones model, this is 

expressed as the upward shift of curve b in Figure 4. As curve a is not affected, 

CHEMHΔ

aEΔ  

will increase as a result. When the thermal energy is not enough to overcome the 

increased  chemisorption stops. Hence, if the temperature increases again, the 

adsorption will continue which explains the increasing coverage with temperature in 

region II. It should be noticed that such chemisorption is irreversible due to the lack of 

chemical desorption. So only lowering the temperature or pressure will result in 

residual coverage. Therefore, metal oxide semiconductor sensors operated in 

intermediate temperature range require high temperature surface cleaning. Otherwise, 

the sensor will inevitably become less sensitive due to the reduction of active sensing 

sites. 

aEΔ

 

2.2.2.  Theory of adsorption and tin oxide sensor sensing mechanism 

It is easy to understand that the electron energy level of an atom in vacuum is 

different from the one in a material. At the surface which can be recognized as a 

defect of materials, electronic band structure will change from the bulk material to the 

vacuum. Thus, new electronic surface states are formed at atom layers which are 

closest to the surface. For ionic materials, the unoccupied orbital on the cation acts as 

an acceptor-like surface state (Lewis acid site) and the occupied orbital on the anion 

acts as a donor-like state (Lewis base site). For a covalent material, atoms at the 
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surface form dangling bonds. Besides the intrinsic surface state which is only due to 

termination of lattice periodicity another surface state, so called extrinsic surface state 

originates from the adsorption of gas impurities. When a foreign atom or molecule is 

adsorbed on the surface, electrons can either transfer from bulk material to foreign 

species if the induced surface state is lower than the Fermi level of the solid (average 

energy level of electrons), or from foreign species to bulk material if the induced 

surface state is higher than the Fermi level of the solid. Thus, foreign species are 

chemisorbed and cause an electric field due to the surface charge layer formed. This 

electrostatic field will bend the energy band of the solid. A negative surface charge 

layer will bend the bands upward while a positive surface charge layer will bend the 

bands downward as shown in Figure 13. As the Fermi level is pushed back to the 

band gap, the charge carrier concentration of semiconductors is reduced and a 

depletion region is formed which compensates for the surface charge layer. 

 

Figure 13:  Band bending in the near surface region of (a) an n-type semiconductor 

 (b) a p-type semiconductor; ES, surface state energy level 
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Figure 14:  Depletion layer formed at the surface of tin oxide 

 

Taking tin oxide solid and oxygen gas as the example which is illustrated in 

Figure 14, electrons flow due to the electron energy level difference between the 

oxygen induced surface state and the tin oxide bulk material. Oxygen captures 

electrons and forms a negative surface charge layer on the surface. A depletion layer 

within  from the surface is formed and the electronic bands bend upward. The 

charge distribution can be quantitatively derived from the one dimensional Poisson’s 

equation [90]: 

0x
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( )
r

x
dx

Vd
εε

ρ

0
2

2

−=     (11) 

where  is the potential, V x  is the distance from surface, 0ε  is the permittivity of 

vacuum, rε  is the relative permittivity of the semiconductor, ρ  is the net charge 

density which consists of electrons ( ) , holes (n p ), ionized donor ( ) and ionized 

acceptor ( ). In the depletion region, the concentration of electrons and holes is 

assumed to be zero. Thus, the net charge density within the distance can be 

expressed as: 

+
DN

−
AN

0x

( )−+ −= AD NNeρ     (12) 

Substituting equation (12) into equation (11) and integrating once, 

( ) ( )
.

0

consxNNe
dx
dVxE

r

AD +
−

−==
−+

εε
    (13) 

Assuming the potential in the depletion region smoothly changes into the potential of 

the bulk material  one can get the boundary condition that , bV bVV = 0=
dx
dV

, at 

. Thus, equation (13) becomes, 0xx =

( ) ( )( 0
0

xxNNe
dx
dVxE

r

AD −
−

−==
−+

εε
)     (14) 

Integrating equation (14) and given the boundary one can obtain, 

( ) ( )( ) b
r

AD VxxNNexV +−
−

−=
−+

2
0

02 εε
    (15) 

According to the calculation above, functions of the space charge, electric field, and 

potential energy can be illustrated as in Figure 15. 
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Figure 15:  Functions of physical properties (a) the space charge, (b) the electric 

field, and (c) the potential [90]. 

 

By defining 0=bV , surface barrier height, , at SV 0=x  becomes, 

( ) 2
0

02
xNNeV

r

AD
S εε

−+ −
=     (16) 

Thus, the energy barrier, , which electrons must overcome to move to surface 

states becomes, 

SeV

( ) 2
0

0

2

2
xNNeeV

r

AD
S εε

−+ −
=     (17) 

Based on charge neutrality, surface charge should equal space charge i.e. 
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( ) 0xNNN ADS
−+ −=     (18) 

where  is the number of occupied surface states per unit area. Substituting 

equation (18) into equation (17) and eliminating , one can obtain, 

SN

0x

( )−+ −
=

ADr

S
S NN

Ne
eV

εε 0

22

2
    (19) 

It is easy to see that the activation barrier is proportional to the square of surface 

coverage ( ) and increases with increasing coverage. For an n-type 

semiconductor , so the surface coverage can be expressed as, 

SN

N −+ >> AD N

2
1

02
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

+

e
VN

N SDr
S

εε
    (20) 

Based on equation (20) and assuming a reasonable impurity concentration (1025/m3), a 

fairly high barrier potential (1V) and a total number of surface sites (1019/m2), Weisz 

[91] calculated the fractional coverage θ  and obtained the value 0.9%. Given the 

high sensitivity of such kind of sensor, the surface barrier at intergranular contact is 

believed to play a key role. 

By comparing the neck width and Debye length of electron LD which can be 

expressed as equation (21), the intergranular contacts can be classified into three 

kinds: (1) Open neck (2) Closed neck and (3) Schottky contact. 

2
1

2
0

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

b

r
D ne

kT
L

εε
    (21) 

where  is the Boltzmann constant,  is the electron density of bulk material. k bn
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Figure 16:  Open neck 

 

When the neck width is larger than  the contact is called open neck as 

shown in Figure 16. The highly resistive depletion layer is parallel connected with the 

lower resistive bulk grain at the neck. Hence, the conductance is governed by the 

undepleted layer width  and can be expressed as: 

DL2

w

⎟
⎠
⎞

⎜
⎝
⎛ Δ
−∝

kT
E

wG bexp     (22) 

where  is the activation energy of electron from donor level to conduction band 

in bulk material. This case is often found in well sintered ceramics. 

bEΔ

 

Figure 17:  Closed neck 

 

When the neck width is smaller than , the contact is called closed neck as 

shown in Figure 17. The depletion layers at opposite surfaces at the neck overlap and 

DL2
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form a more resistive contact. The conductance is dominated by the activation of 

electron from surface state to conduction band at the surface and can be written as: 

⎟
⎠
⎞

⎜
⎝
⎛ Δ
−∝

kT
E

G Sexp     (23) 

where  is activation energy of electron from surface state to conduction band at 

the neck. This case usually can be found in less sintered ceramics. 

SEΔ

 

Figure 18:  Schottky contact 

 

When no neck exists and two particles with diameter greater than 2 LD are only 

“pressed” together, the contact is called Schottky contact as shown in Figure 18. 

Electrons must overcome the energy barrier  which appears in equation (19). 

Thus, the conductance can be expressed as: 

SeV

⎟
⎠
⎞

⎜
⎝
⎛−∝

kT
eV

G Sexp     (24) 

In practice a sensor usually consists of all three types of contact. At high 
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sintering temperature Schottky contact can convert to neck type contact. Thus, 

thermal treatment of the sensing element will affect the composition of different 

contacts which determines the response characteristics of a sensor. To describe the 

response of the tin oxide sensor various empirical formulas have been proposed as 

shown in table 2. 

 

Table 2:  Different formulas describing response of semiconductor gas sensor. 

Reference Formula

[92]

[93]

[94]

[95]

[96]

[97]

[98]

( )αKCRR += 10

αKCRR 0=

βα += CR log

αKCG =
αGCGG =−0

( )αKCGG exp0=
αKCGG += 0  

G: conductance in gas; G0: conductance in air; R: resistance in gas; R0: resistance in 

air; C: gas concentration; K,α ,β : constants. 
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CHAPTER 3:  OBJECTIVES OF RESEARCH 

 

The final goal of the research project is to establish a remote monitoring system 

for plant health. The objective of this research is to identify the capability of tin oxide 

semiconductor sensor to detect Methyl Jasmonate, an important chemical vapor 

related to a plants’ natural defense system. By studying the concentration dependence, 

temperature dependence, humidity dependence, recovery time, stability of the sensor, 

the suitability of a semiconductor type sensor for detection of insect infestation will 

be determined. 
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CHAPTER 4:  EXPERIMENTAL PROCEDURE 

 

 

Figure 19:  Schematic of gas flow circuit for concentration dependence and 

temperature dependence tests. 

 

The gas flow circuit for concentration dependence and temperature dependence 

tests is presented in Figure 19. A compressed air tank furnished by Airgas, Inc was 

used as the carrier gas supply. A water vapor trap was installed to remove any 

moisture in the gas supply. Gas flow rate was monitored by a Mass flow meter 

(FMA1700/1800) made by OMEGA Engineering, Inc. Two TGS 2620 tin oxide 

sensors manufactured by Figaro, Inc were put in the flask B for detection tests. In
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addition, a thermocouple and a battery-powered remote temperature and humidity 

logger (USB 502) are located in flask B to monitor the ambient temperature and the 

humidity. The flask B is kept in an environmental chamber (ECT-3) manufactured by 

ESPEC North America, Inc to control the temperature. TGS 2620 (Figure 20) is a 

thick film type semiconductor sensor with an alumina substrate. It is highly sensitive 

to the vapors of organic solvents as well as other volatile vapors. The sensing element 

is integrated with a heater to raise the temperature to about 400°C. Pins 1 and 4 are 

connected to a DC power supply (Agilent E3611A) for heating. Pins 2 and 3 are 

connected to a data acquisition system (Agilent 34970A) for resistance response 

measurements. 

 

Figure 20 Schematic of TGS 2620 tin oxide sensor. 
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4.1.  Concentration Dependence Test 

For the concentration dependence test the total gas flow rate was fixed at 

0.2L/min. Before the tests, the sensors were kept in air in an environmental chamber 

for 7 days for conditioning. To establish the base line of the signal, regulator 1 was 

open; gates 1 and 2 were closed. When the resistances of the sensors were stable 

regulator 1 and gates 1 and 2 were opened. Thus, carrier air gas will flow into the 

liquid Methyl Jasmonate which was kept in flask A and take the chemical vapor into 

the testing chamber (flask B). The sensors were exposed to the chemical vapor for 30 

minutes. Then gates 1 and 2 were closed for recovery test. When the resistances of the 

sensors recover and became stable again another test cycle was started. To change the 

concentration of the target gas vapor, the gas flow rate through flask A and through 

the bypass (regulator 1) were regulated by gas flow regulator 1. The partial flow rate 

through flask A was set at 8 different points (0.02 L/min, 0.04 L/min, 0.06 L/min, 

0.08 L/min, 0.10 L/min, 0.12 L/min, 0.16 L/min, 0.20 L/min) but the total flow rate 

was kept a constant at 0.2L/min. The temperature is maintained at 25°C by the 

environmental chamber and monitored by thermocouple. 

To determine the actual concentration of Methyl Jasmonate at different flow 

rates Gas Chromatography (GC) was used. A Varian CP-3380 GC machine with 

DB-5 column and flame ionization detector (FID) was used for this study. To make 

standard solutions different amounts of Methyl Jasmonate (0.1μL , 0.5μL, 1μL, 5μL, 

10μL, 100μL) was dissolved in 5mL Dichloromethane. Gas samples at different flow 

rates were collected using a volatile collection trap (VCT - 1/4 - 3 - HSQ-P), which 

was fabricated by ARS, Inc. The volatile collection trap was connected to the gas flow 

tube for three hours. Then 2mL Dichloromethane was injected into the trap to extract 

the Methyl Jasmonate adsorbed. Every time 0.1μL of standard solutions or gas sample 
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solutions was injected into the GC for test using a micro syringe. During the 

experiment the injector of the GC was set at 275°C and the FID was set at 320°C. The 

column was initially set at 45°C for 5 minutes and then heated up to 300°C at the rate 

of 15°C/min. The hydrogen pressure for the column was fixed at 40 psi, the air 

pressure was 60 psi and the carrier gas helium was 80 psi. 

 

4.2.  Temperature Dependence Test 

For the temperature dependence test the gas flow rate was kept constant at 

0.2L/min. Before the tests the sensors were kept in air in the environmental chamber 

for 7 days for conditioning. At the beginning regulator 1 was opened; gates 1 and 2 

were closed to establish a baseline. When the resistances of the sensors were stable 

regulator 1 was closed and gates 1 and 2 were opened in order to expose the sensors 

to chemical vapor for 30 minutes. Then regulator 1 was opened, gates 1 and 2 were 

closed for the recovery test. When the resistances of the sensors recovered, the 

temperature was changed by the environmental chamber. Consequently, the 

resistances of the sensors changed. When the sensor outputs were stable again, 

another response and recovery test cycle was performed. Test cycles were performed 

at 9 different ambient temperatures (-22°C, -12°C, -2°C, 7°C, 17°C, 22°C, 27°C, 

32°C, 37°C). During the test the temperature was monitored by thermocouple. 
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4.3.  Humidity Dependence Test 

 

Figure 21:  Schematic of gas flow circuit for humidity dependence tests. 

 

Figure 21 illustrates the gas flow circuit for humidity dependence tests. Flask C 

with saturated salt solution was added to provide constant moisture. For humidity 

dependence tests the total gas flow rate was fixed at 0.2L/min. Before the tests the 

sensors were kept in air in the environmental chamber for 7 days for conditioning. To 

establish the base line of the signal, regulator 1 was open; gates 1 and 2 were closed. 

When the resistances of the sensors were stable regulator 1 was closed and gates 1 

and 2 were opened. The sensors are exposed to the chemical vapor for 30 minutes. 

Then regulator 1 was opened and gates 1 and 2 were closed for the recovery test. 

When the resistances of the sensors recovered, the humidity was changed by 

alternating the kind of saturated salt solution in Flask C. Consequently, the resistances 

of the sensors changed. When they were stable again, another response and recovery 

test cycle was performed. The humidity was monitored by the humidity sensor.
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CHAPTER 5:  RESULTS AND DISCUSSION 

 

5.1.  Concentration dependence study 
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Figure 22a:  Sensors’ responses to MeJa with partial flow rate 0.02L/Min. 
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Response to  MeJa with flow rate 0.04L/Min

0

10000

20000

30000

40000

50000

60000

0 1 2 3 4 5 6 7 8 9 10 11 1

Time (hr)

R
es

is
ta

nc
e 

(O
hm

)

(b)

Gas

2

Air

 

Figure 22b:  Sensors’ responses to MeJa with partial flow rate 0.04L/Min. 

 

Response to  MeJa with flow rate 0.06L/Min
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Figure 22c:  Sensors’ responses to MeJa with partial flow rate 0.06L/Min. 
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Response to  MeJa with flow rate 0.08L/Min
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Figure 22d:  Sensors’ responses to MeJa with partial flow rate 0.08L/Min. 

 

Response to  MeJa with flow rate 0.10L/Min
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Figure 22e:  Sensors’ responses to MeJa with partial flow rate 0.10L/Min. 
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Response to  MeJa with flow rate 0.12L/Min
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Figure 22f:  Sensors’ responses to MeJa with partial flow rate 0.12L/Min. 

 

Response to  MeJa with flow rate 0.16L/Min
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Figure 22g:  Sensors’ responses to MeJa with partial flow rate 0.16L/Min. 
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Response to  MeJa with flow rate 0.20L/Min
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Figure 22h:  Sensors’ responses to MeJa with partial flow rate 0.20L/Min. 

 

Figure 22a to Figure 22h illustrate the resistances change of the sensors to MeJa 

at different partial flow rates. When MeJa is introduced, the resistance of the sensor 

decreases sharply and reaches the lowest value in 4 minutes. Then the resistance 

gradually increased and became stable again. After being exposed to the chemical 

vapor for 30 minutes the sensors are exposed to air flow again. The resistance can 

recover to 80 percent of initial resistance in about 40 minutes and fully recover in 

about 8 hours. Therefore, the sensors have a good reusability. The flat base lines 

indicate a good stability of the sensors. 

To determine actual concentration of MeJa at different partial flow rates, GC was 

used. Six standard solutions were made for the tests with different amounts of Methyl 

Jasmonate (0.1μL, 0.5μL, 1μL, 5μL, 10μL, 100μL), which were dissolved in 5mL 

Dichloromethane. The results are shown in Figure 23. 
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GC Calibration Curve
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Figure 23:  GC calibration curve. 

 

The peak area is proportional to the amount chemicals injected into the GC. The 

volume percentage of a chemical can be expressed as, 

∑
=

ii

ii
i Af

Af
V %     (25) 

%iV  is the volume percentage of a chemical,  is the response factor of GC,  is 

the peak area of a chemical. In certain ranges the response factor can be assumed to be 

the same for similar chemicals. Hence, the volume percentage becomes proportional 

to the peak area percentage. The high relevance coefficient indicates that the 

assumption here is safe. Using the calibration curve the concentrations of gas samples 

were calculated and are shown in table 3. 

if iA
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Table 3:  Calculated concentrations of different gas samples 

Flow rates of gas samples (L/Min) Calculated concentration (ppm)
0.02 3.32
0.04 6.58
0.06 9.21
0.08 11.04
0.10 12.84
0.12 14.10
0.16 15.59
0.20 17.46  
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Figure 24:  Sensors’ responses to MeJa at different concentration. 

 

Using the concentration obtained by GC, the logarithmic resistances of sensors is 

plotted verses logarithmic concentration as shown in Figure 24. The resistances of the 

sensors in air  are almost constant which indicates a good reusability of the 

sensors. The resistances of the sensors in test gas  decrease with increasing 

concentration of MeJa and show a linear relationship with concentration on a 

aR

gR
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logarithmic scale. Therefore, the resistance of the sensor in gas is found to follow the 

expression (26) which is the well known power law [99]. 

βα += LogCLogRg  or  (26) n
g KCR =

Where  is the concentration of the gas, C α ,β , K ,  are constants. n

By defining the relative sensor sensitivity as, S

g

a

R
R

S =     (27) 

it is found that the relative sensor sensitivity increases from about 2 to 5 with 

increasing concentration of MeJa and follows the power law (Figure 25). 
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Figure 25:  Relative sensor sensitivity S to MeJa at different concentration 
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5.2.  Temperature dependence study 

Responses of sensor 1 to MeJa at different temperatures
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Figure 26a:  Responses of sensor 1 to MeJa at different temperatures 

 

Responses of sensor 2 to MeJa at different temperatures
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Figure 26b:  Responses of sensor 2 to MeJa at different temperatures 
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Figure 26a and Figure 26b show the responses of two sensors at different 

temperatures. The flat initial resistances of the sensors and the ability to recover to the 

initial resistances indicate good stability and reusability at different temperatures. 

With increasing ambient temperature, the sensor resistances in air solely decrease, and 

the sensor resistances in test gas first increase then decrease as shown in Figure 27. 

Sensors' resistances at different ambient temperatures

0

10000

20000

30000

40000

50000

60000

70000

80000

-30 -20 -10 0 10 20 30 40

Ambient Temperature (°C)

R
es

is
ta

nc
e 

(O
hm

) Resistance in air

Resistance in test gas

 

Figure 27:  Sensors’ resistances at different ambient temperatures. 

 

Hence, the sensors have relatively low relative sensitivity S at around 20°C about 4 to 

5, and S decreases with increasing temperature (Figure 28). 
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Relative sensor sensitivity S at different abmient temperature
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Figure 28:  Relative sensor sensitivity S at different ambient temperatures. 

 

According to the report of Figaro Inc, the TGS 2620 sensor is heated by an 

integrated heater whose working voltage and current is 5V and 42mA respectively. 

Thus, the working temperature of the sensing element is elevated to about 400°C 

when the sensor is working at the ambient temperature of 20°C. For practical in field 

use, the sensor probably will work in the temperature range from -30°C to 40°C. 

Hence, the sensor is tested at different temperatures within that range. Jian-wei et al 

reports that the ambient temperature has a linear superposition effect on sensor’s 

working temperature as shown in Figure 29 [100]. Hence, during the temperature 

dependence test, the temperature of the sensing element is estimated to be in the range 

from 350°C to 420°C. 
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Figure 29:  Ambient temperature effect on sensors’ working temperature as a linear 

superposition [100] 

 

According to the band bending theory mentioned in Chapter 2 the resistance of 

the tin oxide sensor can be expressed as [98], 

)exp(
kT
eV

RR S
O=     (28) 

where  is the flat band resistance. The schottky potential barrier, , in air is 

mainly controlled by the oxygen partial pressure and types of oxygen species 

adsorbed on the sensor surface [101]. According to the survey by Barsan and Weimar 

as shown in Figure 30 [102] in the testing temperature range  is dominant and has 

no significant change in types of oxygen species adsorbed on the sensor surface. 

Hence, there should not be a large change in Schottky potential barrier, , as 

oxygen partial pressure can be regarded as constant at different temperatures during 

OR SV

−O

SV
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the test. 

 

Figure 30:  Survey of oxygen species detected at different temperatures at SnO2 

surfaces with IR (infrared analysis), TPD (temperature programmed desorption), EPR 

(electron paramagnetic resonance) [102]. 
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Figure 31:  Sensors’ logarithmic resistances in dry air at different temperatures. 
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By plotting the logarithmic resistances of the sensors in air verses inverse temperature 

of the sensor surface as shown in Figure 31, a linear relationship is obtained which is 

consistent with the theory. 

The Schottky potential barrier, , in reducing gases is very complex which is 

affected by adsorption and desorption rates of oxygen species and/or reducing gases 

or even reaction products, reaction rates between adsorbed oxygen species and 

reducing gases, charge carrier concentration and Debye length in the semiconductor 

[101]. The sensors’ resistances are found to increase below 10°C, be almost constant 

between 10°C and 30°C and decrease above 30°C (Figure 27). It can be inferred that 

there are different mechanisms controlling the sensor resistance behavior in the 

testing temperature range. 

SV

 

5.3.  Humidity dependence study 
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Figure 32a:  Sensors’ responses at relative humidity 20%. 
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Sensor response at 64%RH
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Figure 32b:  Sensors’ responses at relative humidity 64%. 
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Figure 32c:  Sensors’ responses at relative humidity 70%. 
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Response at 82%RH
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Figure 32d:  Sensors’ responses at relative humidity 82%. 

 

Sensor response at 94%RH
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Figure 32e:  Sensors’ responses at relative humidity 94%. 

 

    Figure 32a to Figure 32e illustrate the sensors’ responses at different relative 
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humidities. The thick line in the lower part of the figure is the relative humidity 

detected by the humidity sensor. The two thin lines are the resistances of two sensors. 

The flat initial resistances of the sensors and the ability to recover to initial resistances 

show good stability and reusability of the sensor at different relative humidities. The 

water vapor reduced the resistance of the sensor compared with in dry air. The sensors 

still respond to MeJa quickly and reach the lowest value in 4 minutes however they 

recover much slower than in dry air. They need more than 30 hours to recover to 

initial resistances in high relative humidity. The relative sensor response S is found to 

be decreasing with increasing relative humidity and decrease faster in high relative 

humidity (Figure 33). 

Relative sensor response S at different relative humidities
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Figure 33:  Relative sensor sensitivity S at different relative humidities. 

 

By plotting the resistances of the sensors verses water vapor concentration in air 

on a logarithmic scale it was found that the sensors’ resistances in humid air also 

follow the power law (Figure 34). 
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Resistances at different water vapor concentration
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Figure 34:  Sensors’ initial resistances at different relative humidity. 
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Figure 35:  Sensors’ resistances in the presence of MeJa at different relative 

humidities. 
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In the presence of MeJa the sensors’ resistances decrease with increasing relative 

humidity but don’t show the power law behavior (Figure 35). This means that water 

vapor contribution and the MeJa contribution to the reduction of the sensors’ 

resistances are not independent of each other. Otherwise, the sensors’ resistances at 

different relative humidity in the presence of MeJa should also follow the power law 

as the concentration of MeJa is fixed. However, it is not supported by the data. The 

reason for this is that the water vapor is competing with the reducing gases for 

preadsorbed oxygen species under different adsorption–desorption equilibrium 

conditions [103]. This also explains why the relative sensor response is decreasing 

with increasing relative humidity. 

When the sensors are used in the field they can be distributed in different area. 

First, the baselines of the sensors are established at certain ambient temperature and 

humidity. When the ambient temperature and humidity changes the resistances of the 

sensors will gradually changes to corresponding status in a similar shape. If insects 

attack plants in some area, the volatile compounds which are emitted by plants change. 

The concentration of MeJa—an important defense system related chemical increases 

significantly in a short time. Hence, the resistances of the sensors in corresponding 

area should decrease quickly and have different resistance change shape from the 

sensors in other area. Thus, it can be used as a qualitative alarm for the insect 

infestation. The interfering effect of other volatile compounds is not tested this time 

and will be performed in future study. 



CHAPTER 6:  CONCLUSIONS 

 

Thick film hotplate type tin oxide sensors can successfully detect Methyl 

Jasmonate and show good stability and reversibility at different ambient temperature 

and relative humidity. The sensors have a quick response to MeJa but the recover time 

of the sensor is very long, about 8 hours in dry air and even longer—more than 30 

hours in high relative humidity. In the presence of MeJa from about 3ppm to 18ppm 

the relative sensor sensitivity S increases from 2 to 5 in dry air at ambient temperature 

25°C and follow the power law. Sensors’ resistances in dry air flow at different 

temperatures are proportional to 1/T on a logarithmic scale. Sensors’ resistances in the 

presence of MeJa at different temperature in dry air flow are controlled by different 

dominant mechanisms in different testing temperature ranges. The relative sensor 

sensitivity in dry air flow is relatively low about 4 around ambient temperature 20°C 

and increases with decreasing ambient temperature below 10°C. Sensors’ resistances 

in humid air flow at 25°C decrease with increasing water vapor concentration and also 

follow the power law. The relative sensor sensitivity decreases with increasing 

relative humidity and is still over 3 in high humidity. 

By distributing the sensors in different area of the field, concentration change of 

MeJa can be qualitatively detected and discriminated from temperature and humidity 

changes. Hence, thick film type hotplate tin oxide sensor has great potential to be used 

as an in-situ qualitative alarm to the infestation of insects in site. 
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