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Abstract

This work analyzes a typical battery powered digital electronic system and we propose a system level voltage scaling method and a functional power management method called instruction slowdown for low power. In the first part, we examine a circuit with voltage scaling capability and observe its impact on the energy efficiency of the battery. We study the system with a power source under throughput constraints and we propose a method to find a right size of battery to satisfy given system requirements. For systems with limit on battery weight or volume, we suggest a right circuit voltage operating point. We also notice that the performance evaluation metric such as battery discharge-delay or number of cycles per recharge are more relevant when power source optimization is a primary goal. In the later part of this work, an instruction named slowdown for low power (SLOP) is introduced. Functionally, it resembles the conventional NOP but requires power-specific hardware implementation. Depending upon the power reduction requirement, adequate number of SLOP’s are automatically inserted in the instruction stream by the power management hardware. A possibility also exists to allow compiler or programmer to insert SLOPs in order to create programs which would have flexibility to run in either normal mode or in low power mode. While processing a SLOP, additional power control signals are generated for various units; so they can be powered down or clock gated. Simulation of a five-stage pipelined 32-bit MIPS processor shows that the SLOP method, termed instruction slowdown (ISD), becomes more effective than a conventional clock slowdown (CSD) when leakage is high. For 32nm CMOS technology, ISD can save more than 70% power compared to about 40% by CSD. The work shows that power reduction through a judicious choice of slowdown factor and the method adopted, clock slowdown for low leakage and instruction slowdown for high leakage, can enhance the battery lifetime.
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Chapter 1

Introduction

Every processor chip has a physical limit on power dissipation it can support. For systems that use these processors, performance and power become opposing requirements. Modern computing systems, therefore, have built-in power control schemes. For example, thermal sensors on a processor chip may trigger a slowdown of the processor clock [35].

For mobile systems, energy consumption and the rate of consumption (power) are directly related to the battery capacity. Higher discharge rate reduces the capacity, requiring bulkier batteries with higher current rating [3] or more frequent recharging. Thus, it is important to control the power consumption. Traditional metrics like minimization of Power and Energy are not really suitable when power source (battery) optimization is a concern. For battery operated portable devices, an obvious objective is to maximize the battery lifetime. In spite of this fact, the discussions of low power design metric and methodologies have entirely focused on VLSI sub-system optimizations. The energy stored in a battery is assumed to be constant and available at any possible rate. In reality, however, the energy stored in a battery may not be used to its full extent. The delivery of energy from battery to system depends on the mean value of the current drawn from the battery. Battery lifetime does not have a simple linear relationship with power consumption of the circuit. e.g. a 2X increase in system power can cause a 3X decrease in battery lifetime. These facts motivate us to consider various approaches with design goal of power source optimization. Various approaches have been suggested in the literature and they demonstrate a potential to optimize battery energy consumption. These approaches can be classified into three broad categories.

- Voltage Management Methods
- Throughput Management Methods
In chapter 5, we suggest a general system level method to identify the load current on the battery and then choose battery of minimum size which can satisfy the required current. We also discuss various modes in which a system can operate in order to achieve maximum energy efficiency. The later part of the chapter focused on optimizing the battery lifetime and finding a right size of battery for a given load current. As far as the portable electronic devices are concerned, the ultimate aim is to achieve more battery lifetime or, for a rechargeable source, perform the most operations between consecutive recharges. Optimization of the circuit alone for power and energy may not always result in equivalent optimization of battery lifetime. So a study of the system consisting of battery and the circuit under consideration has been carried out in order to achieve maximum battery lifetime. In general, this lifetime should be measured in terms of the duration of the system operation. A relevant measure is the number of useful clock cycles obtained per battery life or per battery recharge. Size and weight of the batteries are major design constraints for mobile computing devices. Battery weights are generally proportional to their AHr ratings. Given an application with its load current requirement, a relevant problem is to find a battery with minimum size and weight to run the application. Since the energy drawn from the battery is not always equal to the energy consumed in the device, understanding battery discharge behaviour and its own dissipation are essential for optimal system design.

When excessive power consumption forces clock slowdown (CSD), the completion time of the ongoing system task increases. This increases the energy consumption. The energy penalty of the CSD method can be severe for high-leakage technologies. CSD is, therefore, not recommended without voltage scaling [8]. There is, however, another consideration. The reduced power slows the current drain from the battery. For a given battery capacity, this can increase the lifetime of the battery [21, 38]. Lifetime here refers to the useful life of a primary battery or the time between recharges for a secondary (rechargeable) battery. If the increase in the battery lifetime for a portable device is more than the increase in the
execution time of the task, then CSD can be beneficial [2]. Unless the efficiency aspect of the power source is properly considered, the slowing down of a computing task for power reduction would not be recommended. The lack of such consideration often results in the use of oversize batteries as well as over-design for unnecessary power dissipation, cooling, etc.

In the later sections of this thesis, we discuss a scenario where CSD may be necessary. We also find that its power saving advantage diminishes in higher leakage technologies. This leads to our motivation for finding a lower energy penalty alternative. Because clock slowdown (CSD) allows larger delay for hardware, we can further reduce power by lowering the supply voltage. Voltage reduction reduces both power and energy. However, this has limited potential in the nano-meter technologies where the voltage, already lowered due to the electric field requirement, is closer to the threshold voltage. This is particularly so for dual-threshold designs in which high-threshold devices are used to reduce leakage.

When voltage has been scaled down to some limit set by the technology, further power reduction, if necessary due to the system or operational requirements, by CSD will increase the task completion time and the leakage energy. To reduce the energy, a *dynamic power cutoff technique* (DPCT) has been proposed [27]. While DPCT can save both power and energy, it requires turning power off and on for different parts of combinational logic at different times within the clock period. Asynchronous delays for power control signals make the design complex and especially sensitive to process variation.

In this work, we address the need for a power saving method with emphasis on the energy penalty. We propose an *instruction slowdown* (ISD) method, which inserts NOP-like instructions. A new instruction named SLOP (slowdown for low power) is automatically inserted by the processor control that also generates power-down, sleep mode, or clock gating signals for various hardware units. We have analyzed several technologies ranging through 180nm to 32nm and shown that the ISD method is equally or more effective than the CSD method in higher leakage technologies.
In general, the slowdown of a computing task can consume more energy. In fact, it would always turn out to be that way if we considered the raw energy consumption from an ideal source. The conclusions differ when we consider a real source, such as the battery in a portable device. A relevant parameter is the lifetime or the time between consecutive recharges of a battery. A battery’s capacity, usually in mA-hours, is a valid indicator of the recharge time if the battery supplies close to the rated current. At higher currents, the capacity degrades. Thus, reduction in power consumption (or current drain) can enhance the lifetime [38]. We use a battery model based on the classical Peukert’s law [21] to represent the battery lifetime, which is adjusted for the increased task execution time. Alternatively, a battery efficiency model [43] can also be used. Slowdown for power reduction is considered beneficial only if the adjusted lifetime is enhanced. This advantage of ISD becomes more pronounced as the technology becomes leakier.

Instruction slowdown (ISD) can be compared to another proposed power saving method called fetch throttling [33, 34]. This method, when applied to multiple issue processors, slows down the rate of instruction fetch based on the lack of any parallel execution opportunity in the program being executed. Thus, the instructions that would have waited in the pipeline due to data, resource, or control conflicts are fetched after suitable delays. The reported average reduction in energy delay product is 6.7% for static throttling and could go up to 15% with dynamic throttling. These savings are due to the avoidance of incorrect speculations. We can reduce the performance penalty of instruction slowdown (ISD) by inserting the NOPs after those instructions that require speculation. However, this aspect is not discussed in this work and should be explored in the future. The objective of the present work is to reduce power with minimal energy cost and to maximize number of operations performed in a single recharge.
2.1 Introduction

2.1.1 Need for Low Power VLSI chips

Higher performance and lower chip area have always been major concerns for chip designers. Low power dissipation of VLSI chips has now become one of the primary goals. In the past, the device densities were low enough that power dissipation was not a constraining factor in chips. As the scale of integration improves, more transistors, faster and smaller than their predecessors, are being packed into a chip. This leads to steady growth of operating frequency and processing capacity per chip, resulting in increased power dissipation. New generation devices are at a safe distance from reaching their fundamental physical limits so the evolution seems to continue for a while. A need for low power VLSI chip arises from such evolution forces of integration circuits.

Another factor that fuels need for low power chips is the increased market demand for Mobile Internet Devices (MIDs) powered by batteries. The craving for smaller, lighter and more durable products directly translates to low power requirements. Batteries have not experienced a similar rapid density growth compared to electronic devices. The specific weight (stored energy per unit weight) of batteries barely doubles in several years [61] (Figure 2.1). Also, further increase in battery specific weight will create concerns about their safety as the energy density will approach that of explosive chemicals as shown in Figure 2.2. So the battery technology is not going to solve the power demand problem in future devices but the devices, on the other hand, will have to use battery energy in a smart way.
Figure 2.1: Growth in energy densities of Lithium-ion batteries

Figure 2.2: Limit on the growth of battery energy densities
Table 2.1: ITRS predictions on power dissipation of technology nodes

<table>
<thead>
<tr>
<th>Node</th>
<th>90nm</th>
<th>65nm</th>
<th>45nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic Power per cm²²</td>
<td>1X</td>
<td>1.4X</td>
<td>2X</td>
</tr>
<tr>
<td>Static Power per cm²²</td>
<td>1X</td>
<td>2.5X</td>
<td>6.5X</td>
</tr>
<tr>
<td>Total Power per cm²²</td>
<td>1X</td>
<td>2X</td>
<td>4X</td>
</tr>
</tbody>
</table>

High performance computing systems characterized by large power dissipation also drive the low power needs. The power dissipation of a typical high performance microprocessor is about 150 watts with an average power density of 50-75 watts per square centimeter. Local hot spots on the die can be many times higher than the average number. This has a direct impact on packaging cost of chip and cooling cost of the system. A chip that operates at 3.3V consuming 10 watts of power means average current of 3A. Transient currents would be much higher than these. This creates problems in the design of power supply rails and poses a challenge in analysis of digital noise. This also poses a threat to reliability of the chip as mean time to failure decreases with increase in temperature. The problems are expected to get worse as we move to new technology nodes as predicted by International Technology Roadmap for Semiconductors (ITRS), shown in the Table 2.1.

Another driving force for demand of low power chips comes from the environmental concerns. Computers are the fastest growing electricity loads in the commercial sector. Since electricity generation is major source of air pollution, inefficient energy usage in computing equipment directly contributes to environmental pollution.

2.1.2 Power Vs. Energy

For MIDs operating on batteries, the distinction between power and energy is critical. While power is decided by the instantaneous current drawn by the device, energy is decided by the duration for which the current was drawn. The power drawn by a portable device such as cell phone or a Personal Digital Assistant (PDA) varies according to what type of tasks are being performed, e.g., an active call or a web browsing task will consume a considerable
amount of current while a standby mode will not consume as much power. In both the cases, however, energy is being drawn from the battery and in many practical circumstances the standby time of the device is large enough that it consumes equal amounts of energy. For a portable equipment operating on battery, therefore, better energy management and maximizing battery life are more logical design goals than power management.

2.2 Where Does All the Power Go?

All the power consumed by a CMOS device does not produce useful activity. Part of the power is dissipated in the ON resistance of the device while charging and discharging the output capacitance. This is known as Dynamic power dissipation. Dynamic power dissipation also consists of short circuit power dissipation which is caused by a short between VDD and ground due to a momentary ON state of both the P-type and N-type network in a device. Part of the power is also dissipated in the OFF resistance of the device due to flow of leakage current from supply to ground while the device is turned OFF. This is known as Static power dissipation. The following subsections describe each of them in detail.

2.2.1 Dynamic Power Dissipation

Until 65nm CMOS technology process, the dynamic power dissipation was the dominant source of power dissipation in CMOS. It is caused by the charging and discharging of the output node capacitance. Following is the formula used for calculation of dynamic power dissipation.

\[ P_D = C_L V^2 f \]  

(2.1)

Where,
\[ C_L = \text{Total load capacitance of the circuit. This capacitance largely consists of the parasitic capacitance inherent in the circuit such as, CMOS gate capacitances, source to drain capacitances and interconnect capacitances. Although these capacitances can not be avoided entirely, certain measures can attempt to minimize these capacitances which is one of the methods of reducing dynamic power dissipation.} \]

\[ V = \text{Supply voltage of the circuit. This is one of the important factors in controlling the power consumption, as the power reduces quadratically with change in voltage. Supply voltage also affects static power consumption as we will see in next subsection.} \]

\[ f = \text{Frequency of operation. Slower circuits consume less power as compared to faster ones.} \]

As mentioned before, short circuit power consumption also contributes to dynamic power dissipation. Figure 2.3 shows an inverter circuit and the currents associated with its operation. The circuit operates at Vdd with Vi as input voltage, \( V_{tn} \) as threshold for NMOS and \( V_{tp} \) as threshold for PMOS. When the input Vi changes from low (0 V) to high (Vdd) there is a short time duration for which the input is greater than \( V_{tn} \) and less than \( V_{tp} \) as shown in figure 2.4. This causes both PMOS and NMOS to conduct and hence a short circuit current flows from Vdd to ground. The shape of short circuit current curve is dependent on

- The duration and slope of input signal.

- The I-V curves of P and N transistors which depend on their sizes, process technology, temperature, etc.

- The output load capacitance of the inverter.

2.2.2 Static Power Dissipation

Ideally, CMOS circuits dissipate no static power when they are not switching. But semiconductor devices conduct or leak through reverse biased channels and provide a path from VDD to ground and this constitutes to leakage power consumption. Leakage current is a
Figure 2.3: A CMOS Inverter circuit
Form of current which is generally not intended for normal operation of a digital circuit. This leakage current is not useful in most cases. There are various sources for leakage currents, as shown in Figure 2.5, and we will discuss three primary sources.

- Sub-threshold Channel conduction current \( I_{\text{sub}} \)

In the OFF state, even though the transistor is logically turned off, there is a non-zero leakage current flowing through channel. This is known as sub-threshold leakage. Other than device dimensions and fabrication process, the magnitude of this current depends on threshold voltage, \( V_t \); gate voltage, \( V_{gs} \); drain voltage \( V_{ds} \) and temperature. During the OFF state, \( V_{ds} \approx V_{DD} \) so the sub-threshold current essentially depends on \( V_{gs} \). It is given by following equation [20].

\[
I_{\text{sub}} = I_0 e^{(V_{gs} - V_t) / (\alpha V_{th})}
\]  

(2.2)
Figure 2.5: Leakage Currents for nMOS transistor

Where,

- $V_t$ is the device threshold voltage,
- $V_{th}$ is thermal voltage and it is 25.9mV at room temperature (300K),
- $I_0$ is the current when $V_{gs} = V_t$,
- $\alpha$ ranges from 1.0 to 2.5 and is dependent on device fabrication process.

Sub-threshold current is becoming a limiting factor in low voltage and low power chip design. When operating voltage is reduced the device threshold voltage $V_t$ has to be reduced accordingly to compensate for loss in switching speed.

- Gate Tunnelling Current ($I_G$)

With scaling of the channel length, a good transistor aspect ratio can be maintained only by comparable scaling of oxide thickness, junction depth and depletion depth. Maintaining this aspect ratio is a challenge since the scaling in the vertical direction is difficult. The silicon dioxide gate dielectric thickness is approaching scaling limits and there is a rapid increase in the gate tunnelling current. The oxide thickness limit will
be reached approximately when the gate to channel tunnelling current ($I_G$) becomes equal to the off-state source to drain sub-threshold leakage ($I_{sub}$).

This limitation can be resolved by making use of different materials with high permittivity as gate dielectric. This will result in thicker and easier to fabricate dielectric with potential for significant reduction in leakage current.[19]. One such successful implementation is Hafnium based high-k dielectric in 45nm technology by Intel for their processor series code named ‘Penryn’. Hafnium silicate based dielectric materials help reduce leakage currents but they also suffer from trapped leakage currents which affects the device life.

- Reverse biased PN-Junction current ($I_D$)

This current flows when (for an nMOS transistor) the source is at VDD and the drain is at ground. The current flows due to a PN-junction formed at the source or drain of transistors due to parasitic effect of the bulk CMOS device structure. The junction current at the source of the transistor is picked up through bulk or a well contact. The magnitude of this current is given by following equation [20].

$$I_D = I_s(e^{V/V_{th}} - 1)$$ (2.3)

Where,

$I_s$ is reverse saturation current,

$V_{th}$ is thermal voltage which is given by $V_{th} = kT/q$ where $k = 1.38 \times 10^{-23}$ Joule/K is a Boltzmann’s constant, $q$ is electronic charge in Coulombs and $T$ is device operating temperature.

$I_D$ is largely independent of operating voltage but depends, in general, on temperature, process, bias voltage and area of the PN-junction.
Other sources of leakage current such as Gate Induced Drain Leakage current ($I_{GIDL}$) and drain source Punch Through current ($I_{PT}$) also contribute to total leakage current.

### 2.2.3 The conflict between Dynamic and Static Power

Dynamic power can be reduced by reducing the supply voltage. Supply voltage reduction has been a constant phenomenon with the technology scaling. Voltages for semiconductor devices have been reduced from 5V to 0.8 in the most recent technologies. But when the voltage is lowered, the transistor ON current $I_{DS}$ reduces which makes devices switch slower.

The approximate equation for $I_{DS}$ is given by

$$I_{DS} = \mu C_{ox} \frac{W}{L} \left( V_{GS} - V_t \right)^2$$

(2.4)

Where,

$\mu$ is the carrier mobility,

$C_{ox}$ is the gate capacitance,

$V_t$ is the threshold voltage,

$V_{GS}$ is the gate-source voltage

So to maintain higher $I_{DS}$ we need to lower $V_{th}$ as we lower VDD (or $V_{GS}$). However, lowering $V_{th}$ results in an exponential increase in the sub-threshold leakage current as indicated by the $I_{sub}$ equation (equation 2.2).

Thus the methods to lower dynamic power and leakage power in a device contradict each other. This situation has worsened for 65nm and lower CMOS process technologies as the static power is equal to or more than dynamic power in the device.

### 2.3 Low Power Design Methods

Low power methods for design of circuits can be classified in many different ways. One of the classic papers in this area [8] describes these techniques in three simple categories as
1. Trade area or speed for power,
2. Don’t waste power and
3. Find a low power problem.

Though this functional classification is good for an insight into the subject, classification of these methods based on abstraction level is more practical from an engineer’s point of view. System or architecture level techniques are most effective for managing power since often a problem can be implemented with an algorithm that consumes less power [22]. Algorithmic level changes in the solution to a problem can only be incorporated at the system or architectural level. On the other hand, estimation of power is most accurate at the transistor level and least accurate at the system level. A decision for the selection of abstraction is generally based on the overhead involved with the technique. This overhead may include area, speed, complexity and verification time. In any modern chip design flow, efforts to reduce power consumption in a circuit are incorporated at all possible stages and levels of abstractions as shown by Figure 2.6. The following subsections discuss some of the techniques of low power design at various levels of abstraction. We discuss these in a bottom up fashion.

2.3.1 Circuit Level Methods

At the circuit level, the power reduction techniques are quite limited in number and they generally don’t result in more than 25% power reduction. However these techniques can have a major impact on power consumption of a design because these circuits, e.g. standard cells for most common gates and flip-flops, are repeated thousands of times on a chip. So circuit techniques with a small percentage of power savings cannot be overlooked.

Transistor sizing for Leakage Power reduction

Leakage current of a transistor increases with decrease in channel length and threshold voltage. But lower threshold voltage and channel length can provide higher saturation
current resulting in faster switching frequencies. Thus there is a trade-off between leakage power and delay. One of the techniques used to reduce leakage power is to size one or more transistors in the transistor network.

Consider a simple two-transistor inverter. If the output of the inverter is logic high (P-transistor conducting) then the leakage power is determined by the N-transistor. Whereas in other case when the output is low, leakage power is determined by the P-transistor. Assuming that, in dormant mode, the inverter output is at logic high, we can reduce leakage power by increasing the channel length of the N-transistor. This also affects the switching speed of the N-transistor so the falling transition for the inverter will be affected. If the falling transition is not part of the critical path then this method can save on leakage energy without any change in the circuit speed. If the falling transition is on a critical path then we can select logic low to be the default output value during dormant mode and size the P-transistor instead. Similar effects can be observed by increasing the threshold voltage of either the P or N transistor.
Transistor Network Restructuring

Boolean functions are implemented as combinations of simple logic gates like NAND and NOR. These gates are then mapped to their equivalent transistor networks. These networks can be organized in different ways to achieve similar functionality. Choice of arrangement of transistors inside the network can be based on the leakage current minimization. Transistor stacking is a well known technique for reduction of leakage current in stand-by mode. Any implementation of a function has an input combination that results in minimum leakage current flow from VDD to ground. This input combination can be applied to the function when it is in stand-by mode. A very good summary of leakage reduction through stacking has been explained in Chapter 2 of [19].

Similarly, transistor re-organizing also plays an important role in reducing overall power consumption. Simple boolean functions can be implemented as a single complex network of transistors but as the function complexity increases the number of serial transistors in a network start to increase. This number has to be limited to ensure proper operation of the circuit. When the number of serial transistor increases the effective resistance of the serial transistor chain increases. To compensate for the increased resistance, transistor sizes have to be increased to maintain an acceptable delay. Also number of parallel transistors have a similar limit as well since each additional parallel transistor adds its own drain diffusion capacitance which increases total capacitance to the output node slowing down the circuit. These limits on the number of serial and parallel transistors are technology dependent and may also depend on operating voltage, system speed and other factors. Given an arbitrary boolean function, there can be different organizations of the circuits. Figure 2.7 indicates how a 4-input AND can be implemented in two different organizations.

Low Power Cell Libraries

Most digital designs today are designed using high level Hardware Description Languages (HDL) and synthesized using automated computer aided design (CAD) tools. The
basic building blocks of these designs are customized logic gates or Cells. So the quality of overall design depends on the quality of these cells. Low power design is no exception to that.

The cells can be custom designed and characterized keeping power as primary constraint. The most important attribute that constitutes to a good low power design is the availability of variety of cell sizes of commonly used gates/functions. A smallest size of cell which satisfies the delay constraint can be chosen from all the available sizes. Therefore, fine granularity of the cell sizes is important. For instance, if the delay requirement demands for a cell size of 3X and the closest available size is 4X then we are unnecessarily wasting power by using an extra size cell. While deciding the range of cell sizes, the capacitance and area requirements are also important factors to be decided on. The overall circuit capacitance should be taken into consideration. Although it would be efficient for the design to have as many sizes of cells possible in the cell library, increase in the simulation and synthesis time of the design may limit the number of sizes per cell.

2.3.2 Gate Level Methods

Gate level design, or logic design in general is the most basic form of design where the logic synthesis starts. Due to the complexity of the designs today, the synthesis process is not done manually. Although the design process at logic level is done by HDLs, power optimization at logic level can still be performed by modifying the synthesis algorithms. The
most common theme in power optimization at logic level is reduction of switching activity. Switching activity directly contributes towards dynamic power and hence elimination of unnecessary switching activity should be a primary goal.

Gate Reorganization

Gate reorganization is a technique similar to transistor restructuring that was described in last section. In general, this reorganization is an operation to transform one logic circuit to another that is functionally equivalent. Since there are many possible combinations, it is important to choose an organization which does not differ drastically from the existing one in terms of area and delay while consuming lower power. A logic synthesis produces an initial logic network of gates from the HDLs. Then, depending on power constraints, some local transformations are applied to optimize the circuit. Some of the local transformations are:

1. Combine several gates into a single gate.
2. Decompose a single gate into several gates.
3. Duplicate a gate and redistribute its output connections.
4. Delete a wire.
5. Add a wire.

This reorganization can be targeted towards low power design of functions. The transformation from a function to a gate structure is called as Technology Mapping. An excellent discussion of technology mapping for low power design has been carried out by Tiwari et al.[30]

Signal Gating

Signal gating is a technique to mask unwanted switching activity from propagating forward causing unnecessary power dissipation. Since signal activities can be monitored
and analysed better at gate level, these techniques are generally applied at gate level. There are many different methods to implement a signal gating. Figure 2.8 shows some of the implementations of signal gating.

All signal gating methods require control signals to stop the propagation of switching activities. These control signals are generated by additional logic in the controller. This can add to area and cause additional leakage power. So a designer must take this fact into account and see if the design leads to overall power saving. The identification of signals to be gated is application dependent and is subjected to feasibility of implementation. Potential candidates for signal gating are clock signals, address buses and signals with high activity or glitches.

**Logic and State Machine Encoding**

Reduction in logic activity of the signals can also be achieved by changing the encoding of the combinational or sequential circuits. For instance, a 3-bit counter can be implemented in both binary and Gray encoding. In binary encoding the number of transitions for the counter is 14, whereas for a Gray encoding they are 8. For a 6-bit counter this difference is 126 for binary coding against 64 for Gray coding. So dynamic power can be greatly reduced by using Gray encoding.

Another example is Bus Invert encoding in which the signals transmitted over a parallel bus are examined and they are sent in normal form or in complemented form. This decision logic inspects two consecutive signal vectors for the activities and decides whether
to complement the next vector or not. A polarity signal is transmitted along with the vector so that the vector can be converted to its original form at the receiving end.

State machines perform transitions from one state to other depending on present state and input. To define this behaviour, a state transition graph/diagram is prepared first and then a synthesis tool will convert this graph (generally a HDL description) to combination of flip-flops and logic gates. Allocating the binary codes to the states in a state transition graph is called as state machine encoding. This encoding is one of the important factors that decides area, power and speed of the state machine. One goal is to reduce number of states in the machine so as to minimize number of flip-flops. Another key decision to make is which state encoding method to use. One hot or one cold methods have least number of transitions but they also use more number of flip flops. Binary encoding, on the other hand, has very few flip flops but may have many transitions if not properly designed. Gray encoding achieves a balance between number of flip flops and number of transitions for a state machine.

2.3.3 Architecture or System Level Methods

As we move up in abstraction level, the optimization problems become less exact and obscured due to more freedom in design configuration and decision. Due to this fact, higher level techniques rely more on human intuition and the art of chip design.

System Power Management

Low power Standby or Sleep modes: The system level power management ensures that we do not waste power by designing hardware that has more performance than necessary. Also, when the system throughput requirement is low, a low power oriented system should be able to adapt to the change and consume less power. Low power standby modes, or sleep modes, for a microprocessor are examples of such power management schemes. The best way to achieve a better power efficiency is to shut down functional units which are not being used or
gate the clock to these units in order to suppress the activity. In modern day microprocessor design, there is a variety of sleep modes available which can be activated depending on the state of the processor and performance requirements. These modes can be extremely effective, reducing standby power to a small fraction of the power consumed during normal operation. Figure 2.9 shows the state diagram of a processor for its transition from one mode of operation to other in order to achieve maximum power efficiency. If the processor clock frequency is reduced, functionality will be maintained during the low power mode and the processor can still service low priority tasks that do not require full frequency performance. Processor clocks can only be stopped if the machine state is maintained statically. Clocks can also be gated in only a portion of the design so that some functions are still active. Examples of functions which need clocking even during a sleep mode are bus snooping controllers or control logic which actually provides sleep and clock gating signals.
Low power modes may be implemented with software or hardware control. Software control requires specific instructions to enter a sleep mode when the processor is idle. This code can be part of operating system (OS) code. The OS enters this state of sleep mode when system has been idle for pre-decided period of time. The system returns to normal mode of operation when a high priority interrupt is detected. To provide this support in an OS, certain provisions in the hardware are necessary. The power management unit on the chip needs to clock gate or power gate functional units depending on how deep a sleep mode has been requested by the OS.

Supply voltage selection for Standby mode: Reduction in supply voltage affects both dynamic and static power dissipation but it also increases delay, so the throughput is low. During a sleep mode, the system throughput requirements can be very low and there is a possibility of reduction in the voltage to a level which satisfies the throughput requirement. There is also a possibility of turning off power to a chip if all the memory states can be saved off chip and reloaded when the activity resumes. This approach can only be considered if the overhead (in time and power) of storing the data off chip and reloading it back justify the overall saving achieved by turning off the chip. Modern chips also have different voltage domains on a chip that can be turned off independently in order to achieve maximum efficiency.

Architectural Methods

Architectural methods are quite commonly used to develop microprocessors that are more power efficient and have equal or nearly equal performance as their power hungry counterparts. Architectural modifications can save power either with no compromise on speed and area or with trade-offs. These architectural decisions are made depending on the application for which the processor is being designed. A processor designed for a portable computer, PDA or a smart phone can use power saving techniques that trade performance off for power but may have strict area constraints. On the other hand, a processor designed
for a server can not use techniques that sacrifice speed for power. Support from compiler, operating system or an application are also important factors to be considered while making architectural modifications in order to reduce power. Following are some of the areas in architecture design where decisions and modifications for power efficiency can be made.

*Instruction Set Architecture:* Instruction fetch is performed for every single instruction. So a large portion of energy is spent in fetching operation. Instructions can be designed in a way that programs will have higher code density, smaller instruction lengths and reduction in code size. This will allow on-chip cache memories to hold the complete program which saves greatly on fetch energy. Decisions regarding choice of CISC or RISC type of ISA can also affect the energy efficiency. CISC has greater code density and smaller program length but CISC also needs complex decoding hardware. So CISC can be energy efficient if the ISA contains only few types of instructions. RISC on the other hand can use a simpler decoding logic but also has longer program lengths so it can be only energy efficient if wide variety of small instructions are required. Number of instructions accessing memory variables directly should be limited. Such instructions reduce code length but also need more energy due to their longer execution times. A proper combination of memory-to-memory accesses and register operations in an ISA can obtain maximum energy efficiency. A fixed reduced instruction length or a variable instruction length are other decisions that a designer needs to make while designing ISA.

*Datapath:* Pipelining is common way of implementing the ISA due to its inherent throughput advantage. Two important parameters to be considered while designing the pipeline are the number of pipeline stages and the number of execution pipelines. Two pipelining strategies which emphasize the two factors are described below. [22]

**Superscalar**

*Performance:* increased throughput by providing multiple execution units so that parallel
execution may be implemented.

*Power*: increase in design complexity and area, data dependency check requirements increase dispatch logic area.

**Superpipelined**

*Performance*: increased number of simple pipeline stages, perform faster and higher clock frequency can be achieved.

*Power*: increased number of clocked elements, inherent increase in dynamic power due to increased frequency.

Microprocessors chosen for low power typically have five pipeline stages or less. Use of register files can save a lot of energy by reducing traffic to memory. But register files themselves can also be made power efficient by power/clock gating them during pipeline stalls and disabling read ports when data is being provided from other sources.

*Parallel Architecture with Voltage Reduction*: Parallelism has traditionally been used to boost system throughput. It does so without increasing the operating frequency but requires additional hardware to perform multiple functions at the same time. In short, parallelism trades area for performance. This trade-off can also be used to reduce the power. Voltage scaling has a quadratic effect on dynamic power reduction and linearly reduces leakage power. So scaling down the voltage is an attractive solution for a power efficient design. But since circuit delay is inversely proportional to the voltage, reduction in voltage increases delay and hence there is a performance penalty. This problem can be overcome by using a parallel architecture which allows lowering the voltage while still maintaining the throughput. Consider a signal processing system whose throughput requirement is satisfied by a frequency \( f \). Let \( V \) be the system voltage and \( C \) is the total amount of capacitance being switched, then the power consumption is given by

\[
P = (CV^2f)
\]  

(2.5)
If the number of processors is doubled as shown in figure 2.10, each of the processors can be operated at half the frequency $f/2$ and the output is multiplexed at the desired frequency $f$. Now assuming that due to increase in components the total capacitance switched is $2.2C$ and the voltage can be scaled down to $0.6V$, the new power dissipation is given by

$$P' = (2.2C)(0.6V)^2(0.5f) = 0.396P$$

So in the best case, we get about 60% power reduction compared to the single processor system. But there are other factors which limit this technique to achieve higher power reduction. One important factor is leakage power. Since we have additional components in the system the leakage current will be at least twice that of the single processor configuration. So according to formula $P_{leakage} = V \times I_{leakage}$ the leakage power is 1.2 times its original value. Another factor is the availability of inputs in the parallelizable form. When considering the system with two processors, we assumed that the input can be split into two equal length parts and that these parts are independent. But, in practice, only very few types of inputs such as images, certain matrix operations, etc., have such properties. Most other problems are sequential and have inter-dependability of variables on each other. This realization has
changed direction of new research towards making applications, programs and basic algorithms more parallelizable [60].

**Dynamic Voltage and Frequency Scaling (DVFS)**: The total power at each node of CMOS circuit can be represented by

\[ P = (C_L V_{dd}^2 f) + (I_{SC} V_{dd}) + (I_{leakage} V_{dd}) \] (2.7)

It is apparent from the above equation that each of the contributors to total power can be reduced by reducing the supply voltage \(V_{dd}\). Also, the first term, which represents dynamic power, reduces quadratically with the voltage. Voltage reduction has been one of the most common techniques of power reduction. Low voltage modes are used in conjunction with lowered clock frequencies to minimize power consumption associated with components such as CPUs and DSPs; only when significant computational power is needed will the voltage and frequency be raised. Many modern chips also contain multi-voltage domains that can be operated on different voltages depending on their critical delay requirements and can also have multiple voltage assignments (including 0V) for each domain.

Dynamic frequency scaling (also known as CPU throttling) is a technique in computer architecture whereby the frequency of a microprocessor can be automatically adjusted at run time, either to conserve power or to reduce the amount of heat generated by the chip. Dynamic frequency scaling is commonly used in laptops and other mobile devices, where energy comes from a battery and thus is limited. It is also used in quiet computing settings and to decrease energy and cooling costs for lightly loaded machines. Less heat output, in turn, allows the system cooling fans to be throttled down or turned off, reducing noise levels and further decreasing power consumption. Dynamic frequency scaling reduces the number of instructions a processor can issue in a given amount of time, thus reducing performance. Hence, it is generally used when the performance requirements are not critical. Dynamic
frequency scaling by itself is rarely worthwhile as a way to conserve switching power. Saving the most power requires dynamic voltage scaling too, because of the $V^2$ component and the fact that modern CPUs are strongly optimized for low power idle states. In most constant-voltage cases it is more efficient to run briefly at peak speed and stay in a deep idle state for longer (called “race to idle”), than it is to run at a reduced clock rate for a long time and only stay briefly in a light idle state. However, reducing voltage along with clock rate can change those trade-offs.

Both dynamic voltage and frequency scaling (DVFS) can be used to prevent computer system overheating, that can result in program or operating system crashes, and possibly hardware damage. Some of the examples of DVFS implementation are Intel’s CPU throttling technology, SpeedStep, which is used in its mobile CPU processors and AMD’s two different CPU throttling technologies- Cool’n’Quiet, which is used on its desktop and server processor lines, and PowerNow, which is used in its mobile processor line.

2.4 Power Source Optimization: A System Approach

2.4.1 Choice of Metric

Traditional metrics like minimization of Power and Energy are not really suitable when power source (battery) optimization is a concern. For battery operated portable devices, an obvious objective is to maximize the battery lifetime. In spite of this fact, the discussions of low power design metric and methodologies have entirely focused on VLSI sub-system optimizations. The energy stored in a battery is assumed to be constant and available at any possible rate. In reality, however, the energy stored in a battery may not be used to its full extent. The delivery of energy from battery to system depends on the mean value of the current drawn from the battery. Battery lifetime does not have a simple linear relationship with power consumption of the circuit. e.g. a 2X increase in system power can cause a 3X decrease in battery lifetime. These facts motivate us to consider other metrics for design goal of power source optimization.
Weiser et al. [56] present Millions of Instructions Per Joule (MIPJ) as a quality metric for dynamic voltage scaling (DVS). The key idea is to eliminate idle time by reducing the processor voltage and clock for a given segment of computation. To predict processor utilization, either a fixed-size window of future events or a fixed-size window of past events is analyzed, and the corresponding DVS decisions are evaluated using trace-based simulations. This method has limited practicality since measurement and tracking of battery energy in terms of joules is difficult.

Rakhmatov et al. [44, 45] use an analytical model of the battery to minimize a cost function $\sigma(t)$. This cost is function of load current $i(t)$ and sum of $l(t)$ and $u(t)$, where, $l(t)$ is the charge lost in load and $u(t)$ is the charge unavailable. Evaluation of this cost function is in the context of DVS for task scheduling and battery optimization. Minimization of this cost function is subjected to constraints such as task dependencies, task deadlines etc.

Pedram et al. [43] propose battery discharge-delay product as the metric. This metric is similar to the energy-delay product while accounting for the battery characteristics and the DC/DC conversion efficiency. The BD-delay product states that the design goal should be to minimize delay and maximize battery lifetime at the same time.

### 2.4.2 Classification of Power Source Optimization Methods

Since the primary aim is to optimize the energy of power source, the methods normally used for low power design are only a part of power source optimization methods. Various methods have already been proposed [56, 43, 38, 46] and these can, in general, be classified in three following categories.

**Voltage Management Methods**

Most common of voltage management methods is dynamic voltage management. Here the system has a capability of statically or dynamically varying VDD. A relevant problem is to find an optimum value of supply voltage which would minimize the energy consumption.
of the battery and still maintain the throughput requirements. [43] propose a method to find optimum operating voltage for minimization of battery discharge-delay product. First of our two proposed techniques falls into this category. In chapter 5, we discuss this technique in detail.

**Throughput Management Methods**

Dynamic frequency scaling is one of the most used methods in this category. CPU frequency scaling for battery powered computers is examined in [48] in terms of its impact on battery life, system performance, and power consumption. Frequency scaling approaches use information from a battery model to vary the clock frequency of system components dynamically at run time. They also use workload characteristics such as run-time and idle-time percentages dynamically, and models of system power and performance. These approaches can be used to ensure efficient use of the battery without significantly compromising system performance. [46]

**Functional Management Methods**

These methods include most of the methods discussed in the chapter 2 above. Most of these methods focus on power management of the system in order to reduce the average current drawn from the battery. Battery aware dynamic task scheduling is one such technique [45]. Second of our two proposed methods, which exploits idleness in a pipeline processor to dynamically manage power to different units, falls under functional management category.

Dynamic voltage and frequency scaling (DVFS) is combination of voltage and throughput management methods and architecture level parallelism is a combination of all the three methods mentioned above.
2.4.3 A Typical Battery Powered Electronic System

A typical power supply for an electronic system is shown in Figure 2.11. The primary source of energy is a battery, normally an electrochemical device [21]. The battery can be a primary type that is discarded after it is discharged, or a rechargeable type. As shown in Figure 2.11, a fully charged Lithium-ion battery supplies 4.2 volts and when the voltage drops below 3.0 volts it is recharged. The electronic system is supplied a voltage VDD that is close to 1 volt or lower for modern nanometer technologies. A DC-to-DC converter [55, 43] provides the voltage transformation as well as the capability to vary VDD for power management. Because the current requirement of the electronic system is often pulsed and time varying, decoupling capacitors are used to smooth the transient ripples. The decoupling capacitors is, in general, distributed in the power grid of the system.

In the consequent chapters, we discuss these components of a system in detail. Chapter 3 describes Lithium-ion batteries in detail along with background, electro-chemistry and terminology used for lithium ion batteries. This chapter also discussed various models that have been proposed and the model used for this work. Chapter 4 summarizes theory and background work on DC-to-DC converters. Chapter 5 describes the proposed technique for power source optimization. This technique falls into the first class of methods i.e. voltage
management. Chapter 6 describes a proposed functional method of power source optimization where we demonstrate savings in battery lifetime. Chapter 7 makes concluding remarks on the methods.
Chapter 3
Lithium-ion Battery Background and Modelling

3.1 Background

For many years, nickel-cadmium had been the only suitable battery for portable equipment from wireless communications to mobile computing. Nickel-metal-hydride (NiMH) and lithium-ion emerged in the early 1990s and today, lithium-ion is the fastest growing and most promising battery chemistry.

Lithium is the lightest of all metals, has the greatest electrochemical potential and provides the largest energy density per weight. Attempts to develop rechargeable lithium batteries failed due to safety problems. Because of the inherent instability of lithium metal, especially during charging, research shifted to a non-metallic lithium battery using lithium ions. Although slightly lower in energy density than lithium metal, lithium-ion is safe, provided certain precautions are met when charging and discharging. In 1991, the Sony Corporation commercialized the first lithium-ion battery. Other manufacturers like Hitachi, Panasonic, and LG followed suit.

The energy density of lithium-ion is typically twice that of the standard nickel-cadmium. There is potential for higher energy densities for lithium-ion batteries. The load characteristics are reasonably good and behave similarly to nickel-cadmium in terms of discharge. The high cell voltage of 3.6 volts allows battery pack designs with only one cell. Most of today’s mobile phones run on a single cell. A nickel-based pack would require three 1.2-volt cells connected in series.

Lithium-ion is a low maintenance battery. There is no memory and no scheduled cycling is required to prolong the battery’s life. In addition, the self-discharge is less than half
compared to nickel-cadmium, making lithium-ion well suited for modern portable computing applications. Lithium-ion cells cause little harm when disposed.

Despite its overall advantages, lithium-ion has its drawbacks. It is fragile and requires a protection circuit to maintain safe operation. Built into each pack, the protection circuit limits the peak voltage of each cell during charge and prevents the cell voltage from dropping too low on discharge. In addition, the cell temperature is monitored to prevent temperature extremes. The maximum charge and discharge current on most packs are limited to between 1C and 3C. With these precautions in place, the possibility of metallic lithium plating occurring due to overcharge is virtually eliminated.

Ageing is a concern with most lithium-ion batteries. Some capacity deterioration is noticeable after one year, whether the battery is in use or not. The battery frequently fails after two or three years. It should be noted that other chemistries also have age-related degenerative effects. This is especially true for nickel-metal-hydride if exposed to high ambient temperatures. Storage in a cool place slows the ageing process of lithium-ion (and other chemistries). Manufacturers recommend storage temperatures of 15°C (59°F). In addition, the battery should be partially charged during storage. The manufacturer recommends a 40% charge.

The most economical lithium-ion battery in terms of cost-to-energy ratio is the cylindrical 18650 (18 is the diameter and 650 the length in mm). This cell is used for mobile computing and other applications that do not demand ultra-thin geometry. If a slim pack is required, the prismatic lithium-ion cell is the best choice. These cells come at a higher cost in terms of stored energy.

**Advantages of lithium-ion batteries**

- High energy density - potential for yet higher capacities.
- Does not need prolonged priming when new. One regular charge is all that’s needed.
- Relatively low self-discharge - self-discharge is less than half that of nickel-based batteries.

- Low Maintenance - no periodic discharge is needed; there is no memory.

- Speciality cells can provide very high current to applications such as power tools.

**Limitations of lithium-ion batteries**

- Requires protection circuit to maintain voltage and current within safe limits.

- Subject to ageing, even if not in use - storage in a cool place at 40% charge reduces the ageing effect.

- Transportation restrictions - shipment of larger quantities may be subject to regulatory control. This restriction does not apply to personal carry-on batteries.

- Expensive to manufacture - about 40 percent higher in cost than nickel-cadmium.

- Expensive to manufacture - about 40 percent higher in cost than nickel-cadmium.

- Not fully mature - metals and chemicals are changing on a continuing basis.

**The Lithium Polymer battery**

The *lithium-polymer* battery differentiates itself from conventional battery systems in the type of electrolyte used. The original design, dating back to the 1970s, uses a dry solid polymer electrolyte. This electrolyte resembles a plastic-like film that does not conduct electricity but allows ions exchange (electrically charged atoms or groups of atoms). The polymer electrolyte replaces the traditional porous separator, which is soaked with electrolyte.

The dry polymer design offers simplifications with respect to fabrication, ruggedness, safety and thin-profile geometry. With a cell thickness as little as one millimeter (0.039 inches), equipment designers are left to their own imagination in terms of form, shape and size.
Unfortunately, the dry lithium-polymer suffers from poor conductivity. The internal resistance is too high and cannot deliver the current bursts needed to power modern communication devices and spin up the hard drives of mobile computing equipment. Heating the cell to $60^\circ C$ ($140^\circ F$) and higher increases the conductivity, a requirement that is unsuitable for portable applications.

To compromise, some gelled electrolyte has been added. The commercial cells use a separator, or electrolyte membrane, prepared from the same traditional porous polyethylene or polypropylene separator filled with a polymer, which gels upon filling with the liquid electrolyte. Thus the commercial lithium-ion polymer cells are very similar in chemistry and materials to their liquid electrolyte counterparts.

Lithium-ion-polymer has not caught on as quickly as some analysts had expected. Its superiority to other systems and low manufacturing costs has not been realized. No improvements in capacity gains are achieved - in fact, the capacity is slightly less than that of the standard lithium-ion battery. Lithium-ion-polymer finds its market niche in wafer-thin geometries, such as batteries for credit cards and other such applications.

3.2 Electro-chemistry

The three participants in the electrochemical reactions in a lithium-ion battery are the anode, cathode, and electrolyte. Both the anode and cathode are materials into which, and from which, lithium can migrate. The process of lithium moving into the anode or cathode is referred to as insertion (or intercalation), and the reverse process, in which lithium moves out of the anode or cathode is referred to as extraction (or de-intercalation). When a lithium-based cell is discharging, the lithium is extracted from the anode and inserted into the cathode. When the cell is charging, the reverse process occurs: lithium is extracted from the cathode and inserted into the anode. During discharge, the anode of a conventional Li-ion cell is made from carbon, the cathode is a metal oxide, and the electrolyte is a lithium salt in an organic solvent.
Useful work can only be extracted if electrons flow through a (closed) external circuit. The following equations are written in units of moles, making it possible to use the coefficient x. The cathode half-reaction (with charging being forward) is:

\[ \text{LiCoO}_2 \leftrightarrow \text{Li}_{1-x}\text{CoO}_2 + \text{Li}^+ + e^- \]  

(3.1)

The anode half reaction is:

\[ \text{Li}^+ + e^- + 6C \leftrightarrow \text{Li}_x\text{C}_6 \]  

(3.2)

Overcharge up to 5.2V leads to the synthesis of cobalt(IV) oxide, as evidenced by x-ray diffraction:

\[ \text{LiCoO}_2 \Rightarrow \text{Li}^+ + \text{CoO}_2 \]  

(3.3)

The overall reaction has its limits. Over discharge will supersaturate lithium cobalt oxide, leading to the production of lithium oxide, possibly by the following irreversible reaction:

\[ \text{Li}^+ + \text{LiCoO}_2 \Rightarrow \text{Li}_2\text{O} + \text{CoO} \]  

(3.4)

In a lithium-ion battery the lithium ions are transported to and from the cathode or anode, with the transition metal, Co, in \( \text{Li}_x\text{CoO}_2 \) being oxidized from \( \text{Co}^{3+} \) to \( \text{Co}^{4+} \) during charging, and reduced from \( \text{Co}^{4+} \) to \( \text{Co}^{3+} \) during discharge.
3.3 Description of Terminology

3.3.1 Capacity

Capacity of the battery is its ability to hold and supply charge. For practical purposes, this capacity is defined in units of Ampere Hour (Ahr). So a 1 Ahr battery is able to provide current of 1A for an hour. The capacity for modelling purposes can be categorized in different types. Full charge capacity is the remaining capacity of a fully charged battery at the beginning of a discharge cycle, and full design capacity is the remaining capacity of a newly manufactured battery. Further, theoretical capacity is the maximum amount of charge that can be extracted from a battery based on the amount of active material it contains, standard capacity is the amount of charge that can be extracted from a battery when discharged under standard load and temperature conditions, and actual capacity is the amount of charge a battery delivers under given load and temperature conditions.

3.3.2 Rate Dependent Capacity

Battery capacity decreases as the discharge rate increases. In a fully charged cell, the electrode surface contains the maximum concentration of active ions. When the cell is connected to a load, a current flows through the external circuit; active ions are consumed at the electrode surface and replenished by diffusion from the bulk of the electrolyte. However, this diffusion process cannot keep up with the reaction process, and a concentration gradient builds up across the electrolyte. A higher load current results in a higher concentration gradient and thus a lower concentration of active ions at the electrode surface. When this concentration falls below a certain threshold, which corresponds to the voltage cut-off, the electrochemical reaction can no longer be sustained at the electrode surface. At this point, the charge that was unavailable at the electrode surface due to the gradient remains unusable and is responsible for the reduction in capacity.
However, the unused charge is not physically lost, but simply unavailable due to the lag between reaction and diffusion rates. Decreasing the discharge rate effectively reduces this lag as well as the concentration gradient. If the battery load goes to zero, the concentration gradient flattens out after a sufficiently long time, reaching equilibrium again. The concentration of active ions near the electrode surface following this rest period makes some unused charge available for extraction. This charge can be used for recovery to control the discharge rate to maximize battery lifetime under performance constraints. However, at sufficiently low discharge rates, the battery will behave like an ideal energy source.

3.3.3 Temperature Effect

Temperature strongly affects battery capacity and its shelf life. Temperatures much lower than room temperature lowers the internal activity of the battery resulting in higher internal resistance and hence increasing slope of discharge curve. On the other hand, temperatures much above room temperature causes less internal resistance and hence the battery can deliver full rate of discharge and voltage. However, this results in a quicker self-discharge and the battery has less capacity to start with. Temperature effects on battery in a device are rather difficult to manage.

3.3.4 Capacity Fading

Because of their high energy density and capacity, lithium-ion batteries are the popular choice for many portable applications. However, these batteries lose a portion of their capacity with each discharge-charge cycle. This capacity fading results from unwanted side reactions including electrolyte decomposition, active material dissolution, and passive film formation. These irreversible reactions increase cell internal resistance, ultimately causing battery failure. To deal with this problem, system users can attempt to control the depth of discharge before recharging. Typically, a battery subjected to shallow discharge state, that
is, voltage is still relatively high when recharging occurs, will be good for more cycles than a battery subjected to deep discharge state for example, until the cut-off voltage is reached.

3.4 Modelling

Battery modelling, a mathematical description of batteries, is an important part of battery design and battery related system design. Several types of battery models have been reported in the literature. Use of any particular model is decided by its suitability in the application. For instance, a physical model may be suitable to construct a battery whereas an abstract or analytical model is suitable for designing a system containing batteries and optimization of battery parameters for the system. The following subsections briefly describe different types of models.

3.4.1 Physical Models

Physical models are the most accurate and have great utility for battery designers as a tool to optimize battery’s physical parameters. However, they are also the slowest to produce predictions and the hardest to configure. These models may need as many as 50 parameters such as structure, chemical composition, temperature etc. for their configuration. They also provide a very limited analytical insight for system designers. Doyle et al [39, 40] developed an isothermal electrochemical model which describes charging and discharging cycles of a lithium ion polymer battery for one cycle. The model uses concentrated solution theory to derive set of differential equations which when solved can provide battery voltage as function of time. Dualfoil [41] is a Fortran program written to model lifetime of the battery. The program reads a sequence of constant current steps and compares the output voltage to cut-off voltage. This program has been widely used by many researchers for lifetime computation.
3.4.2 Empirical Models

Empirical models are the easiest to configure, and they quickly produce predictions, but they generally are the least accurate. Although they work well in certain special cases, the constants used have no physical significance, which seriously limits their analytical insight. Peukert’s law attempts to capture non-ideal discharge behavior using relatively simple equations. While an ideal battery with capacity \( C \), discharged at a constant current \( I \) would be expected to have a lifetime \( L \) given by \( C = LI \), Peukert’s law expresses this as a power law relationship, \( C = LI^\gamma \). The exponent provides a simple way to account for rate dependence. However, the values for different temperatures must be obtained empirically, and the fit is not always accurate. Though easy to configure and use, Peukert’s law does not account for time-varying loads. Most batteries in portable devices experience widely varying loads, for example, an iPhone user may run a movie player application followed by a text editor, which yields a profile with two very different loads for the battery.

Massoud Pedram and Qing Wu [43] model battery efficiency, the ratio of actual capacity to theoretical capacity, as a linear quadratic function of the load current. They derive bounds on the actual power consumed for different current distributions with the same average current and show that these bounds depend on maximum and minimum values of the current. Among all distributions with the same mean, a constant current (least variance) would give the longest battery lifetime, and a uniformly distributed current (highest variance) would give the shortest. This model accounts for rate dependence and can handle variable loads. Researchers have used it, with slight modifications, to maximize the lifetime of multi-battery systems, to minimize the discharge delay product in an interleaved dual-battery system design and in static task scheduling for real-time embedded systems.

3.4.3 Abstract Models

Instead of modelling discharge behaviour either by describing the electrochemical processes in the cell or by empirical approximation, abstract models attempt to provide an
equivalent representation of a battery. Although the number of parameters is not large, such models employ lookup tables that require considerable effort to configure. In addition, despite acceptable accuracy and computational complexity, these models have limited utility for design exploration because they lack analytical expressions for many variables of interest. Electrical-circuit and discrete-time models are particularly useful when compatible models of other system components, circuit models or VHSIC Hardware Description Language (VHDL) models, are available to simulate the entire system in a single continuous-time or discrete-time environment.

Gold [53] proposed a PSpice model which uses linear passive elements along with voltage sources and lookup tables to model the battery behaviour. This model can represent capacity fading, effect of temperature on internal resistance. It is a continuous time model. Benini [54] proposed a discrete time model which makes use of high level hardware description languages such as VHDL. Besides modelling basic parameters, the advantage of using this model is its compatibility with system level power management designs. Some of the other models include Hageman’s PSpice model [52] for NiMH batteries, Bergveld’s electrical circuit model [50] for NiCd batteries and more recently Chen’s accurate electric model [49] for run time lifetime prediction which we use for this work and we will be discussing it in next section.

3.4.4 Analytical/Mixed Models

Some mixed models based on mathematical analysis have also been proposed. They use results obtained from a series of experiments to create system level models.

[44] proposes one such model, which describes a battery using two variables, derived from the lifetime values for a series of constant load tests. The parameter is a measure of the battery’s theoretical capacity, which models the rate at which the active charge carriers are replenished at the electrode surface. Accuracy of battery lifetime predictions with this model has been verified with the Dualfoil model.
Figure 3.1: An Electrical Model for Lithium-ion battery

Peng Rong and Pedram [47] proposed a high level battery model to estimate remaining capacity that considers both the temperature effect and capacity fading with successive cycles. They derived an expression for cell terminal voltage as a function of time and, using the Arrhenius dependence on temperature of cell kinetics and transport phenomena, obtained an expression for the bulk properties of the active material as a function of the temperature. They also derived an expression for film thickness as a function of the temperature, discharge rate, and number of cycles.

3.5 Model Used for This Work

As mentioned before, we use an electrical model provided by [49]. This model is shown in Figure 3.1. One of the reasons behind choosing this model is its capability of predicting lifetime and I-V performance. Besides load current, it considers effects of temperature, number of cycles and storage time dependence of capacity on battery lifetime. This model is also scalable as it models batteries of varying AHr ratings and predicts runtime for different load current profiles. This model can be used for Lithium-ion, polymer Lithium-ion and NiMH batteries.
3.5.1 Description

On the left side of figure 3.1, a capacitor $C_{\text{Capacity}}$ represents the present state of charge(SOC) of the battery and a current source $I_{\text{Batt}}$ models the discharge. The right side of the circuit models the voltage and current characteristics of the battery based on the current drawn from the battery. These two parts are connected to each other by a voltage controlled voltage source $V_{SOC}$ whose value depends on the open circuit voltage($V_{OC}$) of the capacitor $C_{\text{Capacity}}$.

Assuming a battery is discharged from an equally charged state to the same end-of-discharge voltage, the extracted energy, called usable capacity, declines as cycle number, discharge current, and/or storage time (self-discharge) increases, and/or as temperature decreases[49]. The usable capacity can be modelled by a full-capacity capacitor ($C_{\text{Capacity}}$), a self-discharge resistor ($R_{\text{Self-Discharge}}$), and an equivalent series resistor (the sum of $R_{\text{Series}}, R_{\text{Transient}_{S}}$, and $R_{\text{Transient}_{L}}$). The full-capacity capacitor $C_{\text{Capacity}}$ represents the whole charge stored in the battery, i.e., SOC, by converting nominal battery capacity in Ahr to charge in coulomb and its value is defined as

$$C_{\text{Capacity}} = 3600 \times \text{Capacity} \times f_1(Cycles) \times f_2(Temp)$$

Where, $\text{Capacity}$ is the nominal capacity in Ahr,

$f_1 (\text{Cycle})$ is a correction factor for number of cycles,

$f_2 (\text{Temp})$ is a temperature-dependent correction factor.

A fully charged battery can be initialised by setting the initial voltage across $C_{\text{Capacity}}$ ($V_{SOC}$) equal to 1 V or fully discharged by setting $V_{SOC}$ to 0 V. In other words, $V_{SOC}$ represents the SOC of the battery quantitatively and $0 \leq V_{SOC} \leq 1$. 
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As seen from equation 3.5, $C_{\text{Capacity}}$ will not change with current variation, which is reasonable for the battery's full capacity because energy is conserved. The variation of current-dependent usable capacity comes from different SOC values at the end of discharge for different currents owing to different voltage drops across internal resistor (the sum of $R_{\text{Series}}, R_{\text{TransientS}},$ and $R_{\text{TransientL}}$) and the same end of discharge voltage. When the battery is being charged or discharged, current-controlled current source $I_{\text{Batt}}$ is used to charge or discharge $C_{\text{Capacity}}$ so that the SOC, represented by $V_{\text{SOC}}$, will change dynamically. Therefore, the battery runtime is obtained when battery voltage reaches the end-of-discharge voltage.

Self-discharge resistor $R_{\text{Self-Discharge}}$ is used to characterize the self-discharge energy loss when batteries are stored for a long time. Theoretically, $R_{\text{Self-Discharge}}$ is a function of SOC, temperature, and, frequently, cycle number. Practically, it can be simplified as a large resistor, or even ignored, which shows that usable capacity decreases slowly with time when no load is connected to the battery. In our implementation of the model we set its value to a very large resistance of about 1 GigaOhm.

Open-circuit voltage ($V_{\text{OC}}$) is changed to different capacity levels, i.e., SOC. The non-linear relation between the open-circuit voltage ($V_{\text{OC}}$) and SOC is important to be included in the model. Thus, voltage-controlled voltage source $V_{\text{OC}}(V_{\text{SOC}})$ is used to represent this relation.

In a step load current event, the battery voltage responds slowly. Its response curve usually includes instantaneous and curve-dependant voltage drops. Therefore, the transient response is characterized by the shaded RC network in figure 3.1. The electrical network consists of series resistor $R_{\text{Series}}$ and two RC parallel networks composed of $R_{\text{TransientS}}, C_{\text{TransientS}}, R_{\text{TransientL}},$ and $C_{\text{TransientL}}$. Series resistor $R_{\text{Series}}$ is responsible for the instantaneous voltage drop of the step response. $R_{\text{TransientS}}, C_{\text{TransientS}}, R_{\text{TransientL}},$ and $C_{\text{TransientL}}$ are responsible for short- and long-time constants of the step response. Theoretically, all the parameters in the proposed model are multi-variable functions of SOC, current, temperature, and cycle number.
3.5.2 Battery Lifetime

The state of charge (SOC) is defined as 1.0 for a fully charged battery. It is represented by a voltage \( V_{SOC} \), which ranges between 0 and 1 volt. The charge of the battery is stored in a capacitor \( C_{Capacity} \) whose value is determined as follows.

\[
C_{Capacity} = 3600 \times \text{Capacity} \times f1(\text{cycles}) \times f2(\text{Temperature})
\]  

(3.6)

Where, Capacity is the AHr rating of the battery.

Thus, 1 AHr \times 3600 seconds is the total amount of charge in coulombs. As the battery goes through cycles of charging and discharging its capacity to hold charge is affected, reducing the usable capacity. That is represented by \( f1(\text{Cycles}) \). Similarly, temperature affects the usable capacity and that is represented by \( f2(\text{Temp}) \). For simplicity, we have assumed both factors to be unity in the present discussion. The resistance \( R_{SelfDischarge} \) represents leakage when the battery is stored over a long period. For reasonable time between recharge, this can be considered to be large or practically infinite. The current source \( I_{Batt} \) represents a source when the battery is being charged or a load when the battery is powering a circuit. In the latter case, it is the current being supplied to the DC-to-DC converter and to the circuit after conversion. When the model is used to simulate the behavior of a battery that is fully charged, \( V_{SOC} \) is initialized to 1 volt.

3.5.3 Voltage and Current Characteristics

The circuit on the right in figure 3.1 emulates the terminal voltage of the battery as it supplies current. This part is linked to the part on the left by state of charge (SOC), a quantity in the (0.0, 1.0) range. \( V_{OC}(SOC) \) is the open circuit voltage. For Lithium-ion batteries, Chen and Rincon-Mora [49] empirically derive expressions for the circuit components, which all depend on SOC.
\[ V_{OC}(SOC) = -1.031e^{-35 \times SOC} + 3.685 + 0.2156 \times SOC \]
\[ -0.1178 \times SOC^2 + 0.3201 \times SOC^3 \] (3.7)

\[ R_{Series}(SOC) = 0.1562e^{-24.37 \times SOC} + 0.07446 \] (3.8)

\[ R_{Transient_S}(SOC) = 0.3208e^{-29.14 \times SOC} + 0.04669 \] (3.9)

\[ C_{Transient_S}(SOC) = -752.9e^{-13.51 \times SOC} + 703.6 \] (3.10)

\[ R_{Transient_L}(SOC) = 6.6038e^{-155.2 \times SOC} + 0.04984 \] (3.11)

\[ C_{Transient_L}(SOC) = -6056e^{-27.12 \times SOC} + 4475 \] (3.12)

### 3.6 Summary

Many unique properties of Lithium ion batteries, including high energy density and quick recharging, have made Lithium ion batteries a popular choice of power source for portable computing devices. Since the focus of computing community has shifted to mobile, multi-function, wireless communication devices, study of batteries and research in power source optimization techniques has become an important part of product design. Various proposed battery models help designers understand impact of design decisions on battery energy and create better designs without having to set up time consuming experiments.
4.1 Necessity

There are various reasons to convert a DC voltage of one magnitude to another. Firstly, most of the commercially used lithium ion batteries have rated voltages in the range of 3.7 V to 4.2 V. But modern VLSI chips run at much smaller voltages of 1 V to 1.5 V. Secondly, battery operated portable systems have several different chips working together to provide the varied functionality. These are analog, digital and mixed signal chips and they may operate on different supply voltages. A single chip may also contain multiple voltage domains. Third, as a fully recharged battery is being used, the battery voltage drops as the stored charge from the battery drains. So regulation of output voltage is required in order to maintain a steady supply to the chips. DC to DC converters are switching regulators in general. Switching regulators are more efficient than linear regulators. Linear regulators are cheap and have simple structures but they can only convert from high voltage level to low voltage level. The excess voltage appears across a resistor and produces heating in the resistor. This heat has to be dissipated. So switching regulators are useful only for conversions with low output current ratings and low difference in the voltage levels as this limits the power dissipation. Switching regulators on the other hand are highly efficient. Typical range of efficiency being 75% to 98%. This efficiency of conversion is necessary to make efficient use of limited battery energy. Switching regulators store the input energy temporarily in magnetic (inductor) or electric (capacitor) storage elements in one phase of operation and release it to the output in the next phase at a different voltage. They can convert voltages from low to high and high to low levels. They can also be designed to produce negative voltages. The drawbacks of
switching regulators include design complexity, high switching noise and higher cost. They also require energy management in the form of a control loop.

4.2 Topologies of Switching Regulators

Switching regulators can be up converters (boost), down converter (buck) and inverter (flyback) as shown by (a), (b) and (c) in Fig 4.1, respectively. Some regulators also provide isolation between input and output. A power switch is a key to switching regulators. Vertical Diffused MOS (VDMOS), aka Double Diffused MOS (DMOS) is used as a power switching transistor. These transistors have high switching frequencies and low power dissipation. An inductor is used to control the DC current through the switch, thus reducing the heating. The inductor also serves as a storage element in the charge cycle and provides the energy to the load in the discharge cycle. This makes switching regulators very efficient. The following subsection describes the operation of a buck converter.

4.2.1 Buck Converter

A basic buck converter is shown in Figure 4.2 [51]. A Single Pole Double Throw (SPDT) switch is connected to input DC voltage $V_g$. When the switch is on position 1, output DC voltage $V$ is equal to $V_g$ and $V$ is equal to 0 when the switch is at position 2. The switch position varies periodically, such that $V_s(t)$ is a rectangular waveform having period $T_s$ and duty cycle $D$ as shown in Figure 4.3. The duty cycle is equal to the fraction of time that the switch is connected in position 1, and hence $0 \leq D \leq 1$. The switching frequency $f_s$ is equal to $1/T_s$. In practice, the SPDT switch is realized using semiconductor devices such as diodes, power MOSFETs, IGBTs, BJTs, or thyristors. Typical switching frequencies lie in the range 1 kHz to 1 MHz, depending on the speed of the semiconductor devices. The switch network changes the DC component of the output waveform. This component is given by the average value of the waveform obtained given by Equation 4.1
Figure 4.1: Types of Converters
\[ V = \frac{1}{T_S} \int_0^{T_S} V_s(t) \, dt = DV_g \] (4.1)

The integral is equal to the area under the waveform, or the height \( V_g \) multiplied by the time \( DT_S \). The switch network reduces the DC component of the voltage by a factor equal to the duty cycle \( D \). Since \( 0 \leq D \leq 1 \), the DC component of \( V_s \) is less than or equal to \( V_g \). In addition to the desired DC voltage component \( V_s \), the switch waveform \( V_s(t) \) also contains undesired harmonics of the switching frequency. In most applications, these harmonics must be removed, such that the converter output voltage \( v(t) \) is essentially equal to the DC component \( V = V_s \). A low-pass filter is employed for this purpose. The converter of figure contains a single-section L-C low-pass filter. The filter has corner frequency \( f_0 \) given by equation 4.2

\[ f_0 = \frac{1}{2\pi \sqrt{LC}} \] (4.2)

The corner frequency \( f_0 \) is chosen to be sufficiently less than the switching frequency \( f_s \), so that the filter passes only the DC component of \( V_s(t) \).

Ideally, the power dissipated by the converter is zero. For the switch network, when the switch contacts are closed, the voltage across the contacts is equal to zero and hence the power dissipation is zero. When the switch contacts are open, then there is zero current and the power dissipation is again equal to zero. Therefore, the ideal switch network is able to change the DC component of the voltage without dissipation of power. In practice however, since the switch is realized by a MOSFET device it has finite resistance in ON mode and a leakage current in OFF mode which will result in power dissipation. Similarly an ideal filter removes the switching harmonics without dissipation of power but practical inductor and capacitors have finite DC resistances which cause power dissipation. Thus, the converter
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Figure 4.2: A Simple Buck Converter

Figure 4.3: Buck Converter output waveform
produces a DC output voltage whose magnitude is controllable via the duty cycle $D$, using circuit elements that (ideally) do not dissipate power. The conversion ratio, $M(D)$, is given by the ratio of output DC voltage to input DC voltage i.e. For a Buck Converter,

$$M(D) = \frac{V}{V_{in}} = D \quad (4.3)$$

Efficiency, $\eta$ of a DC to DC converter is defined by the ration of output DC power to the input DC power.

$$\eta = \frac{P_{out}}{P_{in}} \quad (4.4)$$

### 4.3 Summary

Although switching techniques are more difficult to implement, switching circuits have almost completely replaced linear power supplies in a wide range of portable and stationary designs. MOSFET power switches are now integrated with controllers to form single-chip solutions. With switching frequencies in MHz range, the output inductor and filter capacitors can be reduced in size, further saving valuable space and component count. As MOSFET power-switch technologies continue to improve, so will switch-mode performance, further reducing cost, size, and thermal management problems.
Chapter 5
System Approach for Power Source Optimization

5.1 Introduction

Most of the work on low power design is focused on designing circuits which consume lower energy and power. As far as the portable electronic devices are concerned, the ultimate aim is to achieve more battery lifetime or, for rechargeable source, perform most operations between consecutive recharges. Optimization of the circuit alone for power and energy may not always result in equivalent optimization of battery lifetime. So a study of the system consisting of battery and the circuit under consideration is required in order to achieve maximum battery lifetime. In general, this lifetime should be measured in terms of the duration of the system operation. A relevant measure is the number of useful clock cycles obtained per battery life or per battery recharge.

Size and weight of the batteries are major design constraints for mobile computing devices. Battery weights are generally proportional to their AHr ratings. Given an application with its load current requirement, a relevant problem is to find a battery with minimum size and weight to run the application. Since the energy drawn from the battery is not always equal to the energy consumed in the device, understanding battery discharge behaviour and its own dissipation are essential for optimal system design. Finding and using a suitable model for a battery is an important part of the problem.

5.2 Problem Definition

Consider a typical battery powered system mentioned in section 2.4.3. The size of a battery is specified in terms of the electrical charge it can supply. A Lithium-ion battery
of 400mAHr can supply 400mA for one hour. It will supply 200mA for two hours. While 400mA is the rated current for this battery, up to three times the rated current or 1.2A can be drawn for a duration of 20 minutes. However, a discharge rate higher than this can cause noticeable loss in the internal impedance of the battery resulting in heating. This results in a loss of efficiency as defined below.

The time for which a fully charged battery can supply current before requiring recharge is called its lifetime. Thus,

\[
\text{Ideal Lifetime} = \frac{\text{AHr rating}}{\text{Load Current in Amperes}}
\]  

(5.1)

The end of lifetime is indicated by significant drop in the terminal voltage. Thus, the end of lifetime for a 4.2 volt Lithium-ion battery is indicated by a drop in terminal voltage below 3 volts. In practice, a battery can maintain an ideal lifetime for load currents smaller than three times the rated current. Thus, a 400mAHr battery can supply up to 1.2A current. For higher currents, there is generally a reduction in actual lifetime due to internal losses. Therefore,

\[
\text{Efficiency} = \frac{\text{Actual lifetime}}{\text{Ideal Lifetime}}
\]  

(5.2)

To avoid loss in efficiency, we must use larger battery. For lithium-ion battery 400mAHr is considered a unit cell. Using multiple cells in parallel enhances the current capacity and lifetime. Thus, a battery size N means a battery consisting of N unit cells. For example, a battery of size N = 5 will be rated at 2AHr. The problems we address here are [59]:

1. Determine the minimum voltage supply VDD for a synchronous clocked digital system that will meet the performance (critical path delay) requirement. Obtain the load current
for the battery.

2. Determine the minimum battery size (efficiency $\geq 85\%$) for the required load current. The lifetime of the minimum size battery will be 20 minutes. Determine the battery size for given recharge interval. For example, if the minimum battery size is $N = 2$ and the system recharge time is one hour, then we select a battery of size $N = 6$ or 2.4AHR.

3. For the selected size of the battery, we determine a low performance energy saving supply voltage VDD for which the lifetime of the battery in clock cycles is maximized.

We examine these problems under various system constraints as described by following cases:

- **Case I**: System is performance bound
- **Case II**: Battery size or weight is a primary concern

### 5.3 Case I: System is performance bound

We analyse the above mentioned problem statements for a case where the system has to meet a certain throughput requirement. We analyze these problems and propose a step wise solution to find a matching battery for an electronic system [59]:

### 5.3.1 Step 1: Determine circuit characteristics

For understanding the effects of voltage scaling on battery efficiency, we consider a 70 million gate hypothetical system. We assume that the critical path consists of a 32-bit ripple-carry adder consisting of 352 NAND gates. The technology assumed is 45 nanometer bulk CMOS. For simulation, the predictive technology model (PTM) is used [1, 37]. The 32-bit adder was simulated using the HSPICE simulator [42]. The description of this circuit follows:
Figure 5.1: Circuit Delay and Current versus VDD obtained from HSPICE simulations

- Function: 32-bit ripple-carry adder
- Inputs: Operand A (32-bit), Operand B (32-bits), Carry-in (1-bit)
- Outputs: Sum (32-bits), Carry-out (1-bit)
- Transistors: 1,472 (352 two and three input NAND gates)
- Technology: 45nm bulk CMOS.
- Critical path: B(0) to Carry-out. Sensitizing vectors (3): A = 8hFFFF FFFF, B = 8h0000 000x, where x changes 0-1-0, Carry-in = 0.

Using the Hspice simulator [42] and the 45nm PTM [1, 37], we determined the critical path delay of the 32-bit adder for VDD ranging from 1.0V to 0.1V at interval of 0.1V. This is shown in Figure 5.1.

We found that although the circuit slows down by more than three orders of magnitude, it works correctly up to VDD = 0.1V, which is below the threshold voltage of 0.292V for the 45nm PTM devices [37]. Next, to determine the average current we simulated the circuit using 100 random vectors. The simulation was repeated for all the same values of
VDD as before. In each case, vectors were applied at an interval equal to the corresponding critical path delay. Assuming a similar activity for the entire 70 million gate system, the average current measured for the 352-gate adder from Hspice simulation was multiplied by 200,000. Considering a 100% efficiency DC-to-DC converter that translates VDD to the 4.2V rated terminal voltage of Lithium-ion battery, we determine the battery load current $I_{Batt}$ by multiplying the circuit current by VDD/4.2. That $I_{Batt}$ as a function of VDD is shown in Figure 5.1.

Now, as mentioned in the problem statement, we determine the operating voltage of the circuit based on the throughput requirements. e.g if the circuit needs to work at 200MHz, then from Figure 5.1, the operating voltage is 0.6 V and the corresponding current drawn from the battery is 477mA.

5.3.2 Step 2: Determine smallest battery size

The model of the selected battery type is simulated for various current loads obtained in the previous step. Every battery type has its terminal voltages corresponding to fully charged state and fully discharge state. Using the load current, scaled for the ratio of battery voltage to circuit VDD, the battery model is simulated to determine the terminal voltage as a function of time. In practice this scaling is achieved by a DC-to-DC converter that is known to have high conversion efficiency (greater than 90%) [54, 43]. Alternatively, the circuit of DC-to-DC converter can be attached to the battery model. The time between the fully charged state to the fully discharged state gives the battery lifetime in time units (seconds). This is repeated for increasing battery sizes, normalized with respect to the smallest unit. A lower bound on battery size is determined for a minimum of 85% efficiency. While the selected battery should not be smaller, its actual size is determined by the recharge interval requirement of the system.

We assume the use of Lithium-ion batteries with a unit battery ($N = 1$) of 400mAhr rating. As an example, consider the battery load current $I_{Batt} = 3.6A$ for VDD = 0.9V in
Figure 5.2: $V_{\text{Batt}}$ Vs Time when a battery of 1.2 A\text{Hr} capacity is subjected to load current, $I_{\text{Batt}} = 3.6A$

Figure 5.1. Figure 5.2 shows the battery terminal voltage $V_{\text{Batt}}$ obtained from HSPICE [42] simulation of the battery model of Figure 3.1. In this figure, the battery size is $N = 3$, i.e., Capacity = 1.2A\text{Hr}. The leakage resistance, usually very large, was taken as 1 gigaohms. All other parameters of the battery model have been described in Section 3.5.

From Figure 5.2, the terminal voltage drops to 3.0V, i.e., battery needs recharge, after it supplies current for 1008 seconds. This is the actual lifetime for this battery. From equation 1, the ideal lifetime is $3600 \times 1.2/3.6 = 1200$ seconds. This, according to equation 2, gives an 84% efficiency.

Figure 5.3 shows the battery efficiencies obtained in this way for various battery sizes and for varying load currents. We observe,

1. When the load current is small compared to the A\text{Hr} rating, the efficiency is 100% or higher. For example, for a battery of size $N = 5$ (2A\text{Hr}) the efficiency for $I_{\text{Batt}} = 0.6A$ is
2. When the load current is large compared to the AHR rating, the efficiency can be significantly lower. The 85% line is shown to indicate that a power source with lower efficiency may be considered unacceptable. For any given load current this 85% line allows us to determine the smallest battery that can be used.

Continuing further with our example from previous subsection, with a current of 477 mA and an efficiency of $\geq 85\%$, a battery of size 400 mAHr is chosen. Now this battery is simulated for entire range of voltages and then a graph of supply voltage versus number of cycles per recharge is plotted as shown in figure 5.4. This graph also indicates that as we move towards right from the dotted line the circuit throughput increases and battery efficiency decreases, while moving towards left increases the battery lifetime decreasing throughput.

5.3.3 Step 3: Meeting the lifetime requirement

While the smallest size battery has advantages of weight and cost, it can provide a lifetime (time between recharges) of about 1,000 seconds. This is often not sufficient. Figure 5.1 is used to determine the battery current $I_{Batt}$ for given performance requirement.
Figure 5.4: Simulation of a 400 mAHr battery for a range of supply voltages (VDD)

Table 5.1: High performance and minimum energy modes of operation.

<table>
<thead>
<tr>
<th>Battery size</th>
<th>200MHz, $VDD = 0.6V$</th>
<th>5MHz, $VDD = 0.3V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$ AHr</td>
<td>Effici.</td>
<td>Lifetime</td>
</tr>
<tr>
<td>1</td>
<td>0.4</td>
<td>98</td>
</tr>
<tr>
<td>4</td>
<td>1.6</td>
<td>103</td>
</tr>
</tbody>
</table>

Again, continuing with our previous example, consider the system has a battery lifetime requirement of 3 hours. From figure 5.3, the minimum size battery i.e. 400 mAHr ($N=1$) gives 98% efficiency and hence the lifetime is $3600 \times 0.98 \times 0.4/0.477 = 2952$ seconds. To meet the requirement of 3 hours, i.e 10800 seconds, we, therefore, use the battery size of $N = 10800/2952 = 3.658 \approx 4$. So we select a battery of 1600 mAHr. Number of cycles obtained per recharge with these batteries is as shown in the figure 5.5

5.3.4 Step 4: Determine minimum energy modes

The previous step determines two battery sizes, namely, the smallest usable battery that meets the performance requirement and another size that can meet both performance and recharge interval requirements. We now determine maximum lifetime modes for each battery. In this mode the performance requirement is completely relaxed and the supply
Figure 5.5: Battery lifetimes in clock cycles as a function of chip voltage for 400 mAhr and 1600 mAhr batteries

Voltage (VDD) is determined for maximum lifetime in clock cycles. For some nanometer technologies, this VDD can be below the sub-threshold voltage [57].

Most electronic systems have performance and uninterrupted operation requirements that determines the battery size as discussed above. But, a system does not always operate in the maximum performance environment. Lowering VDD that can be easily done by the DC-to-DC converter reduces $I_{Batt}$ and hence extends the battery lifetime. Critical path delay, however, increases and clock frequency must be reduced. A relevant measure of lifetime, therefore, is the lifetime in number of clock cycles. Thus, instead of expressing the lifetime in raw seconds, we express it in terms of computational work units.

Figure 5.6 shows the lifetime in clock cycles as a function of VDD for the two batteries of Table 5.1. According to Figure 5.1, the critical path delay for VDD = 0.3V is 0.2s, giving a clock frequency of 5MHz. The high performance mode and the minimum energy modes are summarized in Table 5.1. The minimum energy mode increases the time between recharges by thousand fold. That is misleading because the clock frequency is reduced 100 times. However, it does provide more than two fold increase in the number of clock cycles.
Figure 5.6: Battery lifetimes in clock cycles as a function of chip voltage for 400 mAh and 1600 mAh batteries per battery recharge.

5.4 Case II: Battery size or weight is a primary concern

Some applications call for a special set of requirements from the circuit due to a stringent limit on battery size and weight. Applications such as bio-implantable devices, wearable computing devices, hearing aid cannot exceed a certain volume or weight of the battery. Such devices often do not have very high performance requirements. These devices make use of lithium ion batteries which are light weight, have high energy density and are less bulky. One such popular battery is CR2032(CR) and its properties are as described below. Note that even though the battery rating is 225 mAh, the maximum current that the battery can provide is only 3 mA.

**CR2032 Lithium ion battery:**

- Nominal Voltage: 3V
Figure 5.7: Battery lifetimes in number of clock cycles for CR2032 with max. $I_{\text{battery}} = 3\text{mA}$

- Capacity: 225mAh
- Nominal Current: 0.3 mA
- Maximum Current: 3 mA

A four step analysis, similar to that explained for the previous case, can be carried out for this case. Simulation of the above mentioned CR2032(CR) battery is shown in Figure 5.7. It is clear from Figure 5.7 that though ideal battery can keep providing higher number of cycles for voltage $\geq 0.3$ V, practically it would have lower efficiency since the maximum current battery can supply is only 3 mA.

5.5 Summary

This chapter shows how a power source is selected to economically satisfy the operational requirements of a system. An electrical model of a battery allows the determination of its lifetime and efficiency. Lifetime measured in terms of clock cycles is shown to be a useful measure. Simulation of the battery as well as that of the circuit being powered allows determination of high performance and minimum energy operational modes. Other
applications of battery analysis may be in assessing and optimizing the power management techniques. Given the size of the battery, its efficiency reduces for higher currents. While power reduction is necessary from temperature and other environmental requirements of semiconductor chips, the influence of power reduction on battery lifetime is important for portable devices.
Chapter 6
Instruction Slowdown Method

6.1 Problem Statement

Consider a processor built in certain semiconductor technology. If we reduce the supply voltage $V$, the critical path delay will increase and hence the maximum clock frequency $f$ will have to be decreased. This will reduce the dynamic power in proportion to $V^2 f$. Static power will also decrease as $V^2$. However, a measure of energy a computing task will use is the total energy per cycle (EPC), consisting of dynamic EPC and static EPC. Dynamic EPC is proportional to $V^2$ and static EPC is proportional to $V^2 / f$. We notice that dynamic EPC always reduces with voltage scale down. However, static EPC is proportional to $1/f$, which will increase rapidly as $V$ approaches the threshold voltage.

Thus, for a given technology (i.e., given threshold voltage), there is an optimum supply voltage and a corresponding clock frequency that minimize the total EPC. Any further power reduction by voltage scaling beyond this optimum value will incur an increase in the total EPC, although power will reduce. As the supply voltage gets closer to the threshold voltage, the performance also becomes sensitive to process variation that is common in nano-scale technologies. In practice, therefore, the supply voltage has a lower bound [61]. If further power reduction is required, say, due to battery characteristics, thermal factors or other operational considerations, then clock frequency alone would have to be reduced. This will reduce power but increase energy per cycle (EPC). Dynamic voltage control within a clock period [27] can reduce the EPC but, as pointed out earlier, requires complex control circuitry.

We assume a situation where voltage is at its lowest permissible limit and power must be reduced. Traditionally, we would slow down the clock and let EPC increase. This will be a performance-power trade off that involves an essential energy penalty. We explore an
alternative solution in which clock is not slowed down but performance is degraded, similar to clock slowdown, for power reduction while energy penalty is reduced, especially for high leakage technologies.

6.2 Background on Clock Slowdown (CSD) for Power Reduction

Clock slowdown (CSD) is a known technique for power reduction and we use it as a reference for evaluating the proposed method. When we slow down the clock, dynamic power is reduced in proportion to the clock rate, while leakage power remains unchanged. The computing task now takes longer to complete. This results in the same dynamic energy consumption whereas the leakage energy consumed is more. We will use a processor slowdown factor $n$. Without loss of generality, $n$ is assumed to be an integer. Thus, $n = 1$ is the normal (rated-clock) operation. Let us define:

\begin{align*}
  n &\quad \text{processor slowdown factor} \\
  f &\quad \text{rated clock frequency in Hz} \\
  P_d &\quad \text{dynamic power with rated clock} \\
  P_s &\quad \text{static power with rated clock} \\
  k &\quad \frac{P_s}{P_d} = \text{static power ratio} \\
  T &\quad \text{time duration of a computing task}
\end{align*}

When the processor is slowed down by a factor of $n$, its power consumption is given by,

\begin{equation}
  P_{CSD}(n) = \frac{P_d}{n} + P_s = P_d \frac{1 + kn}{n}
\end{equation}

We notice that a computing task of original duration $T$ is now completed in duration $nT$. However, we may expect that a reduced current from the battery will result in an enhanced capacity to supply energy and increase the lifetime, $L$. However, we may expect
that a reduced current from the battery will result in an enhanced capacity to supply energy and increase the lifetime, $L$. This is often represented by Peukert’s law [21, 38]:

$$L = C_1/I^\alpha = C_2/P^\alpha$$  \hspace{1cm} (6.8)

where $C_1$ and $C_2$ are constants related to the battery capacity, $I$ is the current, and $P$ is power assumed to be drawn at a constant rated voltage. In reality, this condition assumes a study current. Though not a reality for digital circuits, this condition can be maintained by using a supercapacitor and battery combination [31]. In this case, the current fluctuations are smoothened by a large capacitor of several farads capacity. The exponent, $\alpha$, in equation 6.8 can take different values depending on the type of battery, for the present illustration we use $\alpha = 1.3$.

Next, we denote the power and energy savings by the following ratios:

$$P_{\text{CSDratio}} = \frac{P_{\text{CSD}}(n)}{P_{\text{CSD}}(1)} = \frac{1 + kn}{n(1 + k)}$$  \hspace{1cm} (6.9)

$$L_{\text{CSDratio}} = \frac{1}{n} \times \frac{1}{(P_{\text{CSDratio}})^\alpha}$$  \hspace{1cm} (6.10)

and,

$$E_{\text{CSDratio}} = nP_{\text{CSDratio}}$$  \hspace{1cm} (6.11)

We observe that for very low leakage, $k \approx 0$, $P_{\text{CSDratio}} = 1/n$ and $L_{\text{CSDratio}} = n^{0.3}/(1 + n)$, which show power saving with lifetime enhancement at least for small values of $n$. To consider very high leakage technologies, let us assume $k = 1$. Then $P_{\text{CSDratio}} = (1 + n)/(2n)$. CSD now cannot reduce the power ratio below 0.5 and there is battery lifetime degradation for any clock slowdown factor $n$. These trends are illustrated in Figure 6.1.
6.3 Use of NOP for Power

In the next section, we will introduce a new power reduction method called instruction slowdown (ISD) [10]. The processor is slowed down not by clock slowdown but by inserting NOP cycles. The NOP instruction has been used for power optimization. Najeeb et al. [25] mix NOP instructions in an instruction sequence to produce a maximum power consuming cycle, which they term as power virus. Such an instruction sequence is useful for the design and test of the processor. Lotfi-Kamran et al. [23] suggest freezing certain data bits in a pipeline processor whenever a NOP, either contained in the instruction stream or generated due to hazards, is executed. They report about 10% power saving with a modest hardware overhead of 0.1%. Hurd [13] describes a technique of manipulating the positions of NOP instructions in a multiple instruction word architecture so that certain instructions need not be fetched. In another technique, also due to Hurd [12], a NOP instruction is replaced by another instruction called “proxy NOP”. This instruction uses the data patterns of its
neighboring instruction but executes like NOP. It thus reduces activity in the datapath. None of these techniques perform the power management as discussed in the following section.

6.4 Instruction Slowdown (ISD)

In this new methodology [10], the operation of a processor is slowed down for power reduction by inserting non-functional cycles while the rated clock frequency ($f$) is maintained. This is similar to inserting instruction we call SLOP (slowdown for low power). Although it is described as a purely hardware induced operation, SLOP can be included in the software instruction set.

In a typical implementation, a power management unit (PMU) monitors the system and, if necessary, determines an appropriate slowdown factor ($n$), which is supplied to the control. The control then inserts the required number of SLOPs in the pipeline. The factor $n$ is assumed to be an integer here but, in general, can be any number that determines the percentage of SLOPs to inserted in the instruction stream.

Hardware execution of SLOP resembles a conventional NOP, stall or bubble [26] with a few differences. First, its execution in a pipeline requires no “fetch” because the control generates it locally. Second, the control generates low power mode signals for various hardware units. To analyze the power and energy relations, we will use the same symbol definitions as in the previous section. We also define a SLOP power factor:

$$\beta = \frac{\text{power consumed by SLOP}}{\text{av. power consumed by non-NOP instr.}}$$

(6.12)

where $0 \leq \beta \leq 1$. For a slowdown factor $n$, we insert $n - 1$ SLOPs after each instruction. Consider a period of 1 second, containing $f$ clock cycles. The energy consumed during a regular instruction (assumed to be non-NOP) cycle is $P_d(1+k)/f$ and that during a SLOP cycle is $\beta P_d(1+k)/f$. Of those $f$ cycles, $f/n$ are regular instruction cycles and $(n-1)f/n$ are SLOP cycles. Thus, total power consumption, or energy dissipated per second, is obtained as,
Figure 6.2: Instruction slowdown (ISD) power and battery lifetime ratios for low and high leakage technologies.

\[ P_{ISD}(n) = \frac{P_d(1 + k)}{f} \times \frac{f}{n} + \beta P_d(1 + k) \times \frac{(n - 1)f}{n} \]
\[ = P_d(1 + k) \frac{\beta n - \beta + 1}{n} \]  \hspace{1cm} (6.13)

Similar to the CSD, now also a computing task of original duration \( T \) will require \( nT \) time. We find the power and battery lifetime ratios as follows:

\[ P_{ISDratio} = \frac{P_{ISD}(n)}{P_{ISD}(1)} = \frac{\beta n - \beta + 1}{n} \]  \hspace{1cm} (6.14)

\[ L_{ISDratio} = \frac{1}{n} \times \frac{1}{(P_{ISDratio})^\alpha} \]  \hspace{1cm} (6.15)
These lifetime and power ratios as functions of slowdown factor $n$ are shown in Figure 6.2. The ratios below 1 indicate both power reduction (desirable) and lifetime reduction (undesirable). Notice that power (solid line) is always reduced. More reduction is achieved for higher leakage ($\beta = 0.1$) technology. Lifetime (dotted line) for high leakage improves for small $n$ and then degrades because the NOP cycles consume non-zero energy. However, the lifetime degrades for low leakage technology in a similar way as it did for CSD with high leakage.

### 6.5 Hardware Implementation of SLOP

We used a 32-bit MIPS pipelined processor for evaluation of the ISD and CSD methods. It has a conventional five-stage pipeline containing the fetch (IF), decode (ID), execute (EX), memory (DM) and write-back (WB) stages [26]. It also contains hazard and forwarding units. We obtained an available VHDL model [9] and synthesized using Mentor Graphics Leonardo Spectrum. This provided us a gate-level model for power analysis.

Various blocks of the processor were extracted as transistor-level netlists using Mentor Graphics Design Architect. Each block was simulated in HSPICE for 1,000 random input vectors with 10ns clock rate ($f = 100$MHz) to determine the average per cycle dynamic and static energy dissipation. This evaluation was repeated for five CMOS technologies, 180nm, 90nm, 65nm, 45nm and 32 nm, using the predictive technology models (PTM) [1, 4, 37]. The simulation assumed 90°C temperature. A sample result for 32nm is shown in Table 6.1. The last three columns of this table are discussed in a later subsection. Communication buses are not considered separately because all drivers and buffers are included as parts of various hardware blocks.

### 6.6 Estimating Leakage Factor, $k$

We wrote a MIPS program that multiplies hexadecimal integers FFFF and 0004 by repeated additions. Our processor has separately addressable instruction (IM) and data
Figure 6.3: A MIPS program used for power estimation.

(DM) memories. Initially, DM(2) = FFFF, DM(3) = 4, DM(4) = 1. Final result is DM(5) = 0003FFFC. The MIPS code is given in Figure 6.3.

This program completes in 34 cycles. The number of times pipeline stages are activated are: 34 IF, 29 ID, 18 EX, 4 DM and 14 WB. The execution statistics of hardware stages and the instruction mix as well as the number of cycles can be easily changed by varying the parameters in the program. It was assembled by hand and the gate-level model was simulated using Mentor Graphics ModelSim. The final result was verified. For power, active blocks in a pipeline stage were identified. Total energy of the pipeline stage was computed by adding the dynamic and static energies of its active blocks. After characterizing each pipeline stage for its energy, the total energy of the program was computed by adding energies of pipeline stages as per the numbers obtained above. The dynamic energy was added up for active stages while the static energy was added up for all blocks for 34 cycles, using the technology-specific data (e.g., Table 6.1 for 32nm). The ratio of total static energy to dynamic energy for each technology gives the respective value of the leakage factor $k$ shown in Table 6.2.
6.7 Power Management for SLOP

Table 6.1 quantitatively shows how power was reduced by clock gating (CG), power gating (PG) and drowsy memories.

Power gating (PG) focuses on leakage. Circuit level approaches for leakage reduction include body bias control [6], dual threshold domino logic [5, 17], input vector control [15] and power gating [11, 18, 29]. We adopt power gating for combinational blocks. It is assumed that the supply line will be gated by pull-up or a pull-down devices that will be put in the cutoff mode during SLOP cycles. This will almost completely eliminate both static and dynamic power during those cycles [14]. We must, however, realize that power gating at clock cycle level represents a design challenge. Studies [6, 32] show that improvements will be needed both in the speed and energy cost of power control and implemented in the present-day design. The basic strategy in power gating is to provide two modes: a low power mode idle stage and an Active mode. The goal is to switch between these modes at appropriate time and in appropriate manner so as to maximize power savings while minimizing the effect on performance. Power gating can be done at the system level which includes a software (OS) controlled power gating of entire CPU or core when the OS detects an idle loop of sufficient duration. Dynamically power gating selected units within a pipeline of a processor is another technique which exploits workload phases and characteristics [11]. Power gating can be implemented in fine grained or coarse grained manner. In fine grained approach, the gating switch is placed in the standard cell library which increases cell area. In coarse grain approach, a component or a set of gates is switched by a collection of switches [18]. Coarse grained approach has less area overhead but involves design complexity to control the switches.

Drowsy mode for caches: Cache memories represent significant fraction of chip area in modern microprocessors. These include multiple levels of instruction caches and data caches. The dynamic and leakage power consumed by instruction and data caches is a sizeable portion of total power consumed by the processor. In the instruction slowdown approach we have
Figure 6.4: Clock slowdown (CSD) power ratios for 180nm, 90nm, 65nm, 45nm and 32nm CMOS technologies. CSD is more effective for low leakage (180nm) technology.

Considered clock gating in order to reduce the dynamic power consumption but the leakage power remains the same. There are techniques to reduce this leakage power consumption so as to achieve additional saving. For a given period of time, cache memories generally have their active operations centered to a small number of cells and hence the other cells are not in active state. During SLOP cycles, the memory cells are put into low voltage “drowsy mode”, which can allow up to 75% energy reduction with no more than 1% performance overhead [7]. In addition, decoder and sense amplifier can be power gated. Another technique identifies an application’s cache requirements dynamically, and uses a circuit-level mechanism, “gated-Vdd”, to gate the supply voltage to the SRAM cells of the cache’s unused sections to reduce leakage [29].

Clock gating (CG) is applied to registers. Their power is not gated because the state must be preserved. A significant fraction of the dynamic power in a processors is consumed by the clock network and flip-flops. It’s a major component because the clock is fed to most of the circuit blocks and it changes every cycle. The clock buffers can consume 50% or more of total dynamic power [18, 36]. Clock gating turns off the clocks when they are not
Figure 6.5: Clock slowdown (CSD) battery lifetime ratios for 180nm, 90nm, 65nm, 45nm and 32nm CMOS technologies. Ratios greater than 1 indicate increased battery lifetime through clock slowdown for low leakage 90nm and 180nm technologies.

required or stop them from feeding to the components which are not being used. Results show that up to 43% power saving can be achieved with a possible 20% reduction in area when clock gating replaces the state-retention feedback logic of flip-flops [28]. The clock gating employed in the register file with high switching activity of about 0.25 shows that power saving of about 70% can be achieved [24].

At the time of this writing, we have not completed an evaluation of these techniques. The data in the last two columns of Table 6.1 is based on the references cited here. To compute the SLOP power factor ($\beta$) we first weight columns 2 and 3 by columns 5 and 6, respectively. The dynamic and static power of a SLOP cycle is then calculated in a similar way as described before for a regular instruction. The ratio of the power of SLOP cycle to that of the regular instruction cycle is $\beta$ given in Table 6.2.
Figure 6.6: Instruction slowdown (ISD) power ratios for 180nm, 90nm, 65nm, 45nm and 32nm CMOS technologies. ISD gives greater power saving for higher leakage technologies.

6.8 Results

Figures 6.4 and 6.5 display power and battery lifetime ratios as functions of the clock slowdown (CSD) factor $n$ for five CMOS technologies. These graphs were computed from equations 6.9 and 6.10, respectively, using values of leakage factor $k$ taken from Table 6.2. We observe that the CSD method degrades for technologies that are finer than 65nm. This is because as $n$ increases, leakage power becomes a dominant factor in the total power. Besides, saving of dynamic energy is compensated for by increase of leakage energy.

Figures 6.6 and 6.7 display power and battery lifetime ratios as functions of the instruction slowdown (ISD) factor $n$ for five CMOS technologies. These graphs were computed from equations 6.14 and 6.15, respectively, using values of SLOP power factor $\beta$ taken from Table 6.2. Because ISD is assisted by hardware in reducing leakage for the SLOP cycles, we see greater savings of power for high leakage 32nm technology. To compare the two methods directly, we use equations 6.7 and 3.11 to obtain the following ratio:

$$\frac{P_{\text{CSD}}}{P_{\text{ISD}}} = \frac{1 + kn}{(1+k)(\beta n - \beta + 1)}$$

(6.16)
Figure 6.7: Instruction slowdown (ISD) battery lifetime ratios for 180nm, 90nm, 65nm, 45nm and 32nm CMOS technologies. Ratios greater than 1 indicate increased or undegraded battery lifetime through instruction slowdown for high leakage 32nm and 45nm technologies.

The graph in Figure 6.8 shows this ratio as a function of the slowdown factor \( n \) for five technologies in the range 180nm through 32nm. The ratio = 1 horizontal line divides this graph in two parts. Points above this line favor ISD and those below favor CSD. The curves will shift upward with improved dynamic power management in high leakage technologies. Results for battery lifetime are shown in Figure 6.9.

Since Peukert’s law models only limited properties of a battery. We simulated a representative case of ISD for 32 nm with the battery model [49] mentioned in section 3.5. For such a model, we define Ideal lifetime as,

\[
\text{Ideal Lifetime} = \frac{\text{AHr rating}}{\text{Load Current in Amperes}}
\]  

A graph of power ratios, energy ratios and ideal battery lifetime ratios against slowdown factor, \( n \), is plotted and is as shown in Figure 6.10. From this graph, it is clear that
Figure 6.8: Clock slowdown (CSD) vs. instruction slowdown (ISD) power ratios for 180nm, 90nm, 65nm, 45nm and 32nm CMOS technologies. Ratio > 1.0 indicates the advantage of ISD for 32nm and 45nm technologies.

With increasing slowdown factor, power reduces, energy increases and ideal battery lifetime also reduces due to increase in energy. Ideal battery, however, does not consider the increase in efficiency of the battery due to reduced power (and hence the current drawn from the battery). When the ideal battery was replaced with a practical battery as represented by the model mentioned in section 3.5, we see different results as shown in Figure 6.11.

Here zero number of SLOPs correspond to slowdown factor (n) of 1, one number of SLOP corresponds to slowdown factor (n) of 2 and so on. As we can observe in Figure 6.11, the lifetime saving achieved using ISD exceeds the task completion time for 1, 2 and 3 SLOPs with peak saving at 2 SLOPs. This indicates that for these cases, we gain in terms of battery lifetime with slowdown.
Figure 6.9: Clock slowdown (CSD) vs. instruction slowdown (ISD) battery lifetime ratios for 180nm, 90nm, 65nm, 45nm and 32nm CMOS technologies. \( Ratio < 1.0 \) indicates the advantage of ISD for 32nm and 45nm technologies.

Figure 6.10: Power ratio, energy ratio and ideal battery lifetime ratio plotted against slowdown factor, \( n \), for ISD in 32nm.
Table 6.1: HSPICE simulation (32nm CMOS, 90°C).

<table>
<thead>
<tr>
<th>Hardware block</th>
<th>Energy/cycle</th>
<th>SLOP power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dyn. nJ</td>
<td>Stat. nJ</td>
</tr>
<tr>
<td>PC</td>
<td>85114</td>
<td>17742</td>
</tr>
<tr>
<td>PC+1 adder</td>
<td>28947</td>
<td>6536</td>
</tr>
<tr>
<td>IM</td>
<td>6780</td>
<td>3209</td>
</tr>
<tr>
<td>Regfile</td>
<td>98262</td>
<td>192375</td>
</tr>
<tr>
<td>Forwarding</td>
<td>31297</td>
<td>4090</td>
</tr>
<tr>
<td>Hazard</td>
<td>25421</td>
<td>3744</td>
</tr>
<tr>
<td>Controller</td>
<td>14338</td>
<td>2973</td>
</tr>
<tr>
<td>32-b ALU</td>
<td>263815</td>
<td>22346</td>
</tr>
<tr>
<td>32-b comp</td>
<td>39710</td>
<td>5695</td>
</tr>
<tr>
<td>DM</td>
<td>64343</td>
<td>50699</td>
</tr>
<tr>
<td>3-1 mux</td>
<td>392374</td>
<td>56299</td>
</tr>
<tr>
<td>2-1 mux</td>
<td>204456</td>
<td>44106</td>
</tr>
<tr>
<td>BrnchAddrCal</td>
<td>181878</td>
<td>13680</td>
</tr>
<tr>
<td>IF/ID reg</td>
<td>156027</td>
<td>32048</td>
</tr>
<tr>
<td>ID/EX reg</td>
<td>213447</td>
<td>58412</td>
</tr>
<tr>
<td>EX/DM reg</td>
<td>131033</td>
<td>34324</td>
</tr>
<tr>
<td>DM/WB reg</td>
<td>127885</td>
<td>33481</td>
</tr>
<tr>
<td>ForwDM/WB</td>
<td>5820</td>
<td>1009</td>
</tr>
</tbody>
</table>
Table 6.2: Leakage factor ($k$) and SLOP power factor ($\beta$).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Leakage factor $k$</th>
<th>SLOP power factor $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>180nm</td>
<td>0.097</td>
<td>0.265081</td>
</tr>
<tr>
<td>90nm</td>
<td>0.124</td>
<td>0.23699</td>
</tr>
<tr>
<td>65nm</td>
<td>0.268</td>
<td>0.212003</td>
</tr>
<tr>
<td>45nm</td>
<td>0.353</td>
<td>0.183881</td>
</tr>
<tr>
<td>32nm</td>
<td>0.413</td>
<td>0.159012</td>
</tr>
</tbody>
</table>

Figure 6.11: Circuit energy, battery lifetime and task completion time plotted against number of SLOPs, for ISD in 32nm
Chapter 7
Conclusion

This work provides an insight into the power source optimization techniques. We present a broad categorization of optimization techniques and propose two methods which fall in voltage management and functional management categories.

First method demonstrates how a power source is selected to economically satisfy the operational requirements of a system. An electrical model of a battery allows the determination of its lifetime and efficiency. Lifetime measured in terms of clock cycles is shown to be a useful measure. Simulation of the battery as well as that of the circuit being powered allows determination of high performance and minimum energy operational modes. Other applications of battery analysis may be in assessing and optimizing the power management techniques. Given the size of the battery, its efficiency reduces for higher currents. While power reduction is necessary from temperature and other environmental requirements of semiconductor chips, the influence of power reduction on battery lifetime is important for portable devices.

The other proposed method of instruction slowdown (ISD) has advantages in power saving for high leakage technologies. We suggest combining the slowdown methods with overall supply voltage scaling. Voltage reduction will save dynamic and static power as well as energy. But the increased hardware delay will necessitate a clock slowdown. Thus, for \( n = 2 \), CSD may be used. Thereafter, \( n > 2 \) slowdown should use ISD. The throughput aspect of slowdown methods is not studied. CSD preserves all hazard penalties and throughput drops as \( 1/n \). ISD will eliminate hazards progressively as \( n \) increases. SLOP is presented purely as an internal mechanism supported by power management and control hardware.
Its inclusion in the instruction set will allow compilers to explore creative ways to use the power management hardware.
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