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Abstract

The ubiquitous era of emerging portable devices demands long battery lifetime as a primary design goal. Subthreshold circuit design can reduce energy per cycle in an order of magnitude of nominal operating circuits by scaling power supply voltage ($V_{dd}$) below the device threshold voltage. But, it lowers significantly circuit performance as a penalty. Stringent energy budget and moderate speed requirements of ultra low power systems in the market may not be best satisfied just by scaling a single supply voltage. Optimized circuits with dual supply voltages provide an opportunity to resolve these demands.

Utilizing the time slack for dual-$V_{dd}$ is a well-known technique for a circuit operating with nominal $V_{dd}$ for reducing the power consumption with small extra cost in physical design. Most previous works in subthreshold circuit design only used a single supply voltage scaled down to reduce the energy consumption without considering the time slack.

We propose a method for minimum energy digital CMOS (Complementary Metal Oxide Semiconductor) circuit design using dual subthreshold supply. The delay penalty of a traditional level converter is unacceptably high when the voltages are in the subthreshold range. In this work, level converters are either not used at all or special multiple logic-level gates are used only when, after accounting for their cost, they offer advantage. Starting from a lowest energy per cycle design whose single supply voltage is in the subthreshold range, a new mixed integer linear program (MILP) finds a second lower supply voltage optimally assigned to gates with time slack. The MILP accounts for the energy and delay characteristics of logic gates interfacing two different signal levels. New types of linearized AND and OR constraints are used in this MILP. We show energy saving up to 24.5% over the best available designs of ISCAS’85 benchmark circuits.
For modern large VLSI systems, the MILP may suffer from unacceptable run-time as the
MILP algorithm for dual voltage design has exponential-time complexity. Gate slack analysis
gives an opportunity to reduce the time complexity as linear for assigning the optimal lower
supply voltage ($V_{DDL}$) to initially all higher supply voltage ($V_{DDH}$) gates in a single-$V_{dd}$
circuit. The slack of a gate in a digital circuit is the difference between the critical path
delay and the delay of the longest path through that gate. Using the previous work on static
timing analysis, we have developed a linear-time algorithm for computing the slack for all
gates in a circuit.

We propose a new slack-time based algorithm for dual-$V_{dd}$ design to achieve maximum
energy saving. For a given lower supply voltage, we first compute slacks for all gates of the
circuit and then partition them into three groups. In one group, all gates can be uncondi-
tionally assigned the low voltage. In the second group, no gate can be assigned low voltage.
In the third group, low voltage assignment to any single gate will not violate the critical
path timing and, therefore, the low voltage must be sequentially assigned to gates one at
a time. Because all steps of the voltage assignment algorithm rely on linear-time analysis,
the overall complexity of this energy optimization method is close to linear in the number of
gates. We apply our algorithm to optimize ISCAS’85 benchmark circuits and compare the
results with those from MILP. Energy savings from the new slack-time based algorithm is
very closed to the global optimum MILP solutions. The optimization time using gate slack
can be as low as $1/43$ when compared to that of the MILP method for dual-$V_{dd}$ design. The
new slack-time based algorithm is especially beneficial for large circuits, which may contain
few critical or near-critical paths and many paths with large slack.
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Ultra-low power applications such as micro-sensor networks, pacemakers, and many portable devices require extreme energy constraint for long battery lifetime. Subthreshold operation presents an opportunity for such energy-constrained applications with its very low energy consumption \[32, 62, 69, 76, 77, 84\]. Subthreshold circuits offer a promising solution for implementing highly energy-constrained systems in clock ranges of low to medium frequencies for remote or mobile applications.

As the power supply voltage \(V_{dd}\) is scaled below the device threshold voltage \(V_{th}\), the subthreshold current ever so slowly charges and discharges nodes for the circuit’s logic function \[76\]. This weak driving current inherently limits the performance but minimum energy operation of the circuit is achieved with reduced dynamic and leakage power, resulting in long battery life \[36, 37, 38\].

In the past decades, subthreshold circuit design was not well recognized in the area of digital circuits as high performance demand was a major concern. Lately, however, portability has become a trend in the electronics marketplace. Low energy per operation is a primary design parameter in such applications. Without the performance requirement, a subthreshold circuit can operate at its minimum energy operating point that is only slightly above the absolute minimum voltage \[81\] that would guarantee the correct logic function. Even for applications requiring high peak performance, ultra-dynamic voltage scaling (UDVS) \[8\] can provide an opportunity for subthreshold circuit design that would switch between a nominal voltage high performance mode and an energy efficient subthreshold mode according to the system workload.
To support more features or long uninterrupted operation in energy constrained systems, subthreshold circuit designers strive to further increase the performance or reduce the energy consumption, as much as possible. These enhancements can be achieved by utilizing the time slack in subthreshold circuits using the new design methodologies proposed in this dissertation.

1.1 Motivation

Subthreshold circuit design is suitably applicable for emerging portable applications that need tremendously low energy operation. The limitation of this technique is very slow speed of operation due to the extremely scaled down supply voltage. Despite a very high energy efficiency, the subthreshold design has been applied only in niche markets due to its low performance. Depending upon the application, size, weight and cost can be equally important as performance. Especially for remote, portable and mobile applications, low-power has significance. Reduced power consumption makes the circuits lighter, reduces or eliminates cooling subsystems, and reduces the weight and extends the life of the energy source.

According to the available literature, most low-power techniques exploit time slack on non-critical paths of a circuit to reduce power consumption without performance loss. These techniques have been applied to circuits operating with the nominal supply voltage by sizing device widths, using multi-$V_{th}$ devices, or using multiple $V_{dd}$ [64, 50, 79]. For subthreshold circuits, the technique of sizing device width affects the correct logic function of CMOS (Complementary Metal Oxide Semiconductor) circuits at low supply voltage [76]. The multi-$V_{th}$ technique does not adequately utilize the time slack in the subthreshold regime [4], because semiconductor foundries normally provide standard cell libraries with two to three fixed $V_{th}$ values, namely, high $V_{th}$, standard $V_{th}$, and low $V_{th}$, for low-power design. Gate delay exponentially depends on $V_{th}$ in a subthreshold circuit. Therefore, we cannot utilize all possible
time slack on non-critical paths in a subthreshold circuit without further manipulation of these device threshold voltages.

The multi-$V_{dd}$ technique has been widely implemented for two supply voltages [41]. The dual-$V_{dd}$ design is best suited for exploiting the time slack in a subthreshold circuit as well. Although the gate delay exponentially depends on $V_{dd}$ in the subthreshold region it may be possible to find an optimal lower supply voltage for the available time slack in the circuit. A DC to DC voltage converter [57] will then allow the voltage management.

There are two scenarios for applying dual-$V_{dd}$ design to subthreshold circuits in energy constrained low-performance applications. Consider a digital circuit working in an absolutely minimum energy consumption mode. The supply voltage for such an operation is known to be in the subthreshold range [76]. First, we can further reduce the energy consumption without changing the performance by assigning an extra lower supply voltage. The lower voltage is supplied to gates on non-critical paths. Alternatively, the subthreshold circuit can be sped up by several times by selecting two supply voltages, one of which is higher than the optimal single $V_{dd}$. In this scenario, the dual-$V_{dd}$ design retains the energy consumption close to that of the minimum energy point but operates at a higher speed obtained by using the higher supply for gates on critical paths.

1.2 Problem Statement

The aim of this dissertation is:

- Investigate the validation of dual-$V_{dd}$ design for bulk CMOS subthreshold circuits.

- Develop new mixed integer linear programs (MILP) that automatically and optimally assign gate voltages and maintain a wide range of speed requirements for a given circuit, while minimizing the total energy per cycle.

- Develop new methods for dual-$V_{dd}$ design using linear-time gate slack analysis to reduce computation time for optimization.
1.3 Contribution of the Dissertation

In this dissertation, we propose a framework for finding the optimal dual-$V_{dd}$ assignment in subthreshold circuits to achieve minimum energy design. The minimum energy per cycle operation with a very low single voltage in the subthreshold region is known [76]. We further lower the energy per cycle below that point by using dual subthreshold supply. Without a proper level converter for this mode, special considerations are used in the design for eliminating or substituting the level converters that otherwise would have unacceptable delay overhead. For a wide range of speed requirements, new mixed integer linear programs (MILP) globally determine an energy-efficient circuit configuration by assigning an extra supply voltage $V_{DDL}$ to gates on non-critical paths. This work could provide solutions for the demands of either lower energy or higher performance in subthreshold design applications.

A subthreshold circuit is susceptible to process variation [20, 72], which affects the delay of gates. We investigate the benefit of dual-$V_{dd}$ design for reducing the delay variability of a subthreshold circuit with process variation. To the best of our knowledge this work is the first to present a dual-$V_{dd}$ scheme for subthreshold logic circuits to achieve lower minimum energy, which is an improvement over the known minimum energy operating point.

The new design procedure formulates mixed integer linear programs (MILP) that, given today’s computing capabilities, can deal with moderately large circuit complexity [19]. But, the exponential time complexity of the MILP method for energy optimized circuits may not be acceptable for modern VLSI (Very Large Scale Integration) systems. We propose a new slack-time based algorithm to save computation time and obtain a nearly global solution similar to that obtained by an MILP. The new technique is highly efficient and gives a quality of solution very close to the MILP. The time complexity of the basic slack analysis algorithm is linear in total number of gates, while the heuristic algorithms of dual-$V_{dd}$ design in the literature still have polynomial time complexity $O(n^2)$ [13]. The proposed method of gate slack analysis can be applicable for other low-power design techniques to quickly
classify positive slack gates available for possible power-optimization in a large circuit. This approach reduces the optimization effort and saves run-time of the algorithms.

1.4 Organization of the Dissertation

The dissertation is organized as follows. Chapter 2 briefly provides an overview of subthreshold circuit design with a perspective of minimum voltage and minimum energy operation.

Chapter 3 demonstrates a new MILP algorithm for minimum energy design using dual-\(V_{dd}\) in the subthreshold regime. Unacceptable delay overhead of a level converter is avoided in the optimized circuit by using topological constraints in the MILP.

In Chapter 4, we propose another new MILP algorithm for minimum energy design with dual subthreshold supply and multiple logic-level gates. Multiple logic-level gates that suppress DC leakage currents are inserted to remove topological constraints and further improve the energy saving for the optimized circuit.

Chapter 5 investigates process variation effects on minimum energy design using dual subthreshold supply. An optimized circuit shows more immunity to process variation with technology scaling.

In Chapter 6, we propose a new slack-time based algorithm for dual-\(V_{dd}\) design. Gate slack analysis is used to reduce the time complexity of the optimization process in the minimum energy design.

Finally, the conclusion and ideas for the future advancement of this work are given in Chapter 7.
In this chapter, we provide the fundamental aspects of subthreshold design for ultra-low power circuits [76]. A description of subthreshold circuit properties as given here will be helpful to illustrate our proposed methods in this dissertation.

2.1 Origin of Subthreshold Circuit Design

The MOS (Metal Oxide Semiconductor) transistor conducts current, majority carriers, through an inverted channel between the source and drain caused by a nominal voltage applied to the gate. When a low voltage is applied to the gate, majority carriers in the substrate are repelled from the surface directly below the gate. Then, a depletion charge of immobile atoms forms a depletion region beneath the gate. The minority carriers in the depletion layer are made to move by diffusion and induce a drain current by applying a voltage between the drain and source in the MOS device. This weak inversion current was considered to be insignificantly small and ignored in digital circuit design until the recent decade.

As is relevant to the electronic wrist watch design [74, 75], the properties of MOS transistors have been investigated at a very low current level. The study uncovered an unusual exponential relationship of the drain current with the gate voltage. Figure 2.1 shows the first measurement of drain current of an MOS transistor below the device threshold voltage. This weak inversion current has been named the subthreshold current.

The early exploration of subthreshold design was focused on analog circuits such as amplitude detector, quartz ring oscillator, bandpass amplifier, and transconductance amplifier [29, 44, 73]. In the past years, subthreshold digital CMOS designs have been implemented
for biomedical devices, FFT processors, and SRAMs [24, 32, 62, 77, 83, 43]. This unintended discovery provides an opportunity for meeting the demands of extreme energy efficient systems.

2.2 Minimum Voltage Operation

In 1972, Swanson and Meindl built a revised charge based model for an inverter, considering the weak and strong mixed inversion region [66]. Previously, their model [49] only considered both weak and strong inversion currents, but there was discontinuity in the model at the point where two regions meet. The revised model was used to analyze the voltage transfer characteristic (VTC) of the inverter that demonstrated operation down to 100mV, as shown in Figure 2.2. The off-currents for PMOS and NMOS transistors were equated and the gain of the inverter was calculated in the subthreshold region for finding the minimum
Figure 2.2: CMOS inverter voltage transfer characteristics (VTC) [66].

voltage. For sufficient gain at $V_{dd}/2$, the minimum voltage was considered as $8kT/q$, or 200mV at room temperature, based on device parameters at that time. The term $kT/q$ is the thermal voltage ($V_T$).

The ideal limit for lowest operable voltage was expected to be $2kT/q$, or 57mV at room temperature, in 2001 [6]. To achieve this ideal limit, the PMOS and NMOS device threshold voltages in the inverter must be adjusted to ensure comparable off-currents for the two MOS devices. Otherwise, minimum voltage larger than $2kT/q$ is needed to guarantee the correct logic function. The circuits with very low supply voltages were successfully fabricated in standard 1.5V 180nm CMOS technology.
Another approach for the minimum voltage limit was derived by balancing the threshold voltages of PMOS and NMOS transistors [52]. The use of the proposed $V_{th}$ matching scheme reduces the lowest required supply voltage to $0.15V \sim 0.30V$ for SRAM and enables CMOS LSI minimum supply voltage at $0.1V$.

At very low supply voltage, sizing of a transistor affects the functionality of CMOS logic circuits. The minimum voltage operation ($V_{min}$) occurs when the currents of PMOS and NMOS devices are the same [61]. In Figure 2.3, the shaded region is the operational region of a ring oscillator. The line of maximum $W_p$ guarantees the output voltage of an inverter for logic zero below 10% of $V_{dd}$. Large width of a PMOS device increases logic 0 level at the output from the subthreshold leakage through the PMOS device for a smaller NMOS device. Conversely, the minimum $W_p$ line shows the output voltage of the inverter for logic 1 always maintains above 90% of $V_{dd}$. The output voltage of the inverter is reduced by

Figure 2.3: Minimum voltage operation for 10%-90% output swing for a 0.18µm ring oscillator [10].
the subthreshold leakage through the larger NMOS device. The minimum voltage operation occurs at the point where maximum $W_p$ is equal to minimum $W_p$ and maintains the 10% to 90% output voltage swing. The ratio of the PMOS size to NMOS size is 12 for $V_{min}$ in 0.18$\mu$m technology [10]. This ratio means that the subthreshold current of a unit width NMOS transistor is 12 times larger than that of a unit width PMOS transistor by technology imbalance.

Process variations affect the strength of the current for both devices [9]. To find minimum voltage operation considering process variations, maximum $W_p$ should be defined at the worst case process corner, i.e., the strong PMOS and weak NMOS corner. For minimum $W_p$, the worst case corner of the weak PMOS and strong NMOS should be considered. Minimum energy operation of a circuit always occurs above $V_{min}$ for the correct logic function.

### 2.3 Minimum Energy Operation

The minimum energy operation point ($E_{min}$) for a digital circuit means that the circuit consumes less *Energy per cycle* than any other point in the parameter space. Among the different parameters, power supply voltage ($V_{dd}$) and device threshold voltage ($V_{th}$) are mainly considered for the minimum energy point. The energy and delay contours for a ring oscillator circuit with varying $V_{dd}$ and $V_{th}$ show that $E_{min}$ occurs in the subthreshold region [78].

For given $V_{dd}$ and $V_{th}$, the minimum energy point for a circuit is determined by the relationship between energy and latency. As $V_{dd}$ scales down, dynamic energy is quadratically reduced, while the delay of a circuit exponentially increases at supply voltages below $V_{th}$. The increased delay induces an exponential increase of leakage energy. The minimum energy point occurs where the magnitudes of dynamic energy and leakage energy are equal, as shown in Figure 2.4.

The switching activity of a circuit affects its minimum energy point. When the dynamic energy is decreased by reducing switching events, the leakage energy remains constant with switching activity. Thus, the leakage energy contributes substantially more to the total
energy of a circuit. In that case, the minimum energy point occurs at higher supply voltages compared to higher activity circuits. Adversely, higher switching circuits move the minimum energy point to lower supply voltages to suppress the dynamic energy.

There are two representative minimum energy models in the literature. First, when the operating frequency and technology of a subthreshold circuit are given, the minimum energy model is derived to obtain the closed forms for optimal $V_{dd}$ and $V_{th}$, respectively [7, 76]. This model uses fitting parameters normalized to a characteristic inverter for the given technology, where the minimum sized inverter, for simplicity, is a good choice. All other gates are normalized with respect to the inverter.

The delay of a characteristic inverter with output capacitance $C_g$ is derived in sub-threshold region as [51],

$$t_d = \frac{K \cdot C_g \cdot V_{dd}}{I_{o,g} \exp \left( \frac{V_{dd} - V_{th,g}}{m V_T} \right)}$$  \hspace{1cm} (2.1)
where $K$ is a delay fitting parameter, $m$ is the subthreshold slope coefficient, and $I_{o,g}$ and $V_{th,g}$ are fitted parameters for the on-currents of a NMOS and PMOS transistor that are not symmetrical.

The longest (critical) path delay of a circuit is obtained as,

$$T_D = t_d L_{DP} \quad (2.2)$$

where $L_{PD}$ is the logic depth of the longest path normalized to the characteristic inverter delay.

Subthreshold leakage current is not the only component for the leakage of nanometer CMOS transistors. But, the leakage energy mainly comes from subthreshold leakage in a circuit operating in the subthreshold region. From this assumption, total energy per cycle ($E_{tot}$) and its components, dynamic energy ($E_{dyn}$) and leakage energy ($E_{leak}$), are expressed as,

$$E_{dyn} = C_{eff} V_{dd}^2$$
$$E_{leak} = I_{leak} V_{dd} T_D$$
$$= W_{eff} I_{o,g} \exp \left( -\frac{V_{th,g}}{mV_T} \right) V_{dd} t_d L_{DP}$$
$$= W_{eff} K C_g L_{DP} V_{dd}^2 \exp \left( -\frac{V_{dd}}{mV_T} \right) \quad (2.3)$$

$$E_{tot} = E_{dyn} + E_{leak}$$
$$= V_{dd}^2 \left( C_{eff} + W_{eff} K C_g L_{DP} \exp \left( -\frac{V_{dd}}{mV_T} \right) \right)$$

where $C_{eff}$ is the average total switched capacitance for the circuit and $W_{eff}$ is the average total width that contributes to the leakage current. The derivative of total energy with respect to $V_{dd}$ is given by

$$\frac{\partial E_{tot}}{\partial V_{dd}} = 2C_{eff} V_{dd} + \left( 2 - \frac{V_{dd}}{mV_T} \right) W_{eff} K C_g L_{DP} V_{dd} \exp \left( -\frac{V_{dd}}{mV_T} \right) \quad (2.4)$$
To solve for the optimal voltage \( V_{\text{opt}} \) for minimum energy, Equation (2.4) is set to zero and an analytical solution for \( V_{\text{opt}} \) is obtained:

\[
V_{\text{opt}} = mV_T \left( 2 - \text{lambert}W \left( \frac{-2C_{\text{eff}}}{W_{\text{eff}}KC_gL_{DP}} \exp(2) \right) \right)
\] (2.5)

The Lambert \( W \) function is subject to the constraint [16]:

\[
\frac{-2C_{\text{eff}}}{W_{\text{eff}}KC_gL_{DP}} \exp(2) > -\exp(-1)
\] (2.6)

For obtaining \( V_{\text{th, opt}} \), the operating frequency for the circuit is given by

\[
f = \frac{1}{t_dL_{DP}}
\] (2.7)

and Equation (2.1) substitutes \( t_d \) for a given \( f \):

\[
V_{\text{th, opt}} = V_{\text{opt}} - mV_T \ln \left( \frac{fKC_gL_{DP}V_{\text{opt}}}{I_{o,g}} \right)
\] (2.8)

When the natural log argument exceeds 1, the circuit no longer operates in subthreshold region, \( V_{\text{th, opt}} < V_{\text{opt}} \). This limits the maximum operating frequency for a subthreshold circuit. From Equations (2.5) and (2.8), the energy optimal voltage and device threshold voltage are determined for a given performance. For a given \( V_{\text{th}} \) with respect to the technology, the energy optimal voltage is still determined by Equation (2.5) and the corresponding operating frequency is given by Equation (2.7).

When \( V_{dd} \) reduces, the delay and leakage current of a circuit change simultaneously. The leakage current reduces due to drain-induced barrier lowering (DIBL) effect, while the delay increases exponentially in subthreshold regime. The leakage energy is the product of delay and leakage current, but the delay induces the overall leakage energy increase. Figure 2.5 shows the trends of normalized \( t_d \) and \( I_{\text{leak}} \) for an inverter in the Predictive Technology
Figure 2.5: The delay and leakage current normalized to an inverter at $V_{dd} = 1.2V$ through HSPICE simulation in PTM 90nm CMOS.

Model (PTM) 90nm CMOS technology [85]. The normalized leakage energy, $E_{\text{leak,nom}}$, starts to increase at the beginning of the subthreshold region.

Another minimum energy model is derived from an analytical expression for the energy consumption of an $n$-stage inverter chain as a function of $V_{dd}$ [81]. The total energy per cycle of an $n$-stage inverter chain with switching activity $\alpha$ is given by:

$$E_{\text{tot}} = E_{\text{dyn}} + E_{\text{leak}}$$

$$= \alpha \cdot n \cdot E_{\text{switch,inv}} + P_{\text{leak}} \cdot T_d$$

$$= \alpha \cdot n \cdot \left( \frac{1}{2} \cdot C_s \cdot V_{dd}^2 \right) + (n \cdot V_{dd} \cdot I_{\text{leak}}) \cdot (n \cdot t_d)$$

$$= \frac{1}{2} \alpha \cdot n \cdot C_s \cdot V_{dd}^2 + n \cdot V_{dd} \cdot I_{\text{leak}} \cdot n \cdot \frac{\eta C_s V_{dd}}{2 I_{\text{on}}},$$

$$= \frac{1}{2} n C_s V_{dd}^2 \cdot \left( \alpha + \eta \cdot n \cdot \frac{I_{\text{leak}}}{I_{\text{on}}} \right)$$

$$= \frac{1}{2} n C_s V_{dd}^2 \cdot \left( \alpha + \eta \cdot n \cdot e^{-\frac{V_{dd}}{mV_T}} \right).$$
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Where, the symbols used in these expressions are listed below:

- $n$: number of inverter stages.

- $E_{\text{switch,inv}}$: switching energy of an inverter.

- $P_{\text{leak}}$: total leakage power of the inverter chain.

- $T_d$: delay of the inverter chain.

- $C_s$: total switched capacitance of an inverter.

- $I_{on}$: average on-current of an inverter in subthreshold region.

- $\eta$: technology-dependent linear coefficient for the gap of inverter delay between actual and step delay.

The energy optimal voltage is obtained by equating $\frac{\partial E_{\text{tot}}}{\partial V_{dd}} = 0$. From setting $u = \eta \cdot \frac{n}{\alpha}$ and $t = \frac{V_{dd}}{mV_T}$, the minimum energy is achieved by the supply voltage $V_{dd}$ that satisfies the following equation:

$$e^t = \frac{u}{2} \cdot t - u$$

Equation (2.10) is solved using curve-fitting to get the closed-form expression due to its non-linear characteristic:

$$t = 1.587 \ln u - 2.355$$

By replacing $u$ and $t$ with the original variables, the energy optimal voltage is finally obtained as:

$$V_{opt} = \left(1.587 \ln \left(\frac{\eta}{\alpha} \cdot \frac{n}{\alpha}\right) - 2.355\right) \cdot mV_T$$

The energy optimal voltage only depends on $\eta$ and $m$ for technology trends. Also, $V_{th}$ does not affect the minimum energy and energy optimal voltage as seen in Equations (2.9)
and (2.12). The dependency of the leakage current and delay on $V_{th}$ is the same, but opposite. Therefore, the leakage energy is constant with different $V_{th}$ values, not as $V_{dd}$ as shown in Figure 2.5, in subthreshold regime. The minimum energy and optimal voltage are strongly determined by $\alpha$ and $n$, which account for the relative amounts of dynamic and leakage energies in the total energy, respectively.

For large complex circuits, Equation (2.9) is extended as follows:

$$E_{dyn} = \alpha \cdot S_{HD} \cdot C_{w0} \cdot W_{tot} \cdot V_{dd}^2$$

$$E_{leak} = I_{leak} \cdot V_{dd} \cdot T_c$$

$$= (\gamma \cdot W_{tot} \cdot I_{leak0}) \cdot V_{dd}^2 \cdot (n_d \cdot t_{d,FO4})$$

$$E_{tot} = E_{dyn} + E_{leak}$$

$$= C_{w0} W_{tot} V_{dd}^2 \left( \alpha S_{HD} + 2\gamma \cdot n_d \cdot e^{-\frac{V_{dd}}{mVT}} \right)$$

where the delay of an inverter with fanout of four (FO4) is given with $I_{on0}$, on-current of a unit width inverter:

$$t_{d,FO4} = \frac{1}{2} \cdot \frac{(4W_{inv} \cdot C_{w0} \cdot V_{dd})}{W_{inv} \cdot I_{on0}}$$

where,

- $S_{HD}$: switching factor to model the hamming distance of inputs [21].
- $C_{w0}$: capacitance of a unit width transistor.
- $W_{tot}$: total width of transistors in a circuit.
- $T_c$: critical path delay of a circuit.
- $\gamma$: leaking factor to model leakage stack effect and input pattern dependency.
- $I_{leak0}$: leakage current of a unit width transistor.
• $n_d$: logic depth in terms of inverter delay with fanout of four.

As shown in Figure 2.6, the proposed total energy model is compared to SPICE simulation results for a $16 \times 16$ multiplier circuit, where the parameters used in the SPICE simulation are $S_{HD} \approx 0.55$, $\gamma \approx 0.5$, and $n_d \approx 65$. The switching activity for each block has a different value. Thus, we should consider the switching activity difference across the entire chip for minimum energy point. Low switching activity in a circuit corresponds to greater logic depth with normal switching activity when $V_{dd}$ is scaled down to achieve $E_{min}$. 
Chapter 3

True Minimum Energy Design Using Dual Below-Threshold Supply Voltages

This chapter investigates subthreshold voltage operation of digital circuits. Operation in the subthreshold voltage region has been long predicted and since verified [76]. To exploit the time slack on non-critical paths, some designs use dual voltages within a circuit. Although dual voltage operation for above threshold $V_{dd}$ has been studied [11, 39, 65, 67, 68], below-threshold dual voltages have not been examined until the work presented here. Utilizing the time slack for dual-$V_{dd}$ assignment can give valuable energy saving with small extra cost in physical design. This results in circuit operation below the minimum energy point for a single-$V_{dd}$ circuit. Therefore, we call this the true minimum energy point.

We provide a framework for optimizing subthreshold circuits using dual-$V_{dd}$ assignments with given speed requirements, where the design procedure formulates mixed integer linear programs (MILP). In a dual-$V_{dd}$ circuit, signal level converters are considered essential. Level converters insert delays and consume power [54, 80]. In the absence of level converters, certain interfaces become unsatisfactory. Especially, driving a high $V_{dd}$ gate with a low voltage signal presents problems of high leakage and long delay. We characterize the multi-level interfaces and our MILP contains constraints to avoid the use of level converters.

3.1 Subthreshold Circuits

Before optimizing the minimum energy of subthreshold circuits by dual-$V_{dd}$ assignments, we briefly summarize the properties of subthreshold circuits in terms of functional operation and failure, performance, and energy in this section.
Figure 3.1: HSPICE [27] simulations for the output logic levels of inverter chains normalized to nominal supply voltage, 1.2V, with scaling $V_{dd}$ in PTM 90nm CMOS (INV: $W_p = 5.5 \cdot L_g$, $W_n = 2.4 \cdot L_g$).

### 3.1.1 Minimum Operating Voltage

For the correct functional operation of a subthreshold logic circuit, the supply voltage $V_{dd}$ should be higher than a certain minimum voltage ($V_{min}$). For bulk CMOS technology, the theoretical $V_{min}$ is given as [48, 81],

$$V_{min} = 2 \cdot V_T \cdot \ln \left( 1 + \frac{S}{ln 10 \cdot V_T} \right) \quad (3.1)$$

where $V_T = kT/q$ is the thermal voltage, $k = 1.381 \times 10^{-23}$ J/K is Boltzmann’s constant, $T$ is absolute temperature in Kelvin, $q = 1.602 \times 10^{-19}$ C is electronic charge and $S$ is the subthreshold swing. From [23], $S$ is degraded with the downscaling trend of CMOS technology, which means that the reduced ratio of on-current $I_{on}$ at $V_{gs} = V_{ds} = V_{dd}$ to off-current $I_{off}$ at $V_{gs} = 0$ and $V_{ds} = V_{dd}$ in subthreshold region ($V_{dd} < V_{th}$) causes smaller noise margins and possible functional logic failures at or below $V_{min}$. Figure 3.1 shows the
inverter chains work properly at lower supply voltages. The minimum operating voltage of the inverter chains, 80mV, guarantees 10% to 90% output voltage swing. The increased number of inverters in a chain slightly degrades $V_{\text{min}}$, but the degradation is saturated. Basically, this means that the logic 0 and 1 levels stabilize close to ground and supply voltages, respectively, and do not continue to degrade with the depth of the circuit.

### 3.1.2 Delay

The delay of a gate in a subthreshold circuit can be simply formulated from the CMOS gate delay equation [23],

$$ t_d = \frac{K \cdot C_L \cdot V_{dd}}{I_{on}} $$

(3.2)

where $K$ is a fitting parameter and $C_L$ is the load capacitance of the gate. If it is assumed that total subthreshold current is equal to subthreshold drain current ($I_{sub}$), we replace $I_{on}$ with $I_{sub}$ [76]

$$ I_{sub} = I_o \cdot 10^{\left(\frac{V_{gs}-V_{th}+\eta V_T}{S}\right)} \cdot \left(1 - e^{-\frac{V_{ds}}{V_T}}\right) $$

(3.3)

where $\eta$ is the *drain-induced barrier lowering* (DIBL) coefficient and $I_o$ is the drain current at $V_{gs} = V_{th}$ in the weak inversion [58].

$$ I_o = \mu_o \cdot C_{ox} \cdot \frac{W}{L} \cdot (m - 1) \cdot V_T^2 $$

(3.4)

$\mu_o$ is the zero bias electron mobility, $C_{ox}$ is the gate oxide capacitance, and $m$ is the sub-threshold slope coefficient.

When $V_{gs} = V_{ds} = V_{dd} \gg V_T$ (≈ 26mV at 300K), we get gate delay as,

$$ t_d = \frac{K \cdot C_L \cdot V_{dd}}{I_o \cdot 10^{\left(\frac{(\eta+1)V_{dd}-V_{th}}{S}\right)}}. $$

(3.5)

Thus, $t_d$ is exponentially dependent on $V_{dd}$, $V_{th}$, $\eta$, and $S$. 
3.1.3 Energy

Energy per cycle of a circuit is a key parameter for energy efficiency in ultra-low power applications. Because computing workload is characterized in terms of clock cycles, this measure directly relates energy consumption to the workload. Before considering the energy consumed by a circuit, we start by examining the total energy per cycle \( E_{\text{tot}} \) of a single gate, which is composed of dynamic energy \( E_{\text{dyn}} \) and leakage energy \( E_{\text{leak}} \):

\[
E_{\text{dyn}} = \alpha_{0\to1} \cdot C_L \cdot V_{dd}^2
\]

\[
E_{\text{leak}} = P_{\text{leak}} \cdot t_d = I_{\text{off}} \cdot V_{dd} \cdot t_d = K \cdot C_L \cdot V_{dd}^2 \cdot 10^{-\frac{V_{dd}}{S}}
\]

\[
E_{\text{tot}} = E_{\text{dyn}} + E_{\text{leak}} = (\alpha_{0\to1} + K \cdot 10^{-\frac{V_{dd}}{S}}) \cdot C_L \cdot V_{dd}^2
\]

where \( \alpha_{0\to1} \) is the low to high transition activity for the gate output node and \( P_{\text{leak}} \) is static leakage power. \( I_{\text{off}} \) is static leakage current and presented by (3.3):

\[
I_{\text{off}} = I_o \cdot 10^{\left(\frac{-V_{th}+V_{ds}}{S}\right)} \quad V_{ds} \gg V_T
\]

3.2 Dual-\( V_{dd} \) Scheme for Subthreshold Operation

Scaling \( V_{dd} \) down in circuits reduces both dynamic power and static leakage power besides reducing the performance. To reduce power consumption without degrading performance, a multi-\( V_{dd} \) technique exploits time slacks and lowers voltage \( V_{DDL} \) for gates on non-critical paths.

As shown in Figure 3.2(a), a clustered voltage scaling (CVS) algorithm [67] does not allow the \( V_{DDL} \) cells to feed directly into \( V_{DDH} \) cells and so level converting is implemented inside the flip-flop (LCFF) [28]. This topological limitation reduces full use of time slacks that
exist in a circuit. The extended clustered voltage scaling (ECVS) in Figure 3.2(b) eliminates this constraint by inserting a level converter (LC) with each $V_{DDL}$ cell feeding into a $V_{DDH}$ cell. ECVS gives better power saving than CVS but LC adds to power and delay overheads.

Without a level converter the low to high output transition delay of the second stage inverter in Figure 3.3 is not affected by the input voltage swing $V_{DDL}$ from the previous stage, because the delay of the pull-up PMOS is only dependent on its own power supply $V_{DDH}$ [59]. During the high to low output transition of the second inverter, the pull-down NMOS delay is affected by both the input swing $V_{DDL}$ and the power supply $V_{DDH}$. Therefore, lower input swing reduces discharge current through the NMOS, which increases the pull-down delay. Because the pull-up PMOS in the inverter could not be shut off completely by the lower input swing level, severe DC current from the power supply $V_{DDH}$ induces higher static leakage power consumption.

In subthreshold operation, the lower input swing exponentially increases the delay (3.5) of the driven gate. We investigate the delay and leakage power penalty from lower input swing voltage. For simplicity, we use only four types of cells, namely, INV, NAND2, NAND3 and NOR2, to synthesize example circuits. For cell characterization, all simulation results are from HSPICE using the Predictive Technology Model (PTM) for 90 nm CMOS [85]. CMOS device threshold voltages are $V_{th,PMOS} = 0.21V$ and $V_{th,NMOS} = 0.29V$ at nominal $V_{dd} = 1.2V$ and room temperature (300K).

Various input and output configurations interfacing gates in dual $V_{dd}$ assignments are shown in Figure 3.4. Table 3.1 summarizes the delay and static leakage power for each case where $V_{DDH} = 250mV$ and $V_{DDL} = 200mV$ such that the entire operation is in subthreshold region. The difference between LL and HH delays shows that gate delay (3.5) is exponentially sensitive to the power supply voltage, while $P_{leak}$ has a smaller change.

In Table 3.1, as expected, due to smaller discharging time constants, HL delays for NAND2 and NAND3 gates are lower than those for the LL configuration. However, that is not the case for INV and NOR2 gates, which are faster in the LL configuration. This
(a) Clustered voltage scaling (CVS).

(b) Extended clustered voltage scaling (ECVS).

(c) Level converter (LC).

Figure 3.2: Dual-$V_{dd}$ schemes and level converter schematic [67, 68].
Figure 3.3: A two-inverter chain without level converter.

Table 3.1: Measurement of a gate delay with a single INV load and static leakage power in Figure 3.4 configurations at $V_{DDH} = 250mV$ and $V_{DDL} = 200mV$ through HSPICE simulation for PTM 90 nm CMOS.

<table>
<thead>
<tr>
<th>Gate</th>
<th>Gate delay, $t_d$ (ns)</th>
<th>Leakage power, $P_{leak}$ (pW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a) LL</td>
<td>(b) HH</td>
</tr>
<tr>
<td>INV</td>
<td>2.81</td>
<td>0.83</td>
</tr>
<tr>
<td>NAND2</td>
<td>6.82</td>
<td>2.10</td>
</tr>
<tr>
<td>NAND3</td>
<td>9.72</td>
<td>3.04</td>
</tr>
<tr>
<td>NOR2</td>
<td>8.33</td>
<td>2.54</td>
</tr>
</tbody>
</table>

The speed increase is due to a higher logic 0 level for the LL configuration in charging time. In the case of leakage power for HL, all gates suppress the leakage current through the pull-up PMOS ($V_{gs} > 0$) from the power supply. Severe increases of the delay and power in dual-$V_{dd}$ schemes are from LH, which is prohibited in CVS methodology and is allowed in ECVS with LC. But, a common LC used for above-threshold in Figure 3.2(c) cannot be used due to its unacceptable delay overhead, besides the power overhead.

From Table 3.2, the LC delay penalty in subthreshold operation is around 80 fanout-of-four (FO4) inverter delays, which exceeds a clock cycle time of a pipelined microprocessor (13-15 FO4 delays) or an ASIC processor (44 FO4 delays) [14]. A new LC design suitable for subthreshold circuits may be needed but is out of the scope of the present work. In the next section, we include additional constraints in the MILP that will not allow the LH configuration (similar to CVS) for energy optimization.
(a) LL: Low input swing driving a low $V_{dd}$ gate.

(b) HH: High input swing driving a high $V_{dd}$ gate.

(c) HL: High input swing driving a low $V_{dd}$ gate.

(d) LH: Low input swing driving a high $V_{dd}$ gate.

(e) L-LC-H: Low input swing driving a high $V_{dd}$ gate through a level converter.

Figure 3.4: Driven gates and input swing levels.
Table 3.2: Comparison of conventional LC (Figure 3.2(c)) delays normalized to INV(FO=4) delay ($V_{DD} = V_{DDH}$) for normal and subthreshold operations through HSPICE simulation in PTM 90 nm CMOS.

<table>
<thead>
<tr>
<th>Gate delay</th>
<th>Normal $V_{DDH} = 1.2V$</th>
<th>Subthreshold $V_{DDH} = 300mV$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_{DDL} = 0.8V$</td>
<td>$V_{DDL} = 250mV$</td>
</tr>
<tr>
<td>INV(FO=4)</td>
<td>23.64 ps</td>
<td>1.52 ns</td>
</tr>
<tr>
<td>LC</td>
<td>112.33 ps</td>
<td>121.86 ns</td>
</tr>
<tr>
<td>LC norm. to INV(FO4)</td>
<td>4.8</td>
<td>80.2</td>
</tr>
</tbody>
</table>

3.3 MILP for $V_{DDL}$ Assignment

In this section, we design minimum energy circuits with dual-$V_{dd}$ assignments using mixed integer linear programming (MILP) [19]. First, the optimal (i.e., minimum energy per cycle) supply voltage ($V_{opt}$) for a single $V_{dd}$ operation is determined. The critical path delay (or clock cycle time) of this design is used as the timing requirement for the dual voltage design. Thus, the MILP automatically applies higher supply voltage $V_{DDH} = V_{opt}$ to gates on critical paths to maintain the performance and finds an optimal lower supply voltage $V_{DDL}$ assigned to gates on non-critical paths to reduce the total energy consumption by a global optimization considering all possible $V_{DDL}$. This differs from the backward traversal CVS heuristic algorithms that tend to be non-optimal. Note that more paths now may have delays that are either equal or close to the critical path delay.

Let $X_i$ be an integer variable that is 0 for $V_{DDH}$ or 1 for $V_{DDL}$ for the power supply assignment of gate $i$. Let $T_c$ be a predetermined critical path delay for the circuit. The optimal minimum energy voltage assignment problem is formulated as an MILP model:

$$\text{Minimize } \sum_{i \in \text{all gates}} \left[ E_{tot,V_{DDL},i} \cdot X_i + E_{tot,V_{DDH},i} \cdot (1 - X_i) \right]$$

(3.8)

$E_{tot,i}$ for $V_{DDL}$ and $V_{DDH}$ are given by (3.6)

$$E_{tot,i} = \alpha_i \cdot C_{L,i} \cdot V_{dd,i}^2 + P_{\text{leak},V_{dd,i}} \cdot T_c$$

(3.9)
Subject to timing constraints:

\[ t_{d,i} = t_{d,VDDL,i} \cdot X_i + t_{d,VDDH,i} \cdot (1 - X_i) \quad \forall i \in \text{all gates} \] (3.10)

\[ T_i \geq T_j + t_{d,i} \quad \forall j \in \text{all fanin gates of gate } i \] (3.11)

\[ T_i \leq T_c \quad \forall i \in \text{all primary output gates} \] (3.12)

Subject to topological constraints:

\[ X_i - X_j \geq 0 \quad \forall j \in \text{all fanin gates of gate } i \] (3.13)

In above constraints, \( T_i \) is the latest arrival time at the output of gate \( i \) corresponding to a primary input event [55, 56]. As mentioned in Section 3.2, the unacceptable delay penalty of asynchronous LC prohibits its use in a dual-\( V_{dd} \) scheme in the subthreshold region. The MILP model does not allow a \( V_{DDL} \) cell to drive a \( V_{DDH} \) cell as its fanout gate on account of topological constraint (3.13) as shown in Figure 3.5. Thus, the LH configuration of
Figure 3.4(d) never occurs in the optimized circuit. Within the given timing constraint $T_c$, originally obtained for the best energy per cycle for single subthreshold $V_{DDH}$ operation, the MILP searches for the best $V_{DDL}$ such that the energy per cycle is further reduced to a true minimum.

### 3.4 Simulation Results

As mentioned before, we use only four basic cells (INV, NAND2, NAND3 and NOR2) for synthesizing two example circuits, a 16-bit ripple carry adder and a $4 \times 4$ multiplier, and ISCAS'85 benchmark circuits in PTM 90nm CMOS technology. The delay, capacitance and average leakage power of these four basic cells are characterized for the MILP model by scaling $V_{dd}$ with a 10mV resolution in HSPICE simulations.

Switching activity $\alpha$ is the average number of low to high transitions at circuit nodes, which is calculated using a logic simulator with randomly generated input vectors. These randomly generated input vectors are the same as input signal vectors to the circuit for HSPICE simulation to measure energy consumption.

As shown in Figure 3.6, our example circuit, embedded in a test bench, is driven by randomly generated high input swing flip-flops. Two subthreshold voltages may be provided.
by a DC to DC voltage converter [57, 77, 41]. The energy per cycle measurement is for the combinational circuit, excluding flip-flops.

From Figure 3.7(a), the minimum energy point for a 16-bit ripple carry adder with an activity factor $\alpha = 0.21$ is 9.65 fJ at $V_{dd} = 0.21V$. The clock frequency was found to be 2.15MHz. With dual $V_{dd}$ assignments the optimized circuit with $V_{DDH} = 0.21V$ and $V_{DDL} = 0.14V$ reduces the energy per cycle by up to 23.6% retaining the same performance. This energy reduction is shown by the downward arrow in Figure 3.7(b).

Consider again the minimum energy per cycle (9.65 fJ) operation of the 16-bit ripple-carry adder circuit with a single subthreshold voltage 0.21V and a clock frequency of 2.15MHz. In an alternative design, we may hold the minimum energy constant and improve the performance.

From the MILP results in Table 3.3, we find that operation with two supply voltages 0.27V ($V_{DDH}$) and 0.19V ($V_{DDL}$) consumes 9.42 fJ, which is just under the minimum energy but has a clock frequency 8.41MHz. This, as shown by the right arrow in Figure 3.7(b), has about 4X speed improvement.

As a worst case example, a path balanced $4 \times 4$ multiplier reduces the energy per cycle to 5% below the minimum energy point with $V_{DDH}=0.17V$ and $V_{DDL}=0.12V$, where the performance is not degraded. For better performance, the $4 \times 4$ multiplier can operate at 1.67MHz from a clock frequency 1MHz on minimum energy with single-$V_{dd}$, where two supply voltages 0.19V ($V_{DDH}$) and 0.13V ($V_{DDL}$) are provided and minimum energy increases slightly.

Two example circuits using dual-$V_{dd}$ show that performance improves largely for a circuit with large positive slack. Figure 3.8 (a) and (b) illustrate gate slack distribution of a 16-bit ripple carry adder and a $4 \times 4$ multiplier, respectively, for single and dual $V_{dd}$ (Optimized) design at the minimum energy point.

Table 3.3 summarizes HSPICE simulations giving the total energy per cycle for the single voltage $V_{dd} = V_{DDH}$ reference and the optimized dual voltage $V_{dd} = \{V_{DDH}, V_{DDL}\}$.
Figure 3.7: Energy per cycle for a 16-bit ripple carry adder for single-$V_{dd}$ and dual-$V_{dd}$ in subthreshold region, activity factor $\alpha = 0.21$, PTM 90nm CMOS.
(a) 16-bit ripple carry adder at $V_{DDH} = 0.21\text{V}$ and $V_{DDL} = 0.14\text{V}$.

(b) $4 \times 4$ multiplier at $V_{DDH} = 0.17\text{V}$ and $V_{DDL} = 0.12\text{V}$.

Figure 3.8: Gate slack distribution (number of gates vs. slack) of a 16-bit ripple carry adder and a $4 \times 4$ multiplier for single-$V_{dd}$ ($= V_{DDH}$) and dual-$V_{dd}$ ($= V_{DDH}, V_{DDL}$) at the minimum energy point; slacks obtained by static timing analysis using gate delays for PTM 90nm CMOS.
Table 3.3: Total energy per cycle with optimal \( V_{DDL} \) for given \( V_{DDH} \) and maximum corresponding speed.

<table>
<thead>
<tr>
<th>( V_{DDH} ) (V)</th>
<th>( V_{DDL} ) (V)</th>
<th>( E_{tot,single} ) (#)</th>
<th>( E_{tot,dual} ) (#)</th>
<th>reduction (%)</th>
<th>( Freq. ) (MHz)</th>
<th>( V_{DDH} ) (V)</th>
<th>( V_{DDL} ) (V)</th>
<th>( E_{tot,single} ) (#)</th>
<th>( E_{tot,dual} ) (#)</th>
<th>reduction (%)</th>
<th>( Freq. ) (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.09</td>
<td>19.40</td>
<td>17.52</td>
<td>9.7</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.11</td>
<td>0.09</td>
<td>17.55</td>
<td>14.64</td>
<td>16.6</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>0.10</td>
<td>15.83</td>
<td>13.38</td>
<td>15.5</td>
<td>0.22</td>
<td></td>
<td>0.10</td>
<td>11.41</td>
<td>10.85</td>
<td>4.9</td>
<td>0.27</td>
</tr>
<tr>
<td>0.13</td>
<td>0.10</td>
<td>14.31</td>
<td>11.51</td>
<td>19.6</td>
<td>0.28</td>
<td></td>
<td>0.10</td>
<td>10.61</td>
<td>10.08</td>
<td>5.0</td>
<td>0.35</td>
</tr>
<tr>
<td>0.14</td>
<td>0.11</td>
<td>13.00</td>
<td>10.58</td>
<td>18.6</td>
<td>0.37</td>
<td></td>
<td>0.11</td>
<td>10.04</td>
<td>9.56</td>
<td>4.8</td>
<td>0.46</td>
</tr>
<tr>
<td>0.15</td>
<td>0.11</td>
<td>11.92</td>
<td>9.27</td>
<td>22.3</td>
<td>0.48</td>
<td></td>
<td>0.11</td>
<td>9.69</td>
<td>9.13</td>
<td>5.8</td>
<td>0.60</td>
</tr>
<tr>
<td>0.16</td>
<td>0.12</td>
<td>11.14</td>
<td>8.73</td>
<td>21.6</td>
<td>0.62</td>
<td></td>
<td>0.12</td>
<td>9.51</td>
<td>8.98</td>
<td>5.6</td>
<td>0.78</td>
</tr>
<tr>
<td>0.17</td>
<td>0.12</td>
<td>10.52</td>
<td>7.99</td>
<td>24.0</td>
<td>0.80</td>
<td></td>
<td>0.12</td>
<td>9.48</td>
<td>8.99</td>
<td>5.2</td>
<td>1.00</td>
</tr>
<tr>
<td>0.18</td>
<td>0.13</td>
<td>10.04</td>
<td>7.73</td>
<td>23.0</td>
<td>1.02</td>
<td></td>
<td>0.13</td>
<td>9.59</td>
<td>9.11</td>
<td>5.0</td>
<td>1.30</td>
</tr>
<tr>
<td>0.19</td>
<td>0.13</td>
<td>9.72</td>
<td>7.42</td>
<td>23.6</td>
<td>1.32</td>
<td></td>
<td>0.13</td>
<td>9.74</td>
<td>9.19</td>
<td>5.6</td>
<td>1.67</td>
</tr>
<tr>
<td>0.20</td>
<td>0.14</td>
<td>9.66</td>
<td>7.45</td>
<td>22.9</td>
<td>1.68</td>
<td></td>
<td>0.14</td>
<td>10.21</td>
<td>9.65</td>
<td>5.5</td>
<td>2.14</td>
</tr>
<tr>
<td>0.21</td>
<td>0.14</td>
<td>9.65</td>
<td>7.37</td>
<td>23.6</td>
<td>2.15</td>
<td></td>
<td>0.15</td>
<td>10.66</td>
<td>10.08</td>
<td>5.4</td>
<td>2.73</td>
</tr>
<tr>
<td>0.22</td>
<td>0.15</td>
<td>9.73</td>
<td>7.49</td>
<td>23.1</td>
<td>2.72</td>
<td></td>
<td>0.15</td>
<td>11.06</td>
<td>10.60</td>
<td>4.2</td>
<td>3.46</td>
</tr>
<tr>
<td>0.23</td>
<td>0.16</td>
<td>10.06</td>
<td>7.80</td>
<td>22.5</td>
<td>3.44</td>
<td></td>
<td>0.16</td>
<td>11.83</td>
<td>11.24</td>
<td>5.0</td>
<td>4.37</td>
</tr>
<tr>
<td>0.24</td>
<td>0.17</td>
<td>10.40</td>
<td>8.14</td>
<td>21.8</td>
<td>4.33</td>
<td></td>
<td>0.17</td>
<td>12.53</td>
<td>11.93</td>
<td>4.8</td>
<td>5.50</td>
</tr>
<tr>
<td>0.25</td>
<td>0.18</td>
<td>10.78</td>
<td>8.48</td>
<td>21.3</td>
<td>5.43</td>
<td></td>
<td>0.18</td>
<td>13.28</td>
<td>12.61</td>
<td>5.0</td>
<td>6.87</td>
</tr>
<tr>
<td>0.26</td>
<td>0.18</td>
<td>11.31</td>
<td>8.91</td>
<td>21.2</td>
<td>6.77</td>
<td></td>
<td>0.19</td>
<td>14.14</td>
<td>13.43</td>
<td>5.0</td>
<td>8.55</td>
</tr>
<tr>
<td>0.27</td>
<td>0.19</td>
<td>11.87</td>
<td>9.42</td>
<td>20.7</td>
<td>8.41</td>
<td></td>
<td>0.19</td>
<td>15.03</td>
<td>14.30</td>
<td>4.9</td>
<td>10.60</td>
</tr>
<tr>
<td>0.28</td>
<td>0.20</td>
<td>12.49</td>
<td>9.97</td>
<td>20.2</td>
<td>10.39</td>
<td></td>
<td>0.20</td>
<td>15.98</td>
<td>15.22</td>
<td>4.8</td>
<td>13.06</td>
</tr>
<tr>
<td>0.29</td>
<td>0.22</td>
<td>13.16</td>
<td>10.52</td>
<td>20.1</td>
<td>12.79</td>
<td></td>
<td>0.21</td>
<td>16.98</td>
<td>16.19</td>
<td>4.7</td>
<td>16.02</td>
</tr>
<tr>
<td>0.30</td>
<td>0.23</td>
<td>13.88</td>
<td>11.16</td>
<td>19.0</td>
<td>15.65</td>
<td></td>
<td>0.22</td>
<td>18.03</td>
<td>17.21</td>
<td>4.5</td>
<td>19.54</td>
</tr>
</tbody>
</table>

Average | 20.5 | 4.9 |

circuits. Voltages vary from 0.1V to 0.3V. Both single and dual \( V_{dd} \) circuits have the same speed because all gates on critical paths have the same \( V_{DDH} \) for either circuit.

The energy savings at minimum energy operating points using dual-\( V_{dd} \) are obtained from HSPICE simulations for ISCAS’85 benchmark circuits, as shown in Table 3.4. The optimized c880 (an 8-bit ALU) shows 22.2% energy saving as the best case. The energy saving for c6288 (a 16 \( \times \) 16 multiplier) is only about 2.1%. Gate slack distribution is shown for c880 and c6288, respectively, in Figure 3.9.

Logic function failure occurs at 0.08V in NAND3, so the possible lowest \( V_{DDL} \) assignment in MILP optimization is 0.09V. This minimum operating voltage guarantees 10% to 90% output voltage swing for all four cells in the full range of operational voltages used. Figure 3.10 shows sample signal waveforms from an optimized 16-bit ripple carry adder circuit for \( V_{DDH} = 0.11V \) and \( V_{DDL} = 0.09V \). This has \( V_{DDL} \) assigned to cells on a non-critical path that leads to the least significant sum bit \( (s1) \). The output flip-flop \( (s1q) \) holds correct signal values at the minimum operating voltage on positive clock edges.
Table 3.4: Energy saving with optimal $V_{DDL}$ for given $V_{DDH}$ (minimum energy operating point) in ISCAS’85 benchmark circuits for PTM 90nm CMOS.

<table>
<thead>
<tr>
<th>Benchmark circuit</th>
<th>Total gates</th>
<th>Activity $\alpha$</th>
<th>$V_{DDH}$ (V)</th>
<th>$V_{DDL}$ (V)</th>
<th>$V_{DDL}$ gates (%)</th>
<th>$E_{single}$ (fJ)</th>
<th>$E_{dual}$ (fJ)</th>
<th>$E_{reduc.}$ (%)</th>
<th>Freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c432</td>
<td>154</td>
<td>0.19</td>
<td>0.25</td>
<td>0.23</td>
<td>5.2</td>
<td>7.9</td>
<td>7.8</td>
<td>1.1</td>
<td>14.4</td>
</tr>
<tr>
<td>c499</td>
<td>493</td>
<td>0.21</td>
<td>0.22</td>
<td>0.18</td>
<td>9.7</td>
<td>20.2</td>
<td>19.8</td>
<td>2.0</td>
<td>11.9</td>
</tr>
<tr>
<td>c880</td>
<td>360</td>
<td>0.18</td>
<td>0.24</td>
<td>0.18</td>
<td>46.4</td>
<td>14.4</td>
<td>11.2</td>
<td>22.2</td>
<td>13.6</td>
</tr>
<tr>
<td>c1355</td>
<td>469</td>
<td>0.21</td>
<td>0.21</td>
<td>0.18</td>
<td>10.2</td>
<td>19.5</td>
<td>19.0</td>
<td>2.5</td>
<td>9.8</td>
</tr>
<tr>
<td>c1908</td>
<td>584</td>
<td>0.20</td>
<td>0.24</td>
<td>0.21</td>
<td>24.3</td>
<td>26.5</td>
<td>25.0</td>
<td>5.8</td>
<td>11.8</td>
</tr>
<tr>
<td>c2670</td>
<td>901</td>
<td>0.16</td>
<td>0.25</td>
<td>0.21</td>
<td>46.4</td>
<td>32.8</td>
<td>28.0</td>
<td>14.8</td>
<td>17.4</td>
</tr>
<tr>
<td>c3540</td>
<td>1270</td>
<td>0.33</td>
<td>0.23</td>
<td>0.14</td>
<td>7.0</td>
<td>88.0</td>
<td>84.6</td>
<td>3.8</td>
<td>7.2</td>
</tr>
<tr>
<td>c5315</td>
<td>2077</td>
<td>0.26</td>
<td>0.24</td>
<td>0.19</td>
<td>47.1</td>
<td>116.8</td>
<td>98.0</td>
<td>16.1</td>
<td>9.8</td>
</tr>
<tr>
<td>c6288</td>
<td>2407</td>
<td>0.28</td>
<td>0.29</td>
<td>0.18</td>
<td>2.7</td>
<td>165.4</td>
<td>162.0</td>
<td>2.1</td>
<td>9.4</td>
</tr>
<tr>
<td>c7552</td>
<td>2823</td>
<td>0.20</td>
<td>0.25</td>
<td>0.21</td>
<td>42.3</td>
<td>131.7</td>
<td>117.1</td>
<td>11.1</td>
<td>13.6</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.1</td>
<td>8.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

When $V_{DDH}$ is 100mV, it is approaching the lower end of its range beyond which the circuit would fail to operate. The MILP now has limited choices for a solution and gives a $V_{DDL}$ that provides smaller energy saving. The 16-bit ripple carry adder has better energy reduction because it can utilize more time slack from non-critical paths compared to the $4 \times 4$ multiplier with more balanced paths. The gate delay in subthreshold operation increases exponentially with reducing supply voltage, which forces the optimal $V_{DDL}$ close to $V_{DDH}$.

Even though the MILP model only allows HL configuration and eliminates the use of LC for a dual $V_{dd}$ circuit block, level conversion may be needed at outputs to match signal levels across block to block connections of a system. The differential cascode voltage switch (DCVS) based level converter of a normal standard cell library in Figure 3.2(c) is not suitable for dual subthreshold design due to its huge delay penalty. Realizing that the design of LC for ultra low voltage is an open problem, our design refrains from using level converters while taking the penalty of energy saving into account. For level converting, we always assign $V_{DDH}$ to primary output (PO) gates before the output flip-flops at multiple voltage boundaries between circuit blocks. The PO gates driven by $V_{DDL}$ cells are found to correctly execute their logic functions if, for a given $V_{DDH}$, $V_{DDL}$ is bounded as shown in Figure 3.11.
Figure 3.9: Gate slack distribution of c880 and c6288 for single-$V_{dd}$ and dual-$V_{dd}$ at the minimum energy point in PTM 90nm CMOS.

(a) c880 at $V_{DDH} = 0.24V$ and $V_{DDL} = 0.18V$.

(b) c6288 at $V_{DDH} = 0.29V$ and $V_{DDL} = 0.18V$. 
Figure 3.10: Output signal waveforms of s1 and s1q in a 16-bit ripple carry adder at minimum operating voltage, $V_{DDL} = 0.09V$, in HSPICE simulation, PTM 90nm CMOS.

Figure 3.11: $V_{DDL}$ bound for given $V_{DDH}$ with LH configured cells.
This lowest possible $V_{DDL}$ raises the minimum operating voltage for the dual voltage optimized circuit block. The optimal $V_{DDL}$ in the MILP model can be higher than its true optimal value to suppress DC leakage power of the LH configured PO gates. Using two small example circuits, a 16-bit ripple-carry adder and a $4 \times 4$ multiplier show average reduced energy savings of 11.9% and 2.6%, respectively. The penalty of energy saving from level converting may be negligible for a large system in which most blocks would operate at $V_{DDL}$ and only a few need $V_{DDH}$.

3.5 Summary

In this chapter, we first introduced dual-$V_{dd}$ design for a bulk CMOS subthreshold circuit [35]. Some applications in the market may need minimum energy consumption without a performance concern. This work could solve those design problems. For a wide range of speed requirements, the MILP determines globally the energy optimized circuit by assigning the optimal $V_{DDL}$ to gates on non-critical paths. A 16-bit ripple carry adder shows on average 20.5% reduced energy consumption, while maintaining same performance as the original single $V_{dd}$ circuit. The worst case example of a $4 \times 4$ multiplier still gives on average 4.9% reduction. Further, allowing a small amount of increase in the energy consumption can significantly speed-up the subthreshold operation of a logic circuit. The methodology of dual $V_{dd}$ assignment is valid for substantial speed-up without energy increase, as well as for energy reduction below the minimum achievable in a single voltage circuit.

The proposed MILP algorithm is not restricted to subthreshold operation alone. When a higher performance, impossible to achieve in the subthreshold region, is required we would then obtain two above-threshold voltages that will satisfy the performance criteria and minimize the energy per cycle. There may be potential for greater energy saving as circuit size increases due to larger critical path delay leading to greater slack for many gates. The process variation of the device threshold voltage ($V_{th}$) can seriously affect a subthreshold voltage design and this will be studied for nanometer technologies later. Higher leakage technologies
display higher speed in the subthreshold region because the logic operation relies on leakage currents. These aspects of dual-$V_{dd}$ design in subthreshold region are worth exploring.
Chapter 4

Minimum Energy CMOS Design with Dual Subthreshold Supply and Multiple Logic-Level Gates

Some energy constrained applications that require moderate speed may not aggressively scale the supply voltage down to the minimum energy point to maintain the performance. Small energy increase from the absolute minimum energy point of a subthreshold circuit can notably improve performance. Near-threshold operating circuit design is another choice to cover a wider range of system performances for applications with tolerable energy increase (∼2X) from \( E_{\text{min}} \) by scaling \( V_{dd} \) to near \( V_{th} \) [18, 47, 30]. Technology down-scaling improves the speed of a subthreshold circuit, but greater variability may adversely affect \( E_{\text{min}} \) for extremely small feature size [5].

In Chapter 3, the presented MILP limits full use of the time slack by topological constraints considering multiple voltage boundaries without level converters. Thus, the energy saving of dual \( V_{dd} \) design is not as much as expected. We are motivated to exploit full time slack on non-critical paths in a subthreshold circuit using multiple logic-level gates to further reduce \( E_{\text{min}} \) at its original speed or alternatively have the circuit operate at a higher speed holding the energy consumption close to \( E_{\text{min}} \).

Figure 4.1 shows the benefit of dual voltage design for a 32-bit ripple carry adder in 90nm CMOS technology operating in the subthreshold regime. Energy per cycle for the optimized dual voltage design (\( E_{\text{dual}} \)) is reduced ∼0.67X from \( E_{\text{min}} \) that is obtained by scaling down a single supply voltage to its minimum energy operating point at \( V_{dd}=0.31\text{V} \). This 32-bit ripple carry adder can also operate ∼7X faster with same energy as \( E_{\text{min}} \) in another dual voltage design using \( V_{dd}=0.45\text{V} \). Finding an optimal lower supply voltage (\( V_{DDL} \)) for a given higher supply voltage (\( V_{DDH} \)) and its assignments is the main problem in dual voltage design.
4.1 Operation of Conventional Level Converters in Subthreshold Regime

In a dual-$V_{dd}$ design, assigning lower supply voltage ($V_{DDL}$) only to gates on non-critical paths reduces both dynamic and static leakage power of the circuit. Higher supply voltage ($V_{DDH} = V_{dd}$) is assigned to gates on critical paths to maintain the overall circuit performance. By utilizing the time slack, we ensure that there is no performance loss. But, an asynchronous level converter (ALC) is considered essential to suppress DC leakage current and guarantee the correct switching of a $V_{DDH}$ gate driven by a low voltage input signal. Level converting cost, however, reduces the power saving of the dual-$V_{dd}$ scheme.

Clustered voltage scaling (CVS) [67] assigns $V_{DDL}$ to gates with positive time slack starting from primary outputs to primary inputs and so does not allow the $V_{DDL}$ gates to
feed directly into $V_{DDH}$ gates by grouping gates into $V_{DDH}$ and $V_{DDL}$ clusters. $V_{DDH}$ cluster is always located upstream as signals flow. This topological constraint reduces the potential power saving from full use of the time slack that exists inside a circuit. Asynchronous level converters are not needed inside a combinational circuit block, but the level converting flip-flops (LCFF) are needed in sequential elements [28]. No overheads of power and delay from ALCs exist in CVS. For removing the topological constraint in CVS, extended clustered voltage scaling (ECVS) [68] inserts an ALC at a point, where a $V_{DDL}$ gate drives a $V_{DDH}$ gate, to assign $V_{DDL}$ to more gates with time slack. This gives more power saving than CVS.

We apply the dual voltage technique to subthreshold supply combinational circuits. To maximize energy saving from the time slack, a level converter is still considered essential. In Figure 4.2, two traditional ALCs, a differential cascode voltage switched (DCVS) level converter and a pass gate (PG) level converter, are shown. The PG level converter consumes less energy than the DCVS level converter due to fewer devices in it and reduced contention [40]. Compared to the delay of a circuit operating with nominal $V_{dd}$, the delay of a subthreshold circuit increases exponentially as supply voltage $V_{dd}$ reduces [76]. This means that the time slack is consumed quickly by assigning $V_{DDL}$, quite close to $V_{DDH}$, to gates on non-critical paths. With such delay characteristic, the delay overhead of the ALC is more critical for implementing a dual-$V_{dd}$ design in the subthreshold regime.

We use the HSPICE simulator [27] to size properly for reducing the delay of two ALCs in subthreshold region. Predictive Technology Model (PTM) for 90 nm CMOS [85] was used in the simulations. Table 4.1 shows the delay penalty of the two optimized ALCs in a range of $28\sim60\times \text{INV(FO4)}$ delays, where \text{INV(FO4)} is the delay of a standard inverter with fanout of four. The normal ALC delay is considered as $2\times \text{INV(FO4)}$ delays [17] for a nominal supply voltage. A low voltage microprocessor has $\sim 400\times \text{INV(FO4)}$ delays for a single pipeline stage. A microprocessor operating in subthreshold region would prefer a shallow pipeline to mitigate variability and a $40\times \text{INV(FO4)}$ delay is considered as a typical design.
(a) Differential cascode voltage switched (DCVS) level converter.

(b) Pass gate (PG) level converter.

Figure 4.2: Two traditional level converter schematics [40].
Table 4.1: Delays of two optimal sized ALCs with a single INV load at $V_{DDL} = 230\text{mV}$ and $V_{DDH} = 300\text{mV}$ in PTM 90nm CMOS.

<table>
<thead>
<tr>
<th>ALCs</th>
<th>Delay</th>
<th>Norm. to INV(FO4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCVS</td>
<td>79.1 ns</td>
<td>60.4</td>
</tr>
<tr>
<td>PG</td>
<td>37.6 ns</td>
<td>28.7</td>
</tr>
</tbody>
</table>

Table 4.2: Multiple logic-level gate delays with a single INV load at $V_{DDL} = 230\text{mV}$ and $V_{DDH} = 300\text{mV}$ in PTM 90nm CMOS (High PMOS $V_{th} = 0.29V$).

<table>
<thead>
<tr>
<th>Multiple logic-level gates</th>
<th>Delay</th>
<th>Norm. to INV(FO4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>INV</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>NAND2</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>NAND3</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>NOR2</td>
<td>3.9</td>
<td></td>
</tr>
</tbody>
</table>

case [63]. To reduce the delay penalty of level converting, we need to investigate alternative approaches to remove ALCs without topological constraints in the dual-$V_{dd}$ design.

As discussed in the literature, two types of logic gate designs have the capability to handle multiple logic levels. Among these the embedded logic level converting circuit [40] may not be a good choice because the previous ALC structures, when integrated with logic gates, will not reduce the overall delay penalty. A level-shifter free design using dual $V_{th}$ [17] places high $V_{th}$ devices in the pull-up PMOS network of a logic gate to suppress DC static leakage with low input signals, as shown in Figure 4.3. This causes the rise time of the gate to increase, thus the overall level shifting logic gate delay is larger than that of a normal gate (PMOS $V_{th} = 0.21$). As shown in Table 4.2, the delay penalty of these *multiple logic-level gates* is much less than that of standard ALCs in the subthreshold region. Within some range of low input voltages close to $V_{dd}$, a multiple logic-level INV consumes less leakage power than a standard INV. This leakage power increases as the low input voltage goes down in Figure 4.4. Considering the delay and power overheads, we are compelled to use the multiple logic-level gates instead of ALCs in our dual voltage design.
Figure 4.3: Multiple logic-level NAND2 gate [17].

Figure 4.4: Multiple logic-level gate leakage power normalized to a standard INV ($V_{dd}=V_{in} = 300\text{mV}$) in PTM 90nm CMOS.
4.2 MILP for Dual Voltage Design with Multiple Logic-Level Gates

In this section, we design minimum energy circuits with dual-$V_{dd}$ assignments without ALCs using mixed integer linear programing (MILP) [19]. Multiple logic-level logic gates eliminate the use of ALCs and allow $V_{DDL}$ gates to drive $V_{DDH}$ gates with affordable overheads in terms of delay and leakage power in a combinational circuit. First, the performance requirement (critical path delay $T_c$) of a system is given. Therefore, $V_{DDH}$ is determined to satisfy the system speed (or clock cycle time). The MILP automatically assigns the predetermined $V_{DDH}$ to gates on critical paths to maintain the performance and finds optimal $V_{DDL}$ for gates on non-critical paths to reduce the total energy consumption (i.e., minimum energy per cycle) by a global optimization. Inherently, CVS and ECVS are heuristic algorithms that tend to be non-optimal, because of the backward traversal from primary outputs through gates with time slack for assigning lower supply voltage $V_{DDL}$.

Assuming that gates become active once per clock cycle, the total energy per cycle ($E_{tot}$) is given by following equations [76]:

$$
E_{dyn} = \alpha_{0 \rightarrow 1} \cdot C_{load} \cdot V_{dd}^2
= C_{sw} \cdot V_{dd}^2
$$

$$
E_{leak} = I_{off} \cdot V_{dd} \cdot T_c
= P_{leak} \cdot T_c
$$

$$
E_{tot} = E_{dyn} + E_{leak}
= C_{sw} \cdot V_{dd}^2 + P_{leak} \cdot T_c
$$

where $\alpha_{0 \rightarrow 1}$ is the low to high transition activity for the gate output node and $C_{load}$ is the load capacitance of the gate. In (4.1), dynamic energy ($E_{dyn}$) quadratically depends on scaling the power supply voltage $V_{dd}$ with the total switched capacitance $C_{sw}$ of a circuit, while the leakage energy ($E_{leak}$) is linearly proportional to leakage power $P_{leak}$ during a clock cycle.
Before we formulate the MILP model of the optimal minimum energy \( V_{DDL} \) assignment, all variables and constants used in the MILP model are listed:

- \( V_v \): supply voltage integer variable that is 1 for two selected \( V_{DDH} \) and \( V_{DDL} \) in a span of scaling supply voltage \( v \).
- \( X_{i,v} \): voltage assignment integer variable that is 1 for gate \( i \) with supply voltage \( v \).
- \( F_{i,v} \): fan-in integer variable that is 1 for gate \( i \) having at least one fan-in gate that is powered by supply voltage \( v \).
- \( P_{i,v} \): penalty integer variable that is 1 when gate \( i \) driven by low input voltage \( v \).
- \( T_i \): latest arrival time variable at gate \( i \) output from primary input events.
- \( \alpha_i \): low to high transition activity of gate \( i \).
- \( V_{dd,v} \): supply voltage value of \( v \).
- \( C_{i,v} \): load capacitance of gate \( i \) with supply voltage \( v \).
- \( P_{\text{leak},i,v} \): leakage power of gate \( i \) with supply voltage \( v \).
- \( P_{\text{leak},o,i,v} \): leakage power overhead of multiple logic-level gate \( i \) driven by low input voltage \( v \).
- \( t_{d,i,v} \): gate delay of gate \( i \) with supply voltage \( v \).
- \( t_{doo,i,v} \): gate delay overhead of multiple logic-level gate \( i \) driven by low input voltage \( v \).
- \( N_i \): number of inputs for gate \( i \).
- \( T_c \): critical path delay of a circuit.
- \( G_{tot} \): total number of gates in a circuit.
- \( V_{nom} \): nominal supply voltage value (1.2V) for 90nm CMOS.
The optimal $V_{DDL}$ assignment for the minimum energy design is modeled by MILP equations:

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i} \sum_{v \in V} (\alpha_{i} \cdot C_{i,v} \cdot V_{dd,v}^2 + P_{\text{leak},i,v} \cdot T_{c}) \cdot X_{i,v} \\
& \quad + \sum_{i} \sum_{v \in V_L} P_{\text{leak},i,v} \cdot T_{c} \cdot P_{i,v} \quad \forall i \in \text{all gates} \\
V_{\text{min}} \leq V \leq V_{DDH}, \quad V_{\text{low}} \leq V_{L} < V_{DDH}
\end{align*}
\]

where $V_{\text{min}}$ is the minimum operating voltage for the correct logic function of a gate with subthreshold supply voltage and $V_{\text{low}}$ is the lowest input voltage to keep 10% to 90% output voltage swing for a logic gate when $V_{DDH}$ is predetermined. The timing constraints are [55, 56]:

\[
T_{i} \geq T_{j} + \sum_{v \in V} t_{d,i,v} \cdot X_{i,v} + \sum_{v \in V_L} t_{do,i,v} \cdot P_{i,v} \quad \forall i \in \text{all gates, } \forall j \in \text{all fanin gates of gate } i
\]

\[
T_{i} \leq T_{c} \quad \forall i \in \text{all primary output gates}
\]
Penalty condition:

\[ \sum_j X_{j,v} \leq N_i \cdot F_{i,v} \quad \forall j \in \text{all fanin gates of gate } i \]  

(4.5)

\[ \sum_j X_{j,v} \geq N_i \cdot F_{i,v} - (N_i - 1) \quad \forall i \in \text{all gates}, \forall v \in V_L \]

\[ F_{i,v} + X_{i,V_{DDH}} \geq 2 \cdot P_{i,v} \quad \forall i \in \text{all gates} \]

\[ F_{i,v} + X_{i,V_{DDH}} \leq 2 \cdot P_{i,v} + 1 \quad \forall v \in V_L \]  

(4.6)

\[ \sum_{v \in V} V_{dd,v} \cdot X_{i,v} \leq \sum_{v \in V} V_{dd,v} \cdot X_{j,v} + \sum_{v \in V_L} V_{nom} \cdot P_{i,v} \]

\[ \forall j \in \text{all fanin gates of gate } i \]  

(4.7)

Dual supply voltages selection:

\[ \sum_{v \in V} V_v = 2 \]  

(4.8)

\[ V_{V_{DDH}} = 1 \]  

(4.9)

\[ \sum_{v \in V} X_{i,v} = 1 \quad \forall i \in \text{all gates} \]  

(4.10)

\[ \sum_i X_{i,v} \leq G_{tot} \cdot V_v \quad \forall i \in \text{all gates}, \forall v \in V \]  

(4.11)

As mentioned before, \( T_c \) is given by the performance requirement. Therefore, \( V_{DDH} \) is selected from (4.9) in scaling supply voltage span. In dual power supply constraints, MILP only chooses two supply voltages, given \( V_{DDH} \) and optimal \( V_{DDL} \), then each gate in the circuit must be assigned to one of them from (4.11); we use a bin-packing technique [1]. Penalty condition tests the existence of a \( V_{DDH} \) gate driven by at least one \( V_{DDL} \) fan-in gate from (4.5) (Boolean Or) and (4.6) (Boolean AND). The non-linear Boolean functions are expressed as linear constraints. When penalty exists, \( P_{i,V_{DDL}} \) becomes 1 and (4.7) allows low voltage inputs to drive a \( V_{DDH} \) gate by replacing it with a multiple logic-level gate. When
assigning $V_{DDL}$ to the time slack gate, MILP checks the timing violation against clock time using (4.3) and (4.4) timing constraints. Cost function (4.2) favorably balances both delay and leakage penalties of the multiple logic-level gates.

### 4.3 Simulation Results

All simulation results are from HSPICE using PTM 90nm CMOS at room temperature (300K). The CMOS device threshold voltages are $V_{th,pmos} = 0.21V$ and $V_{th,nmos} = 0.29V$ at nominal $V_{dd} = 1.2V$. For simplicity, we use only four types of basic standard cells, namely, INV, NAND2, NAND3, and NOR2, to synthesize ISCAS’85 benchmark circuits. Therefore, only four types of multiple logic-level gates are used with high PMOS threshold voltage assigned to the pull-up PMOS network of basic cells. High PMOS threshold voltage ($V_{th,pmos} = 0.29$) is selected.

We assume that randomly generated input signals with high input voltage $V_{DDH}$ drive all primary inputs of the circuit. Two subthreshold supply voltages, $V_{DDH}$ and $V_{DDL}$, can be provided by a voltage scalable DC to DC converter [57]. We also assume that combinational benchmark circuits have no restrictions in primary output voltage level, either of $V_{DDH}$ or $V_{DDL}$. In reality, level shifting flip-flops (LCFF) [67, 28] can be placed at low voltage primary outputs as the sequential elements of the design.

The MILP algorithm of Section 4.2 is applied to find the optimal $V_{DDL}$ for the benchmark circuits with given performance (i.e., $V_{DDH}$) in subthreshold region. Table 4.3 shows HSPICE simulation results for single $V_{dd}$ total energy per cycle as a reference and dual $V_{dd}$ optimized energy per cycle with the optimal $V_{DDL}$ selection. Activity $\alpha$ is the average number of low to high transitions at circuit nodes and $V_{DDL}$ is the optimal low voltage supply corresponding to $V_{DDH}$. Multiple logic-level gates were not required for c432, c499 and c1355, and therefore, there were no $V_{DDH}$ gates driven by $V_{DDL}$ gates in optimized circuits; they were the same as in [35]. From (4.7), the MILP algorithm automatically determines whether or not a multiple logic-level gate is to be used, based upon the benefit of energy saving. The design of c3540
Table 4.3: Total energy per cycle with optimal $V_{DDL}$ for given $V_{DDH}$ and performance of ISCAS’85 benchmark circuits and 32-bit ripple carry adder.

<table>
<thead>
<tr>
<th>Benchmark Circuit</th>
<th>Total Activity</th>
<th>$V_{DDH}$ (V)</th>
<th>$V_{DDL}$ (V)</th>
<th>Multiple logic-level gates</th>
<th>$E_{single}$ (fJ)</th>
<th>$E_{dual}$ (fJ)</th>
<th>Reduc. (%)</th>
<th>Reduc.[35] (%)</th>
<th>Freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c432</td>
<td>154</td>
<td>0.19</td>
<td>0.25</td>
<td>0.23</td>
<td>5.2</td>
<td>7.9</td>
<td>7.8</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>c499</td>
<td>493</td>
<td>0.21</td>
<td>0.22</td>
<td>0.18</td>
<td>9.7</td>
<td>0</td>
<td>20.2</td>
<td>19.8</td>
<td>2.0</td>
</tr>
<tr>
<td>c880</td>
<td>360</td>
<td>0.18</td>
<td>0.24</td>
<td>0.19</td>
<td>56.7</td>
<td>23</td>
<td>14.4</td>
<td>10.9</td>
<td>24.5</td>
</tr>
<tr>
<td>c1355</td>
<td>469</td>
<td>0.21</td>
<td>0.21</td>
<td>0.18</td>
<td>10.2</td>
<td>0</td>
<td>19.5</td>
<td>19.0</td>
<td>2.5</td>
</tr>
<tr>
<td>c1908</td>
<td>584</td>
<td>0.20</td>
<td>0.24</td>
<td>0.21</td>
<td>27.6</td>
<td>71</td>
<td>26.5</td>
<td>23.2</td>
<td>12.4</td>
</tr>
<tr>
<td>c2670</td>
<td>901</td>
<td>0.16</td>
<td>0.25</td>
<td>0.19</td>
<td>40.2</td>
<td>41</td>
<td>32.8</td>
<td>26.9</td>
<td>18.1</td>
</tr>
<tr>
<td>c3540</td>
<td>1270</td>
<td>0.33</td>
<td>0.23</td>
<td>0.16</td>
<td>40.8</td>
<td>69</td>
<td>88.0</td>
<td>70.8</td>
<td>19.5</td>
</tr>
<tr>
<td>c5315</td>
<td>2077</td>
<td>0.26</td>
<td>0.24</td>
<td>0.19</td>
<td>60.5</td>
<td>62</td>
<td>116.8</td>
<td>92.2</td>
<td>21.1</td>
</tr>
<tr>
<td>c6288</td>
<td>2407</td>
<td>0.28</td>
<td>0.29</td>
<td>0.19</td>
<td>4.7</td>
<td>20</td>
<td>165.4</td>
<td>159.1</td>
<td>3.8</td>
</tr>
<tr>
<td>c7552</td>
<td>2823</td>
<td>0.20</td>
<td>0.25</td>
<td>0.21</td>
<td>51.6</td>
<td>201</td>
<td>131.7</td>
<td>112.1</td>
<td>14.9</td>
</tr>
<tr>
<td>32-bit RCA</td>
<td>352</td>
<td>0.17</td>
<td>0.31</td>
<td>0.18</td>
<td>52.3</td>
<td>11</td>
<td>21.2</td>
<td>14.1</td>
<td>33.5</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>32.7</td>
<td>14.0</td>
<td>10.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

shows that energy saving of the dual-$V_{dd}$ circuit is improved 15.7% more than [35]. It is evident that the optimized circuit with multiple logic-level gates utilizes more time slack as shown in Figure 4.5.

Multiple logic-level gates remove topological constraints and allow $V_{DDL}$ gates to drive $V_{DDH}$ gates. Thus, MILP can assign $V_{DDL}$ to more gates on non-critical paths and further increase energy saving as expected. For the dual-$V_{dd}$ design with multiple logic-level gates, the best case is about 24.5% energy reduction for c880 (an 8-bit ALU). Another circuit, c6288 (a 16×16 multiplier), has only 3.8% reduction. There is little benefit of dual-$V_{dd}$ design for c432, c499, and c1355, where most paths are balanced. The optimized circuits show energy saving of 14.0% on an average, even it includes the energy savings of path balanced circuits. Figure 4.6 shows the gate slack distributions obtained from static timing analysis [33] of the single-$V_{dd}$ and dual-$V_{dd}$ designs of c880. Clearly, it is the large number of gates with large slack in the single-$V_{dd}$ design that allows many low $V_{dd}$ assignments.

The energy saving from dual voltage design depends on the time slacks of gates. In the subthreshold region it is also affected by the number of $V_{DDL}$ gates driven by $V_{DDH}$ gates. Leakage current of PMOS devices in a $V_{DDL}$ gate is suppressed by high voltage input signal from a $V_{DDH}$ gate, because the source to gate voltage, $V_{sg}$, in PMOS devices is negative. The leakage energy is comparable to dynamic energy in the subthreshold region. This leakage
(a) Single-$V_{dd}$ design at $V_{dd} = 0.23V$.

(b) Dual-$V_{dd}$ design without level converters at $V_{DDH} = 0.23V$ and $V_{DDL} = 0.14V$.

(c) Dual-$V_{dd}$ design with multiple logic-level gates at $V_{DDH} = 0.23V$ and $V_{DDL} = 0.16V$.

Figure 4.5: Gate slack distribution for minimum energy per cycle for c3540.
(a) Single-$V_{dd}$ design at $V_{dd} = 0.24V$.

(b) Dual-$V_{dd}$ design at $V_{DHH} = 0.24V$ and $V_{DDL} = 0.19V$.

Figure 4.6: Gate slack distribution for minimum energy per cycle for c880.
reduction is another benefit of dual voltage design for low voltage circuits. The dual voltage technique for a nominal voltage circuit is mainly applied for dynamic power saving, while leakage power saving is considered negligible [39].

4.4 Summary

We presented a dual-$V_{dd}$ design in which special multiple logic-level gates are used in the subthreshold regime [34]. This approach is particularly beneficial for subthreshold voltage operation. A new MILP is devised to find an optimal low supply voltage below a given subthreshold supply voltage. The given supply voltage is chosen for the minimum energy per cycle for any single voltage. When paired with the lower voltage from the MILP, the energy is further reduced. The MILP optimally selects the boundaries between the supply voltage domains to position multiple logic-level gates. With this MILP, ISCAS’85 benchmark circuits could save up to 24.5% energy per cycle more than the previous MILP results in Chapter 3. Notably, the energy per cycle for these designs is always less than the absolute minimum energy point for the circuit with single voltage operation. Alternatively, the MILP can trade energy reduction for speed increase without letting the energy rise.
Chapter 5

Process Variation Effect on Minimum Energy Design Using Dual Subthreshold Supply

5.1 Multiple Supply Voltages

Utilizing the time slack for power reduction with multiple supply voltages has been presented with nominal operating circuits in [22]. The theoretical models assume non-crossing parallel signal paths and are developed to determine the effective number of power supply voltages for power saving. The power reduction effect becomes saturated as supply voltages are added to optimize a circuit. There is no reason to use more than three supply voltages for power reduction in above-threshold operating circuits, considering power penalties induced by multiple-$V_{dd}$.

For subthreshold circuits, we investigate the energy reduction effect from multiple-$V_{dd}$ in a real benchmark circuit, c2670. To verify the energy saving of multiple-$V_{dd}$ design from path slack as [22], we do not consider multiple voltage boundaries within the optimized benchmark circuit. Thus, we eliminate topological constraints in MILP [35] and modify it by allowing multiple-$V_{dd}$ selections during minimizing energy consumption. Figure 5.1 shows gate slack distribution of c2670 at a single $V_{dd} = 0.30V$. After optimizing c2670 using MILP with up to quadruple $V_{dd}$, we obtained the results of optimal $V_{DDL}$ and energy saving as shown in Table 5.1. Energy reduction effect is more quickly saturated with multiple-$V_{dd}$ for a subthreshold circuit. It is not promising to utilize all of the time slack inside a circuit with multiple-$V_{dd}$, because gate delay exponentially depends on $V_{dd}$. Even optimized c2670 with quadruple $V_{dd}$ improves more 4.3% energy saving, compared to the dual-$V_{dd}$ design. The energy saving will be further reduced when we consider energy overhead from level converting devices to solve multiple voltage boundaries in real circuit design. Therefore, we focus on optimizing subthreshold circuits with dual-$V_{dd}$ for minimum energy design.
Table 5.1: The optimal $V_{DDL}$ and energy saving of c2670 at $V_{DDH} = 0.30V$ from MILP solutions [35] for multiple-$V_{dd}$ design without topological constraints in PTM 90nm CMOS.

<table>
<thead>
<tr>
<th>Multiple $V_{dd}$</th>
<th>Optimal $V_{DDL}$</th>
<th>Energy Saving (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dual</td>
<td>0.24V</td>
<td>19.6</td>
</tr>
<tr>
<td>Triple</td>
<td>0.25V, 0.21V</td>
<td>22.8</td>
</tr>
<tr>
<td>Quadruple</td>
<td>0.26V, 0.22V, 0.17V</td>
<td>23.9</td>
</tr>
</tbody>
</table>

5.2 Technology Scaling

When performance is not a concern for energy constrained applications, a circuit can operate at the energy optimal voltage ($V_{opt}$) to achieve the minimum energy per cycle ($E_{min}$) by scaling $V_{dd}$. $V_{opt}$ is theoretically independent of $V_{th}$, as reduced delay by $V_{th}$ offsets increased leakage current in $E_{leak}$. The relative significance of $E_{dyn}$ and $E_{leak}$ determines $V_{opt}$ when scaling $V_{dd}$ [76]. When $E_{leak}$ is larger than $E_{dyn}$ in $E_{tot}$, then it causes $V_{opt}$ value to move up to suppress $E_{leak}$. Conversely, larger $E_{dyn}$ results in lower $V_{opt}$ value. Thus, $E_{dyn}$ and $E_{leak}$ are quite close to the same value at $V_{opt}$. 
For technology scaling, $V_{opt}$ is proportional to $S$, which is dependent on the scaling [81, 7]. Without considering the slope of input signals, $V_{opt}$ can be expressed as $K_{opt} \cdot S$, where $K_{opt}$ is a dependent parameter of the circuit structure and independent of the scaling effect [23]. Using $V_{opt}=K_{opt} \cdot S$, total energy components, $E_{dyn}$ and $E_{leak}$, in (3.6) are presented at the minimum energy point as [23]

\[
E_{min,dyn} = \alpha_{0-1} \cdot C_L \cdot V_{opt}^2 \\
= (\alpha_{0-1} \cdot K_{opt}^2) \cdot C_L \cdot S^2
\]

(5.1)

\[
E_{min,leak} = K \cdot C_L \cdot V_{opt}^2 \cdot 10^{-V_{opt}/S} \\
= (K \cdot 10^{-K_{opt} \cdot K_{opt}^2}) \cdot C_L \cdot S^2
\]

where $S$ increases and $C_L$ decreases with technology scaling. Figure 5.2 shows the scaling trends of $E_{min}$ and $V_{opt}$ for a 32-bit RCA in PTM CMOS technology. Technology scaling apparently raises $V_{opt}$ and reduces $C_L \cdot S^2$. Thus, minimum energy of a circuit is reduced and its performance may improve at $V_{opt}$ on the device scaling.

Before investigating technology scaling effect on the energy saving of dual $V_{dd}$ design for a subthreshold circuit, we derive the energy consumption ratio of dual-$V_{dd}$ design to single $V_{dd}$ reference in terms of $E_{dyn}$ and $E_{leak}$. The dynamic energy ratio is given from (3.6)

\[
\frac{E_{dyn,dual}}{E_{dyn,single}} = \frac{\alpha_{0-1} \cdot (C_{VL} \cdot V_{DDL}^2 + C_{VH} \cdot V_{DDH}^2)}{\alpha_{0-1} \cdot C_{tot} \cdot V_{DDH}^2} \\
= 1 - \frac{C_{VL}}{C_{tot}} \cdot \left( 1 - \left( \frac{V_{DDL}}{V_{DDH}} \right)^2 \right)
\]

(5.2)

where $C_{VL}$ is the sum of load capacitances in $V_{DDL}$ cells and $C_{VH}$ is the sum of those in $V_{DDH}$ cells. $C_{tot} (= C_{VL} + C_{VH})$ is total load capacitance of a circuit. $V_{DDH}$ is equal to a single $V_{dd}$ of the reference circuit. From (3.4), (3.6) and (3.7), the leakage energy ratio is
Figure 5.2: HSPICE simulation results of minimum energy per cycle and energy optimal voltage for a 32-bit RCA for a single-$V_{dd}$ in PTM CMOS technology ($\alpha = 0.30$).

given as follows

$$
\frac{E_{\text{leak,dual}}}{E_{\text{leak,single}} = \frac{I_{\text{off,VL}} \cdot V_{DDL} \cdot T_c + I_{\text{off,VH}} \cdot V_{DDH} \cdot T_c}{I_{\text{off,tot}} \cdot V_{DDH} \cdot T_c}}
= \frac{W_{VL} \cdot 10^{\frac{\alpha V_{DDL}}{2}} \cdot V_{DDL} + W_{VH} \cdot 10^{\frac{\alpha V_{DDH}}{2}} \cdot V_{DDH}}{W_{\text{tot}} \cdot 10^{\frac{\alpha V_{DDH}}{2}} \cdot V_{DDH}}
= 1 - \frac{W_{VL}}{W_{\text{tot}}} \left( 1 - \frac{V_{DDL}}{V_{DDH}} \cdot 10^{-\frac{\alpha (V_{DDH} - V_{DDL})}{2}} \right)
$$

(5.3)

where $V_{VL}$ is the sum of device widths in $V_{DDL}$ cells and $V_{VH}$ is the sum of those in $V_{DDH}$ cells. $W_{\text{tot}} (= W_{VL} + W_{VH})$ is the total device width of a circuit. $T_c$ is a critical path delay for a circuit.

Applying a dual-$V_{dd}$ technique for a subthreshold logic circuit on $E_{\text{min}}$ ($E_{\text{dyn}} \approx E_{\text{leak}}$), we need to find the optimal $V_{DDL}$ for minimum energy consumption with given $V_{DDH}=V_{\text{opt}}$. We use the MILP algorithm [35] for dual-$V_{dd}$ design to optimize a 32-bit RCA operating at $V_{\text{opt}}$. The MILP model does not allow a $V_{DDL}$ cell to drive a $V_{DDH}$ cell as its fanout gate on
account of topological constraint (similar to CVS). The results are shown in Figure 5.3(a). The minimum energy per cycle for the dual-$V_{dd}$ circuit is further reduced from its minimum energy operation, while performance remains constant.

We introduce the figure-of-merit (FOM) of energy saving as $Number of V_{DDL} gates$ times $(V_{DDH} - V_{DDL})$. The FOM is well matched with the energy saving of dual-$V_{dd}$ design. Although $V_{opt}$ moves to slightly higher value with technology scaling, device scaling does not considerably affect the energy saving in Figure 5.3(b). As seen in (5.2), the dynamic energy ratio is independent of technology scaling parameters and the scaling of load capacitance does not affect its ratio. The leakage energy ratio has $S$ and $\eta$ as technology parameters in (5.3), but both parameters increase together with device scaling [3]. Thus, the term of $\frac{\eta}{S} \cdot (V_{DDH} - V_{DDL})$ does not affect significantly the leakage energy saving, where the optimal $V_{DDL}$ is close to $V_{DDH}$ from exponential delay characteristic of a subthreshold logic circuit on scaling $V_{dd}$. Therefore, the amount of total energy saving comes from circuit structure, rather than technology choice. It means that the distribution of time slack in a circuit structure is not changed by device scaling. For each technology, only small variation of FOM and energy saving in Figure 5.3(b) may come from relatively different delay increments of logic gates on scaling $V_{dd}$ [81]. But, it does not alter considerably the time slack distribution of a subthreshold logic circuit.

5.3 Process Variation

Subthreshold circuits are highly sensitive to $V_{th}$ variation, which exponentially affects $I_{on}$ and delay. $V_{th}$ variation also causes different relative strength of PMOS and NMOS devices and thus affects functional failure of logic gates [42]. Variability of $V_{th}$ comes from global (inter-die) and local (intra-die) process variations [3]. Global variation of $V_{th}$ is induced by manufacturing process and temporal variation, but it can be compensated through the adaptive body biasing (ABB) technique [24]. Random dopant fluctuation (RDF) is the dominant source of local $V_{th}$ variation compared to geometric variations such as $L_{eff}$ in the
(a) Minimum energy per cycle at $V_{dd} = V_{opt} = V_{DDH}$.

(b) Normalized FOM and energy saving.

Figure 5.3: The optimal $V_{DDL}$ from MILP [35] algorithm and total energy per cycle from HSPICE simulation of dual-$V_{dd}$ design for a 32-bit RCA (Fig. 5.2) in PTM CMOS Technology. The relationship of figure of merit (FOM) to energy saving is shown for technology scaling trend.
subthreshold region [82]. RDF variations have independent nature and inverse dependence on \((WL)^{-\frac{1}{2}}\). Therefore, local \(V_{th}\) variation can be reduced by the gate sizing and logic depth choice through averaging variability [53, 82].

To investigate the effect of \(V_{th}\) variability on dual-\(V_{dd}\) design for a subthreshold logic circuit, we normally randomize the \(vth\theta\) parameter in the BSIM4 model card of PTM CMOS technology [85] in the Monte Carlo simulation. For the global variations, we characterize the standard deviation \((\sigma_{vth\theta})\) as 5\% variation relative to its original \(vth\theta\) value for both PMOS and NMOS devices. This presents samples of logic gates through multiple dies as inter-die process variation. As the local variation, RDF is modeled from an empirical expression [2, 3] through normally distributed \(vth\theta\) with

\[
\sigma_{vth\theta,\text{RDF}} = 3.19 \times 10^{-8} \frac{T_{ox} \cdot N_{ch}^{0.4}}{\sqrt{W_{eff} \cdot L_{eff}}} \tag{5.4}
\]

where \(T_{ox}\) is the gate equivalent oxide thickness and \(N_{ch}\) is the channel doping concentration. \(L_{eff}\) and \(W_{eff}\) are the effective channel length and width of device, respectively. Both \(\sigma_{vth\theta}\) and \(\sigma_{vth\theta,\text{RDF}}\) demonstrate entire \(V_{th}\) variation of a subthreshold circuit, which is still normally distributed.

We ran a 1k-point Monte Carlo simulation using HSPICE simulator [27] with global and local \(vth\theta\) variations. Figure 5.4(a) shows the simulation result of NMOS \(V_{th}\) variation for technology scaling. For subthreshold supply voltage, \(V_{dd}=0.30\)V, the worst 3\(\sigma\) \(V_{th}\) value is as high as 79mV than the typical \(V_{th}\) value in PTM 32nm NMOS compared to 62mV in PTM 90nm NMOS. Therefore, \(V_{th}\) variation is higher with small feature size.

Under normally distributed \(V_{th}\) variation in the subthreshold region, active current \(I_{on}\) variability can be modeled as lognormal random variable and exhibits lognormal distribution [82, 42] with

\[
\frac{\sigma_{I_{on}}}{\mu_{I_{on}}} = \sqrt{e^{(\frac{\sigma_{V_{th}}}{\mu_{V_{th}}})^2}} - 1 \tag{5.5}
\]
Figure 5.4: HSPICE simulation results of NMOS $V_{th}$ variation and active current $I_{on}$ variability at $V_{dd} = 0.30V$ from a 1k-point Monte Carlo simulation with normally distributed $vth0$ parameter in PTM CMOS technology.
where the subthreshold slope coefficient $m$ decreases as $V_{dd}$ reduces. It causes an increase in $I_{on}$ variability in low voltage operation. As shown in Figure 5.4(b), $I_{on}$ variability is up to 2.64X from the mean value in PTM 32nm CMOS. Since $I_{on}$ exponentially depends on $V_{th}$, $I_{on}$ variability is higher than $V_{th}$ variation. It also induces the delay variability of a subthreshold circuit from (3.2).

As mentioned before, the gate sizing and logic depth choice of a subthreshold circuit reduce independent local $V_{th}$ variation through averaging. Figure 5.5(a) shows the worst case critical path delays of the single-$V_{dd}$ and dual-$V_{dd}$ 32-bit RCA in Figure 5.3(a) from 1k-point Monte Carlo simulation. For single-$V_{dd}$ design, worst 3σ critical delay is reduced through averaging compared to $I_{on}$ variability in Figure 5.4(b).

Dual-$V_{dd}$ design uses two supply voltages which can provide a chance for reducing critical path delay in a circuit. In the subthreshold region, the gate capacitance of the MOS device may reduce when $V_{dd}$ goes down [26]. The critical path delay reduces when $V_{DDH}$ gates on the critical path drive $V_{DDL}$ gates as fanout. As shown in Figure 5.6(a), an inverter ($V_{DDH} = 0.30V$) driving four inverters ($V_{DDL} = 0.18V$) reduces its output capacitance load. Figure 5.6(b) shows the delay of the inverter reduces about 8% from the reduced output capacitance.

From this aspect, the worst critical delay of dual-$V_{dd}$ 32-bit RCA is less than that of a single-$V_{dd}$ 32-bit RCA. The worst critical delay depends on $V_{DDL}$ assignment to the fanout gates of $V_{DDH}$ gates on the critical path.

We also measure minimum energy variability for the single and a dual-$V_{dd}$ 32-bit RCA using each 3σ critical delay with $V_{th}$ variation as shown in Figure 5.5(b). Compared to typical $E_{min}$ with a single-$V_{dd}$, both minimum energies increase with delay variability, which induces more leakage energy from the extended operation time. In PTM 32nm CMOS, the worst case of $E_{min}$ for dual-$V_{dd}$ design is 1.92 times typical $E_{min}$, while that of $E_{min}$ for a single-$V_{dd}$ is 2.96 times. It means that the worst 3σ $E_{min}$ of dual-$V_{dd}$ design is reduced 35.2% from the worst case $E_{min}$ with a single-$V_{dd}$. Dual-$V_{dd}$ design for subthreshold circuits is more effective.
Figure 5.5: HSPICE simulation results of critical path delay and minimum energy for a 32-bit RCA (Fig. 5.3(a)) from a 1k-point Monte Carlo simulation in PTM CMOS technology.
Figure 5.6: Distribution of the output capacitance and delay variability for an inverter with fanout of four from a 1k-point Monte Carlo simulation with normally distributed vth0 parameter in PTM CMOS technology.
to mitigate increment of minimum energy with process variation in small feature sizes. Thus, we expect more energy saving when variability is more of a concern. Figure 5.5(c) shows energy savings of dual-$V_{dd}$ 32-bit RCA with and without process variation for technology scaling.

5.4 Summary

A subthreshold circuit is susceptible to process variation, which affects the delay of gates. Dual-$V_{dd}$ design may mitigate the delay variability of a circuit in the subthreshold region, when $V_{DDL}$ is assigned to more fanout gates of $V_{DDH}$ gates on the critical path. The worst delay reduction comes from the reduced gate capacitance of $V_{DDL}$ fanout gates. Thus, we expect more energy saving when process variation is more concerned. Dual-$V_{dd}$ technique is valid and beneficial for minimum energy design.

A recent study has investigated the process variation in 45nm bulk and high-k CMOS technologies [70, 71]. As pointed out in that study, there may be some advantages for subthreshold circuits in the 45nm high-k technology but more detailed work is needed.
Chapter 6
Dual Voltage Design for Minimum Energy Using Gate Slack

In this chapter, we present a new slack-time based algorithm for dual-$V_{dd}$ design with linear-time complexity. Although a global optimum is sought, computation time is kept low. The slack of a gate is defined as the difference between the critical path delay for the circuit and the delay of the longest path through that gate. Positive non-zero slack gates are classified into two groups, one in which all gates can be unconditionally assigned low voltage and the other where only a selected subset can be assigned low voltage without violating the positive non-zero slack requirement. Multiple voltage boundaries are given special consideration to avoid the use of level shifting devices. The overall complexity of this power optimization algorithm is linear in number of gates as compared to a previously published exponential-time exact algorithm using mixed integer linear program (MILP).

Two heuristic algorithms, CVS and ECVS, for dual-$V_{dd}$ design have theoretical run-time complexity $O(n^2)$, where $n$ is total number of gates in a circuit [13]. Most research in this field has focused on improving power saving by implementing their own greedy algorithms [11, 12, 39]. These are still heuristic approaches and provide a suboptimal solution for dual-$V_{dd}$ assignment. Mixed integer linear programs (MILP) [19] are widely used to optimize a circuit for minimizing power or energy consumption using sizing, multiple $V_{dd}$, multiple threshold voltage ($V_{th}$) and combinations of those [15, 34, 35, 64]. MILP searches for a global optimal solution for an objective function, which is designed to minimize power, considering the entire design space. Thus, it may take huge time to optimize large circuits used in modern VLSI systems. The time complexity of MILP optimization may not be acceptable in practice.

For dual-$V_{dd}$ design, we need to find the optimal $V_{DDL}$ and its assignments to positive slack gates in a circuit for minimum power. If we can quickly find all positive slack gates
that can be assigned to $V_{DDL}$, it reduces much optimization work of dual-$V_{dd}$ design and saves computation time.

6.1 MILP for Optimal $V_{DDL}$ and Dual $V_{dd}$ Assignment

There are two ways to find the optimal lower supply voltage $V_{DDL}$ and its assignments for dual-$V_{dd}$ design in the literature. First, the optimal $V_{DDL}$ is searched by applying a $V_{DDL}$ assignment algorithm to a circuit with different $V_{DDL}$ values, then it selects a pair of the optimal $V_{DDL}$ and its assignment for minimum power consumption [12, 67, 68]. Otherwise, theoretical path delay model is developed to determine the optimal $V_{DDL}$ for maximum power saving, then $V_{DDL}$ assignments are executed to achieve lowest power consumption considering multiple voltage boundaries [22, 39]. Most dual-$V_{dd}$ techniques are based on heuristic greedy algorithms and applied to nominal operating circuits for lowering power consumption.

For energy constrained applications, the dual-$V_{dd}$ technique is applied to a subthreshold logic circuit for further reducing the minimum energy operating point [35], where the MILP models similar to CVS are formulated to find the best optimal $V_{DDL}$ and its assignments for dual-$V_{dd}$ design. This global optimum algorithm is applicable to a circuit operating at both subthreshold and nominal supply voltage, but multiple runs are needed to consider all available $V_{DDL}$ to given $V_{DDH}$ for searching the optimal $V_{DDL}$. Now, we extend the MILP models to select automatically the optimal $V_{DDL}$ and its assignments by introducing new variables for one-time run. We briefly explain the new variables and parameters here before presenting the MILP models.

- $X_{i,v}$: supply voltage assignment integer variable that is 1 for gate $i$ with power supply voltage $v$.
- $V_{v}$: supply voltage integer variable that is 1 for two selected $V_{DDH}$ and $V_{DDL}$ in available power supply voltage $v$. 
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• $t_{d_{i,v}}$: gate delay for gate $i$ with supply voltage $v$.

• $V_{dd,v}$: power supply voltage value for $v$.

• $G_{tot}$: total number of gates in a circuit.

MILP models are reformulated from [35]:

Minimize $\sum_{i} \sum_{v} E_{tot,i,v} \cdot X_{i,v}$

$\forall i \in$ all gates and $\forall v \in$ power supply voltage domain $V$ (6.1)

$E_{tot,i,v} = \alpha_i \cdot C_{L,i,v} \cdot V_{dd,v}^2 + P_{\text{leak},i,v} \cdot T_c$ (6.2)

Subject to timing constraints:

$T_i \geq T_j + t_{d_{i,v}} \cdot X_{i,v} \quad \forall j \in$ all fanin gates of gate $i$ (6.3)

$T_i \leq T_c \quad \forall i \in$ all primary output gates (6.4)

Subject to topological constraints:

$\sum_{v \in V} V_{dd,v} \cdot X_{i,v} \leq \sum_{v \in V} V_{dd,v} \cdot X_{j,v}$

$\forall j \in$ all fanin gates of gate $i$ (6.5)

Subject to dual supply voltages selection:

$\sum_{v \in V} V_v = 2$ (6.6)

$V_{DDH} = 1$ (6.7)

$\sum_{v \in V} X_{i,v} = 1 \quad \forall i \in$ all gates (6.8)

$\sum_{i} X_{i,v} \leq G_{tot} \cdot V_v \quad \forall i \in$ all gates, $\forall v \in V$ (6.9)
The main difference of MILP models from [35] is dual-$V_{dd}$ selection conditions. $T_c$ is critical path delay and given by the performance requirement. $V_{DDH}$ is selected to hold $T_c$ from (6.7) in power supply domain $V$. Using a bin-packing technique [1] all gates must be assigned to one of the power supply voltages in $V$ from (6.8) and (6.9).

MILP always guarantees that a dual-$V_{dd}$ circuit with the optimal $V_{DDL}$ and it assignments achieve minimum energy consumption at the same performance. We use absolute optimal results of MILP as a reference to check the accuracy of our slack-time based algorithm that is presented in the next section.

6.2 New Slack-Time Based Algorithm for Dual-$V_{dd}$ Design

In this section, we propose a new slack-time based algorithm that finds the optimal $V_{DDL}$ and its assignments for dual-$V_{dd}$ design. The energy saving is as much as the optimal solution from the MILP model.

First, our algorithm generates slack time distribution for a given circuit. We have developed an expanded version of static timing analysis (STA) [25]. For the output of gate $i$, let $T_{PI}(i)$ be the longest time for an event to arrive from a PI and $T_{PO}(i)$ be the longest time for an event to reach a PO. The delay of the longest path [45, 46] through gate $i$ is given by,

$$D_{p,i} = T_{PI}(i) + T_{PO}(i)$$  \hspace{1cm} (6.10)

The critical path delay for the circuit is,

$$T_c = \text{Max}\{D_{p,j}\} \hspace{0.5cm} \forall \text{ gate } j$$  \hspace{1cm} (6.11)

Slack time for gate $i$ is found as follows:

$$S_i = T_c - D_{p,i}$$  \hspace{1cm} (6.12)
The time for calculating slack time for all gates of a circuit is $O(n)$, where $n$ is total number of gates. Figure 6.1(a) shows the slack time distribution for c2670 in ISCAS’85 benchmark circuits in PTM 90nm CMOS technology [85].

To quickly identify the possible $V_{DDL}$ gates on non-critical paths, we introduce an upper slack time ($S_u$) that guarantees that any gate with slack time larger than $S_u$ will be free from timing violation, i.e., negative slack, irrespective of the voltage assignment for other gates. The slack time of a $V_{DDH}$ gate that is equal to $S_u$ becomes zero after assigning $V_{DDL}$ to all gates on the longest path through it. We find $S_u$ using (6.12). Let $S_i'$ be the slack time of gate $i$ after assigning $V_{DDL}$ to all gates on the longest path through it. Now, $D_{p,i}'$ is the longest path delay through the gate $i$.

\[
S_i' = T_c - D_{p,i}'
\]
\[
= T_c - \beta \cdot D_{p,i}
\]
\[
= T_c - \beta \cdot (T_c - S_i)
\]

Where $\beta$ is the ratio of $D_{p,i}$ to $D_{p,i}'$. It is approximated by

\[
\beta = \frac{D_{p,i}'}{D_{p,i}} \approx \frac{T_c'}{T_c}
\]

$T_c'$ is the critical path delay when $V_{DDL}$ is supplied to the entire circuit. It is determined by the static timing analysis in the same way as [25]. By substituting $S_u$ for $S_i$ in (6.13), $S_i'$ become zero. Thus, $S_u$ is obtained as:

\[
S_u = \frac{\beta - 1}{\beta} \cdot T_c
\]

In Figure 6.1(b), any gate that has a positive slack time larger than $S_u$, i.e., in the range covered by the right arrow, is safely assigned to $V_{DDL}$ without timing violation. $S_u$ serves
(a) Slack time distribution for a single nominal $V_{dd} = 1.2V$.

(b) Upper slack time $S_u$ at $V_{DDH} = 1.2V$ and $V_{DDL} = 0.69V$.

(c) Lower slack time $S_l$ at $V_{DDH} = 1.2V$ and $V_{DDL} = 0.69V$.

Figure 6.1: Procedure of slack-time based algorithm for ISCAS’85 benchmark circuit c2670 in PTM 90nm CMOS.
as a slack threshold. Any gate with slack above this threshold is unconditionally assigned to $V_{DDL}$ irrespective of voltages of other gates on paths passing through it.

The slack time of all gates on critical paths is zero. Hence, there is no room to assign $V_{DDL}$ to those gates. But, if there is a gate with a positive slack time that is close to zero, it may be possible to assign $V_{DDL}$, provided other gates on paths through it remain with $V_{DDH}$, such that no path delay exceeds $T_c$.

Let $t_d$ be a gate delay in the circuit. After assigning $V_{DDL}$, $t_d$ is increased. Suppose, it becomes $t'_d$. The amount $t'_d - t_d$ is the increase in path delay through the gate. This is also the reduction in the slack of other gates on paths through the $V_{DDL}$ gate. Therefore, a gate that has slack time larger than $t'_d - t_d$ can be assigned to $V_{DDL}$. Let us call this slack time the lower slack time ($S_l$). Because each logic gate has a different value of $t'_d - t_d$, the minimum value of $t'_d - t_d$ is used to define $S_l$.

$$S_l = \min [(t'_d - t_d)_{gates}]$$

$$= \min [(\beta - 1) \cdot t_d_{gates}] \quad \forall j \in \text{all gates} \tag{6.16}$$

For simplicity, we assume that path delay is proportional to the delay of a gate on it. Timing violations from this assumption are checked later when $V_{DDL}$ gates are chosen, finally.

As shown in Figure 6.1(c), $S_l$ can be used to search possible $V_{DDL}$ gates between $S_l$ and $S_u$, the range shown by a double arrow. The gates with positive slack time less than $S_l$ are unconditionally assigned to $V_{DDH}$ and are located near or on critical paths.

Until now, we have demonstrated how to select gates that can be assigned to $V_{DDL}$ using simple two slack times, $S_u$ and $S_l$. A gate with slack time larger than $S_u$ is assigned to $V_{DDL}$, while a gate with slack time less than $S_l$ is assigned to $V_{DDH}$. For a gate with slack time between $S_l$ and $S_u$, we need to carefully select the power supply voltage. $V_{DDL}$ assignment for these gates affects the assignment of other gates on paths if we have to hold the path
delay within $T_c$. The order of $V_{DDL}$ assignment to these gates affects the energy saving of the dual-$V_{dd}$ design, when we consider multiple voltage boundaries. Thus, we need to use a greedy approach depending on the type of dual-$V_{dd}$ design. If we allow $V_{DDL}$ gates to drive $V_{DDH}$ gates like ECVS, the selection order should minimize the use of level converters to maximize energy saving. Because CVS does not use level converters, there exists topological constraints that prevent a $V_{DDL}$ gate from driving a $V_{DDH}$ gate. Therefore, the selection order is chosen to maximize $V_{DDL}$ assignment to gates with this topological constraint.

In this chapter, we use the slack time distribution to implement a dual-$V_{dd}$ algorithm like CVS. The result of the algorithm is compared to MILP solution in terms of energy saving and run-time. To maximize $V_{DDL}$ assignment with topological constraints, first, higher logic depth gates between $S_l$ and $S_u$ should be assigned to $V_{DDL}$. This priority reflects the fact that $V_{DDL}$ gates do not feed into $V_{DDH}$ gates directly. The timing violation should be checked when a gate between $S_l$ and $S_u$ is assigned to $V_{DDL}$. We find all $V_{DDL}$ gates, which do not violate the critical path timing constraint $T_c$. Additionally, checking topological constraints for these $V_{DDL}$ gates, we ascertain that all $V_{DDL}$ gates satisfy both timing and topological constraints.

The final stage of the algorithm searches for the optimal $V_{DDL}$ value to give maximum energy saving. We already know all $V_{DDL}$ gates for each available $V_{DDL}$ value from previous procedures. Thus, we simply calculate the energy saving from $V_{DDL}$ gates, then select the optimal $V_{DDL}$ to meet best energy saving. Figure 6.2 shows the slack time distribution of an optimized c2670 circuit that has the optimal $V_{DDL} = 0.69$V from our algorithm. In next section, we show the results of optimization from the slack-time based algorithm for ISCAS’85 benchmark circuits, which operate in either subthreshold or nominal supply voltage.

6.3 Simulation Results

As example circuits, ISCAS’85 benchmark circuits are synthesized with four types of basic standard cells, namely, INV, NAND2, NAND3, and NOR2. Average activity of a
Figure 6.2: Slack time distribution of an optimized c2670 with $V_{DDH} = 1.2V$ and $V_{DDL} = 0.69V$.

A synthesized circuit is found from logic simulation with randomly generated input vectors. We extract gate delay, capacitance and leakage power of basic standard cells through HSPICE simulation by varying power supply voltage from 0.1V to 1.2V in 10mV steps. All HSPICE simulations were run for room temperature (300K) using PTM 90nm CMOS process, where CMOS device threshold voltages are $V_{th,pmos} = 0.21V$ and $V_{th,nmos} = 0.29V$ at nominal $V_{dd} = 1.2V$.

For comparing the algorithm of Section 6.2 with MILP of Section 6.1, we measure the energy consumption of benchmark circuits using HSPICE simulation [27] for a single-$V_{dd}$ as a reference. Random input vectors for each circuit in HSPICE simulation are the same as those used in logic simulation to measure the average activity. To find the optimal $V_{DDL}$ and its assignments for maximum energy saving, the MILP algorithm is applied to a synthesized circuit. With MILP solution, the SPICE netlist of an optimized circuit is generated, where each gate has its voltage assignment either as the given $V_{DDH}$ or an optimal $V_{DDL}$. HSPICE simulation runs with this netlist to measure energy consumption of the optimized dual-$V_{dd}$
Table 6.1: Energy saving and optimal $V_{DDL}$ from MILP [35] or slack-time based algorithm for given $V_{DDH}$ in ISCAS’85 benchmark circuits in subthreshold region in PTM 90nm CMOS. Both algorithms produced identical result.

<table>
<thead>
<tr>
<th>Benchmark circuit</th>
<th>Total gates</th>
<th>Activity $\alpha$</th>
<th>$V_{DDH}$ (V)</th>
<th>$V_{DDL}$ gates (%)</th>
<th>$E_{single}$ (fJ)</th>
<th>$E_{dual}$ (fJ)</th>
<th>$E_{reduce}$ (%)</th>
<th>Freq. (MHz)</th>
<th>MILP CPU time(s)*</th>
<th>Slack CPU time(s)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>c322</td>
<td>154</td>
<td>0.19</td>
<td>0.25</td>
<td>0.23</td>
<td>5.2</td>
<td>7.9</td>
<td>7.8</td>
<td>1.1</td>
<td>14.4</td>
<td>0.3</td>
</tr>
<tr>
<td>c499</td>
<td>493</td>
<td>0.21</td>
<td>0.22</td>
<td>0.18</td>
<td>9.7</td>
<td>20.2</td>
<td>19.8</td>
<td>2.0</td>
<td>11.9</td>
<td>0.3</td>
</tr>
<tr>
<td>c880</td>
<td>360</td>
<td>0.18</td>
<td>0.24</td>
<td>0.18</td>
<td>46.4</td>
<td>14.4</td>
<td>11.2</td>
<td>22.2</td>
<td>13.6</td>
<td>5.8</td>
</tr>
<tr>
<td>c1355</td>
<td>469</td>
<td>0.21</td>
<td>0.21</td>
<td>0.18</td>
<td>10.2</td>
<td>19.5</td>
<td>19.0</td>
<td>2.5</td>
<td>9.8</td>
<td>0.2</td>
</tr>
<tr>
<td>c1908</td>
<td>584</td>
<td>0.20</td>
<td>0.24</td>
<td>0.21</td>
<td>24.3</td>
<td>26.5</td>
<td>25.0</td>
<td>5.8</td>
<td>11.8</td>
<td>3.2</td>
</tr>
<tr>
<td>c2670</td>
<td>901</td>
<td>0.16</td>
<td>0.25</td>
<td>0.21</td>
<td>46.4</td>
<td>32.8</td>
<td>28.0</td>
<td>14.8</td>
<td>17.4</td>
<td>35.9</td>
</tr>
<tr>
<td>c3540</td>
<td>1270</td>
<td>0.33</td>
<td>0.23</td>
<td>0.14</td>
<td>7.0</td>
<td>88.0</td>
<td>84.6</td>
<td>3.8</td>
<td>7.2</td>
<td>3.2</td>
</tr>
<tr>
<td>c5315</td>
<td>2077</td>
<td>0.26</td>
<td>0.24</td>
<td>0.19</td>
<td>47.1</td>
<td>116.8</td>
<td>98.0</td>
<td>16.1</td>
<td>9.8</td>
<td>852.3</td>
</tr>
<tr>
<td>c6288</td>
<td>2407</td>
<td>0.28</td>
<td>0.29</td>
<td>0.18</td>
<td>2.7</td>
<td>165.4</td>
<td>162.0</td>
<td>2.1</td>
<td>9.4</td>
<td>2.6</td>
</tr>
<tr>
<td>c7552</td>
<td>2823</td>
<td>0.20</td>
<td>0.25</td>
<td>0.21</td>
<td>42.3</td>
<td>131.7</td>
<td>117.1</td>
<td>11.1</td>
<td>13.6</td>
<td>1452.2</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.1</td>
<td>8.2</td>
</tr>
</tbody>
</table>

*Intel Core 2 Duo 3.06GHz, 4GB RAM.

Table 6.2: Energy saving and optimal $V_{DDL}$ from MILP [35] and slack-time based algorithm for ISCAS’85 benchmark circuit operating in nominal $V_{dd}$ in PTM 90nm CMOS.

<table>
<thead>
<tr>
<th>Benchmark circuit</th>
<th>$V_{DDH}$ (V)</th>
<th>$E_{single}$ gate (%)</th>
<th>Freq. (GHz)</th>
<th>$V_{DDL}$ (V)</th>
<th>$E_{dual}$ gate (%)</th>
<th>$E_{reduce}$ (%)</th>
<th>CPU (s)*</th>
<th>$V_{DDL}$ (V)</th>
<th>$E_{dual}$ gate (%)</th>
<th>$E_{reduce}$ (%)</th>
<th>CPU (s)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>c432</td>
<td>1.20</td>
<td>160.1</td>
<td>1.7</td>
<td>0.75</td>
<td>5.2</td>
<td>153.9</td>
<td>3.9</td>
<td>0.6</td>
<td>153.9</td>
<td>3.9</td>
<td>15.8</td>
</tr>
<tr>
<td>c499</td>
<td>1.20</td>
<td>460.6</td>
<td>2.3</td>
<td>0.79</td>
<td>19.5</td>
<td>433.4</td>
<td>5.9</td>
<td>403.8</td>
<td>433.4</td>
<td>5.9</td>
<td>194.4</td>
</tr>
<tr>
<td>c880</td>
<td>1.20</td>
<td>277.6</td>
<td>2.0</td>
<td>0.59</td>
<td>56.9</td>
<td>136.1</td>
<td>51.0</td>
<td>455.0</td>
<td>136.6</td>
<td>50.8</td>
<td>62.1</td>
</tr>
<tr>
<td>c1355</td>
<td>1.20</td>
<td>453.0</td>
<td>2.3</td>
<td>0.69</td>
<td>13.6</td>
<td>433.6</td>
<td>4.3</td>
<td>340.2</td>
<td>433.6</td>
<td>4.3</td>
<td>132.0</td>
</tr>
<tr>
<td>c1908</td>
<td>1.20</td>
<td>496.5</td>
<td>1.5</td>
<td>0.67</td>
<td>26.9</td>
<td>402.4</td>
<td>19.0</td>
<td>2146.9</td>
<td>402.4</td>
<td>19.0</td>
<td>247.8</td>
</tr>
<tr>
<td>c2670</td>
<td>1.20</td>
<td>647.6</td>
<td>1.8</td>
<td>0.69</td>
<td>57.9</td>
<td>337.9</td>
<td>47.8</td>
<td>2085.9</td>
<td>337.9</td>
<td>47.8</td>
<td>480.7</td>
</tr>
<tr>
<td>c3540</td>
<td>1.20</td>
<td>1844.0</td>
<td>1.1</td>
<td>0.70</td>
<td>11.6</td>
<td>1667.0</td>
<td>9.6</td>
<td>601.0</td>
<td>1667.0</td>
<td>9.6</td>
<td>1243.5</td>
</tr>
<tr>
<td>c6288</td>
<td>1.20</td>
<td>3066.0</td>
<td>0.5</td>
<td>1.18</td>
<td>53.1</td>
<td>2976.0</td>
<td>2.9</td>
<td>10523.7</td>
<td>2985.0</td>
<td>2.6</td>
<td>6128.0</td>
</tr>
<tr>
<td>Average</td>
<td>30.6</td>
<td>18.0</td>
<td>24.4</td>
<td>18.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Intel Core 2 Duo 3.06GHz, 4GB RAM.

circuit. The same procedure is repeated for the design obtained by the slack-time based algorithm.

First, we apply both algorithms to benchmark circuits operating in the subthreshold region. We assume that $V_{DDH}$ at minimum energy is given with the corresponding speed for each benchmark circuit. Table 6.1 shows HSPICE simulation results from the two algorithms. The results of the two algorithms exactly match each other. Using dual-$V_{dd}$ design, total energy saving for c880 (8-bit ALU) is 22.2% as the best case.
In Table 6.2, both algorithms are applied to optimize benchmark circuits operating with the nominal supply voltage. We set 1.2V as a nominal power supply voltage for PTM 90nm CMOS by referring to the industry standard 90nm CMOS technology. The results from the two algorithms do not match for c880 and c6288, but energy savings are very close. Evidently, the result of the slack-time based algorithm is very close to the global optimization, even though it uses a greedy heuristic to select the best $V_{DDL}$ gates from all $V_{DDL}$ gates that pass timing constraint. For c880, energy savings from MILP and our algorithm are 51.0% and 50.8%, respectively. Compared to the energy savings in the subthreshold region, these energy savings are much larger. This is because lower supply voltage increases the gate delay exponentially in the subthreshold region, while the gate delay increase for the nominal voltage operation is polynomial according to the alpha-power law model [60, 76]. It means that positive slack of gates in a circuit is reduced quicker by assigning $V_{DDL}$ in subthreshold region. Thus, we obtain an optimal $V_{DDL}$ that is closer to $V_{DDH}$ and there are fewer $V_{DDL}$ gates as well. Figure 6.3 shows slack time distributions before and after optimization by our algorithm applied to c880 for both subthreshold and nominal voltage operations.

We measured the run-time of two algorithms based on CPU time in seconds. Our algorithm is written in the Perl script language. Thus, it has inherently slower execution than a program in the C language. The run time for MILP depends on the number of integer variables, the complexity of inequalities that specify the linear constraints, and the size of optimization space. From Table 6.1, MILP is mostly faster than our algorithm except for c5315 and c7552. Both circuits have large slacks and have larger optimization spaces to be searched. Also, available $V_{DDL}$ as an integer variable in MILP is limited by minimum operating voltage that guarantees correct logic function for the lower supply voltage. It is 0.1V below the point at which the circuit function fails. This limitation reduces the size of the optimization space for the MILP algorithm.

In Table 6.2, the run time of our algorithm is $\sim 43X$ faster than MILP for c2670, because a larger range for $V_{DDL}$ in nominal operation needs to be searched by MILP. For available
(a) Subthreshold: $V_{DDH} = 0.24V$ and $V_{DDL} = 0.18V$.

(b) Nominal: $V_{DDH} = 1.2V$ and $V_{DDL} = 0.60V$.

Figure 6.3: Slack time distribution before and after optimization of slack-time based algorithm for c880.
$V_{DDL}$ from power supply domain, our algorithm has linear time complexity $O(n)$ for finding the best energy saving by reducing time of searching for $V_{DDL}$ gates using the thresholds $S_l$ and $S_u$. MILP recursively recursively $V_{DDL}$ gates from all gates inside the circuit to obtain the best energy saving. Thus, MILP displays an exponential time complexity for some benchmark circuits. Therefore, we can use our algorithm to optimize large circuits for dual $V_{dd}$ design within reasonable time instead of using the exponential complexity MILP.

6.4 Summary

We present here a new slack-time based algorithm for dual-$V_{dd}$ design [33]. Emphasis is on saving computation time and effort for maximizing energy saving in a given circuit. In a dual-$V_{dd}$ design, the given performance for a circuit determines the higher supply voltage $V_{DDH}$. The method of selecting a lower supply voltage $V_{DDL}$ and the use of positive slack gates are the main ideas presented in this paper. The proposed algorithm classifies all positive slack gates into $V_{DDH}$, possible $V_{DDL}$, and $V_{DDL}$ groups, respectively, based on the slack time of gates. After classification, the algorithm only investigates the “possible $V_{DDL}$ gates” for available $V_{DDL}$ considering multiple voltage boundaries in the energy optimization procedure. This reduces the complexity of the energy optimization process and the computation time remains tolerable for large circuits compared to the other available MILP methods. HSPICE simulations for ISCAS’85 benchmark circuits show energy savings up to 22.2% in subthreshold operation and 50.8% in nominal operation, which are the same as were obtained by the higher-complexity MILP method [35]. Computation time is reduced up to 43X compared to MILP. Our proposed algorithm has linear time complexity of $O(n)$ with $n$ being the number of gates in the circuit. This novel slack-time based algorithm is useful because the MILP method is limited by its exponential run time cost.
Chapter 7
Conclusion and Future Work

This chapter provides the summary of our contribution, the conclusions of this work, and some suggestions for the future work.

7.1 Conclusion

With rigid energy budget in energy constrained systems, subthreshold circuit design has become a predominant technique in recent years. The battery life of remote or portable devices may not be affordable to the system demands. In an extreme case, micro-sensor networks may require very little energy consumption to be supplied by electrical energy converted from the ambient energy, such as energy harvesting or energy scavenging. These challenges are solved by designing the systems with respect to a very low supply voltage below $V_{th}$, but performance penalty still remains for subthreshold circuits. Without the performance requirement, we can focus on minimum energy operation as a primary goal. On the other hand, some energy efficient systems have a wide range of speed requirements, therefore the operation of systems may occur at a non-minimum energy point. The contribution of this dissertation utilizes the time slack using dual-$V_{dd}$ to further lower energy budget for energy constrained systems that have speed requirement or not. Using dual voltage design for subthreshold circuits, minimum energy is always less than the absolute minimum energy point for single voltage design when the system does not require a certain speed. Alternatively, using dual-$V_{dd}$ the energy constrained systems can operate several times faster than single-$V_{dd}$ operation without increasing its energy consumption.

We proposed the MILP algorithm of dual voltage design for minimum energy design without level converting devices in Chapter 3. The MILP determines globally the energy
optimized circuit by assigning an extra supply voltage $V_{DDL}$ to gates on non-critical paths. The topological constraints eliminate level converters that have unacceptable delay overhead in subthreshold regimes.

In Chapter 4, we proposed another MILP algorithm for subthreshold circuits using dual subthreshold supplies in which level converters are eliminated and special multiple logic-level gates are used instead. The MILP optimally substitutes multiple logic-level gates into $V_{DDH}$ gates at the places where $V_{DDL}$ gates feed into $V_{DDH}$ gates considering the benefit for energy saving. From eliminating topological constraints by multiple logic-level gates, this MILP improves energy saving up to 15.7% for ISCAS’85 benchmark circuits compared to the previous proposed MILP.

We investigated validation of dual-$V_{dd}$ design for subthreshold circuits with process variation and technology scaling in Chapter 5. Subthreshold circuits are susceptible to $V_{th}$ variation that exponentially affects delay. A subthreshold circuit using dual-$V_{dd}$ is more immune to the delay variation induced by $V_{th}$ variation, where worst delay variability is reduced by lower gate capacitance of $V_{DDL}$ gates as load capacitance for $V_{DDH}$ gates on critical paths. Technology trends with smaller feature size improve the speed of subthreshold circuits, but energy saving is not solely affected by technology choice. Only the leakage energy saving component in total energy saving is dependant on technology parameters, the ratio of DIBL coefficient $\eta$ and subthreshold swing $S$. These two parameters simultaneously increase with technology scaling, thus total energy saving eventually remains quite similar. The amount of time slack inside a circuit determines dominantly total energy saving.

Applying the proposed framework for dual-$V_{dd}$ techniques to subthreshold circuits, we can extend the eligibility of subthreshold circuit design to more energy constrained applications in future markets.

In Chapter 6, we proposed a linear-time algorithm for dual-$V_{dd}$ design using gate slack. For an $n$-gate circuit, previous heuristic algorithms have theoretical time complexity $O(n^2)$ to utilize time slack for low power consumption, where static timing analysis takes $O(n)$ time to
check timing violations for each gate. Using two slack times, upper slack time ($S_u$) and lower slack time ($S_l$), we can unconditionally classify all gates into three groups, $V_{DDL}$, possible $V_{DDL}$, and $V_{DDH}$ groups, for dual-$V_{dd}$ techniques. The optimization procedure only makes an effort to search $V_{DDL}$ gates in the possible $V_{DDL}$ group for minimum power or energy. By reducing the search space, the time of optimization is drastically reduced for modern VLSI circuits. We compared our slack-time based algorithm and the proposed MILP in Chapter 3 for computation run-time and energy saving. The computation run-time for our algorithm using gate slack is up to 43 times faster than the MILP for ISCAS’85 benchmark circuits. Also, the energy saving from our algorithm is close to the global optimal solution from MILP. The method of gate slack analysis can be applicable for low power design that utilizes positive slack time inside a circuit.

### 7.2 Future Work

#### 7.2.1 Minimum Energy Design with Process Variations Using Dual-$V_{dd}$

In the proposed MILP algorithms, we do not take into account process variations. As mentioned before, subthreshold circuits are highly sensitive to $V_{th}$ variation. The gate delay and leakage current exponentially depend on $V_{th}$ in the subthreshold region. The proposed MILP algorithms utilize positive time slack based on the deterministic gate delay using dual-$V_{dd}$ and find a minimum energy point considering the deterministic leakage energy. If we consider process variations, the gate delay and leakage current should be characterized statistically during the optimization process. The MILP with process variations will give more reliable global solutions for minimum energy design in newer CMOS technologies with smaller feature sizes.

#### 7.2.2 Level Converter for Multi-$V_{dd}$ Design in Subthreshold Regime

Present level converters in industrial standard cell libraries do not show suitable choice for multi-$V_{dd}$ design in the subthreshold region. The main problem with these level shifting
devices is not the output voltage level for logic high “one”, but unacceptable performance overhead compared to the delay overhead in nominal operation. This huge delay of level converters prevents inserting them on positive slack paths for efficient energy saving. Without proper level converters for subthreshold design, we introduced topological constraints or multiple logic-level gates to remove use of level converters in our work. In chip design industries, standard cell libraries are well characterized with a clean and fast input that goes fully rail to rail [31]. Without proper level converter cells, signals may experience significant rise and fall time degradation between the driver and receiver cells in different voltage domains. These cause timing closure problems in chip design procedures. To solve these problems, new level converter cells should be designed for subthreshold circuit blocks in multi-$V_{dd}$ domains.

### 7.2.3 A New Hybrid (MILP + Gate Slack Analysis) Linear-Time Algorithm for Low Power Design Using Multi-$V_{dd}$

The proposed slack-time based algorithm in Chapter 7 has linear-time complexity $O(n)$ to optimize a given $n$-gate circuit for minimum energy. This algorithm uses gate slack analysis to group all gates into three groups in a simple and fast way for dual-$V_{dd}$ design and finds the best solution close to the global optimum. But, gates in a possible $V_{DDL}$ group are tested and then assigned to $V_{DDL}$ based on the heuristic priority chosen by higher logic depth for CVS structure. $V_{DDH}$ gates always feed into $V_{DDL}$ gates in CVS, thus the heuristic algorithm is very simple and straightforward for implementation. For the ECVS structure, we should consider the power and delay overheads of level converters during the optimization process for low power. Heuristic algorithms may not be affordable to find nearly global optimal solutions. MILP algorithm always guarantees the global optimum for low power, but cannot handle very large circuits due to exponential run-time. If we reduce the optimization space using gate slack analysis, MILP can drastically reduce its exponential run-time and find the global optimal solution. Using both benefits from MILP and gate slack analysis, we can efficiently and accurately solve the optimization problem for multi-$V_{dd}$ design.


