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Abstract

Polymer electrolyte membrane fuel cells (PEMFCs) are a type of fuel cell that converts the chemical energy released by the reaction of hydrogen (fuel) and oxygen into electrical energy and generates water and heat. The fuel delivery system (FDS) is designed to supply hydrogen from a storage tank to the fuel cell stack and, in some designs, reuses the exhausted fuel.

In this research work, a hybrid FDS used in fuel cell vehicles is proposed, which uses an ejector and a blower dependent upon loads that circulate unconsumed hydrogen to increase efficiency of fuel usage. In addition, stoichiometric ratio (SR) of the hydrogen, defined as the ratio of the supplied hydrogen flow rate to the consumed by the reaction in cells, should be maintained a constant to prevent fuel starvation at abrupt load changes. Moreover, the hydrogen pressure imposed to the stack should follow any change of the cathode pressure to prevent large pressure difference across thin membranes. Furthermore, liquid water, impurities and contaminant species in the anode gas flow channels should be purged out in time to prevent flooding and catalysts poisoning in cells.

Design of model-based controls for the FDS is a challenging issue. A transient two-phase model of a single cell was developed for the design of controls, which considered the phase changes of water and two phase flows in cells. The model was experimentally validated by a segmented single cell that allows for measurements of current distributions and visualization of liquid water in gas flow channels. The experiment results of $I-V$ curves shown that the air
humidity in gas flow channels had larger influence on the cell performance than the air flow rates did. The images of liquid distribution in the channels indicated that most liquid water was accumulated near the outlet of gas flow channels and the amount of liquid water in the channels was affected by the air humidity and flow rates. The $I-V$ curves and liquid water amount variation in channels have the similar trend with the simulation results of the transient model of the single cell.

An anode model of a stack including two-phase phenomena was developed based on the transient model of the single cell, which was integrated to a set of control oriented models of FDS components. The integrated model was analyzed and linearized to develop a state feedback controller with integral and observer (SFB), which was compared with other two classic controls such as the proportional and integral (PI) and static feed-forward (SFF) controllers. It was found that the FDS could not be stabilized because of the liquid water accumulation in the system and cells without purging process. A dynamic purging process based on the time integral of stack current was designed and implemented to control the liquid water amount in the system. The simulation results of SFB, PI and SFF controllers with FDS model shown that the SFB controller had the best tracking and rejection performance on the control of the supplied hydrogen pressure and stoichiometric ratio under the disturbance of step change of stack current and purging process. In the simulation results, the liquid water was found in the anode side of fuel cells and manifolds in FDS. The amount of liquid was also effectively limited in a small range to prevent flooding in FDS and cells.
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Nomenclature

$a$  Species activity

$a_w$  Water activity

$A$  Area ($m^2$)

$c$  Specific heat capacity ($J k^{-1} K^{-1}$)

$C$  Gas concentration ($kg m^{-3}$)

$d_h$  Hydraulic diameter ($m$)

$D$  Diameter ($m$) or diffusion coefficient ($m^2 s^{-1}$)

$F$  Faraday constant ($96,487 C mol^{-1}$)

$\bar{g}_f$  Gibbs free energy of formation per mole ($J mol^{-1}$)

$\bar{h}_f$  Enthalpy of formation per mole ($J mol^{-1}$)

$h_l$  Liquid water transfer coefficient ($kg m^{-2} s^{-1} Pa^{-1}$)

$h_{lv}$  Latent heat of water phase change ($J mol^{-1}$)

$h_m$  Mass transfer coefficient ($m s^{-1}$)

$H$  Height ($m$)

$i$  Local current density ($A m^{-2}$)

$I$  Current density ($A m^{-2}$)

$j$  Gas flux ($mol m^{-2} s^{-1}$) or liquid flux ($kg m^{-2} s^{-1}$)

$J$  Rotational inertia ($kg m^2$)
\( m \)  Mass (kg)
\( M \)  Mach number or molecular weight (kg mol\(^{-1}\))
\( n_{\text{drag}} \)  Electro-osmotic drag coefficient
\( N_{\text{cell}} \)  Cell number
\( p \)  Pressure (Pa, or bar)
\( q \)  Heat flux (J m\(^{-2}\) s\(^{-1}\))
\( Q \)  Volume flux (SLPM)
\( R \)  Gas constant (J kg\(^{-1}\) K\(^{-1}\))
\( R_i \)  Volumetric current density (A m\(^{-3}\))
\( r_m \)  Mass source (mol m\(^{-3}\) s\(^{-1}\))
\( r_T \)  Heat source (J m\(^{-3}\) s\(^{-1}\))
\( s \)  Liquid saturation
\( s_f \)  Entropy of formation per mole (J mol\(^{-1}\))
\( S \)  Reduced liquid saturation
\( T \)  Temperature (K)
\( t \)  Time (s)
\( U \)  Velocity (m s\(^{-1}\))
\( V \)  Volume (m\(^3\)) or voltage (V)
\( W \)  Width (m) or Mass flow rate (kg s\(^{-1}\))

Greek Symbols
\( x \)  Mole fraction
\( y \)  Mass fraction
\( \gamma \) Specific heat ratio

\( \delta \) Thickness (m)

\( \varepsilon \) Porosity

\( \eta \) Overpotential (V)

\( \lambda \) Water content

\( \mu \) Viscosity (kg s\(^{-1}\) m\(^{-1}\))

\( \rho \) Mass density (kg m\(^{-3}\))

\( \sigma \) Electrical or ionic conductivity (S·m\(^{-1}\))

\( \omega \) Angular velocity (rad s\(^{-1}\))

\( \tau \) Torque (N m)

Subscripts

\( \text{an} \) Anode

\( \text{bl} \) Blower

\( \text{bm} \) Blower motor

\( \text{ca} \) Cathode

\( \text{cl} \) Catalyst layer

\( \text{con} \) Condensation

\( \text{crit} \) Critical

\( \text{ec} \) Evaporation and condensation

\( \text{eff} \) Effective

\( \text{ej} \) Ejector

\( \text{em} \) Ejector manifold
evp  Evaporation
f  Fluid
cv  Flow control valve
g  Gas
gfc  Gas flow channel
gdl  Gas diffusion layer
i  Index of gas species
im  Immobilized
in  Inflow or inlet
ion  Ionomer
l  Liquid water
lpr  Low-pressure regulator
max  Maximum value
oc  Open circuit
out  Outflow or outlet
p  Primary
pem  Membrane
purge  Purge valve
ref  Reference
rea  Reactant
rib  Channel rib
rm  Return Manifold
s  Solid or Secondary
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>sat</td>
<td>Saturation</td>
</tr>
<tr>
<td>sm</td>
<td>Supply manifold</td>
</tr>
<tr>
<td>tp</td>
<td>Two-phase</td>
</tr>
<tr>
<td>v</td>
<td>Vapor</td>
</tr>
<tr>
<td>w</td>
<td>Water</td>
</tr>
</tbody>
</table>

Abbreviations

- **BOP**: Balance of Plant
- **CC**: Coolant Channel
- **CCM**: Catalyst Coated Membrane
- **CCP**: Coolant Channel Plate
- **CFD**: Computational Fluid Dynamics
- **CL**: Catalyst Layer
- **CP**: Channel Plate
- **DMFC**: Direct Methanol Fuel Cell
- **FCS**: Fuel Cell System
- **FCV**: Fuel Cell Vehicle
- **FDS**: Fuel Delivery System
- **GCP**: Gas Channel Plate
- **GDL**: Gas Diffusion Layer
- **GFC**: Gas Flow Channel
- **HOR**: Hydrogen Oxidation Reaction
<table>
<thead>
<tr>
<th>Abbr.</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICE</td>
<td>Internal Combustion Engine</td>
</tr>
<tr>
<td>LQI</td>
<td>Linear-Quadratic Integral</td>
</tr>
<tr>
<td>LQR</td>
<td>Linear-Quadratic Regulator</td>
</tr>
<tr>
<td>LQG</td>
<td>Linear-Quadratic Gaussian</td>
</tr>
<tr>
<td>MCFC</td>
<td>Molten Carbonate Fuel Cell</td>
</tr>
<tr>
<td>MEA</td>
<td>Membrane Electrode Assembly</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multi-Input Multi-Output</td>
</tr>
<tr>
<td>OCV</td>
<td>Open Circuit Voltage</td>
</tr>
<tr>
<td>ORR</td>
<td>Oxygen Reduction Reaction</td>
</tr>
<tr>
<td>PEM</td>
<td>Polymer Electrolyte Membrane</td>
</tr>
<tr>
<td>PEMFC</td>
<td>Polymer Electrolyte Membrane Fuel Cell</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional–Integral</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional–Integral–Derivative</td>
</tr>
<tr>
<td>RH</td>
<td>Relative humidity</td>
</tr>
<tr>
<td>SFB</td>
<td>State Feed-back</td>
</tr>
<tr>
<td>SFF</td>
<td>Static Feed-forward</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>SOFC</td>
<td>Solid Oxide Fuel Cell</td>
</tr>
<tr>
<td>SR</td>
<td>Stoichiometric Ratio</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Background

A fuel cell is an electro-chemical energy device that converts chemical energy of source fuel into electricity. Fuel cells are recognized as one of the most promising technologies that can potentially meet requirements of future energy resources, where emissions can be substantially reduced while conversion efficiency can be increased. Fuel cells can be applied to various power applications that include portable electronics, transportation, and stationary power. The power range for the applications is typically 50-100 W for consumer electronics, 1-5 kW for residential power and backup power generators, 50-125 kW for vehicles, and 1-200 MW or more for centralized stationary power generators [1].

The fuel cells can be classified into different technologies based on the types of electrolytes, polymer electrolyte membrane fuel cells (PEMFCs), solid oxide fuel cells (SOFCs), molten carbonate fuel cells (MCFCs), direct methanol fuel cells (DMFCs), and others. Among these various technologies, the PEMFC is widely considered as one of the promising candidates to replace the internal combustion engine (ICE) for future vehicles because of its relatively high efficiency, high power density, near to zero emissions, low working temperature, fast start-up and quiet operation.
However, the primary challenges for the commercialization of the fuel cell vehicles are cost, durability and hydrogen storage [1]. The PEM fuel cells should have the durability of 5000 hours at a cost of $30/kW that are comparative to ICEs [2]. Storage for hydrogen should be able to store the fuel that covers a 300-mile driving range at least across all vehicle platforms [1].

In PEM fuel cells, chemical reactions take place at particles deposited in catalyst layers (CLs). Oxidation reactions in anode sides separate hydrogen molecules and produce electrons and protons, while reduction reactions in cathode sides separate oxygen and combine with the protons migrated across membrane from anode to cathode and the electrons through outer circuit. Heat and water are produced as byproducts. Cells are connected in series or parallel and become a stack that delivers a higher power.

In order to operate a fuel cell stack continuously and reliably, fuels should be supplied according to the demand of loads and produced heat and water should be removed and maintained properly. The corresponding systems are called balance of plant (BOP) that mainly include three subsystems, fuel delivery system (FDS) for supplying hydrogen, air supply system for supplying oxygen and thermal management system for rejection of produced heat [3].

The author’s major research has been focused on the FDS. Design of the FDS should consider different aspects, not only supply of hydrogen from a tank that usually contains a highly pressurized hydrogen, but also supply of the fuel to the stack with a flow rate following demand of load and a reduced pressure that should not exceed a specified limit of the fuel cell components. In addition, the exiting hydrogen from the stack should be reused to increases overall efficiency of fuel usage [4]. Purging cells is also required to remove water, impurities and contaminants present at anode side.
1.1.1 Working principle of PEM fuel cells

A schematic diagram of a basic structure of a single PEM fuel cell is shown in Figure 1.1, which consists of gas channel plates (GCPs), GDLs at cathode and anode sides, and the polymer electrolyte membrane (PEM) and CLs.

When oxygen and hydrogen gases are supplied to a cell, the gases flow through gas flow channels (GFCs) and then some of them diffuse through the GDLs and reach the catalysts. Hydrogen on the anode side breaks into protons and electrons. This reaction is called hydrogen oxidation reaction (HOR). The electrons released from the HOR move via the anode GDL, GCP, and loads that connect the anode and cathode, and finally reach the CL at the cathode side. Conversely, protons mitigate across the membrane, and then combine with electrons and separated oxygen on the cathode side and produce water. This reaction at the CL at cathode side is called oxygen reduction reaction (ORR).

![Figure 1.1 Basic structure of a single fuel cell.](image-url)
Since the GCPs serve to provide pathways for reactants, pattern of the channels should be designed carefully to distribute the reactant gas uniformly over the GDLs. In addition, the plate should be electrically, thermally high conductive and corrosion resistive since the plate contacts fuels, oxidants, impurities and water. Preferred materials are graphite, stainless steel, coated metal, polymer-carbon and polymer-metal plates [5].

GDLs are very thin layers made of porous materials either the carbon fiber paper or carbon cloth mixed with hydrophobic materials like Teflon. The thickness is on the order of 100μm. The GDL provides paths for transport of reactant gases from GFCs to catalysts, removal of water from the CL to GFCs, conduction of electrons and transfer of the heat from the membrane and catalysts to GCPs [6].

The polymer electrolyte membrane coated with catalysts at both surfaces is named as membrane electrode assembly (MEA). The thickness of the MEA is on the order of 10μm. The membrane is generally made of ionomers that allow for transport of protons while blocking electrons flow and being impermeable to the reactant gases. The most commonly used membrane materials for the PEM fuel cells are Nafion that has been developed by DuPont. The Nafion should be fully humidified to keep high proton conductivity.

Catalysts in CL are fabricated by a mixture of the ionomers and platinum or ruthenium supported by carbons. The carbon-supported platinum (Pt/C) is widely accepted as catalysts, but the cost is still too high. Currently, minimum Pt loading reaches 0.15mg cm$^{-2}$ [3] without losing any performance. The ionomers bind Pt/C particles, which forms agglomerates, as shown in the Figure 1.2.
Chemical reactions in the cell take place at the surface of particles where the three-phase boundary of Pt/C, ionomers and reactant gases are present [7] as shown in Figure 1.2. Although there are some internal reactions and side reactions, the basic electro-chemical reactions include the HOR, ORR and overall reaction written into following three equations:

Anode side HOR: \[ \text{H}_2 \rightarrow 2\text{H}^+ + 2\text{e}^- \]

Cathode side ORR: \[ \text{O}_2 + 4\text{H}^+ + 4\text{e}^- \rightarrow 2\text{H}_2\text{O} \]

Overall reaction: \[ 2\text{H}_2 + \text{O}_2 \rightarrow 2\text{H}_2\text{O} \]

The electrons released by the half reaction of HOR enter into the carbon and then are conducted to GDLs, while the protons go into the ionomers in CL and migrate across the membrane to the cathode side. At the CL of cathode side, the electrons enter into the carbon from
the cathode GDLs and then combine with the protons and oxygen to form water at the surface of platinum particles where the three-phase boundaries are present.

Generally, maximum power of a single cell is not enough to meet demand of loads. Therefore, multiple cells are connected in series, which is shown in the Figure 1.3.

![Figure 1.3 Exploded view of a fuel cell stack (abridged to 4 cells for clarity).](image)

The unit cell is constructed from components including a gasket, GDLs, a MEA, and bipolar plates. The bipolar plates also allow for connection of two adjacent cells, whereby electrons flow from the anode to the cathode side of neighboring cells. Coolant channels (CCs) and GFCs are
engraved on bipolar plates. The highly conductive current collector plates connect to terminals of the loads, and the end plates are designed to connect reactant gases and coolant lines.

1.1.2 Fuel delivery system

A fuel cell system on vehicles consists of a stack and BOP, as shown in Figure 1.4, which involves the air supply system (red lines), FDS (green lines) and cooling system (blue lines).

![Figure 1.4 Schematic diagram of a fuel cell system.](image)

A typical air supply system consists of a blower or compressor and a humidifier, which is also a heat exchanger. The blower or compressor is used to pressurize the ambient air supplied to the stack. The humidifier (for example, a membrane type of humidifier) is used to humidify and heat the air by using the exhaust wet air from the outlet of the cathode of the stack.
A cooling system in Figure 1.4 consists of a coolant pump, a thermostat valve, a radiator and a reservoir. The thermostat valve can be advantageously used to bypass the coolant if the temperature is not very high, so that the stack temperature can be kept in an elevated level.

There are different configurations of FDS [4]. A basic FDS is composed of a tank connected with a pressure regulator and a pneumatic control valve that serve to stabilize the hydrogen pressure and flow rate at the outlet of the hydrogen tank as shown in Figure 1.5. A purge valve is opened and closed periodically to remove excessive liquid water and impurities at anode side.

Figure 1.5 Simple system configuration of a FDS without recirculation.

The system above shows an obvious drawback that the effective use of the fuel cannot be accomplished because of no pathway for the reuse of the unconsumed fuel. To improve the efficiency of fuel usage, the excessive hydrogen is delivered into the stack, and the preferred stoichiometric ratio (SR), defined as the ratio of hydrogen flow rate supplied to stack to that consumed by the reaction in cells, should be larger than 1. Therefore, a recirculation loop is added to recapture the exhaust hydrogen from the anode channel to supply line as shown in Figure 1.6, where the blower is used to control the mass flow rate of recirculation.
Another FDS as shown in the Figure 1.4 uses an ejector as a pump for recirculation line that uses the relatively high pressure fuel of the supply line. In addition, the ejector offers a distinguishing advantage that the entrained ratio, indicating the ratio of recirculation flow rate to the supply flow rate, can be kept constant under specific operating conditions.

1.2 Literature Review

As discussed in previous sections, requirements for FDS are as follows:

[1] Supply sufficient hydrogen to the anode of the fuel cell stack to prevent any shortage of hydrogen when fuels are consumed at a suddenly load change and supplied with a delay.

[2] It is also desirable for unconsumed hydrogen to be circulated to a supply line to increase the efficiency of fuel usage.

[3] Excessive hydrogen supply can reduce the response time at an increased power demand and eases water removal.

[4] Since the large pressure difference between anode and cathode can potentially lead to a damage of the thin membranes, the pressure of hydrogen at anodic side should follow the air pressure at the cathode side not to exceed allowed pressure limit.
The liquid at anode side may cause flooding and block channels. In addition, the impurities lead to contamination of catalysts. Both these excessive liquid water and impurities should be removed to prevent decrease of fuel cell performance.

Thus, controls of the fuel flow rate, pressure and purging under a rapidly varying current requests are three important objectives that should be considered in the FDS.

In this work, the author has proposed new FDS used on fuel cell vehicles as shown in Figure 1.7. This FDS is a hybrid system that is made of two supply and two recirculation lines. The supply lines are operated based on the load demand. At a relatively low load demand, the supply line with a low pressure regulator accounts for the supply of hydrogen. The other line with a duty-control solenoid valve is used to supply additional flow at a relatively high load demand. An ejector and a blower both serve to circulate the exhausted hydrogen at the high load demand. The ejector is a passive device, while the blower is actively used to control the recirculation flow rate.

![Figure 1.7 A hybrid FDS.](image-url)
In the hybrid FDS, operations of each controllable actuator, duty-control solenoid valve or blower, can affect the hydrogen pressure and flow rate at the inlet of the fuel cell stack simultaneously. In fact, the control targets of hydrogen flow rate, pressure and purging have coupling effects when manipulating these two actuators.

1.2.1 Review of the fuel cell modeling

Analysis of the FDS in Figure 1.7 and optimization of controls need development of dynamic models of the fuel cell stack. Modeling is also a scientific tool to understand mechanisms and advance development of fuel cells. Reviews about the fuel cell modeling have been published by Weber and Newman [7], Yao et al. [8], Faghri and Guo [9], Djilali [10], Haraldsson [11], Wang [12], Cheddie and Munroe [13], Atilla Brykoğlu [14], Ma and Ingham [15], and Siegel [16]. Different model dimensionalities are discussed in these reviews including 0-D, 1-D across the membrane, 2-D with one of other two directions, and 3-D models. In most published articles, the computational fluid dynamics (CFD) methods are used to solve the models by utilizing the computational power of computers. Two-phase and transient models are discussed in these reviews as the challenging parts of fuel cell modeling.

Transport of species including protons, electrons, water, heat and reactants in the cells are solved using CFD techniques that allows for calculation of the species in a high resolution [17-29]. Models proposed by Chen [18], Dutta [19] and Maharudrayya [23] assumed the flow as single-phase and simplified the transport modeling, while two-phase phenomenon of water was considered by Berning [17], Sivertsen [26], Wang [27], Le and Zhou [22]. Most models using CFD techniques are based on the average properties of the two-phase flow because the model itself was derived from pseudo-one-phase equations in the same view of Weber and Newman [7].
Some other authors proposed simple lumped or one-dimensional models. Pei et al. [30] proposed a model that is in an integration form and reflects a single-phase pressure gradient at the anode side. Chang et al. [31] and Baschuk et al. [32] calculated flow distribution and pressure drop in manifolds and flow channels by a hydraulic network based on continuity and momentum equations of single-phase flow. In comparison to the CFD approaches, the models allow for quick calculation of pressure without detailed calculations, but their applications were constrained because of neglected liquid water effects. Recently, Yi’s group [33] presented a one-dimensional two-phase model that considered flow distribution and pressure gradients. The model was used to investigate water management along the flow channel. However, the pressure drop along the channel was not considered. Rodatz et al. [34] introduced an integration form of two-phase pressure gradient model that was initially proposed by Argyropoulos et al. [35] for analysis of a direct methanol fuel cells (DMFC). This model used a homogenous two-phase theory that assumed the same velocity of the gas and liquid water.

Most CFD models are embedded in commercial CFD software, which is very computationally intensive, while zero dimensional lumped models do not represent details of the fuel cells. Both of them cannot be used for design of controls and analysis. It is also true that most control-oriented lumped models do not take account into the liquid water effect in GFC and GDL. Particularly, the two-phase dynamic characteristics, especially in the GFCs, are neglected in most of the control oriented models. Therefore, a two-phase transient model of a fuel cell model is presented and coded in MATLAB/Simulink by M-code which is easy to be converted into a stack model for the control design and simulation of BOP and FDS.
1.2.2 **Review of FDS modeling and control**

Review of recent publications on FDS shows that there are a few articles that discuss the FDS and the associated controls. Most researchers modeled the FDS as a part of the whole fuel cell system. A model proposed by Pukrushpan et al. [36] was for a simple configuration that considered a flow control valve and purging valve without a recirculation line and was used to design controls. Bao et al. [37] used an ejector as a recirculation pump, but the recirculation flow rate was not actively controlled. Karnik and Sun [38] built a FDS model that considered one supply line and one ejector recirculation line to improve water management in the fuel cell, where a flow control valve was used to supply hydrogen flow. However, three control objectives aforementioned could not be simultaneously met by using only one actuator. He et al. [39] proposed a controller for a configuration of the FDS that includes two recirculation pumps and were able to control the two pumps and other actuators, but did not consider liquid water effect and purging cells.

1.3 **Objectives and Dissertation Structure**

The objectives of this research are to complete a dynamic model and design associate control strategies for the hybrid FDS. The basic structure of the dissertation is as follows:

1) **Introduction**
   - This chapter includes the research background, motivation and objectives.

2) **A two-phase transient model of a PEM fuel cell**
   - This chapter presents a quasi two-dimensional model that considers two-phase, non-isothermal and transient behavior.

3) **Experiment setup for the PEM fuel cell model validation**
   - In this chapter, a single cell and an associated test station are designed for validation experiments for the two-phase transient model.
4) Model integration, validation and comparison
In this chapter, static and dynamic experiment data of the designed single cell are collected and compared with simulation results. The characteristics are $I-V$ curves, liquid water distribution and dynamic response of cell voltage.

5) Modeling of fuel delivery system
This chapter includes static and dynamic models of FDS components, as shown in Figure 1.7 such as manifolds, valves, a blower and an ejector. A complete FDS model was developed by connecting these components.

6) Fuel delivery system control
In this chapter, formation of the control objectives, design of linear state feed-back controller controls along with an observer as well as gain optimization are described.

7) Analysis of simulation results of FDS with feed-back controllers
In this chapter, simulation results of the FDS including state feedback control are compared with those of the classic controls such as the proportional and integral (PI) and static feed-forward (SFF) controllers and its tracking performance and disturbance rejection are analyzed.

8) Conclusion
Chapter 2

A Two-Phase Transient Model of a PEM Fuel Cell

In this chapter, a one dimensional two-phase transient model of a single PEM fuel cell was developed, which was used to study steady state performance and transient responses of step changes of load current. The single cell model considers electrochemical reactions, species mass and heat transport as well as the two-phase phenomenon in the GFCs, GDL and CLs of at cathode and anode sides of cells.

The schematic structure of the modeled single fuel cell is shown in Figure 2.1, which includes the cathode, anode and membrane. A half cell shown in the figure is composed of cooling channel plates (CCPs), a gas channel plate (GCP), a gas diffusion layer (GDL), a catalyst layer (CL), and the membrane that is located between the cathode and anode side. The coolant plate embeds several coolant channels (CCs). The reactant gases flow in the gas flow channel (GFC) that is engraved on the surface of the gas channel plate (GCP). Due to the symmetric structure of the fuel cell, a mathematical model for a half cell was constructed and used for both of cathode and anode side.
The cell is divided into several layers in the x-y plane as shown in Figure 2.2. In each layer, a one-dimensional transient model along channel direction (z-direction) is built, where the state variables such as gas concentrations and temperature are updated at every calculation time step. The mass and heat transport considering two-phase phenomenon in each section and z-directions are considered in the transient model.

Although separated CCPs between cells are used in some designs, it is assumed that the temperatures of CCP and the GFP are the same because of the relatively high heat conductivity of the solid materials. Thus, these two plates are regarded as a channel plate (CP) without temperature gradient.

In the CCs, it is assumed that the coolant fluid is incompressible and its temperature is the only state variable, where the convective heat transfer between the coolant fluid and channel plate is the driven force to change the coolant temperature dynamically when the operating condition of the coolant at the channel inlet is constant.
In the GFC, concentrations of gas species, amount of liquid water and temperature are the state variables that were updated. The phase change of water affects the dynamic change of the amount of liquid water, reactant gas transport and heat transfer.

The GDL for a half cell is divided into three sub-layers (GDL1, GDL2 and GDL3) evenly along y-direction to study the gradient of state variables along this direction. In each of these sub-layers, the gas species concentrations, temperature and amount of liquid water are the state variables. The mass transport of gas species is assumed to be mainly driven by the gradient of species concentration gradient (diffusion), while the liquid water transport is driven by the capillary pressure gradient. The heat conduction is considered as the main heat transport mechanism in these layers. Due to the condensation and evaporation of water, the mass and heat sources are included in the model of GDLs.

In the CL, the gas species concentrations, liquid water amount, temperature and dissolved water amount in the ionomers are state variables. Phase changes among the water vapor, liquid water and dissolved water in the ionomers are considered in the model of CL.

In the membrane, the dissolved water amount and temperature are the state variables, where transport of dissolved water is driven by back diffusion and electro-osmotic, and transport of heat is only by conduction.

Half a single cell in the x-y plane is shown in Figure 2.2. The number of the layers for half a cell is 7 in addition to one layer for membrane, so that a total number of the layers for a single cell becomes 15. In z-direction, the cell is segmented to present effects in this direction. Since each of the layers in x-y plane can be regarded as a one dimension transient model along the z-direction, each of the state variables in the x-y plane becomes a n element state vector, where n
presents the total number of segments along z-direction. In following sections, governing
equations for each section of both cathode and anode side of the cell are derived.

Figure 2.2 Layers and state variables in half cell and membrane.

2.1 Electrochemical Equations of PEM Fuel Cells

Performance of a fuel cell is measured by a polarization curve (I-V curve), as shown in
Figure 2.3. The x-axis presents the current density in the active area of MEA, and y-axis does the
cell voltage measured from the terminals.

When the current density of fuel cells increases, the cell voltage drops because of different
types of losses, as shown in Figure 2.3. The losses are caused by fuel crossover and internal
current, activation, resistances and mass transport. Consequently, the resulting terminal voltage is lower than the theoretical reversible voltage defined as ideal open circuit voltage.

![Diagram of polarization curve](image)

**Figure 2.3** A polarization curve to show the typical voltage losses of a PEM fuel cell.

The real open circuit voltage (OCV) is lower than the ideal one caused by fuel crossover and internal currents. The crossover of fuels from anode toward the cathode takes place because of pores present in the membrane. In addition, internal currents can flow through membranes because the membrane cannot perfectly block electrons flow toward to cathode.
The activation losses occur because activation energy is needed to start the initial reactions in fuel cells toward the formation of water and electricity. The activation losses increase apparently at low current density while it almost keeps constant for high current density if other conditions do not change.

Ohmic losses are an important factor for performance of a cell at medium and high current densities since it increases almost linearly with the current density. The losses are mainly caused by transport resistances of electrons in electrodes and protons in the membrane.

When the current becomes high, losses caused by mass transport is dominant because the reactant gases at reaction sites cannot be supplied sufficiently due to the faster consumption rate of reactant gases and much liquid water condensed in the channels and pores at high current densities and increased mass transport resistance in cells.

2.1.1 Open circuit voltage

In the current model, the fuel crossover and internal current effects are neglected, and open circuit voltage (OCV) of fuel cell is assumed to be equal to the theoretical reversible voltage. The change of Gibbs free energy is used to calculate the theoretical reversible voltage of PEM fuel cells. For the reaction of PEM fuel cell:

\[ \text{H}_2 + \frac{1}{2} \text{O}_2 \leftrightarrow \text{H}_2\text{O} \]

The change of Gibbs free energy of this chemical process is determined by,

\[ \Delta \bar{g}_r = (\bar{g}_f)_{\text{H}_2\text{O}} - (\bar{g}_f)_{\text{H}_2} - \frac{1}{2} (\bar{g}_f)_{\text{O}_2} \] (2-1)
where $\Delta \bar{g}_f$ is the change of Gibbs free energy of this process per mole product, and $\bar{g}_f$ is the Gibbs free energy of formation per mole.

If the process is reversible, which means all change of Gibbs free energy is converted into electric energy that is a product of charge and terminal voltage. Because of the number of electrons produced in the HOR, the change of the Gibbs free energy becomes as follows:

$$\Delta \bar{g}_f = -2FV_{rev}$$  \hspace{1cm} (2-2)

Thus, the theoretical reversible voltage is obtained by:

$$V_{rev} = -\frac{\Delta \bar{g}_f}{2F}$$  \hspace{1cm} (2-3)

However the value of $\Delta \bar{g}_f$ is affected by temperature and species pressures or states. The effects can be reformulated using the definition of activity as:

$$a = \frac{P}{P_0}$$  \hspace{1cm} (2-4)

where $P$ is the partial pressure of a reactant, and $P_0$ is the standard pressure (1 bar).

Then the change of Gibbs free energy of a cell reaction can be calculated by:

$$\Delta \bar{g}_f = \Delta \bar{g}_f^0 - RT \ln \left( \frac{a_{H_2} \frac{1}{2} a_{O_2}}{a_{H_2O}} \right)$$  \hspace{1cm} (2-5)

where $\Delta \bar{g}_f^0$ is the change of Gibbs free energy at standard pressure. If the pressure of gas species of $H_2$ and $O_2$ are given in bar, and the $H_2O$ is assumed in liquid water, which means its activity is unit, the Eq. (2-3) becomes:
\[ V_{rev} = -\frac{\Delta G^0_f}{2F} + \frac{RT}{2F} \ln \left( P_{H_2} P_{O_2}^{1/2} \right) = V_{rev}^0 + \frac{RT}{2F} \ln \left( P_{H_2} P_{O_2}^{1/2} \right) \] (2-6)

where \( V_{rev}^0 \) is the theoretical reversible voltage at standard pressure, which is a function of temperature. Based on the definition of the change of Gibbs free energy, the \( V_{rev}^0 \) is given by:

\[ V_{rev}^0 = -\frac{\Delta \tilde{H}_f^0 - T \Delta \tilde{S}_f^0}{2F} \] (2-7)

where \( \Delta \tilde{H}_f^0 \) and \( \Delta \tilde{S}_f^0 \) are the changes of enthalpy and entropy at standard pressure, which are assumed to be constant for a working temperature range. Thus the change of \( V_{rev}^0 \) has a linear relationship with respect to the change of temperature. By substituting the values of \( \Delta \tilde{H}_f^0 \), \( \Delta \tilde{S}_f^0 \), and \( V_{rev}^0 = 1.229V \) at standard states (1bar and 25°C) into Eq. (2-6), the theoretical reversible voltage or open circuit voltage (OCV) of PEM fuel cells is given by [40]:

\[ V_{OC} = 1.229 - 0.85 \times 10^{-3} (T - 298.15) + \frac{RT}{4F} \ln[P_{O_2}(P_{H_2})^{1/2}] \] (2-8)

where \( T \), \( P_{O_2} \) and \( P_{H_2} \) are the temperature (K) and partial pressures (bar) of oxygen and hydrogen at reaction sites.

### 2.1.2 Activation losses

Activation losses are the main reason of initial rapid voltage losses in PEM fuel cells. These losses represent the activation energy to overcome an energy barrier and force the half reactions to proceed. These losses are termed as activation overpotentials. The activation overpotentials of the half reactions at cathode and anode have the relationship of local current densities approximated by the Butler-Volmer (B-V) equation given as [28]:

\[ \text{[Equation]} \]

\[ \text{[Equation]} \]

\[ \text{[Equation]} \]
\[ i_{ca} = (1 - s_{ca,CL})^{2.5} i_{0,ca} \left( \frac{C_{O_2,CL}}{C_{O_2,ref}} \right) \exp \left( \frac{\alpha_{an} F \eta_{ca}}{RT} \right) - \exp \left( -\frac{\alpha_{ca} F \eta_{ca}}{RT} \right) \]  \hspace{1cm} (2-9)

\[ i_{an} = (1 - s_{an,CL})^{2.5} i_{0,an} \left( \frac{C_{H_2,CL}}{C_{H_2,ref}} \right) \exp \left( \frac{\alpha_{an} F \eta_{an}}{RT} \right) - \exp \left( -\frac{\alpha_{ca} F \eta_{an}}{RT} \right) \]  \hspace{1cm} (2-10)

where the \( i_{ca} \) and \( i_{an} \) are the current density at cathode side and anode side, \( i_0 \) is the exchange current density, \( \eta \) is the activation overpotentials, \( C_{O_2}, C_{H_2} \) and \( T \) are the oxygen, hydrogen concentrations and temperature in the CL, \( \eta_{ca} \) is the cathode activation overpotential, \( \alpha_{ca} \) and \( \alpha_{an} \) are the asymmetry parameters, and \( s \) is the liquid water saturation in the CL, defined as the liquid water volume fraction to the volume of void space in the porous layer. The term of liquid saturation accounts for the effect of liquid water on the performance of fuel cell in CL. The temperature effect on the exchange current density is taken account by [41]:

\[ i_0 = i_{0,ref} \exp \left[ \frac{\Delta E}{R} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right) \right] \]  \hspace{1cm} (2-11)

where \( i_{0,ref} \) is the exchange current density at reference temperature \( T_{ref} \), and \( \Delta E \) is the activation energy at reference state.

The asymmetry parameters are typically assumed to be 0.5, and the Eqs. (2-9) and (2-10) can be rearranged into a general form as:

\[ i = 2(1 - s_{CL})^{2.5} i_0 \left( \frac{C_{reo,CL}}{C_{reo,ref}} \right) \sinh \left( \frac{\alpha F \eta}{RT} \right) \]  \hspace{1cm} (2-12)

In order to obtain the activation losses, the Eq. (2-12) needs to be rearranged to give \( \eta \):
\[ \eta = \frac{RT}{\alpha F} \sinh^{-1} \left( (1 - s_{CL})^{-2.5} \frac{C_{rea,ref}}{C_{rea,CL}} \frac{i}{2i_0} \right) \] (2-13)

Therefore, the reactant gas concentrations, liquid water amount in CL and the current density will affect the activation overpotentials of half cell reactions. Based on the properties of hyperbolic function, the activation losses due to activation overpotentials increase more rapidly at low current density. At high current density, the reactant gas concentrations in CL decrease because of the increase resistance of mass transport, and liquid water amount in CL increases for the condensation of saturation water vapor especially at the cathode side. Both factors will increase the activation overpotentials based on Eq. (2-12) by which the mass transport losses are taken account in.

2.1.3 Ohmic losses

In PEM fuel cells, there are also voltage losses caused by the transport of charges. The two types of charge particles are electrons and ions, both of whom lead to the voltage loss because of the electrical or ionic resistance of all fuel cell components including the electrolyte, the CL, the GDL, bipolar plates, interface contacts, and terminal connections. The reduction of voltage due to the resistance for charge transport is called ohmic losses.

The ohmic losses include the ionic loss (in membrane and CLs) and electronic losses in other components at cathode and anodes sides given by:

\[ \eta_{ohmic} = i \left( \frac{\delta_{PEM}}{\sigma_{ion,PEM}} + \frac{\delta_{CL,ca}}{\sigma_{ion,CL,ca}} + \frac{\delta_{CL,an}}{\sigma_{ion,CL,an}} + r_{elec} \right) \] (2-14)
where $\eta_{\text{ohmic}}$ is the ohmic losses, $i$ is the current density (A m$^{-2}$), $\delta$ is the thickness of layers and $\sigma$ is the conductivity of materials. The first term in the parentheses at right hand side is the ionic specific area resistance ($\Omega$ m$^{-2}$) of proton migration in membrane, the second and third terms is the ionic specific area resistance in CLs at cathode and anode side, and the final term is the total electronic specific resistance in other components which are assumed to be constant.

In Eq. (2-14), $\sigma_{\text{ion}}$ is the ionic conductivity in the membrane and CLs, which is determined by the ionomer volume fraction ($\varepsilon_{\text{ion}}$), water content ($\lambda$) that is used to describe the dissolved water amount in the ionomers, and temperature as [42]:

$$
\sigma = \varepsilon_{\text{ion}}^{1.5} (0.5139\lambda - 0.326) \exp \left[ 1268 \left( \frac{1}{303} - \frac{1}{T} \right) \right]
$$

(2-15)

Hence, the cell voltage of a fuel cell can be given by its open circuit voltage, cathode and anode activation overpotentials, and the ohmic losses as:

$$
V_{\text{cell}} = V_{\text{OC}} - \eta_{\text{ca}} - \eta_{\text{an}} - \eta_{\text{ohmic}}
$$

(2-16)

where $V_{\text{OC}}$ is the open circuit voltage, $\eta_{\text{ca}}$ and $\eta_{\text{an}}$ are the over-potentials at cathode and anode sides, and $\eta_{\text{ohmic}}$ is the total ohmic losses in the fuel cell. The activation overpotential at anode side can be neglected comparing that at cathode side because of the fast reaction rate, low activation energy and high exchange current density for the half reaction at anode side.

2.2 One Dimensional Model of Current Densities

For analysis of fuel cell systems, stack current is the input variable, while terminal cell voltage, power and current density distributions are the interested outputs. As explained in the previous section, the terminal voltage primarily is a function of the open circuit voltage, cathode
activation overpotential and ohmic losses that are determined by local current densities and species states such as reactant gas concentrations, temperatures and water amount. Since the local current densities are unknown and the cell voltage cannot be directly calculated by the given total current directly, a numerical method based on interpolation and iteration is applied to obtain the local current density distributions along the z-direction from the given total cell current.

From Eq. (2-13), when the all state variables in the CL of cathode side are known at time $t$, the activation overpotentials of the CL at the cathode side is only a function of the local current density. Thus, the local cell voltage is a function of the local current density given by Eq. (2-16) when all the state variables of the cell are known, and the local I-V curves of all segments along z-direction of the cell can be drawn as depicted in Figure 2.4. If the cell is divided into $n$ segments along z-direction, there are $n$ local I-V curves obtained from the local cell voltage as shown in Figure 2.4. Due to high electronic conductivities of electrodes at cathodes and anodes, the local voltages between both GCPs for all segments are all equal to the cell voltage. The local current density of each segment for a given cell voltage is obtained by interpolating the local I-V curve as shown in Figure 2.4. The total cell current can is obtained by integrating the local current density along z-direction as:

$$I_{cell} = W_{CL} \int i dz = W_{CL} \sum_{k} i_k$$  \hspace{1cm} (2-17)

where the $I_{cell}$ is the total current of the fuel cell, $i$ is the local area current density, and $W_{CL}$ is the width of the CL. By changing the total cell voltage and integrating the current densities along z-direction, a new I-V curve of total cell voltage to total cell current can be drawn as shown in
Figure 2.4. Then the cell voltage and local current density distribution can be obtained by interpolating the total $I$-$V$ curve and the segment $I$-$V$ curves for a given cell current.

In the following sections, the models of the each layers of the segmented fuel cell are proposed to solve all the state variables based on the mass and energy conservation principles.
2.3 Coolant Channel

All the CCs are assumed to have the same temperature distribution and inlet operating conditions. The coolant fluid is incompressible, and the outlet flow rate is equal to the inlet one. There is only one state variable, coolant fluid temperature that is governed by:

\[ \rho_{cf} c_{cf} \frac{\partial T_{cf}}{\partial t} = -j_{cf} c_{cf} \frac{\partial T_{cf}}{\partial z} + \frac{4q_{CP,CC}}{d_{h,CC}} \]  

(2-18)

where \( \rho_{cf}, c_{cf}, j_{cf, in} \) and \( T_{cf, in} \) are the density, specific heat capacity, mass flux and temperature of coolant fluid, respectively. The \( d_{h,CC} \) and \( q_{CP,CC} \) are the hydraulic diameter of the CCs and the surface heat flux from the wall of the GCP to the fluid in channels.

The hydraulic diameter of the channel for a rectangular section is calculated by its width (\( W \)) and height (\( H \)) of cross section as [43]:

\[ d_{h} = \frac{2WH}{W+H} \]  

(2-19)

The heat flux from CP to CC is obtained by the convective heat transfer equation of laminar internal flows as:

\[ q_{CP,CC} = Nu_{f,CC} \frac{k_{f,cc}}{d_{h,CC}} (T_{CP} - T_{CC}) \]  

(2-20)

where \( Nu_{f,CC} \) and \( k_{f,cc} \) are the Nusselt number and heat conductivity of the CC respectively. For the channels with rectangular section, the Nusselt number can be interpolated by the aspect ratio of the channels based on the experiment data as the table shown in [44].
2.4 Channel Plate

Convective heat transfers between the CP and the channels (GFCs and CCs) and conductive heat transfer at the contacting interface between GDL and CP are considered in the channel plate model as shown in Figure 2.5. Natural convection is neglected in the current model.

\[
\rho_{CP} c_{CP} \frac{\partial T_{CP}}{\partial t} = \frac{\partial}{\partial z} \left( k_{CP} \frac{\partial T_{CP}}{\partial z} \right) + q_{gdl,CP} \frac{W_{zh}}{A_{CP}} + q_{gfc,CP} \frac{(W_{gfc} + 2H_{gfc})}{A_{CP}} - \eta_{cc} q_{CP,CC} \frac{2(W_{cc} + H_{cc})}{A_{CP}} \tag{2-21}
\]

The first term at right hand side is the heat flux gradient along z-direction in CP, the second term is the heat transfer from GDL to CPs, the third term is that from GFC to CP, and the final

Figure 2.5 The heat transfer between the CP with its neighbor channels and layer.

Since there is no mass transfer in channel plate, the temperature of CP is only the state variable considered:
term is that taken away by the coolant fluid, where the $n_{cc}$ is the number of the CCs for the fuel cell. The $W_{rib}$ is the rib width of the CP contacting the GDL, and the $A_{CP}$ is the area of the cross section of the channel plate in $x$-$y$ plane.

The heat flux from the GDL to the CP is also governed by the heat conduction equation as:

$$q_{GDL,CP} = \frac{2k_{GDL}k_{CP}}{k_{GDL}\delta_{CP} + k_{CP}\delta_{GDL}}(T_{GDL} - T_{CP})$$  \hspace{1cm} (2-22)

Due to the presence of water vapor in GFC, condensation and evaporation may occur on the wall of the channel. It is assumed that the latent heat released by the condensation or absorbed by the evaporation only conducts to or from CP because of the low heat conductivity of the gas in the channels. Hence, the heat flux from GFC to CP are caused by the gas convective heat transfer from channel to plate and that of phase change on the channel wall as follows:

$$q_{p,GFC,CP} = q_{g,GFC,CP} + q_{p,GFC,CP}, \text{ where } q_{g,GFC,CP} = h_{g,GFC}(T_{GFC} - T_{CP})$$  \hspace{1cm} (2-23)

![Diagram of heat transfer between GFC and CP](image-url)
where $q_{sp,GFC,CP}$ is the convective heat flux from GFC to CP because the gas flow, $q_{ec,GFC,CP}$ is the heat flux caused by condensation and evaporation of water in GFC, and $h_{g,GFC}$ is the convective heat transfer coefficient of the gas flow in the channel given by:

$$h_{g,GFC} = Nu_{g,GFC} \frac{k_{g,GFC}}{(1 - s_{GFC})^{\alpha}} d_{g,GFC}$$  \hspace{1cm} (2-24)

where $k_{g,GFC}$ is the thermal conductivity of the gas flow in the channel, $s_{GFC}$ is the liquid water saturation defined as the volume fraction of liquid water in a control volume. The Nusselt number, $Nu_{g,GFC}$, is a constant related to the aspect ratio of the GFC. The liquid water amount in gas flow channel also can affect the heat transfer between gas flow channels and channel walls. It is assumed that the heat transfer coefficient is decreased with the increase of water amount by a power function of void space volume ($1 - s_{GFC}$).

The heat flux caused by water phase change on the GFC wall is calculated by:

$$q_{ec,GFC,CP} = h_{lv} j_{w,ec,GFC,CP}$$  \hspace{1cm} (2-25)

where the $j_{w,ec,GFC,GFP}$ is the molar flux of the water condensed on the channel wall of CP, and $h_{lv}$ is the latent heat caused by the phase change that is expressed as a function of the CP temperature as [45],

$$h_{lv} = 45070 - 41.9(T - 273.15) + 3.44 \times 10^{-1}(T - 273.15)^2$$
$$+ 2.54 \times 10^{-4}(T - 273.15)^3 - 8.98 \times 10^{-10}(T - 273.15)^4$$  \hspace{1cm} (2-26)

The molar flux of water phase change due to condensation or evaporation on the wall surface of the CP is calculated by:
\[ j_{w,ec,wall} = \begin{cases} k_{w,con} x_v (1 - s) (C_{v,GFC} - C_{v,sat,wall}), & \text{if } C_v \geq C_{sat} \\ k_{w,evp} s(C_{v,GFC} - C_{v,sat,wall}), & \text{if } C_v < C_{sat} \end{cases} \]  
\tag{2-27}

where \( k_{w,con} \) and \( k_{w,evp} \) are the condensation rate and evaporation rate at wall, and \( C_{v,GFC} \) and \( C_{v,sat,wall} \) are the vapor concentration in the channel and the saturated concentration near the channel wall, respectively, calculated as:

\[ C_{v,GFC} = \frac{p_{v,GFC}}{RT_{GFC}}, \quad C_{v,sat,wall} = \frac{p_{sat}(T_{wall})}{RT_{wall}} \]  
\tag{2-28}

From the above equation, the saturation density near the channel wall is determined by the wall temperature, \( T_{wall} \), that is equal to the temperature of the CP for the condensation or evaporation on the GFC wall of the CP. The \( p_{sat} \) is the saturation pressure near the channel wall and is a function of the wall temperature [42]:

\[ \log_{10}(p_{sat}(T)) = 2.8206 + 0.02953(T - 273.15) \]
\[ -9.1837 \times 10^{-3} (T - 273.15)^2 + 1.4454 \times 10^{-7} (T - 273.15)^3 \]  
\tag{2-29}

when Eq. (2-27) is used to calculate the condensation flux on the wall of GFC on the CP, the temperature of CP, \( T_{CP} \), can be considered as the wall temperature.

### 2.5 Gas Flow Channel

Water vapor transported from the MEA or supplied with reactant gases may be condensed in GFCs by variation of concentration or temperature. In addition, liquid water may be transported from the GDL to the GFC by capillary force. When water droplets appear and coalesce in the
channels, they finally form a film, slug or annular flow in the GFC dependent on the gas flow velocities. Thus, two-phase flow should be considered in the modeling of GFC.

As shown in the Figure 2.7, the gas species diffuse to or from the GDL, and water vapor concentration is affected by phase change process on the channel walls as well as surface of GDL. For the gas species in the GFC, gas concentrations are governed by:

\[
(1 - s_{GFC}) \frac{\partial C_{i,GFC}}{\partial t} = - \frac{\partial j_{i,z,GFC}}{\partial z} - \frac{j_{i,GFC,GDL}}{H_{GFC}} + r_{m,i,GFC}
\]

(2-30)

where \(C_{i,GFC}\) is the molar concentration of gas species \(i\), \(s_{GFC}\) is the liquid water saturation in GFCs. The \(r_{i,GFC}\) is the source term of species in the channels. The \(j_{i,GFC}\) is the superficial molar fluxes defined and calculated as:
\[ \dot{j}_{i,z,GFC} = \frac{N_{i,z,GFC}}{A_{GFC}} = C_{i,GFC} U_{g,GFC} \]  
\[ (2-31) \]

where \( N_{i,GFC} \) and \( U_{g,GFC} \) are the molar flow rate of gas species \( i \) and gas flow superficial velocity in the GFC along \( z \)-direction, and \( A_{GFC} \) is the area of cross section of GFC. The \( j_{i,GFC,GDL1} \) is the superficial molar flux of gas species \( i \) from GFC to GDL1.

For the fuel cell in the validation experiments, the Reynolds number at the inlet of GFC is estimated in the range of 50~400 at cathode side, and no more than 40 at anode side for SR in the range of 1~10. Hence, the gas flow in GFC is assumed to be laminar flow, and the superficial velocity of the gas flow, \( U_{g,GFC} \) in Eq. (2-31) is assumed to be proportional to the pressure gradient. In fact, the calculation of pressure gradient of two-phase flow in small or mini-channels is still unknown because of change of flow pattern in the channels and the associated complex flow. Thus, the superficial species velocity of two-phase flow in the GFC is simplified as:

\[ U_{g,GFC} = -k_{GFC}[s_{GFC}] \frac{1}{\mu_{g,GFC}} \frac{\partial p_{GFC}}{\partial z} \]  
\[ (2-32) \]

where \( k_{GFC}[s_{GFC}] \) is a flow coefficient that is a function of the liquid saturation in the channel.

When the pressure gradient is constant, an increasing liquid water amount in the GFC decreases the superficial flow velocity. When the superficial flow rate is constant, the pressure gradient (absolute value) or pressure drop along the channels tends to follow the increase of liquid water amount. In this work, a power function is assumed for the flow coefficient function as:

\[ k_{GFC}(s_{GFC}) = k_{g,GFC}(1-s_{GFC})^{n_{GFC}} \]  
\[ (2-33) \]
where \( k_{sp,GFC} \) is the flow coefficient for the single phase flow (gas flow) when there is no liquid water in the channels that is a function of the channel geometric shape and wall condition such as roughness.

The gas viscosity in Eq. (2-32) is determined based on species viscosities and molar fractions by the Wilke mixture viscosity equation [46] and results in:

\[
\mu_{g,ca} = \sum_{i=1,2,3} \frac{x_i \mu_i}{\sum_j \phi_j x_j}, \quad \text{where} \quad \phi_{ij} = \left[ 1 + \left( \frac{\mu_i}{\mu_j} \right) \left( \frac{M_j}{M_i} \right)^{0.5} \right]^{0.25} \left[ 1 - \left( \frac{M_i}{M_j} \right)^{0.5} \right]^{-0.5}, \quad (2-34)
\]

where 1, 2 and 3 refer to oxygen, nitrogen and water vapor in cathode GFC. The viscosities of the species are a function of temperature using the power law [47],

\[
\mu_{O_2} = 1.919 \times 10^{-5} \left( \frac{T}{273} \right)^{0.69}, \quad \mu_{N_2} = 1.663 \times 10^{-5} \left( \frac{T}{273} \right)^{0.67}, \quad \mu_v = 1.12 \times 10^{-5} \left( \frac{T}{350} \right)^{1.15} \quad (2-35)
\]

Likewise, the gas mixture viscosity for the flows in the anode GFC was also calculated.

The total pressure of the gas species in GFC in Eq. (2-32) is calculated by the state equation:

\[
p_{GFC} = \sum_i C_{i,GFC} R_T T_{GFC} \quad (2-36)
\]

In Eq. (2-30), the gas species superficial molar flux \( j_{i,GFC,GDL1} \) is determined by the concentration difference between the GFC and GDL (GDL1). Since the liquid water may appear on the surface of the GDL in GFC by liquid transport or condensation, part of the surface is covered by the liquid water that blocks the gas species transport path in GDL. Thus, the liquid water effect for the gas transport on the surface of GDL is considered in the calculation of \( j_{i,GFC,GDL1} \) as:
\[ j_{i,GFC,GDL} = h_{m,GFC,GDL}(1 - r_{l, cov})(C_{i,GFC} - C_{i,GDL}) \]  

(2-37)

where \( h_{m,GFC,GDL} \) is the mass transfer coefficient between the GFC and GDL (GDL1), and \( r_{l, cov} \) is the area ratio of surface covered by liquid water to total surface of GDL in the GFC.

The mass transfer coefficient in Eq. (2-37) is determined by the coefficients in GFC and GDL1, respectively, as:

\[ h_{m,GFC,GDL} = \frac{h_{m,GFC}h_{m,GDL1}}{h_{m,GFC} + h_{m,GDL1}} \]  

(2-38)

It is assumed the gas species is diffused from the GFC to the surface of GDL. In GFC, the mass transfer coefficient is obtained by:

\[ h_{m,GFC} = \frac{Sh_{GFC}D_{e,eff,GFC}}{d_{h,GFC}} \]  

(2-39)

where \( Sh_{GFC} \) is the Sherwood number of GFC, and \( D_{e,eff,GFC} \) is the effective diffusion coefficient of gas species \( i \) in GFC.

Another mass transfer coefficient for the gas species is that in GDL that is derived by the Fick’s law [47] in porous media as:

\[ h_{m,GDL1} = \frac{2D_{e,eff,GDL1}}{\delta_{GDL1}} \]  

(2-40)

In Eq. (2-39) and (2-40), the effective diffusion coefficients of gas species \( i \) in the GFC and GDL1 are calculated by [12]:

36
\[ D_{i,\text{eff}} = (1 - x_i) \frac{1}{\sum_{j \neq i} \frac{x_j}{D_{i,j,\text{eff}}}} \quad \text{where} \quad D_{i,j,\text{eff}} = \varepsilon^{1.5} (1 - s)^{2.5} \left( \frac{1}{D_{i,j}} + \frac{1}{D_{k,i}} \right)^{-1} \] (2-41)

where \( x_i \) is the molar fraction of gas species in gas phase, and \( D_{i,j,\text{eff}} \) is the effective binary diffusion coefficient of gas species \( i \) that is a function of porosity (\( \varepsilon \)) of porous materials, liquid water saturation (\( s \)) in void space, binary diffusion coefficient \( D_{k,j} \) and Knudsen diffusion coefficient \( D_{k,i} \) [12]. These two diffusion coefficients can be calculated by [12]:

\[ D_{i,j} = D_{0,i,j} \left( \frac{p_0}{p} \right) \left( \frac{T}{T_0} \right)^{1.5}, \quad D_{k,i} = \frac{d_{\text{pore}}}{3} \left( \frac{8RT}{\pi M_i} \right)^{\frac{1}{2}} \] (2-42)

where \( D_{0,i,j} \) is the reference binary diffusion coefficient at the reference pressure \( p_0 \) and temperature \( T_0 \).

The Knudsen diffusion effect is only considered in small size of pores. Because of no porous structure in the GFC, the effect is neglected in the GFC. The porosity and the liquid saturation, \( s \), in Eq. (2-41) are set to 1 and 0 in order to calculate the effective diffusion coefficient of gas species in GFC.

The area ratio of GDL surface is covered by liquid water in GFC and affected by the water contact angle on the surface, flow pattern, liquid water amount, and others. This phenomena is simplified using an area ratio, \( r_{l,\text{cov}} \) that is a power function of liquid saturation in GFC as:

\[ r_{l,\text{cov}} = \min(1, K_{l,\text{cov}} s_{GFC}^{n_{k,3}}) \] (2-43)

where \( K_{l,\text{cov}} \) is a coefficient, and \( n_{k,3} \) is assumed to be a constant in current model.
In GFC, the mass source term is the liquid water that results from phase change of water vapor on the walls of CP and surface of GDL:

\[
r_{v,GFC} = -r_{w,ec,GFC} = -j_{w,ec,GFC,CP} \frac{(2H_{GFC} + W_{GFC})}{H_{GFC} W_{GFC}} - \frac{j_{w,ec,GFC,GDL}}{H_{GFC}}
\] (2-44)

where the first term of the right hand side is the part from condensation molar flux on the CP wall, and the second term is that on GDL wall. \(j_{w,ec,GFC,CP}\) and \(j_{w,ec,GFC,GDL}\) are condensation flux in channels that are calculated by Eq. (2-27), where the wall temperature, \(T_{wall}\), is substituted by \(T_{CP}\) and \(T_{GDL1}\), respectively.

Liquid water present in the GFC comes from condensed water vapor in the GFC or carried by air and transport from the GDL by capillary force. Change of the amount of liquid water is expressed using the liquid saturation \(s\):

\[
\rho_l \frac{\partial s_{GFC}}{\partial t} = -\frac{\partial j_{1,z,GFC}}{\partial z} + \frac{j_{1,GDL1,GFC}}{H_{GFC}} + M_{H_2O} r_{w,ec,GFC}
\] (2-45)

where \(j_{1,z,GFC}\) is the liquid water superficial mass flux along GFC that is assumed to be entrained by the viscous force of gas flow and calculated by:

\[
j_{1,z,GFC} = C_{tp} \rho_l \left( \frac{s_{GFC}}{1 - s_{GFC}} \right)^2 \frac{\mu_{g,GFC}}{\mu_l} U_{g,GFC}
\] (2-46)

The \(C_{tp}\) is the correction factor that is as a constant in current model.

In the second term of right hand side of Eq. (2-45), \(j_{1,GDL1,GFC}\) is the liquid water mass flux from GDL1 to GFC driven by capillary force. When the capillary force in the GDL1 becomes large, the liquid water leaves the GDL1 and enters the GFC. Because of high hydrophobicity of
the GDL materials, it is assumed that the liquid water cannot enter the GDL from GFC. Based on
the Darcy’s law in porous materials, the liquid water flux is calculated by:

\[ \dot{j}_{GDL,GFF} = -\frac{2\rho_l K_{GDL} K_{r,GDL}}{\delta_{GDL}\mu_l} \left( p_{c,GDL} - p_{c,\text{cri},GDL} \right) \]  

(2-47)

where \( K_{GDL} \) is the absolute permeability of the GDL, \( K_{r,GDL} \) and \( p_{c,gdl} \) are the relative permeability
and capillary pressure of GDL that are a function of liquid saturation in the GDL as [20]:

\[ K_{r} = (s - s_{im})^3 \]  

(2-48)

\[ p_{c}[S] = \begin{cases} \sigma_v \cos\theta_j \left( \frac{\varepsilon}{K} \right)^{0.5} & \left(1.417(1-S) - 2.12(1-S)^2 + 1.263(1-S)^3\right) \quad \theta_j < 90^\circ \\ \sigma_v \cos\theta_j \left( \frac{\varepsilon}{K} \right)^{0.5} & \left(1.417S - 2.12S^2 + 1.263S^3\right) \quad \theta_j > 90^\circ \end{cases} \]  

(2-49)

where the \( s \) is the liquid saturation, \( s_{im} \) is the immobilized liquid saturation, and \( S \) is the reduced
liquid saturation in GDL defined as [20]:

\[ S = \begin{cases} \frac{s - s_{im}}{1 - s} & , s_{im} < s \leq 1 \\ 0 & , 0 \leq s \leq s_{im} \end{cases} \]  

(2-50)

The last variable in GFC is the gas temperature, \( T_{g,GFC} \). Based on the assumption that the
phase change heat flux only is transferred from or to the CP, there is no phase change heat term
in the energy equation of gas mixture in GFC as follows:
\[
\sum_i C_{v,i} T_{GFC} \frac{\partial T_{GFC}}{\partial t} = -\frac{\partial q_{z,GFC}}{\partial z} - q_{g,GFC,CP} \frac{W_{GFC} + 2H_{GFC}}{W_{GFC} H_{GFC}} + q_{GDL,GFC} \frac{H_{GFC}}{H_{GFC}} \tag{2-51}
\]

where \( C_{v,i} \) is the specific heat capacity at constant volume of gas species \( i \) in the GFC, and \( T_{g,GFC} \) is the gas temperature in GFC. At the right hand side of Eq. (2-51), the first term is the gradient of heat flux along \( z \)-direction given by:

\[
q_{z,GFC} = \sum_i j_{i,z,GFC} C_{p,i} T_{g,GFC} \tag{2-52}
\]

where \( j_{i,z,GFC} \) and \( C_{p,i} \) are the molar flux and specific heat capacity at constant pressure, respectively, of the gas species in the GFC.

The heat flux from GFC to CP in the second term at right hand side of Eq. (2-51) is calculated by Eq. (2-23), and the last term is the volumetric enthalpy change rate caused from the heat transfer from GDL to GFC is dominated by conduction by neglecting the heat transfer of gas diffusion and liquid water transport. Thus, the heat flux from GDL to GFC is:

\[
q_{GDL,GFC} = h_{g,GFC} (T_{GDL} - T_{GFC}) \tag{2-53}
\]

where \( h_{g,GFC} \) is the convective heat transfer coefficient calculated by Eq. (2-24).

### 2.6 Gas Diffusion Layer

In the GDL, the pressure difference and the convective mass transfer are negligible. The gas species transfer and the liquid water are driven by the gradient of concentration and capillary force, respectively. As shown in the Figure 2.2, the GDL is divided into three layers (GDL1, GDL2 and GDL3). The gas concentration for each layer is described as follows:
\varepsilon (1-s) \frac{\partial C_i}{\partial t} = - \frac{\partial j_{i,z}}{\partial z} + \frac{j_{i,in,y} - j_{i,out,y}}{\delta} + r_{m,i}

(2-54)

where \varepsilon is the porosity of the GDL, \(s\) is the liquid water saturation, \(j_{i,z}\) is the molar flux along z-direction. The \(j_{i,in,y}\) and \(j_{i,out,y}\) is the inflow and outflow molar flux of gas species \(i\) at the interface for each layers (GDL1, GDL2 and GDL3) as shown in Figure 2.8. The last term at the right hand side is the mass source term that is only applied for vapor concentration.

![Diagram of GDL layers with mass and heat transfer](image)

**Figure 2.8** Mass and heat transfer in GDL along y-direction.

In each of the three layers of GDL, the z-direction gas species molar diffusion flux \(j_{i,z}\) in above equation is driven by the gradient of concentration gradient as:

\[ j_{i,z} = -D_{i,\text{eff}} \frac{\partial C_i}{\partial z} \]

(2-55)
where the effective diffusion coefficient $D_{i,\text{eff}}$ is calculated by the Eq. (2-41) including the Knudsen diffusion effect.

The interface gas species of GDL1, 2 and 3 are shown in Figure 2.8. For the GDL1, the inflow gas species flux at its boundary is that from the GFC to GDL1. Since the ribs between GFCs on CP block a part area of GDL that transfers the gas species, the $j_{i,in,y}$ of GDL1 in Eq. (2-54) has a relationship with $j_{i,GFC,GDL1}$ by Eq. (2-37) as:

$$j_{i,in,y,GDL1} = \frac{j_{i,GFC,GDL1} W_{GFC}}{W_{GDL}}$$

where $W_{GFC}$ is the width of GFC, and $W_{GDL}$ is the width of the GDL that is the same as the total width of the fuel cell.

The outflow gas species flux is that from GDL1 to GDL2, $j_{i,GDL1,GDL2}$, and is also the inflow gas species flux of GDL2. Similarly, the outflow gas species $j_{i,GDL2,GDL3}$ is also the inflow gas species flux of GDL3. The molar flux of gas species between the GDL layers is calculated by the Fick’s law. For example, the molar flux of species $i$ between the GD1 and GDL2 is given by:

$$j_{i,12} = h_{m,12} (C_{i,1} - C_{i,2}), \text{ where } h_{m,12} = \frac{2D_{i,\text{eff},1} D_{i,\text{eff},2}}{D_{i,\text{eff},1} \delta_{2} + D_{i,\text{eff},2} \delta_{1}}$$

where $D_{i,\text{eff}}$ is the effective diffusion coefficients if corresponding GDL layer, $h_{m,12}$ is the mass transfer coefficient, and $\delta$ is the thickness of the layer. Since the CL has porosity, the equation above is used to calculate the outflow gas species flux of GDL3 $j_{i,GDL3,CL}$ as:

$$j_{i,GDL3,CL} = \frac{2D_{i,\text{eff},GDL3} D_{i,\text{eff},CL}}{D_{i,\text{eff},GDL3} \delta_{CL} + D_{i,\text{eff},CL} \delta_{GDL3}} (C_{i,GDL3} - C_{i,CL})$$
In GDL, the source term caused by condensation and evaporation in the pores is determined by [48]:

\[
r_{w,ec} = \begin{cases} 
    k_{con} \frac{\varepsilon(1-s)x_v}{R_T} (p_v - p_{sat}), & \text{if } p_v \geq p_{sat} \\
    k_{evp} \frac{\varepsilon s \rho_l}{M_{H_2O}} (p_v - p_{sat}), & \text{if } p_v < p_{sat}
\end{cases}
\]  

(2-59)

where \( r_{w,ec} \) is the water condensation source term, the vapor source term \( r_{m,v} = -r_{w,ec} \) in GDL. The condensation rate \( k_{con} \) and evaporation rate \( k_{evp} \) are assumed to be constant.

The liquid water change in GDL considering the capillary force and water phase change is as follows:

\[
\varepsilon \rho_l \frac{\partial S}{\partial t} = -\frac{\partial j_{1,z}}{\partial z} + \frac{j_{1,\text{in,y}} - j_{1,\text{out,y}}}{\delta} + r_{w,ec}
\]

(2-60)

where \( j_{1,z} \) is the \( z \)-direction liquid water mass flux calculated by:

\[
\dot{j}_{1,z} = D_{\text{cap}}(S) \frac{\partial S}{\partial z}, \quad \text{where} \quad D_{\text{cap}}(S) = -\frac{\rho_l K_{\text{abs}} K_{\text{rel}}}{\mu_l} \left( \frac{\partial p_v}{\partial S} \right)
\]

(2-61)

where \( S \) is the reduced liquid saturation in GDL, \( D_{\text{cap}} \) is the capillary liquid water diffusion coefficient that is a function of reduced liquid water saturation.

The liquid water fluxes across the boundaries of GDL1, 2 and 3 are also shown in the Figure 2.8. For the GDL1, the \( j_{1,\text{out,y}} \) is the flux from GDL1 to GFC, which is calculated using the \( j_{\text{1,GDL,GFC}} \) in Eq. (2-47) as:
\[ j_{i,\text{out},y,\text{GDL}3} = \frac{j_{i,\text{GDL},\text{GFC}} W_{\text{GFC}}}{W_{\text{GDL}}} \]  

(2-62)

If the liquid water flux is also assumed to be driven by the capillary force between the three layers of GDL, the flux becomes as follows:

\[ j_{i,12} = h_{i,12} (S_1 - S_2), \text{ where } h_{i,12} = \frac{2D_{\text{cap},1} D_{\text{cap},2}}{D_{\text{cap},1} \delta_2 + D_{\text{cap},2} \delta_1} \]  

(2-63)

where the \( D_{\text{cap}} \) is a function of the reduced liquid saturation.

At the interface of GDL3 and CL, it is assumed that the capillary pressure is continuous, while the liquid saturation is discontinuous because of the different liquid water contact angle, porosities and permeability in GDL and CL from the capillary pressure function of Eq. (2-49). Hence, the liquid water flux from CL to GDL is determined by:

\[ j_{i,\text{CL},\text{GDL3}} = h_{i,\text{CL},\text{GDL}} (p_{c,\text{CL}} - p_{c,\text{GDL3}}), \text{ where } h_{i,12} = \frac{2D_{p_c,\text{CL}} D_{p_c,\text{GDL3}}}{D_{p_c,\text{CL}} \delta_{\text{GDL3}} + D_{p_c,\text{GDL3}} \delta_{\text{CL}}} \]  

(2-64)

where the \( h_{i,\text{CL},\text{GDL}} \) is the liquid water transfer coefficient from CL to GDL3 based on capillary pressure difference, and \( D_{p_c,\text{CL}} \) is the capillary-pressure-based diffusion coefficient defined as:

\[ D_{p_c} = \frac{\rho_{i} K_{abs} K_{rel}}{\mu_{f}} \]  

(2-65)

The last term in Eq. (2-60) is the liquid water mass source term caused by condensation according to Eq. (2-59).

Since gas, liquid and solid are present in the GDL, it is assumed that the three phase mass have the same temperature that is governed by:
\[
\left(\varepsilon(1-s)\sum C_i C_{p,i} + \varepsilon \rho_i c_i + (1-\varepsilon) \rho_s c_s\right) \frac{\partial T}{\partial t} = -\frac{\partial q_z}{\partial z} + \frac{q_{in,y} - q_{out,y}}{\delta} + r_t \tag{2-66}
\]

where \(q_z\) is the z-direction heat flux dominated by conduction as:

\[
q_z = -k \frac{\partial T}{\partial z} \tag{2-67}
\]

where the \(k\) is the average heat conductivity of three phases as:

\[
k = (1-\varepsilon)k_s + \varepsilon (k_g + s^{1/2}(k_l - k_g)), \text{ where } k_g = \sum k_i x_i \tag{2-68}
\]

where \(k_s, k_g\) and \(k_l\) is the heat conductivity of solid, gas and liquid phases, and \(k_g\) is the average value of gas species conductivity based on molar fraction.

In the right hand side of Eq. (2-66), the \(q_{in,y}\) and \(q_{out,y}\) are the input heat flux and output heat flux of each layer as shown in Figure 2.8. For GDL1, the input heat flux is that transferred between the sub layers of GDL, which is calculated by:

\[
q_{2,1} = \frac{2k_1 k_2}{k_1 \delta_2 + k_2 \delta_1} (T_2 - T_1) \tag{2-69}
\]

The output heat flux \(q_{out,y}\) of GDL1 includes the heat from GDL1 to the GFC and GDL1 to CP, which is given by:

\[
q_{1,GFC-CP} = \frac{(q_{GDL,GFC} + q_{GFC,GDL}) W_{GFC} + q_{GDL,CP} W_{nb}}{W_{GDL}} \tag{2-70}
\]

where \(q_{GDL,GFC}\) and \(q_{GDL,CP}\) are calculated by Eq. (2-53) and (2-22).
Since it is assumed that the latent heat due to the phase change of the liquid water in GFC on the surface of GDL comes from or goes to GDL1, the $q_{ec,GDL,GFC}$ term is added in above equation, which is calculated by:

$$ q_{ec,GDL,GFC} = -h_{lv} j_{w,ec,GFC,GDL} $$ \hspace{1cm} (2-71)

where $h_{lv}$ is the latent heat of water, and $j_{w,ec,GFC,GDL}$ is the condensation flux on the surface of the GDL in GFC calculated by Eq. (2-27).

Likewise, Eq. (2-69) is used to calculate the heat fluxes between GDL2, GDL3 and CL. The last term at right hand side of Eq. (2-66) is the heat source term caused by the phase change of water in GDL, which is obtained by the mass source term of water as:

$$ r_{f,GDL} = h_{lv} r_{w,ec,GDL} $$ \hspace{1cm} (2-72)

where $r_{w,ec,GDL}$ is the water condensation mass source term calculated by Eq. (2-59).

### 2.7 Catalyst Layer

The reactant gases (hydrogen at anode side and oxygen at cathode side) are consumed in CL by chemical reactions that produce water and heat as byproducts.

In the modeling of CL, assumptions are made that no gas species can cross membranes except water that can be transported through the membrane in the form of dissolved water in the ionomers. A schematic diagram indicating the mass and heat transfer between CL and its neighbor layers is shown in Figure 2.9.
Mechanism of water phase change and transport is shown in Figure 2.10. Water existing in CL can be in form of three phases, liquid water, water vapor and dissolved water in the ionomers. Once water is generated, transport to the ionomers in CL takes place and then to voids in form of vapor by desorption and adsorption processes and in form of liquid water by uptake and release. The amount of vapor and liquid water in CL can be described by vapor concentration \( (C_v) \) and liquid saturation \( (s) \), respectively. The amount of dissolved water in the ionomers is described by water content \( (\lambda) \) that is defined as the ratio of the number of water molecules to the number of charge \( (\text{SO}_3\text{H}^+) \) sites in the ionomers [42]. The dissolved water concentration in the ionomers is given by:

\[
C_{w,\text{ion}} = \frac{\varepsilon_{\text{ion}} \lambda \rho_{\text{ion}}}{EW}
\]

where \( \varepsilon_{\text{ion}} \) is the volume fraction of the ionomers in CL, \( \rho_{\text{ion}} \) is the ionomer density (kg m\(^{-3}\)) and \( EW \) is the equivalent weight (kg mol\(^{-1}\)), which is the ionomer weight containing one mole \( \text{SO}_3\text{H}^+ \) in membrane.
Hence, there are other source terms for the mass and heat conservation because of reactions and water phase changes. The concentration of gas species in the CL is given by:

\[
\varepsilon_{\text{CL}}(1 - s_{\text{CL}}) \frac{\partial C_{i,\text{CL}}}{\partial t} = -\frac{\partial j_{i,z,\text{CL}}}{\partial z} + \frac{j_{i,GDL,\text{CL}}}{\delta_{\text{CL}}} + r_{i,m,\text{CL}}
\]

where \( j_{i,z,\text{CL}} \) is the molar flux of gas species along \( z \)-direction in the CL that is also calculated using Eq. (2-55) by considering porosity of the CL. The \( j_{i,GDL,\text{CL}} \) is the mass flux from GDL3 to CL calculated by Eq. (2-58).

![Water phase change in CLs of PEM fuel cells.](image)

Since half a reaction takes place in cathode and anode CLs, the reactant species (hydrogen and oxygen) are consumed in the CLs, and two extra source terms are considered for the reactant gas concentration as:
where $R_i$ ($\text{A m}^{-3}$) is the volumetric current density in corresponding CL.

As shown in Figure 2.10, the water vapor source term involves two parts as:

$$ r_{v,\text{CL}} = -r_{w,\text{ev,CL}} - r_{w,\text{ad,CL}} $$

(2-76)

where $r_{w,\text{ev,CL}}$ is the source term caused by the evaporation and, and $r_{w,\text{ad,CL}}$ is that caused by the adsorption and desorption between water vapor and dissolved water in the ionomers.

The mass source term $r_{w,\text{ev,CL}}$ is calculated using Eq. (2-59) for water condensation and evaporation in porous. The source term due to the adsorption and desorption is given by [20]:

$$ r_{w,\text{ad}} = \begin{cases} 
  k_{\text{ads}} C_v (\lambda_{v,\text{eq}} - \lambda)(1 - s) & \text{if } \lambda \leq \lambda_{v,\text{eq}} \\
  k_{\text{des}} \rho_{\text{MEM}} (1 - s)(\lambda_{v,\text{eq}} - \lambda)(1 - RH) & \text{if } \lambda > \lambda_{v,\text{eq}} \text{ and } RH < 1 
\end{cases} $$

(2-77)

where RH is relative humidity (RH) of vapor, $k_{\text{ads}}$ and $k_{\text{des}}$ are the adsorption and desorption constant respectively.

The equilibrium water content $\lambda_{v,\text{eq}}$ is determined by the water activity $a_w$ in the CL at different temperatures obtained from the experimental data as [42, 49]:

$$ \lambda_{30^\circ C} = \begin{cases} 
  0.04 + 17.81a_w - 39.85a_w^2 + 36.0a_w^3, & a_w \leq 1 \\
  14 + 8(a_w - 1) & 1 < a_w \leq 3 \\
  22 & a_w > 1 
\end{cases} $$

(2-78)
where $a_w$ is defined as the ratio total water amount of vapor and liquid water to that of saturated vapor in the void space. It is equal to the RH in CL for unsaturated vapor and larger than 1 when liquid water appears in pores of CL. Thus, the water activity is calculated by the vapor concentration, liquid saturation and temperature as [42]:

$$a_w = \frac{[M_{H_2O}C_v(1-s) + \rho_l s]R_{H_2O}T}{p^{sat}(T)} \quad (2-79)$$

Thus, the water content for other values of temperature is obtained by interpolating the function values above at given specific water activity as [50]:

$$\lambda[a_w, T] = \left(\lambda_{[80^\circ C]}[a_w] - \lambda_{[30^\circ C]}[a_w]\right)\frac{T - 303.15}{50} + \lambda_{[30^\circ C]}[a_w] \quad (2-80)$$

where $T$ is the temperature (K) of the CL. The water content functions are shown in (6-2), where the curve of water content at 60 °C is obtained by an interpolation from the curves of water content at 30 °C and 80 °C.

From Eqs (2-78) and (2-80), the water content curve is divided into three phases as shown in Figure 2.11. The transition phase of the curve is used to remove the discontinuity of the water content curve at the saturation point ($a_w=1$). The $\lambda_{v}^{max}$ and $\lambda_{l}^{max}$ are the water content values at the water activity $a_w=1$ and $a_w \geq 3$, respectively.
Figure 2.11 Water content function for different temperatures [42, 49].

For the liquid water phase in CL, the liquid water saturation equation is given by:

\[
\varepsilon_{CL} \rho \frac{\partial s_{CL}}{\partial t} = \frac{\partial j_{l,z,CL}}{\partial z} + \frac{j_{l,GDL,CL}}{\delta_{CL}} + r_{w,ev,CL} - r_{w,ur,CL} \tag{2-81}
\]

where \( j_{l,z,CL} \) is the liquid water flux along \( z \)-direction in CL calculated by Eq. (2-61), the \( r_{w,ur} \) is the water source term caused by the liquid water uptake and release by the ionomers, which is
considered as the mechanism of phase change between liquid water in pores of CL and the dissolved water in the ionomers of CL.

Calculation of the water mass source term by liquid water uptake and release is performed based on a cluster-network model proposed by Weber and Newman[51]. When the liquid water condensed on the ionomer surface in CL, the equilibrium water content for the ionomers should be in the range from \( \lambda^\text{max}_v \) to \( \lambda^\text{max}_l \) as shown in Figure 2.11 depending on fraction of expanded hydrophobic channels in the ionomers. The equilibrium water content under occurrence of liquid water is related to liquid water pressure in CL [51] as:

\[
\lambda_{v,\text{eq}} = \lambda^\text{max}_v + \frac{1}{2} (\lambda^\text{max}_l - \lambda^\text{max}_v) \left( 1 - \text{erf} \left( \frac{\ln \left( -2 \sigma_w \cos \theta_{\text{ion}} \right) - \ln(1.25 \times 10^{-9})}{p_l/0.3\sqrt{2}} \right) \right) \quad (2-82)
\]

where \( \text{erf} \) is the error function, \( \theta_{\text{ion}} \) is the water contact angle on the ionomers and \( p_l \) is the liquid water pressure in the hydrophobic channel that is given by:

\[
p_l = p_g - p_c \quad (2-83)
\]

where \( p_g \) is the gas pressure, and \( p_c \) is the capillary pressure calculated by the Eq. (2-49). Thus, uptake of liquid water by the ionomers occurs if the liquid equilibrium water content in void space of CL is higher than that dissolved in the ionomers of CL, and the liquid water in the ionomers releases from the ionomers to the void space in the inverse case. The source term of uptake and release is given by [20]:
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where \( k_u \) and \( k_r \) is the water uptake and release rates, respectively.

The analysis above shows that the amount change of water dissolved in the ionomers of CL will affected by the water absorption and water uptake process. Thus, change of the water content can be described using the dissolved water change in the ionomers of the CL:

\[
\frac{\varepsilon_{ion} \rho_{ion}}{EW} \frac{\partial \lambda_{CL}}{\partial t} = -\frac{\partial j_{\lambda,z,CL}}{\partial z} - \frac{j_{\lambda,CL,PEM}}{\delta_{CL}} + r_{w,react} + r_{w,ad} + r_{w,ur} \tag{2-85}
\]

where the EW, \( \varepsilon_{ion} \) and \( \rho_{ion} \) are the equivalent weight, the volume fraction and the density of the ionomers, respectively. The z-direction of the dissolved water flux in the ionomers is only forced by the gradient of dissolved water concentration in terms of the water content as:

\[
j_{\lambda} = -D_{w,ion} \frac{\partial \lambda}{\partial z}, \quad \text{where} \quad D_{w,ion} = \frac{\varepsilon_{ion} \rho_{ion}}{EW} D_{\lambda,ion} \tag{2-86}
\]

where \( D_{\lambda,ion} \) is given by [52]:

\[
D_{\lambda,ion} = \begin{cases} 
3.1 \times 10^{-7} \lambda (e^{0.281 \lambda} - 1) e^{-2436/T} & \text{if } 0 < \lambda \leq 3 \\
4.17 \times 10^{-8} \lambda (16 e^{-\lambda} + 1) e^{-2436/T} & \text{otherwise} 
\end{cases} \tag{2-87}
\]

The second term in Eq. (2-85) presents the dissolved molar flux of the water between the ionomers in CL that has the same property as that of membrane. The water flux driven by diffusion and electro-osmotic force is:
\[ j_{\lambda, CL, PEM} = h_{\lambda, CL, PEM} (\lambda_{CL} - \lambda_{PEM}) \mp n_{\text{drag}} \frac{i}{F}, \]  

(2-88)

where \( h_\lambda \) is the water content transfer. In the second term at right hand side of above equation, the negative symbol is for cathode side while positive symbol is for anode side, and the \( n_{\text{drag}} \) is the electro-osmotic water drag coefficient, and \( i \) is the local area current density (A m\(^{-2}\)).

The water content transfer coefficient between CL and membrane is given by:

\[ h_{\lambda, CL, PEM} = \frac{h_{\lambda, CL} \times h_{\lambda, PEM}}{h_{\lambda, CL} + h_{\lambda, PEM}}, \]  

where \( h_{\lambda, CL} \) = \( \frac{2D_{w,1}^{PEM}}{\lambda_{\delta,1}} \),

(2-89)

where index [ ] represents the CL or membrane, \( D_{w,1}^{PEM} \) is the dissolved water diffusion coefficient calculated from Eq. (2-86), and \( \delta_{\lambda,1} \) is the thickness of the layer along y-direction. The volume fraction of the ionomers \( \varepsilon_{ion} \) in membrane used in Eq. (2-86) is equal to 1.

The electro-osmotic water drag coefficient is a function of water content at the interface between the CL and membrane layer as [51]:

\[ n_{\text{drag}} = \begin{cases} 
\lambda & \text{if } \lambda \leq 1 \\
1 & \text{if } 1 < \lambda \leq \lambda_{v,\text{max}} \\
1.5 \frac{\lambda - \lambda_{v,\text{max}}}{\lambda_{j,\text{max}} - \lambda_{v,\text{max}}} + 1 & \text{otherwise}
\end{cases} \]  

(2-90)

The water content at the interface of CL and membrane is:

\[ \lambda_{\text{inter}} = \frac{\lambda_{CL} \delta_{\text{MEM}} + \lambda_{MEM} \delta_{CL}}{\delta_{\text{MEM}} + \delta_{CL}} \]  

(2-91)
The last term of the Eq. (2-85) is the mass source terms of dissolved water produced by reaction, adsorption and desorption, and uptake and release. Since no water is generated in anode CL, the reaction term of dissolved water is zero for anode side while the term for cathode side is:

\[ r_{w,\text{react}} = \frac{R_{i,\text{ca}}}{2F} = \frac{i_{ca}}{2F \delta_{\text{CL}}} \]  

(2-92)

where \( R_{i,\text{ca}} \) (A m\(^{-3}\)) is the volumetric current density at the cathode side.

The equation for temperature should consider the additional source term as:

\[
\left( \varepsilon (1-s) \sum C_i C_{v,i} + \varepsilon s \rho_i c_i + (1-\varepsilon) \rho_j c_j \right) \frac{\partial T}{\partial t} = -\frac{\partial q_{z,CL}}{\partial z} + \frac{q_{\text{PEM,CL}} - q_{\text{CL,GDL}}}{\delta} + r_{T,\text{ec}} + r_{T,\text{react}} + r_{T,\text{ohmic}}
\]  

(2-93)

where \( q_{z,CL} \) is the z-direction heat flux calculated by Eq. (2-67), \( q_{\text{PEM,CL}} \) is the heat flux from membrane to CL calculated by Eq. (2-69). The \( q_{\text{CL,GDL}} \) is the input heat flux of GDL3.

The equation above shows three heat source terms in the CL that are water phase change, reaction and Joule heating. The latent heat at a phase change in CL is calculated by Eq. (2-72). The \( r_{T,\text{react}} \) is the heat source caused by reactions, and \( r_{T,\text{ohmic}} \) is the Joule heating that are given by:

\[ r_{T,\text{react}} = R_i \left( \frac{\Delta ST}{NF} + \eta \right) \]  

(2-94)

\[ r_{T,\text{ohmic}} = \frac{i^2}{\sigma_i \delta_{\text{CL}}} \]  

(2-95)
where $R_i$ is the volumetric current density (A m$^{-3}$), $\Delta S$ is the entropy change of half reaction at cathode or anode, $T$ is the temperature in the CL reaction, $\eta$ is the activation overpotential of the CL, and $N$ is the number of electrons per one mole reaction, 4 for cathode side and 2 for anode side. $i$ is the local area current density (A m$^{-2}$).

2.8 Membrane

A simple schematic diagram for water transport and heat transfer is depicted in Figure 2.12.

![Schematic diagram of water transport and heat transfer between CL and membrane.](image)

Figure 2.12  Dissolved water transport and heat transfer between CL and membrane.

Since no gas and liquid phase of species are present in membranes, the dissolved water may transfer from CL to the membrane. Governing equation for water content can be expressed by:

$$
\frac{\rho_{PEM}}{EW} \frac{\partial \lambda_{PEM}}{\partial t} = - \frac{\partial j_{\lambda,PEM}}{\partial Z} + j_{\lambda,CL,PEM,ca} + j_{\lambda,CL,PEM,ca} \left( \delta_{PEM} \right)
$$

(2-96)
where \( j_{\lambda,\text{PEM}} \) is the dissolved water flux along \( z \)-direction calculated by the water content gradient as Eq. (2-86) and (2-87). The \( j_{\lambda,\text{CL},\text{PEM}} \) is the dissolved water flux from the CL to membrane at cathode or anode side obtained by Eq. (2-88).

The temperature for membranes considering the Joule heating caused by proton conductivity in the membrane is:

\[
\sum \rho c \frac{\partial T_{\text{PEM}}}{\partial t} = -\frac{\partial q_{z,\text{PEM}}}{\partial z} - \frac{q_{\text{PEM,CL,ca}} + q_{\text{PEM,CL,ca}}}{\delta_{\text{PEM}}} + r_{T,\text{ohmic,PEM}}
\] (2-97)

The \( q_{z,\text{PEM}} \) is the conduction heat flux along \( z \)-direction which is calculated by the temperature gradient, while \( q_{\text{PEM,CL}} \) is the heat flux from membrane to CL.

The total heat capacity of the membrane is calculated by:

\[
\sum \rho c_p = \frac{\lambda_{\text{PEM}} \rho_{\text{PEM}} \rho_{\text{H}_2\text{O}}}{\rho_{\text{EW}}} c_{p,l} + \rho_{\text{PEM}} c_{\text{PEM}}
\] (2-98)

The effective heat conductivity of the membrane is also a function of water content as:

\[
k_{\text{eff,PEM}} = \frac{(\rho_{\text{PEM}} / \rho_{\text{H}_2\text{O}}) k_{\text{PEM}} + (\lambda_{\text{PEM}} / \rho_{\text{H}_2\text{O}}) \lambda_{l}}{\rho_{\text{PEM}} + \rho_{\text{H}_2\text{O}} / \rho_{l}}
\] (2-99)

The Joule heating is given by:

\[
r_{h,\text{PEM}} = \frac{i^2}{\sigma_{\text{PEM}}}
\] (2-100)

where \( i \) is the local area current density (A m\(^2\)) across the membrane, and \( \sigma_{\text{PEM}} \) is the ionic conductivity in membrane.
Based on the section 2.1 and 2.1, the calculation processes of the cell voltage and local current densities are shown in Figure 2.13. If all state variables of the fuel cell are known, the $I$-$V$ curves of all segments along z-direction and the $I$-$V$ curve of the single cell can be obtained. Then the cell voltage and local current densities are calculated by interpolating these $I$-$V$ curves.

![Calculation flow chart of the cell voltage and current densities.](image)

**Figure 2.13** Calculation flow chart of the cell voltage and current densities.

The modeling process of the mass and heat transfer in a half cell is shown in Figure 2.14. At the very beginning of the simulation, the initial state variables are inputted as the state variables of the fuel cell transient model. Then time derivatives of state variables of the half cell are obtained from local current densities and the state variables. The new state variables are updated by the integral of the derivatives of theses state variables. The fluxes between the CL and PEM are also outputted to the PEM model.
Figure 2.14 Flow chart of the mass and heat transfer for the transient model of the half cell.
The calculation process of the membrane is shown in Figure 2.15, where the fluxes from anode side and cathode side to the membrane, the state variables of PEM and local current densities are the inputs of the membrane model. The derivatives of the state variables are calculated based on the mass and energy conservation principles, and then are integrated with time to obtain the new state variables.

Figure 2.15 Flow chart of the transient model of the PEM.

In above sections, the one dimensional transient models in all layers across membrane were proposed which were based on the mass and energy conservation principles. There are total 15 layers across membrane and 53 state variables in the single fuel cell model. The two-phase (gas
and liquid phases) effect were involved in the modeling processes of the channel plate, gas flow channel, gas diffusion layer and catalyst layer. In the catalyst layer, the dissolved water in the ionomers was considered in the phase transition with the water vapor and liquid water. The calculation processes of the transient model involve three parts, cell voltage model, half cell model and membrane model shown in Figure 2.12, Figure 2.13 and Figure 2.14, respectively. The transient model of the single fuel cell will was implemented in MATLAB/Simulink, and then was validated by experiments based on a single cell that was specially designed. A control-oriented fuel cell stack model was obtained by simplifying the transient model of the single fuel cell that can be used for integration of FDS components and associated design of controllers.
Chapter 3

Experiment Setup for the PEM Fuel Cell Model Validation

In order to validate the model for a cell, a single fuel cell and a test station are designed and constructed. Experimental data for static and dynamic behaviors are collected and compared with simulation results. The cell at anode side is segmented to measurement of currents, and the design of cathode GFP enables visualization of liquid water along channels. Operations for the cell are controlled by flow rates of air and hydrogen, respectively.

Segmentation is a design that can be used for examining the steady and transient states of current and water distribution in the fuel cells. Mench et al. [53] used cell segmentation to study the current density distribution in a fuel cell with a serpentine channel flow pattern. Yoon et al. [54] investigated the liquid water distribution and flooding phenomenon using a segmentation design of a cell. Strickland et al. [55] used a three by three segmentation of anode CP to study the current distribution in a fuel cell with active water management. A detail review about the fuel cell segmentation is well summarized by Pérez et al. [56].

Visualization allows for study of two-phase phenomena, especially by visually observing the liquid water formation, departure and finally removal. There are several techniques proposed by some authors. Use of transparent materials [57-60], neutron radiography [61-65] and X-ray [66-69] are the three main methods utilized to observe and quantify liquid water distribution along the GFCs and other layers.
Our design for a single cell is shown in Figure 3.1. The GCP at the anode side is divided into 10 segments and electrically insulated between each other to measure the current density distribution along the channels separately. On the other hand, the GFCs at the cathode side are so designed as to be transparent, which enables the one to observe flow of liquid water along flow pattern of the channels. Five straight GFCs at both sides are engraved on the surface of GCPs.

![Figure 3.1 An assembled single fuel cell with segmented anode and transparent cathode.](image)

$I-V$ curve of the cell is obtained by simultaneously measuring the terminal voltage at different currents produced by an electronic load connected at the terminal and controlled by LabVIEW program. Due to the measurement of current of each segment, the $I-V$ curve of each segment can be also measured. Images of liquid water distribution in flow channels are captured by a camera that periodically estimates the liquid water amount. The dynamic response of the cell on current steps was also measured in the transient experiments.
3.1 **Fuel Cell Assembly**

The design cell has a size of 1cm×10cm that results in an active area 10cm² catalyst coated membrane electrolyte assemble (MEA). 5 straight GFCs (1mm width, 0.6mm depth and 100mm length) were machined on the surfaces of GCPs. The cell consists of a cathode part, an anode part, two GDLs, a catalyst coated membrane (CCM) and gaskets as shown in Figure 3.2.

![Figure 3.2 An exploded view of the single fuel cell.](image-url)
The cathode and anode parts mainly include the GFCs, current collectors and end plates. The end plate gasket is used to seal the gap between the end plates. The membrane gaskets are used to seal the catalyst coated membrane at cathode and anode sides. The MEA is a commercial catalyst coated membrane (NAFION catalyst coated membrane NR-212). The membrane size is 160 mm × 40 mm, and the 100 mm × 10 mm catalyst areas are coated on the surfaces of the membrane at both sides with a loading of 0.3 mg Pt cm⁻² on each side. The summary of the fuel cell system components is shown in Table 3.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Number</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active area</td>
<td></td>
<td>1 cm × 10 cm</td>
</tr>
<tr>
<td>Membrane area</td>
<td></td>
<td>1.6 cm × 16 cm</td>
</tr>
<tr>
<td>Straight channel</td>
<td>5</td>
<td>1 mm × 0.6 mm × 100 mm</td>
</tr>
<tr>
<td>Segment</td>
<td>10</td>
<td>along channels</td>
</tr>
</tbody>
</table>

3.1.1 **Cathode flow field for the liquid water observation**

Cathode GFCs are designed using a transparent endplate that enables to observe flow of liquid water. Five channels are engraved on the CP through the whole plate for visualization across the transparent end plate.
As shown in Figure 3.3, the cathode part consists of a graphite GCP, a current conductor and an end plate. Five straight channels with 1mm rib between them are engraved through the whole graphite plate except ends of the channels for connections. The graphite plate is assembled on the transparent end plate made of acrylic, and five GFCs (1mm width, 0.6mm depth) are formed by the fitting of graphite plate and the ribs on the end plate as shown in the section drawing of Figure 3.4.
At the end of the cathode graphite plate along the channels, the channels are not machined through the whole plate and only 0.6 mm depth channels are engraved to connect all channel ribs. The copper foil (3M 1182 Tape) that is electrically conductive and adhesive is used on both sides to decrease contact resistance between the graphite plate and copper current collector. The current collector made of copper is fixed by the eight sets of aluminum screws and nuts on the end plate that serve as wire connecting terminals (positive terminals) with the load circuit connected to the cell. The inlet and outlet manifolds are machined on the surface of acrylic end plate. Two Swagelok male tube connectors are screwed on the end plate as the air inlets and outlet.

Formation, departure and removal of liquid water produced by reactions can be observed through the acrylic plate directly by human eyes or image record devices. Periodic image capture of the liquid water can help understand the liquid water distribution along flow pattern transition in the channels, which is used to validate the simulation results of the two-phase.
3.1.2 Segmentation of anode flow field

GCP on the anode side is segmented by ten graphite blocks to measure current distribution along channel, as shown in Figure 3.5.

![Electrically insulated surface](image)

**Figure 3.5** A graphite block engraved with 5 GFCs.

The anode part consists of ten graphite blocks, current conductor and end plate as shown in Figure 3.6. The ten graphite blocks are attached together by the air dry vanish (Dolph Synthite AC-43) on the side surfaces that insulates the electron transport between neighboring graphite blocks. Five straight channels (1mm×0.6mm) are engraved on the surface of each graphite block, and the GFCs are formed by connecting the ten blocks. Like the cathode part, 10 copper adhesive foils are used to decrease the contact resistance between the graphite blocks and the 10 current collectors. 20 sets of aluminum screws and nuts are used to fix the current collectors on the end plate, and at the same time to conduct the currents of 10 segments to the load as terminals. The end plate at anode side is also made of acrylic. The tube connectors are screwed on the end plate to connect the hydrogen supply system.
While operating the cell, the electrons generated in the CL at anode side and are transported to each graphite blocks through the GDL. Ten wires connected to the aluminum screws conduct the currents of the 10 segment current collectors separately, which are measured by 10 current sensors. In this way, $I$-$V$ curves of ten blocks along the channels can be obtained.
3.2 Air and Hydrogen Supply Systems

The air and hydrogen supply systems are designed to feed the reactant gases from gas cylinders to the fuel cell. The air flow and humidity at cathode side can be changed by the air supply system, while the hydrogen flow is controlled by a mass flow controller. The operating parameters of the reactant gases at the inlets and outlets of cathode and anode side are monitored by a LabVIEW program residing in a PC.

Schematic diagram for the air supply system is shown in Figure 3.7.

![Figure 3.7 Basic schematic of air supply system.](image-url)
Two mass flow controllers are used to control the total mass flow rate and relatively humidity of supplied air. The mass flow controller line is connected to a bubble humidifier supplies wet air, while the second mass flow controller line is used to supply dry air. The air entering the cell is the mixed one from these two lines and humidity of this air is determined by a ratio of the wet air flow rate to the dry air. The operating condition of the air entering the cell is measured by a humidity/temperature transmitter and a pressure transmitter. At the outlet, temperature and humidity of exhausted air are measured by a second humidity/temperature transmitter. In addition, pressure drop between the inlet and outlet at the cathode side is also measured by a differential pressure transmitter.

Likewise, hydrogen supply system is shown in Figure 3.8. The mass flow rate of supplying hydrogen is controlled by a mass flow controller. The hydrogen operating conditions at the inlet are measured by a thermocouple and a pressure transmitter. At the outlet, temperature, humidity and pressure drop are measured using the same sensors as the cathode side. Purging the anode side of the cell is carried out by a solenoid valve.

![Figure 3.8 Basic schematic of hydrogen supply system.](image-url)
The experimental uncertainty analysis was performed for all measured data used for the validation of the transient model based on the specifications of the sensors in the fuel cell testing system. The errors of the sensors and data for the validation are shown in Table 3.2.

Table 3.2 Errors of the sensors and data for validation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Model</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local current sensor (A)</td>
<td>LEM HX03-P</td>
<td>±0.03</td>
</tr>
<tr>
<td>Cell current sensor (A)</td>
<td>LEM LAH 25-NP</td>
<td>±0.04</td>
</tr>
<tr>
<td>Cell voltage sensor (mV)</td>
<td>AD 5B31-01</td>
<td>±15</td>
</tr>
<tr>
<td>Cathode differential pressure sensor (Pa)</td>
<td>Dwyer 616-0</td>
<td>±1.6</td>
</tr>
<tr>
<td>Anode differential pressure sensor (Pa)</td>
<td>Dwyer 616-00</td>
<td>±0.8</td>
</tr>
<tr>
<td>Air humidity sensor (%)</td>
<td>E+E Elektronik EE08-PFT-2-V11-E-602-T22</td>
<td>±2</td>
</tr>
<tr>
<td>Air flow rate (sccm)</td>
<td>AALBORG GFC17 Air 1000</td>
<td>±15</td>
</tr>
<tr>
<td>H2 flow rate (sccm)</td>
<td>AALBORG GFC17 H2 500</td>
<td>±7.5</td>
</tr>
</tbody>
</table>

3.3 **Instrumentation**

A schematic diagram of the segmented cell instrumentation is shown in Figure 3.9. Currents of ten anode segments by the aluminum screw terminals are separately measured using ten current sensors. Outputs of the sensors are voltages that are connected via DAQ board.
Due to the low voltage output of the fuel cell that is less than 1V, the DC electronic load with an additional DC power was offset to enable the electronic load to draw high currents in the low voltage range. In our experiments, the output voltage of the DC power supply is fixed at 4V and the current of DC electronic load is controlled by the analog output of the DAQ board in the scale of 0-10V, which is corresponding to the 0-10A of the controlled fuel cell current.

A digital camera is used to periodically capture images of the liquid water distribution along the GFCs, which is triggered by the LabVIEW program.

All the sensors and transmitters are connected to the DAQ boards based on National Instruments (NI) hardware as shown in Figure 3.10.
Figure 3.10 Schematic diagram of the DAQ system.
In addition the mass flow controllers and the DC electronic load are controlled by the analog output signals of the DAQ board. All the AI and AO connecting the NI board are isolated by the corresponding input and output blocks to protect the AI and AO modules.

The fuel cell and testing station including the fuel cell, air supply system, hydrogen supply system, control, measurement and data acquisition system are shown in Figure 3.11.

(a) Anode part of the fuel cell.

(b) Cathode part of the fuel cell.
(c) The GDL and membrane.

(d) Assembled fuel cell.
In this chapter, the design of a single fuel cell and its test station is introduced. A segmented anode gas channel plate and a transparent cathode gas channel plate are applied to measure the current distribution along gas flow channels and observe the liquid water distribution in the channels. The experiments were performed and the experimental data were compared with the simulation results for model validation in the next chapter.
Chapter 4

Model Integration, Validation and Comparison

Simulations of the model explained in the Chapter 2 are reported in this chapter. Experimental data $I-V$ curves for a cell were collected using the test station and compared with the results of the simulations.

4.1 Development of the Transient Model

The model is developed using embedded M-code functions in MATLAB/Simulink as shown in Figure 4.1. The input variables are average current density ($I_{\text{den_avg}}$), cathode operating conditions that include flow rate ($\text{sccm}_\text{in_c_GFC}$), temperature ($T_{\text{in_c_GFC}}$) and RH ($\text{RH}_\text{in_c_GFC}$) at the inlet of cathode GFCs, and back pressure ($p_{\text{back_c_GFC}}$) at the outlet of the cathode GFCs. The anode operating conditions are the same input variables as those on the cathode side, and the value of the state variables ($\text{State}_\text{Variables}$) that are updated with a time interval by solving the ordinary differential equations (ODE).

For the segmented model of the fuel cell, each state variable is a $n$ element vector, where the $n$ is the segmentation number along channel direction. Thus, the state variables can be considered as a $n$-by-56 state matrix.
The initial conditions, upper and lower limits of all the state variables are constants defined in a M-file and set in the integrator block as shown in Figure 4.1. When the model starts to run, all constants for this model are initialized before the model runs.

Figure 4.1 Subsystem of the two-phase transient model.

Other output variables such as cell voltage (V_cell), activation overpotential at cathode side (V_op_ca), liquid water saturation in GFCs (s_c_GFC and s_aGFC), pressures and pressure drops along GFCs (p_c_GFC, p_a_GFC, Dp_c_GFC and Dp_a_GFC) and temperature in GFCs
(T_c_GFC and T_a_GFC) are set in the model for the purpose of the validation as shown in Figure 4.1.

The FC_Update_Model embedded some functions as shown in Figure 4.2, where the V_cell_fun is a function of cell voltage introduced in Chapter 2, the Half_Cell_fun is a function to update the state variables in half a fuel cell (CP, GFC, GDL and CL), and the MEM_fun is a function to update the state variables in membrane. The Half_Cell_fun are used twice separately to model the transient performance at cathode and anode sides, respectively.

![Figure 4.2 Function structures of FC_Update_Model.](image-url)
The operating conditions for the simulation are set as constant over time. The input and output variables are written into data files with a specific sampling time. The final transient model of a fuel cell is shown in Figure 4.3.

![Figure 4.3 Final transient model of the fuel cell in MATLAB/Simulink.]

### 4.2 Boundary Conditions of the Transient Model

For the one dimensional model in chapter 2, the boundary conditions at $z = 0$ and $z = \text{length of unit}$ are introduced for different layers (CP, GFC, GDL, CL and membrane) in a single cell.

At the inlet of the GFC at cathode and anode sides, the operating conditions (flow rate, temperature and RH of inlet gas flow) are converted into the inlet boundary conditions of the gas flow in the channels, which include the gas species flux, liquid flux and heat flux calculated by:
\[ \dot{j}_{i, in, GFC} = C_{i, in, GFC} U_{in, GFC} \]  

(4-1)

\[ \dot{j}_{i, in, GFC} = 0 \]  

(4-2)

\[ \dot{q}_{in, GFC} = \sum C_{p,i} \dot{j}_{i, in, GFC} T_{in, GFC} \]  

(4-3)

The species concentrations at the inlet of GFC can be obtained by gas state equation, and the inlet gas velocity is assumed to be proportional with the pressure difference between GFC inlet and the first segment as:

\[ C_{i, in, GFC} = \frac{p_{in, GFC} x_i}{RT_{in, GFC}} \]  

(4-4)

\[ U_{in, GFC} = k_{in, GFC} \left( p_{in, GFC} - p_{GFC}(1) \right) \]  

(4-5)

Thus, if the pressures at the inlet of GFC are known, the species flux and heat flux at the inlet of GFC can be obtained by above equations explicitly. In our experiments, since the flow rates at the inlet are known and fixed, the inlet pressure can be calculated by substituting Eq. (4-5) into following equation:

\[ N_{in, GFC} = n_{GFC} \frac{p_{in, GFC}}{RT_{in, GFC}} U_{in, GFC} \]  

(4-6)

The inlet pressure is the positive root by solving a quadratic equation.

At the outlet of the GFC, the gas species flux, liquid flux and heat flux are calculated by the similar equations as:
\[ \dot{j}_{i,\text{out},GFC} = C_{i,GFC}(\text{end})U_{g,\text{out},GFC} \]  
\[ \dot{\nu}_{i,\text{out},GFC} = \rho_i U_{i,\text{out},GFC} \]  
\[ \dot{\nu}_{\text{out},GFC} = \sum C_{\nu,i} \dot{j}_{i,\text{out},GFC}^GFC \text{(end)} \]

The superficial gas velocity and liquid velocity is calculated by following equations by considering the liquid water effect as:

\[ U_{g,\text{out},GFC} = k_{GFC} (p_{GFC}(\text{end}) - p_{\text{back}})^{1.5} \]

\[ U_{l,\text{out},GFC} = K_{ip,GFC} \left( \frac{s_{GFC}(\text{end})}{1-s_{GFC}(\text{end})} \right)^2 \left( \frac{\mu_{GFC}(\text{end})}{\mu_{GFC}(\text{end})} \right) U_{g,\text{out},GFC} \]

The boundary conditions other layers (CP, GDL, CL and membrane) are assumed that the species flux and heat flux that are equal to 0 at inlet and outlet.

4.3 Comparison between Simulation and Experimental Results

Experimental data are collected for the designed cell using the test station described above. I-V curve at the terminal is measured for two cases. The first one is obtained by sweeping a current from 0 to a maximum value of the cell for different air humidity. For the second case, the I-V curve was obtained for different gas flow rates. The data collected are compared with those simulated.
4.3.1 Measurement of $I$-$V$ curves by current sweeping

$I$-$V$ characteristics of a cell are affected by amount of humidity on the air and flow rates of air and hydrogen. Thus, the RH of air and flow rates of reactant gases are changed to obtain $I$-$V$ curves, where the cell current with a slope of 0.05A min$^{-1}$ is applied on the cell by a electric load. The current density distribution, voltage and liquid water images in GFCs are recorded at every second. The RH of the air is set by controlling the ratio of flow rates between dry and wet air. The operating conditions for study of the effects of RH are summarized in Table 4.1.

<table>
<thead>
<tr>
<th>Operating conditions</th>
<th>Cathode</th>
<th>Anode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet flow rate (sccm)</td>
<td>133</td>
<td>56</td>
</tr>
<tr>
<td>Inlet temperature (°C)</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>RH (%)</td>
<td>20, 40, 60, 80 and 100</td>
<td>0</td>
</tr>
<tr>
<td>Back pressure (atm)</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The $I$-$V$ curves of these five cases for different RH of air are shown in Figure 4.4 to evaluate the air humidity effect on the performance of the fuel cell.

The results show the RH significantly affects performance of the cell. The high RH decreases proton conductivity and increases the output voltage. However, improvements of the cell performance were not proportional to the amount of RH. Even though RH was increased from 80% to 100%, the increase of the cell voltage is the smallest.
Two types of graphs are shown in Figure 4.5. The first type is \( I-V \) curves of 10 segments of the cell along the GFCs at different air relative humilities and the second one is the histograms of limiting current of all segments.

It was observed in \( I-V \) curves of Figure 4.5(a) that the currents of the segments near the outlet of GFCs are higher than that near the inlet because of high water vapor concentration at the outlet, which was reconfirmed by the histogram of limiting currents of the segments as shown Figure 4.5(a). When the reactants near the outlet of the GFCs are fully humidified, removal of
water from inside of the cell gets difficult and more water is transported to membrane. As a result, membranes are more hydrated and the proton conductivity is improved.

When the RH increases, the current difference among segment becomes less because of the higher inlet vapor concentration, which help hydrate the membrane near the inlet of GFCs in increase the cell voltage as shown in Figure 4.5(b), (c), (d) and (e). However, the limiting currents of segment #9 and #10 near the outlet do not increase, and even decrease slightly for the cases of RH = 60%, 80% and 100%, which means the variation of inlet RH does not affect the segments near the outlet greatly. In the I-V curves of segments for high RHs as shown in Figure 4.5(b), (c), (d) and (e), the I-V curves near the outlet of GFCs can cross the I-V curves near the inlet of GFCs. This cross-over effect is caused by that much more liquid water is accumulated near the outlet of GFCs and increases the mass transport voltage loss. The decrease of the limiting current is also caused by condensations of liquid water inside of the cell components as shown in histograms of Figure 4.5(c), (d) and (e), which is explained by that the liquid water in CLs covers the reaction site on catalysts and increases the resistance of reactant gas transport.

(a) Current distribution along GFC for RH = 20%
(b) Current distribution along GFC for RH = 40%

(c) Current distribution along GFC for RH = 60%

(d) Current distribution along GFC for RH = 80%
Liquid water distributions in the GFC as a function of different currents and RH = 20%, 60% and 100% are captured at several time instants and shown in Figure 4.6. Encircled red line shows the areas where droplets of liquid water are formed and attached in GFC.

For all cases of RH experiment, the liquid water is firstly observed in the outlet area of the GFCs. The case of RH = 100% is earliest one that the liquid water droplets are observed in GFCs, while the case of RH = 20% is the latest one. The wet area of the case of RH = 100% is the largest one which almost cover 50% area in GFCs. As shown in the I-V curves and histograms of Figure 4.5, the voltages corresponding to the wet segments drop rapidly with the appearance and increase of the wet area. The histograms of limiting currents also shows that the case of RH=20% has the largest limiting current values at the segments near the GFC outlet for smallest wet area as shown in Figure 4.6.
Figure 4.6 Liquid water distribution along GFCs for different inlet RH of air.
Effects of flow rates of air and hydrogen on performance of a cell are experimentally studied. For this study, the RH for air is set to be 100% and others are according to Table 4.1. The $I$-$V$ curves for different cases of flow rates are shown in Figure 4.7. The results shown that change of the flow rates does not significantly affect voltages and limiting currents, even thought the flow rate is at the highest (Air/H$_2$ = 200/84 sccm).
shown in Figure 4.8 (e). The liquid water effect (voltage rapid drop) on the performance of fuel cell is more apparently observed in the cases of low flow rate of reactant gases.

When the flow rate increases, liquid water residing in the channels is easily removed and as a result resistance against reactant flow is reduced. The limit of current of each segment is also shown in the histograms of Figure 4.8, where the limit current is almost evenly distributed, especially for the segment #5-10. Thus, the flow rates of reactant gases have little effect on the current distribution along the channels.

(a) Air/H2 = 66/28 sccm

(b) Air/H2 = 100/42 sccm
Figure 4.8  *I-V* curves of 10 segments for the cases of different flow rates.
These images of liquid water distribution in GFCs for three cases of different flow rates are also captured shown in Figure 4.9, where the area circled by the red line is the wet area by liquid water. For the case of low flow rate (Air/H2 = 66/28), the wet area increases rapidly, and the ratio of the area reaches about 70% of that at limit cell current. For other two cases shown in Figure 4.9, even though more liquid water was observed at lower flow rate (Air/H2 = 133/56 sccm), the difference of wet areas was smaller, and the wet areas are almost the same as that at the limiting currents. As a result, an increase of air flow rate decreases the wet area in GFCs and improves performance of the fuel cell. This relationship needs to be considered for optimization of flow rates.
Figure 4.9  Liquid water distribution in GFCs for different gas flow rates.
On the other hand, liquid water accumulated in GFCs increases pressure drop along the channels. Effects of different RH and flow rates on pressure drops along GFCs are shown in Figure 4.10 and Figure 4.11, as the current increases.

It was observed in Figure 4.10 that the pressure drop was not significantly affected by RH, but propositional when the RH is relatively high like 60%, 80% and 100%. On the other hand, the pressure drop tends to follow the current density. When the current density becomes high, the pressure drop increases more rapid than that at the low current density.

![Figure 4.10](image-url)  
Figure 4.10 Effects of RH on pressure drop along GFCs at cathode side.
When flow rates were increased, the pressure drop tends to follow them linearly but with a high slope at high current density as shown in Figure 4.11. The gas flow rate has more influence on pressure drop along GFCs than the RH does.

![Figure 4.11](image)

**Figure 4.11** Effects of air flow rates on pressure drop along GFCs.

From above analysis, the increase of pressure drop is mainly caused by the accumulation of liquid water in GFCs. For high cell current, more liquid water is observed in the channels, which reduces section area of GFCs and increases the transport resistance of the gas flow in the channels.
4.3.2 **Validation of the model and analysis**

Comparisons between simulations and experiments are carried out with respect to static and dynamic behavior of a cell. The parameters used for the model is listed in Appendix A, which reflect parameters of the designed cell that includes geometric size of the cell, and material properties of CP, GDL and membrane. Operation conditions are the same as those used in the experiments list in Table 4.1.

The model developed is non-isothermal, segmented, and transient. Because of limitation of computational time, the comparison is performed only for a simplified model that considers isothermal, non-segmented and transient case.

In order to reduce the computational time, simulation was performed using a high performance computer cluster (HPCC) that is available in Auburn University. The HPCC allows for parallel computation, where the original codes are converted to S-functions.

The model is used to calculate *I-V* curves at different RH values, which is compared with those obtained from experiments at RH = 20%, 60% and 100%, as shown in Figure 4.12. For the case of RH = 20%, the difference of *I-V* curves at low current density is higher than that at the high current density. For the cases of RH = 40% and 100%, the *I-V* curves show similar trends, but large errors existed in low and high current range. The voltage difference in the low current density is dominantly caused by the cathode over-potential while in the high current the liquid water accumulated in the cell mainly affects the voltage drop.
Figure 4.12  *I-V* curves of model predication and experiments for different air RH.

The liquid water saturation in GFCs at cathode side at different RHs was calculated and plotted in Figure 4.13. It can be recognized that a high RH firstly shows the liquid water in the channels. The amount of water is the largest, which is comparable to that in Figure 4.6. At a RH = 20%, water is not likely condensed and transported to the GFCs. Since the liquid water amount in GFCs cannot be accurately measured by the current test station, qualitative comparison was impossible. The comparison of Figure 4.6 and Figure 4.13 shows that the liquid water amount in GFC estimated from the circled of images has a similar increase trend to that obtained from the simulation results.
Figure 4.13 Liquid water saturation in GFCs at cathode side of model predication.

To validate transient behavior of the cell, a multi-step current is applied and the responses are plotted in Figure 4.14. All the operating conditions are listed in Table 4.2.

<table>
<thead>
<tr>
<th>Operating conditions</th>
<th>Cathode</th>
<th>Anode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet flow rate (sccm)</td>
<td>133</td>
<td>56</td>
</tr>
<tr>
<td>Inlet temperature (°C)</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>RH (%)</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Back pressure (atm)</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
The current applied has two steps. The first step is from 0A to 1.5A at 13sec and 1A at 26sec, and the second step is from 1A to 2A at 37sec and 2A to 0A at 52sec.

Figure 4.14 The cell current of the fuel cell used in the experiments and simulation.

The simulation and experiment response of the terminal voltage were plotted in Figure 4.15. Firstly, the overshoots for both cases show the similar dynamics. The response time for the step currents takes about 0.6sec that is relatively short. This overshoot can be explained by that the concentration of reactant gases response at reaction sites for the sudden change of current. When the cell current was suddenly increased, the consumption rates of reactant gases were also suddenly increased that caused the low concentration of reactant gases at the reaction sites. The low concentrations of reactant gases can decrease the OCV and increase the activation overpotentials. So the cell voltage is also suddenly reduced. When the reactant gases in CLs were
replenished by the supplied gas in GFCs in a short time, the concentration of reactant gases at reaction site was increased and then reached steady state. The cell voltage also was increased and then keeps stable in a short time. For the sudden decrease of cell current, the inverse process occurred and caused the overshoot of decrease of the cell voltage.

After the short overshoot, the terminal voltage tends to increase relatively slowly in experiment. The increase of the voltage is thought to be caused by decrease of the electrical or ionic resistance.

The increase of liquid water amount as byproduct in cells with time can decrease the contact resistance between layers with relatively slow rate, and decrease the ohmic loss. Since the

Figure 4.15 The cell voltage responses of experiment and simulation result.
contact resistance is assumed to be constant in the current model of the single fuel cell, the ohmic loss due to electrical resistance does not change when the cell current is in steady state.

The increase of water amount also can increase the conductivity of membrane in cells. When phase transition rate between dissolved water in the ionomers and water vapor in void space in CL is relatively small, then the amount of water in the membrane increases with time, which can increases the ionic conductivity in the membrane. As a result, the voltage loss due to ionic resistance in membrane decreases. Because of the phase transition parameters used in current model, phase changes in CL take place faster than that in the experiments and as a result the water as byproduct transports from the ionomers to void space in CL rapidly and cause the water content in the membrane and the ohmic loss of cell voltage stable in as short time.

From above analysis in this chapter, the simulation result of the model shows that the $I$-$V$ curves of model match the trend of the results based on the RH experimental data. The dynamic response of model simulation can predict the short time overshoot in the experimental data.
Chapter 5

Modeling of Fuel Delivery System

In this chapter, the FDS including the two supply lines and two recirculation lines is modeled. All components in the FDS were modeled, and then integrated with the anode model of the fuel cell stack. For the purpose of the modeling, the FDS shown in Figure 1.7 is converted into the figure as shown in the Figure 5.1, where three manifolds are added before the ejector (ejector manifold), the inlet of fuel cell stack (supply manifold) and the outlet of the fuel cell stack (outlet manifold). These manifolds are modeled as control volumes to express the dynamic characteristics in these volumes at corresponding position.

As shown in Figure 5.1, the components of the FDS include three manifolds (ejector, supply, and return manifolds), an ejector, a blower, a pressure regulator, a flow control valve, and a purge valve. The pressure and water dynamics were considered in the modeling of supply and return manifolds. The rotator inertia of the blower motor was also considered in the dynamic model of the blower. A static ejector model is presented to determine the flow rates at its two inlets and one outlet. Other components such as the flow control valve, low-pressure regulator, and ejector were built as static models. Based on the relationship of the flow rates of each component, the FDS model can be modeled by connecting all components.
To simply the modeling process for the purpose of control, several assumptions were made for the purpose of modeling as:

1) the outlet pressure of high-pressure regulator is stable;
2) there is no pressure drop along the pipe connections;
3) spatial variations are neglected in manifolds;
4) no contaminant gases are in the hydrogen supplied by the tank;
5) no gas crosses the membrane and no gas leaks in the fuel cell;
6) the ideal gas law applies to all control volumes;
7) all manifolds work in isothermal conditions;
8) liquid water is not re-circulated by the blower or ejector; and,
9) gaseous and liquid water are in equilibrium in all control volumes.

The assumption 1 is based on that the change of pressure at the outlet of high pressure regulator is very small. The assumption 2, 3 and 6 are standard assumptions for lumped parameter models. The assumption 4 is made because of the small amount of contaminant gases
in supplied hydrogen. The gas crossover and leakage effects are neglected since they do not significantly affect the fuel cell performance for commercial membrane and gasketings. The assumption 7 is from the fact that manifolds in the FDS do not change rapidly in a large range when cooling system is applied on fuel cell stacks. The assumption 8 is based on that the liquid water can only be purged out by high speed gas flow when the purge valve is open. The assumption 9 is used to neglect the transient process of phase change between the water vapor and liquid water.

Because of the back diffusion effect across the membrane, water can be transported into the anode of the fuel cell and condense in the CL, GDL, and GFCs. In addition, the liquid water can also flow into the return manifold by the entrainment effect of the gas flow, be discharged by purging operation, and condensed by the saturated water vapor in the return and supply manifolds. If large current is drawn out by the fuel cell stack, large amount of water is generated and exists in the fuel cell stack and manifolds, which may block the gas transport path in the stack and FDS. Thus, the gas-liquid two-phase phenomenon should be considered in the models of the supply and return manifolds and the purge valve.

5.1 Manifolds

In this section, the three manifolds (ejector manifold, supply manifold and return manifold) are modeled separately. The two-phase (gas and liquid phases) condition is considered in the supply and return manifolds, while single-phase (gas phase) condition is considered in the ejector manifold.
As shown in Figure 5.1, the ejector manifold represents the pipe volume which connects the flow control valve and primary inlet of the ejector. Because pure hydrogen is supplied from the flow control valve, only the hydrogen pressure dynamic is considered in the model,

\[
\frac{dp_{em}}{dt} = \frac{R_{H_2} T_{em}}{V_{em}} (W_{fcv} - W_{ej,p})
\]

(5-1)

where \(p_{em}\) is the hydrogen pressure in ejector manifold, \(W_{fcv}\) is the mass flow rate of flow control valve and \(W_{ej,p}\) is the mass flow rate of primary inlet of ejector.

Since the hydrogen exhaust from a fuel cell stack can contain water vapor and can be recirculated into the supply manifold by the recirculation pumps, water vapor is condensed if its partial pressure is higher than the saturation pressure in the manifold. Thus, the hydrogen pressure and water activity dynamic equations can be used to describe the dynamic change of the amount of hydrogen and water in the manifold as [39]:

\[
\frac{dp_{H_2,sm}}{dt} = \frac{R_{H_2} T_{sm}}{V_{sm}} \left( W_{H_2,lpr} + W_{H_2,ej,out} + W_{H_2,bl} - W_{H_2,sm,out} \right)
\]

(5-2)

\[
\frac{da_{w,sm}}{dt} = \frac{R_{H_2O} T_{sm}}{p_{sat}(T_{sm}) V_{sm}} \left( W_{v,ej,out} + W_{v,bl} - W_{w,sm,out} \right)
\]

(5-3)

where \(p_{w,sm}\) is the hydrogen partial pressure in supply manifold; \(W_{H_2,lpr}\), \(W_{H_2,ej}\), and \(W_{H_2,bl}\) are the mass flow rates of the low-pressure regulator, ejector outlet and blower. The water activity \(a_w\) describes the total amount of water in gas and liquid phases in a controlled volume [39], and \(p_{sat}\) is the saturation pressure, which can be written as a function of temperature [39]. \(W_{v,ej, out}\) and \(W_{v,bl, in}\) the vapor mass flow rate of the ejector outlet and blower as the total flow rate entering the
manifold, and \( W_{\text{w,sm,out}} \) is the water outflow rate of the supplied manifold involving liquid water and water vapor.

Since the inflow of the return manifold is from the fuel cell stack, water vapor and liquid water can also exist in this manifold and the dynamic model is:

\[
\frac{dp_{H_2,\text{rm}}}{dt} = \frac{R_{H_2} T_{\text{rm}}}{V_{\text{rm}}}(W_{H_2,\text{rm,in}} - W_{H_2,\text{ej},s} - W_{H_2,\text{bl}} - W_{H_2,\text{purge}}) \tag{5-4}
\]

\[
\frac{da_{\text{w,rm}}}{dt} = \frac{R_{H_2O} T_{\text{rm}}}{p_{\text{sat}}(T_{\text{rm}}) V_{\text{rm}}}(W_{\text{w,rm,in}} - W_{\text{v,ej},s} - W_{\text{v,bl}} - W_{\text{w,\text{purge}}}) \tag{5-5}
\]

In the above equations, the water inflow rate of the return manifold \( W_{\text{w,rm,in}} \) and the water flow rate of purge valve \( W_{\text{w,purge}} \) are the sum of water flow rates in gas and liquid phases.

The gas constant and specific heat capacity of the gas in the supply and return manifold can be obtained by averaging the values of species based on the mass fraction as:

\[
R_g = \sum_i R_i y_i, \quad c_g = \sum_i c_i y_i \tag{5-6}
\]

where \( R_g \) represents the gas constant of mixed gas, \( c_g \) refers the specific heat capacity (constant volume or constant pressure) of the mixed gas in manifolds, and \( y_i \) is the mass fraction of species \( i \) obtained from the partial pressures. Then, the density and specific heat ratio of the mixed gas can be obtained by:

\[
\rho_g = \frac{p}{R_g T}, \quad \text{and} \quad \gamma_g = \frac{c_{p,g}}{c_{v,g}} \tag{5-7}
\]
where $p$ is the total pressure of mixed gas, and the $\gamma_g$ is the specific heat ratio of the mixed gas in manifolds.

5.2 Blower

In Figure 5.1, a blower is used as another recirculation pump to actively change the mass flow rate of recirculation. Comparing the ejector, the blower speed is controlled by a voltage signal and consumes power from the system.

The model of blower consists of two parts, a static blower model and a dynamic electric motor model. For the static blower model, the blower flow can be expressed as the function of pressures at inlet and outlet of the blower, inlet gas temperature and speed of the blower motor. Different curve fitting methods can be applied on the flow rate calculation based on different forms of the curve fitting function [70]. Jensen & Kristensen [70] presented a model by using the dimensionless head parameter to reduce to number of variables for the curve fitting, which is also used in the compressor modeling for the air supply at cathode side by Pukrushpan [36, 71].

For the blower, or compressor model, the dimensionless head parameter is defined as [70],

$$
\Psi_{bl} = \frac{1}{\frac{1}{2} U_{bl}^2} \left[ c_{p,rm} T_{st} \left( \frac{P_{in}}{P_{rm}} \right)^{\frac{\gamma_g-1}{\gamma_g}} - 1 \right]
$$

(5-8)

where $V_{bl}$ is the tip velocity of the blower blade, which is given by:

$$
U_{bl} = \frac{D_{bl} \omega_{bc}}{2}
$$

(5-9)
where $D_{bl}$ is the diameter of the blower blade, and $\omega_{bc}$ is the corrected angle velocity (rad s$^{-1}$) of the blower rotator defined as:

$$\omega_{bc} = \frac{\omega_{bl}}{\sqrt{T_{rm}/T_{ref}}}$$  \hspace{1cm} (5-10)

where $T_{ref}$ is the reference temperature at 288 K.

Another important dimensionless parameter defined in the Jensen & Kristensen method [70] is the scaled blower flow rate $\Phi_{bl}$ given by:

$$\Phi_{bl} = \frac{W_{bc}}{\rho_{rm} \frac{\pi}{4} D_{bl}^2 U_{bl}}$$  \hspace{1cm} (5-11)

where $W_{bc}$ is the corrected mass flow rates defined as:

$$W_{bc} = W_{bl} \frac{\sqrt{T_{rm}/T_{ref}}}{p_{rm}/p_{ref}}$$  \hspace{1cm} (5-12)

where $W_{bl}$ is the mass flow rate of the blower, and $p_{ref}$ is the reference pressure (101325 Pa). The Jensen & Kristensen method [70] used the following forms of function to express the relationship between the scaled blower flow rate, blower efficiency, and the dimensionless head parameter [70]:

$$\Phi_{bl} = \frac{a_1 \Psi_{bl} + a_2}{\Psi_{bl} - a_3}, \text{ where } a_i = a_{i1} + a_{i2} M_{bl}, i = 1, 2, 3$$  \hspace{1cm} (5-13)

$$\eta_{bl} = b_1 \Phi_{bl}^2 + b_2 \Phi_{bl} + b_3, \text{ where } b_i = \frac{b_{i1} + b_{i2} M_{bl}}{b_{i3} - M_{bl}}, i = 1, 2, 3$$  \hspace{1cm} (5-14)
where $a$ and $b$ are function parameters, and $M_{bl}$ is the inlet Mach number defined by:

$$M_{bl} = \frac{U_{bl}}{\sqrt{\gamma_{gr} \rho_{rm} R_{gr} T_{rm}}}$$

When the blower dimensionless head parameter $\psi_{bl}$ is calculated by Eq. (5-13) from the gas states at the inlet and outlet of the blower, the output corrected blower flow is given by:

$$W_{bc} = \Phi_{bl} \rho_{rm} \frac{\pi}{4} D_{bl}^2 U_{bl}$$

The parameters in Eqs (5-13) and (5-14) can be obtained by the curve fitting method from the experimental data. For the current blower model, these parameters are given in Table 5.1.

**Table 5.1 Blower map function parameters.**

<table>
<thead>
<tr>
<th>A</th>
<th>Value</th>
<th>b</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{11}$</td>
<td>-1.598×10^{-3}</td>
<td>$b_{11}$</td>
<td>-7923.8</td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>2.663×10^{-2}</td>
<td>$b_{12}$</td>
<td>1.502×10^{4}</td>
</tr>
<tr>
<td>$a_{21}$</td>
<td>-3.062×10^{-2}</td>
<td>$b_{13}$</td>
<td>0.2144</td>
</tr>
<tr>
<td>$a_{22}$</td>
<td>-0.1740</td>
<td>$b_{21}$</td>
<td>24.91</td>
</tr>
<tr>
<td>$a_{31}$</td>
<td>14.55</td>
<td>$b_{22}$</td>
<td>-821.5</td>
</tr>
<tr>
<td>$a_{32}$</td>
<td>-15.73</td>
<td>$b_{23}$</td>
<td>-4.093×10^{-2}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_{31}$</td>
<td>-4.929×10^{-2}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_{32}$</td>
<td>0.8529</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_{33}$</td>
<td>1.715×10^{-2}</td>
</tr>
</tbody>
</table>
A blower map as shown in Figure 5.2 presents the relationship of the flow rate and pressure ratio. To plot the blower map of above model, the inlet pressure, temperature and RH are set to 1.4Bar, 70°C and 100%. For each blower speed range from 6000 RPM to 18000 RPM with 2000 RPM step, the plot of mass flow rate and pressure ratio curve can be drawn based on the calculation of above model as shown in Figure 5.2, where the pressure ratio is defined as that of outlet pressure to the inlet pressure.

![Blower map of the mass flow rate and pressure ratio.](image)

Figure 5.2 Blower map of the mass flow rate and pressure ratio.

From the blower map, the mass flow rate of the blower can be obtained by the pressure ratio and the blower angular speed if the inlet gas state is known. The angular speed is updated by the
dynamic part of the blower based on the motor model, which is the only state variable of the blower updated by the following dynamic equations,

\[
\frac{d\omega_{bl}}{dt} = \frac{1}{J_{bl}}(\tau_{bm} - \tau_{bl}) \quad (5-17)
\]

\[
\tau_{bl} = \frac{c_{p,rm}T_{rm}}{\omega_{bl} \eta_{bl}} \left( \frac{P_{un}}{P_{rm}} \right)^{\frac{\gamma_{e,rm}-1}{\gamma_{e,rm}}} - 1 \right) W_{bl} \quad (5-18)
\]

\[
\tau_{bm} = \eta_{bm} \frac{k_{i}}{R_{bm}} (u_{bl} - k_{v} \omega_{bl}) \quad (5-19)
\]

where \( J_{bl} \) is the rotational inertia of the rotator, \( \eta_{bm}, k_{i}, k_{v}, \) and \( R_{bm} \) are motor parameters, and \( u_{bl} \) is the control voltage of the blower motor. The species (hydrogen and water vapor) flow rates of the blower can be calculated by the total and the species mass fraction in the return manifold.

### 5.3 Ejector

Study of ejectors has been taken for many years, especial for the applications of chimerical industry, oil plant, airplane jet propulsion and refrigeration [72-75]. Recent research [38, 76-79] introduced the ejector as the anodic hydrogen recirculation pumps, which allows utilize the high pressure gas from the hydrogen tank to entrain the relatively low pressure hydrogen exhausted into the supply line as a recirculation pump. The ejector has the characteristics of simple structure, no movable parts, and no power consumption which increases its reliability and ease of maintenance on the application of FDS of fuel cell stack.
The basic structure of an ejector is shown in Figure 5.3. In the FDS, the high-pressure pure hydrogen of the primary flow is chocked at the throat of the primary inlet and forms supersonic flow in ejector. When the primary flow expanded passing through the throat, its velocity increased and a low pressure zone is formed. Then, the relatively low-pressure hydrogen at the secondary inlet is entrained by high-speed primary flow and mixed in the mixing chamber. The shock wave occurs in the ejector depending on the outlet pressure.

![Figure 5.3 Basic structure of an ejector.](image)

Reviews of the mathematical modeling on ejectors have been published by Bartosiewicz [80] et al. and He et al. [81]. The models in the publications can be divided into two types, thermodynamic model and CFD model. The thermodynamic model is based on the thermodynamic analysis and solved in one dimension along the flow direction. The constant-pressure mixing model or constant-area mixing model are applied in the thermodynamic model as the mixing assumption [77, 82, 83]. CFD method is applied on the ejector modeling by
utilizing the powerful computation of computers on the solution of two dimensional or three dimensional problem [84-86]. In following section, a mathematical model of ejector is presented based on the shock circle by Zhu et al.[77], and the CFD model is used to validate the shock circle model and its parameters.

5.3.1 Mathematical modeling

The primary flow rate at the primary inlet throat can be calculated by the convergent nozzle equation based on choked flow and un-choked flow conditions, which depends on the ratio of inlet pressure to back pressure [77]:

\[
W_{ej,p} = \begin{cases} 
 p_{em} A_{t,ej} \left[ \frac{\eta_{ej,p} \gamma_{H_2}}{R_{H_2} T_{em}} \left( \frac{2}{\gamma_{H_2} + 1} \right)^{\gamma_{H_2} - \frac{1}{2}} \right] & \text{if } \frac{p_{m}}{p_{em}} \leq \left( \frac{2}{\gamma_{H_2} + 1} \right)^{\gamma_{H_2} - \frac{1}{2}} \\
 p_{em} A_{t,ej} \left[ \frac{\eta_{ej,p} \gamma_{H_2}}{R_{H_2} T_{em}} \left( \frac{2}{\gamma_{H_2} + 1} \right)^{\gamma_{H_2} - \frac{1}{2}} \right] & \text{if } \frac{p_{m}}{p_{em}} > \left( \frac{2}{\gamma_{H_2} + 1} \right)^{\gamma_{H_2} - \frac{1}{2}}
\end{cases}
\]

(5-20)

where \( A_{t,ej} \) is the throat area, and \( \eta_{ej,p} \) is the isentropic coefficient of primary flow. When the pressure ratio is less than a critical value (critical pressure ratio), the primary flow is choked, and the Mach number at the nozzle throat (section 1 in Figure 5.3) is 1. When the pressure ratio is greater than the critical value, the throat Mach number can be calculated by:

\[
M_t = \sqrt{\frac{2}{\gamma_{H_2} - 1} \left[ \left( \frac{p_{m}}{p_{em}} \right)^{\gamma_{H_2} - 1} \right]^{-1}}
\]

(5-21)
It is assumed that the primary flow and secondary flow mix at section 2 in the mixing chamber as shown in Figure 5.1, where the static pressure of primary flow is equal to that of the secondary inlet pressure $p_{rm}$. Applying the isentropic equations from section 1 to section 2 for the primary flow, we have:

$$M_{p,2} = \sqrt{\frac{2}{\gamma_{H_2} - 1} \left( \frac{P_{em}}{P_{rm}} \right)^{\frac{1}{\gamma_{H_2}}} - 1} \quad (5-22)$$

$$\frac{T_{em}}{T_{p,2}} = 1 + \frac{\gamma_{H_2} - 1}{2} M_{p,2}^2 \quad (5-23)$$

$$U_{p,2} = M_{p,2} \sqrt{\frac{\gamma_{H_2} R_T}{H_{H_2}} T_{p,2}} \quad (5-24)$$

$$D_{p,2} = \frac{D_{i,ej}}{\eta_{exp}} \sqrt{\frac{M_{i}}{M_{p,2}^2} \left[ \frac{2 + (\gamma_{H_2} - 1) M_{p,2}^2}{2 + (\gamma_{H_2} - 1) M_{i}^2} \right]^{\frac{\gamma_{H_2} + 1}{4(\gamma_{H_2} - 1)}}} \quad (5-25)$$

where $M_{p,2}$, $T_{p,2}$, $U_{p,2}$ and $D_{p,2}$ are the Mach number, temperature, gas velocity, and diameter of primary flow at section 2.

In Zhu’s model [77], the velocity distribution of secondary flow at section 2 is assumed to be an exponential function along the direction of the radius. The mass flow rate of secondary flow can be calculated by integrating the velocity distribution function and expressed as:

$$W_{s,ej} = \frac{2\pi \rho_s U_{p,2} \left( R_2 - R_{p,2} \right) \left( R_2 + R_{p,2} + n_v R_{p,2} \right)}{(n_v + 1)(n_v + 2)} \quad (5-26)$$
where $R_2$ and $R_{p,2}$ are the radius of section 2 and primary flow at section 2, $n_v$ is the exponent of the velocity function, and $\bar{\rho}_s$ is the average density of the secondary flow, which is equal to the density of mixed gas in the return manifold.

Zhu [77] also found that the exponent of velocity function $n_v$ is a variable related to the inlet pressures and diameter ratio of throat to mixing chamber, which is given by:

$$n_v = 1.394 \times 10^{-4} \exp(\beta_p / 0.05) + 0.456 \beta_p + 0.1668$$  \hspace{1cm} (5-27)

where $\beta_p = P_{s,ej}^{0.8} / P_{p,ej}^{1.1}$ (the pressure is in bar), and $\beta_p = D_p / D_t$. Thus, the average velocity of secondary flow at the section 2 $U_{s,2}$ can be calculated by:

$$U_{s,2} = \frac{2U_{p,2}(R_2 + R_{p,2} + n_s R_{p,2})}{(n_v + 1)(n_v + 2)(R_2 + R_{p,2})}$$  \hspace{1cm} (5-28)

The above calculation is based on the assumption of critical working mode of ejector, which means that the entrain ratio defined as the mass flow rate ratio of secondary flow to primary flow, are not affected by the backpressure as shown in Figure 5.4.

When the backpressure is higher than the critical pressure $p_{c,b}$, the ejector will work in a subcritical mode, in which the entrain ratio will drop rapidly. If the backpressure increases further to another higher critical value $p_{0,b}$, the ejector will work in back flow mode, in which the entrain ratio becomes 0 and no secondary flow is entrained. The back flow mode of the ejector should be avoided in real applications. However, the ejector in the FDS can work in a subcritical mode, and the calculation of secondary flow in this mode should be considered in the ejector model.
The critical backpressure $p_{c,b}$ can be obtained using the equations of mixing and expansion processes in mixing and diffuser chambers, respectively. The mass, energy and momentum conservation equations are used to solve the states of mixtures of gases in the mixing chamber:

\[
\frac{p_m V_m A_m}{R_g m T_m} = W_{p,ej} + W_{s,ej} \tag{5-29}
\]

\[
(W_{p,ej} + W_{s,ej}) \left( c_{p,m} T_m + \frac{1}{2} U_m^2 \right) = W_{p,ej} c_{p,H_2} T_m + W_{s,ej} c_{p,rm} T_m \tag{5-30}
\]

\[
p_m A_m + \frac{V_m}{\eta_{mix}} (W_{p,ej} + W_{s,ej}) = (W_{p,ej} V_{p,2} + p_{p,2} A_{p,2}) + (W_{s,ej} V_{s,2} + p_{s,2} A_{s,2}) \tag{5-31}
\]
where \( p_m, U_m \) and \( T_m \) are the pressure, velocity, and temperature of the mixed flow. The gas constant and specific heat capacity of the mixed flow are calculated by the mass fraction of primary and secondary flows, which are given by:

\[
R_{g,m} = R_H^2 \frac{W_{p,ej}}{W_{p,ej} + W_{s,ej}} + R_{g,rm} \frac{W_{s,ej}}{W_{p,ej} + W_{s,ej}} \tag{5-32}
\]

\[
c_{p,m} = c_{p,H} \frac{W_{p,ej}}{W_{p,ej} + W_{s,ej}} + c_{p,rm} \frac{W_{s,ej}}{W_{p,ej} + W_{s,ej}} \tag{5-33}
\]

In Eq. (5-30), the gas states in the ejector manifold and return manifold are considered the stagnation states of primary and secondary flow. In Eq. (5-31), the \( \eta_{mix} \) is a coefficient that accounts for the frictional loss in the mixing process. \( A_{p,2} \) and \( A_{s,2} \) are the section areas of primary and secondary flows at section 2. The sum of \( A_{p,2} \) and \( A_{s,2} \) is equal to the mixing chamber section area \( A_{m,ej} \). The pressure of primary flow at section 2 is equal to \( p_{rm} \) and the average pressure of secondary flow at section 2 is determined by:

\[
\frac{p_{s,2}}{p_{rm}} = \left(1 + \frac{\gamma_{g,rm} - 1}{2} M_{s,2}^2 \right)^{-\frac{\gamma_{s,rm}}{\gamma_{g,rm} - 1}} \tag{5-34}
\]

where the Mach number of secondary flow at section 2 is \( M_{s,2} = U_{s,2} / \sqrt{\gamma_{g,rm} R_{g,rm} T_{rm}} \).

By solving the conservation equations, we can obtain the states of mixed flow and use them for the isentropic process in the diffuser chamber and the stagnation pressure of the mixed flow (the critical backpressure) is:
\[
\frac{p_{c,b}}{p_m} = \left(1 + \frac{\gamma_{g,m} - 1}{2} M^2 \right)^{\frac{\gamma_{g,m}}{\gamma_{g,m} - 1}}
\]  
(5-35)

where \(\gamma_{g,m}\) is the specific heat ratio of the mixed flow, which is calculated by Eq. (5-7) where the specific heat capacity of the mixed flow is from Eq. (5-33).

If the backpressure is equal to the critical pressure of back flow \(p_{0,b}\), the mass flow rate of the secondary flow is 0. In this situation, the pressure of the secondary flow at section 2 is equal to its stagnation pressure \(p_{sm}\). Substituting \(W_{s,ej}=0\) and \(p_{s,2}=p_{rm}\) into Eqs. (5-29), (5-30) and (5-31), the stagnation pressure of the mixed flow \(p_{0,b}\) can be calculated by the conservation equations.

If the mass flow rate of the secondary flow in critical mode by Eq. (5-26) is expressed as \(W_{c,s,ej}\), the mass flow rate of the secondary flow can be derived from the working mode and the assumption that the entrain ratio drops linearly with increasing back pressure in the subcritical mode as shown in Figure 5.4:

\[
W_{s,ej} = \begin{cases} 
0 & p_{sm} \geq p_{0,b} \\
W_{c,s,ej} \frac{p_{p_{0,b}} - p_{sm}}{p_{0,b} - p_{c,b}} & p_{c,b} < p_{sm} < p_{0,b} \\
W_{c,s,ej} & p_{sm} \leq p_{c,b} 
\end{cases}
\]  
(5-36)

where \(p_{sm}\) is the supply manifold pressure that is the backpressure of ejector.

In the above ejector model, the stagnation pressure of the primary flow should be the highest among the inlet pressures and backpressure or the ejector will work in back flow mode. The ejector is working in the critical or sub-critical mode for real applications, and the mass flow rates of primary and secondary flows are a function of gas states of the ejector manifold, return, and supply manifolds. The species flow rates at the outlet of the ejector are derived by:
\[ W_{H_2,\text{ej, out}} = W_{\text{ej, p}} + W_{\text{ej, s}} y_{H_2, \text{rm}} \]  

\[ W_{v,\text{ej, out}} = W_{\text{ej, s}} (1 - y_{H_2, \text{rm}}) \]  

5.3.2 CFD validation

To validate and optimize some parameters in the ejector model shown in equations of section 5.3.1, the CFD simulation or experiment can be performed for different cases in which the gas states at first and secondary inlets change separately.

In this section, a CFD model is built in the commercial software FLUENT 12.0.16 (ANSYS, Inc). FLUENT is a commercial CFD software package which utilizes the finite-volume method to convert the conservation equation (PDEs) to algebraic equations that can be solved numerically. The mesh of the ejector model was made of 77,500 quadrilateral cells. A pressure-based, absolute, steady and axi-symmetric solver is used to solve the non-linear equations. Since the supersonic flow was thought to be compressible and turbulent, the RNG k-\( \varepsilon \) model was selected to govern the turbulent flow. The new wall treatment was set as the “standard wall function”, which gave reasonably accurate results for the wall bounded with very high Reynolds number flow [86]. The species model with the option of species transport was selected for the calculation of species (hydrogen and water vapor) transport in the ejector.

A grid sensitivity analysis for the ejector mesh was performed based on the cases with grids of 41,500, 77,500 and 127,000 cells. The grid with 77,500 cells was found to provide relatively better grid independent results.
The mixture of hydrogen-vapor is used as the working fluid of the model treated as an ideal gas for the relatively low gas pressure at the inlets of the ejector. The mixing law and ideal-gas-mixing law are applied on the computation of the specific heat and thermal conductivity of the gas mixtures, respectively.

The boundary conditions of primary and secondary inlets were set as pressure-inlet, while the outlet of ejector was set as pressure-outlet. The RH variation of secondary inlet is set by the mole fraction of water vapor. Different cases are simulated based on the variation of the primary inlet pressure, secondary inlet pressure and RH of secondary inlet, and the mass flow rates were compared with the results of the thermodynamic model discussed in previous section.

The calculation were considered as be convergent when the all types of the calculation residual are reduced lower than the specified value (in our cases, less than $10^{-3}$). The ejector geometry was drawn and meshed as a 2D axi-symmetric model in Gambit software based on a real design of a small ejector applied on the FDS of the fuel cell stack. The problem setup of all cases was finished in the FLUENT software on the personal computer. The calculation of each case was submitted as a job to the SGI Altix supercomputer of Alabama Supercomputer Authority (ASA) based on parallel computation. Normally, the calculation of each case in our study was no more than 8000 iterations. Fourteen cases are submitted to the supercomputers by changing the primary inlet pressure, secondary inlet pressure and secondary inlet RH.

As simulation results of one case, the static pressure and Mach number are shown in Figure 5.5 and Figure 5.6, in which the boundary conditions are set as, primary inlet pressure $p_{p, in}=3$Bar, secondary inlet pressure $p_{s, in}=1.42$Bar, and RH at the secondary inlet $RH_{s, in}=100\%$. The temperatures of primary and secondary inlets were set to be 293K and 345K, respectively.
Figure 5.5 Contours of static pressure in an ejector.

Figure 5.6 Contours of Mach number in an ejector.
In Figure 5.5, the high pressure of primary flow was decreased rapidly after it passed the primary throat, and a low pressure core is formed at the position after the primary throat. This suction area of the low pressure core can entrain the secondary flow into ejector. After the mixture process, the tow inlet flows have the same pressure at the outlet of the ejector. A pressure plot at the center line is given as shown in Figure 5.7. The pressure was decreased at the throat outlet with a following shock wave which made the vibration curve of the pressure at the centerline. After the mixing process, the pressure of the gas is steady and was increased to the outlet pressure.

![Figure 5.7 Pressure variation at the centerline of the ejector.](image)

In the Figure 5.6, a supersonic flow is formed after the throat of the ejector, where the Mach number is larger than one. A plot of the Mach number at the centerline is shown in Figure 5.8.
where the Mach number is about 1 at the outlet of the throat, and increased to supersonic flow. The shockwave is observed in Figure 5.6, and expressed a wavy variation of the Mach number in Figure 5.8.

![Mach number variation along the centerline of the ejector.](image)

Since the calculation of mass flow rates of primary and secondary inlets and the outlet are the goal of the modeling work of FDS, these flow rates are calculated in FLUENT by the integral of the gas properties on corresponding surfaces. The detail results of the CFD prediction and the calculation results of the thermodynamic model in previous section for each case are shown in Table 5.2. The inlet temperatures of the primary flow and secondary flow were 293 K and 345 K, respectively, and the outlet pressure is set to be 1.5 Bar.


Table 5.2 Comparison of ejector MATLAB model and CFD model

<table>
<thead>
<tr>
<th>$p_{p,\text{in}}$ (Bar)</th>
<th>$p_{s,\text{in}}$ (Bar)</th>
<th>$RH_{s,\text{in}}$ (%)</th>
<th>$W_p$ (kg s$^{-1}$) (CFD)</th>
<th>$W_s$ (kg s$^{-1}$) (CFD)</th>
<th>$W_p$ (kg s$^{-1}$) (Model)</th>
<th>$W_s$ (kg s$^{-1}$) (Model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>1.42</td>
<td>1</td>
<td>0.0011982</td>
<td>0.0011951</td>
<td>0.0012228</td>
<td>0.0011068</td>
</tr>
<tr>
<td>2.5</td>
<td>1.45</td>
<td>1</td>
<td>0.0011982</td>
<td>0.0014595</td>
<td>0.0012198</td>
<td>0.00090324</td>
</tr>
<tr>
<td>2.5</td>
<td>1.48</td>
<td>1</td>
<td>0.0011977</td>
<td>0.0016877</td>
<td>0.0012165</td>
<td>0.00090324</td>
</tr>
<tr>
<td>3</td>
<td>1.42</td>
<td>1</td>
<td>0.0014675</td>
<td>0.0016662</td>
<td>0.0014725</td>
<td>0.0021797</td>
</tr>
<tr>
<td>3</td>
<td>1.45</td>
<td>1</td>
<td>0.0014698</td>
<td>0.0018905</td>
<td>0.0014725</td>
<td>0.0021274</td>
</tr>
<tr>
<td>3</td>
<td>1.48</td>
<td>1</td>
<td>0.0014672</td>
<td>0.0019737</td>
<td>0.0014725</td>
<td>0.0020696</td>
</tr>
<tr>
<td>3.5</td>
<td>1.42</td>
<td>1</td>
<td>0.0017217</td>
<td>0.0020134</td>
<td>0.0017179</td>
<td>0.0025588</td>
</tr>
<tr>
<td>3.5</td>
<td>1.45</td>
<td>1</td>
<td>0.0017217</td>
<td>0.0021367</td>
<td>0.0017179</td>
<td>0.0025536</td>
</tr>
<tr>
<td>3.5</td>
<td>1.48</td>
<td>1</td>
<td>0.0017169</td>
<td>0.0021318</td>
<td>0.0017179</td>
<td>0.0025450</td>
</tr>
<tr>
<td>3.5</td>
<td>1.42</td>
<td>0</td>
<td>0.0017122</td>
<td>0.001094</td>
<td>0.0017179</td>
<td>0.00089513</td>
</tr>
<tr>
<td>3.5</td>
<td>1.42</td>
<td>0.2</td>
<td>0.0017146</td>
<td>0.0013385</td>
<td>0.0017179</td>
<td>0.0012279</td>
</tr>
<tr>
<td>3.5</td>
<td>1.42</td>
<td>0.4</td>
<td>0.0017173</td>
<td>0.0015502</td>
<td>0.0017179</td>
<td>0.0015606</td>
</tr>
<tr>
<td>3.5</td>
<td>1.42</td>
<td>0.6</td>
<td>0.0017198</td>
<td>0.0017231</td>
<td>0.0017179</td>
<td>0.0018933</td>
</tr>
<tr>
<td>3.5</td>
<td>1.42</td>
<td>0.8</td>
<td>0.0017198</td>
<td>0.0018546</td>
<td>0.0017179</td>
<td>0.0022226</td>
</tr>
</tbody>
</table>

Comparison between the thermodynamic model and the CFD prediction results based on Table 5.2 are shown in Figure 5.9. In Figure 5.10, the results of secondary flow rates for the thermodynamic model and CFD precondition are compared based on the data in Table 5.2. The simulation result of the secondary flow rates of thermodynamic model has a larger relative error with the CFD simulation results than that of the primary flow rates.
Figure 5.9 Primary flow rate comparison between MATLAB and CFD models.

Figure 5.10 Secondary flow rate comparison between the MATLAB and CFD models.
5.4 Pressure Regulator

The fuel supply line of low pressure regulator completely supplies the fuel at a low load, and partially supplies the fuel at medium and high load. The low pressure regulator can automatically adjust its outlet pressure to a setting pressure by manipulating the mass flow rate through an embedded nozzle in the regulator as shown in the Figure 5.11.

![Pressure and flow rate variation curve](image)

Figure 5.11 Pressure and flow rate variation curve.

When the outlet pressure of the regulator, $p_{lpr,\text{out}}$ is higher than the setting pressure of the regulator, $p_{lpr,\text{set}}$, the flow rate through the regulator, $W_{lpr}$ is 0 or very small in the lockup regime. When the outlet pressure is equal to the setting pressure, the mass flow rate though the regulator reaches the minimum controllable flow $W_{lpr,\text{min}}$. The pressure of the regulator drops from the setting pressure level as the flow rate increases. The maximum flow rate, $W_{lpr,\text{max}}$ is obtained when the outlet pressure is as low as to make the plug of regulator open completely, where the mass flow rate is not changed for the choking condition as outlet pressure decreases further.
In this study, a static low pressure regulator (LPR) was used due to short response time. The scaled mass flow rate $\Phi_{lpr}$ and the pressure drop $\Psi_{lpr}$ are defined as,

$$\Phi_{lpr} = \frac{W_{lpr}}{W_{lpr,max}} \quad \text{and} \quad \Psi_{lpr} = \frac{p_{lpr,set} - p_{lpr,out}}{p_{ref}}$$

(5-39)

where $W_{lpr}$ is the flow rate of the low pressure regulator, $W_{lpr,max}$ is the maximum flow rate, $p_{lpr,set}$ is the setting pressure of the regulator, $p_{lpr,out}$ is the outlet pressure, and $p_{ref}$ is the reference pressure. The scaled mass flow rate is fitted by a polynomial,

$$\Phi_{lpr} = \min(1, c_1 \Psi^3 + c_2 \Psi^2 + c_3 \Psi + c_4)$$

(5-40)

The constants above also can be obtained using a curve fitting method with the experimental data. The parameters for the model are given in Table 5.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>-116.1</td>
<td>29.77</td>
<td>3.30</td>
<td>0.077</td>
</tr>
</tbody>
</table>

Since the state of hydrogen at the outlet of high-pressure regulator is assumed to be stable, the mass flow rate of the regulator is a function of its outlet pressure, $p_{sm}$.

5.5 Flow Control Valve

The duty control solenoid valve in Figure 1.7 is simplified as a flow control valve shown in Figure 5.1 for the high working frequency of the valve. It is assumed that the control valve can
response for the control signal in a very short time, and mass flow rate through it can be changed linearly by the control signal as

\[ W_{fcv} = u_{fcv} W_{fcv,max} \]  

(5-41)

where \( u_{fcv} \) is the control input signal of the valve that varies from 0 to 1, and \( W_{fcv,max} \) is the maximum mass flow rate.

### 5.6 Purge Valve

The liquid water that accumulates in the return manifold is removed periodically by the purge valve. The flow rate through the nozzle of the purge valve is governed by the nozzle equation as Eq. (5-20), where the outlet pressure of the nozzle is atmosphere pressure. The species flow rates of hydrogen and vapor are,

\[ W_{H_2,\text{purge}} = W_{\text{purge}} y_{H_2,\text{rm}} \]  

(5-42)

\[ W_{v,\text{purge}} = W_{\text{purge}} (1 - y_{H_2,\text{rm}}) \]  

(5-43)

When the water activity in the return manifold is greater than one, the liquid water in the return manifold will be purged out by the high speed gas flow through the purge valve. The liquid water and the total water mass flow rate are obtained by,

\[ W_{l,\text{purge}} = (a_{w,\text{rm}} - 1)W_{v,\text{purge}} \]  

(5-44)

\[ W_{w,\text{purge}} = W_{v,\text{purge}} + W_{l,\text{purge}} \]  

(5-45)
The integrated FDS is shown in the Figure 5.12, where the manifolds, blower and fuel cell stack are dynamic models (red blocks), and others are static ones (blue blocks). The state variables in the dynamic models are written after the block names.

Figure 5.12 Diagram of integrated model of FDS.

There is only one state variable, hydrogen pressure \( (p_{em}) \) in the ejector manifold. Two state variables, hydrogen pressure and water activity \( (p_{H_2} \text{ and } a_w) \) exist in the supply manifold and return manifold, respectively. The angular velocity \( (\omega_{bl}) \) is the variable state of the blower for hydrogen recirculation. The fuel cell stack model will modeled in next chapter based on the 1D transient model of a single fuel cell.
Chapter 6

Fuel Delivery System Control

Now, with the FDS and fuel cell models ready, the state feed-back controller should be designed to meet the control requirement of anode side of the fuel cell. In this section, the FDS with the fuel cell model was linearized at a chosen operating condition. Based on this linear state-space model, a state feed-back controller was designed based on the optimal control theory, and compared with the PI control. Finally, an observer was designed to estimate the immeasurable states based on the real working situation of the fuel cell.

6.1 Anode Model for Controller Design

For the control of FDS, the model of anode side of fuel cell should be integrated into the FDS. The modeled fuel cell system in Chapter 3 should be simplified to design the state feed-back controller. For the control of fuel delivery system, the temperature of anode side does not change apparently because of the thermal management system. The transient phase change process (condensation and evaporation) between liquid water and water vapor is neglected. Since the water byproduct is generated at cathode catalyst layer, much water will exist in this layer to hydrate the membrane. Thus, following simplifications are made for the anode model for the controller design as:
1. The temperature of the anode side is assumed to be equal to the stack temperature.
2. The liquid water and water vapor are in equilibrium state.
3. The catalyst near the membrane at cathode side is assumed to be fully humidified.
4. Dynamics of the CL at anode side is neglected for its small thickness.
5. Single-layer lumped GDL model is considered.

The role of the FDS is mainly to supply the sufficient hydrogen to stack, whereby the inlet fuel pressure is controlled at a given reference and liquid water present in channels is regularly removed. As the FDS mainly interacts with the anode side of the fuel cell, only behaviors of half a cell are considered in this study.

A schematic diagram for mass transport of hydrogen and water in the half a cell is depicted in Figure 6.1. The hydrogen supplied to the GFCs diffuses through the GDL (GDL) and reaches the CL (CL). Water is transported across the membrane between the anode and cathode, the amount of which is balanced by electro-osmotic force and back diffusion. The water vapor transported may be condensed in the channels or porous GDL and then becomes a two-phase (water vapor and liquid water) flow of water that affects transport of reactant gas.

![Schematic diagram for mass transport in half a cell of anodic side.](image)
6.1.1 **Gas flow channels**

The GFC in the fuel cell stack are regarded as one control volume without consideration of the spatial differences. The dynamics of hydrogen partial pressure and water activity in the GFC of single cell are described by:

\[
\frac{dp_{H_2, gfc}}{dt} = \frac{R_{H_2} T_{st}}{V_{gfc}} \left( W_{H_2, gfc, in} - j_{H_2, gfc, gdl} A_{act} - W_{H_2, gfc, out} \right) \quad (6-1)
\]

\[
\frac{da_{w, gfc}}{dt} = \frac{R_{H_2} T_{st}}{\rho_{sat}(T_{st}) V_{gfc}} \left( W_{w, gfc, in} + j_{w, gfc, gdl} A_{act} - W_{w, gfc, out} \right) \quad (6-2)
\]

where \(p_{H_2, gfc}\) and \(a_{w, gfc}\) are the hydrogen partial pressure and water activity in the GFC, \(T_{st}\) is the stack temperature, and \(V_{gfc}\) is the total volume of the anode GFC in the single cell.

The inlet mass flow rates of hydrogen and water vapor are calculated by the pressure difference between the supply manifold and GFCs as:

\[
W_{H_2, gfc, in} = k_{gfc, in} A_{gfc, in} \rho_{H_2, sm} (p_{sm} - p_{gfc}) \quad (6-3)
\]

\[
W_{w, gfc, in} = k_{gfc, in} A_{gfc, in} \rho_{w, sm} (p_{sm} - p_{gfc}) \quad (6-4)
\]

where \(k_{gfc, in}\) is the flow coefficient at the inlet of the GFC, \(A_{gfc, in}\) is the inlet area of the GFC of a single cell, and the total pressure in the GFC, \(p_{gfc}\) is calculated by the hydrogen partial pressure and water activity.

In a working fuel cell stack, the pressure drop along the GFCs depends on geometrical dimensions and operating conditions that include the cross-section shape of the channels, fluidic conditions of the channel wall that determines contact angles and surface roughness, the channel...
patterns such as serpentine, inter-digitized or straight, gas properties and amount of liquid water and flow pattern.

For design of a controller, this complex model is simplified by considering, the $p_{sm}$-$p_{rm}$ as the total pressure drop along the GFCs. The pressure drops are divided into two parts, inlet pressure drop $p_{sm}$-$p_{gfc}$ and outlet pressure drop $p_{gfc}$-$p_{rm}$. The relationship between pressure drops and flow rate is further simplified using a constant inlet flow coefficient $k_{gfc, in}$ in Eq. (6-3). This flow coefficient is determined by the channel conditions such as cross section, channel wall condition and patterns. Effects of liquid water effect are neglected in the inlet flow coefficient because little water is expected to be presented in the inlet part of the GFCs. At the outlet, a similar outlet flow coefficient is applied, but effects of liquid water are considered using the relationship given between flow rate and pressure drop described in the following sections.

If no purging takes place, no liquid water flows to the stack from the supply manifold. Otherwise, the liquid water entering the GFCs of a single cell is:

$$W_{l,gfc,in} = (a_{w,sm} - 1)W_{v,gfc,in} \quad (6-5)$$

If the water activity in the supply manifold is less than 1, no liquid water exists in the manifold and the $W_{l,gfc,in}$ is 0. Then, the total water mass flow rate entering a single cell $W_{w,gfc,in}$ in Eq. (6-2) is equal to the sum of $W_{v,gfc,in}$ and $W_{l,gfc,in}$.

The total inlet flow rates of multiple cells of a stack are equal to the total mass flow rate leaving the supply manifold:

$$W_{H_2,sm, out} = N_{cell} \cdot W_{H_2, gfc, in} \quad W_{w,sm, out} = N_{cell} \cdot W_{w, gfc, in} \quad (6-6)$$

Similarly, the mass flow rates of gas species at the outlet of GFCs are:
\[ W_{H_2,\text{gfc,out}} = k_{\text{gfc,out}} A_{\text{gfc,out}} \rho_{H_2,\text{gfc}} \left( p_{\text{gfc}} - p_{\text{in}} \right) \]  
(6-7)

\[ W_{v,\text{gfc,out}} = k_{\text{gfc,out}} A_{\text{gfc,out}} \rho_{v,\text{gfc}} \left( p_{\text{gfc}} - p_{\text{in}} \right) \]  
(6-8)

where \( k_{\text{gfc,out}} \) is the outlet flow coefficient that is not a constant. In the model, the amount of liquid water is considered as the dominant variable that affects the relationship of outlet pressure drop and flow rate. Increase of liquid water in the channels leads to an increase of the flow resistance and as a result the flow coefficient becomes smaller. The flow coefficient at the outlet of the GFC can be described as:

\[ k_{\text{gfc,out}} = k_{\text{gfc,in}} (1 - s_{\text{gfc}})^{1.5} \]  
(6-9)

where \( s_{\text{gfc}} \) is the liquid water saturation, which is defined as the liquid volume fraction in the control volume, and calculated by:

\[ s = \frac{\rho_{\text{sat}} (a_w - 1)}{\rho_l - \rho_{\text{sat}}} \]  
(6-10)

where \( \rho_{\text{sat}} \) is the density of saturated vapor calculated by the saturation pressure and temperature in the control volume.

The liquid water in the outlet of the fuel cell stack is entrained by the viscous force of the gas flow in the channels. The mass flow rate, \( W_{l,\text{gfc,out}} \), is expressed as:

\[ W_{l,\text{gfc,out}} = C_{\text{tp,\text{gfc}}} \rho_l A_{\text{gfc,out}} \left( \frac{s_{\text{gfc}}}{1 - s_{\text{gfc}}} \right)^2 \frac{\mu_{g,\text{gfc}}}{\mu_l} U_{g,\text{gfc,out}} \]  
(6-11)
where $C_{tp,gfc}$ is the correction factor, $\mu_{g,gfc}$ and $\mu_l$ are the viscosity of gas in GFC and liquid water, and $U_{g,gfc,out}$ is the superficial velocity of gas at the outlet of the channel.

The viscosity of the mixed gas of hydrogen and vapor is obtained by the average value given by the semi-empirical formula proposed by Wilke [46], where the superficial gas velocity is given by:

$$U_{g,gfc,out} = k_{gfc,out}(p_{gfc} - p_{rm})$$ (6-12)

Then, the water mass flow rate of a single cell at its outlet is the sum of the flow rates of water vapor and liquid water. Then, the total mass flow rates exhausted from all cells of the stack are:

$$W_{H_2,rm,in} = N_{cell} \cdot W_{H_2,gfc,out}, \quad W_{w,rm,in} = N_{cell} \cdot W_{w,gfc,out}$$ (6-13)

Now, unknown variables in the dynamic equations, Eqs (6-1) and (6-2), are the species fluxes between the GFC and GDL that are derived in the following section.

6.1.2 Gas diffusion layers

For the model of GDL, the volume of pores in the GDL is considered as an isothermal control volume. Then, the dynamics for the GDL are described as follows:

$$\frac{dp_{H_2,gdl}}{dt} = \frac{R_{H_2}T_{st}}{(1-s_{gdl})c_{gdl}\delta_{gdl}} (j_{H_2,gfc,gdl} - j_{H_2,gdl,el})$$ (6-14)

$$\frac{da_{w,gdl}}{dt} = \frac{R_{H_2O}T_{st}}{p_{sat}(T_{st})c_{gdl}\delta_{gdl}} (j_{v,gfc,gdl} + j_{i,gfc,gdl} - j_{v,gdl,el} - j_{i,gdl,el})$$ (6-15)
where $\varepsilon_{gdl}$ is the porosity of the GDL, $\delta_{gdl}$ is the thickness of the layer and $j$ is the mass flux through the layer.

The hydrogen and water vapor fluxes from the GFC to the GDL are calculated using the Fick’s law as:

$$j_{\{gfc,gdl\}} = h_{m,gfc,gdl} \cdot (C\{\{\},gfc\} - C\{\{\},gdl\})$$  \hspace{1cm} (6-16)

where $C\{\{\},gfc\}$ and $C\{\{\},gdl\}$ refer to the concentrations of gas species in the GFC and GDL and are obtained by the hydrogen partial pressure and water activity. The mass transfer coefficient between GFC and GDL is given by:

$$h_{m,gfc,gdl} = \frac{h_{m,gfc} \cdot h_{m,gdl}}{h_{m,gfc} + h_{m,gdl}}$$  \hspace{1cm} (6-17)

where the mass transfer coefficients in GFC and GDL are:

$$h_{m,gfc} = \frac{A_{gfc,gdl}(1 - r_{A,cover}) \cdot S_{h_{gfc}} \cdot D_{H_2,H_2O,gfc}}{A_{act}}$$  \hspace{1cm} $h_{m,gdl} = \frac{2D_{H_2,H_2O,gdl}}{\delta_{gdl}}$  \hspace{1cm} (6-18)

where the $A_{gfc,gdl}$ is the area of gas contact interface between GFC and GDL for single cell, $A_{act}$ is the active area of the fuel cell, $S_{h_{gfc}}$ is the Sherwood number of the channels, $d_{h,gfc}$ is the channel hydraulic diameter, and $r_{A,cover}$ is the liquid water cover ration on the gas contact interface between GFC and GDL, that is defined and calculated as:

$$r_{A,cover} = \frac{A_{liquid,gfc,gdl}}{A_{gfc,gdl}} = \min[1, K_{cover}(1 - s_{gfc})]$$  \hspace{1cm} (6-19)
where \( A_{\text{liquid,gfc,gdl}} \) is the liquid water cover area on the interface between the GFC and GDL. The binary diffusion coefficient \( D_{H_2-H_2O} \) in Eq. (6-18) is [7]:

\[
D_{H_2-H_2O} = \begin{cases} 
K_{H_2-H_2O} \left( \frac{T^{1.5}}{p} \right) & \text{for GFC} \\
K_{H_2-H_2O} \varepsilon^{1.5} (1-s)^{2.5} \left( \frac{T^{1.5}}{p} \right) & \text{for GDL and CL}
\end{cases}
\] (6-20)

where \( K_{H_2-H_2O} \) is a constant, \( \varepsilon \) is the porosity of layers, \( s \) is the liquid saturation, \( T \) is temperature (K) and \( p \) is the pressure (Pa).

Since the CL is much thinner than that of the GDL, the characteristic diffusion time in the CL given by \( \delta^2/D \) is also much shorter than that in the CLs. Thus, the CL is considered as the boundary for both the GDL and membrane. According to the mass conservation principle, the hydrogen flux from the GDL to the CL is equal to that consumed in the CL as:

\[
\dot{j}_{H_2,gdl,cl} = \frac{M_{H_2O}}{2F} \cdot I_{\text{den}}
\] (6-21)

where \( I_{\text{den}} = I_{\text{cell}} / (N_{\text{cell}} \cdot A_{\text{act}}) \) is the area current density of the fuel cell stack.

The vapor transfer from the GDL to the CL is given by:

\[
\dot{j}_{v,gdl,cl} = h_{m,gdl,cl} \cdot (C_{v,gdl} - C_{v,cl})
\] (6-22)

where \( C_v \) is the vapor concentration obtained from the water activity.

Liquid water transport at the interface between the GDL and GFC is driven by the capillary pressure in pores. The liquid water flux is determined by the difference between the critical pressure in the GFC and the capillary pressure in GDL:
\[ j_{1,gfc,gdl} = h_{1,cap,gdl} \left( p_{c, crit} - p_{c, gdl} \right) \]  

(6-23)

where \( h_{1,cap,gdl} \) is the liquid water transfer coefficient in GDL, and \( p_{c,gdl} \) is the capillary pressure in the GDL written as:

\[ h_{1,cap,gdl} = -\frac{2\rho_i K_{gdl} K_{r,gdl}}{\delta_{gdl} \mu_i} \]  

(6-24)

\[ p_c = \sigma_w \cos \theta_c \sqrt{\frac{\varepsilon}{K}} \left( 1.417S - 2.12S^2 + 1.263S^3 \right) \]  

(6-25)

where \( K \) is the permeability, \( K_r \) is the relative permeability, \( \sigma_w \) is water surface tension, \( \theta_c \) is contact angle, \( S \) is the reduce liquid saturation. The \( K_r \) and \( S \) can be written as:

\[ K_r = (s - s_{im})^3, \quad S = \frac{s - s_{im}}{1 - s_{im}} \]  

(6-26)

where \( s_{im} \) is the immobile liquid saturation.

Likewise, the mass flux of liquid from the GDL to the CL is determined by the capillary pressure difference between these two layers, given by:

\[ j_{1,gdl,cl} = h_{1,cap,cl} \left( p_{c,gdl} - p_{c,cl} \right) \]  

(6-27)

where \( p_{c,cl} \) is the capillary pressure in the CL, and \( h_{1,cap,cl} \) is the liquid water transfer coefficient at the boundary of GDL near the CL, where it is assumed that the capillary pressure is continuous as:
\[ p_{c,gdl,el} = p_{c,el} \] (6-28)

where \( p_{c,gdl,el} \) is the capillary pressure of GDL at the boundary near the CL. Now, if the capillary pressure \( p_{c,el} \) is known, the reduced liquid saturation of GDL near the CL, \( S_{gdl,el} \) is calculated from \( p_{c,gdl,el} \) by using the inverse function of Eq. (6-25), and as a result the liquid water transfer coefficient at the boundary of GDL near CL, \( h_{l,cap,el} \), is obtained using Eqs. (6-24) and (6-26).

Now, the mass flow rates of gas species and liquid water at the both boundaries of GDL in Eqs. (6-14) and (6-15) are calculated by using Eq. (6-16), (6-21), (6-22), (6-23) and (6-27). The unknown variables in these equations are the water vapor concentration, \( C_{v,el} \), and capillary pressure, \( p_{c,el} \), in the CL that are a function of the water activity in the CL. The water activity in the CL can be calculated by the water balance in the GDL, CL and membrane described in following section.

6.1.3 Membrane

Because of the thin thickness of the CL, the boundary between the GDL and the membrane, the water flux across the CL is assumed to be continuous and described as follows:

\[
j_{v,gdl,el} + j_{l,gdl,el} = \frac{n_{\text{drag}} M_{H_2O}}{F} I_{den} + \frac{M_{H_2O \rho_{\text{pem}}}}{\delta_{\text{pem}} \rho_{\text{pem}} EW_{\text{pem}} D_{\lambda}} \left( \lambda_{an} - \lambda_{ca} \right) \] (6-29)

where \( \lambda \), \( n_{\text{drag}} \) and \( D_{\lambda} \) are calculated by equations of membrane model depicted in section 2.7 of Chapter 2.

Hence, the terms on the left are the total water mass flux from the GDL to the CL. The terms on the right are the total water flux from the CL to the membrane, where the first one represents the water flux driven by the electro-osmotic drag force, and the second one is that driven by the
gradient of the water content in membrane. In fact, water is mostly generated in the cathode CL. Thus, the water content of the membrane near the cathode CL $\lambda_{ca}$ in Eq. (6-29) is assumed to be the liquid maximum value $\lambda_{l}^{\text{max}}$ with $a_w=3$ as shown in Figure 2.11. Hence, the right hand side of Eq. (6-29) is a function of water activity in the anode CL when the current density $I_{den}$ and stack temperature $T_{st}$ are known. Then, the water flux across the membrane and the water activity in the anode CL can be solved by substituting Eqs. (6-22) and (6-27) into left hand side of the Eq. (6-29).

All components along with the integrated fuel cell model are shown in Figure 6.2. The whole fuel cell system includes four state variables, and the input variables are the gas states in the supply manifold, return manifold and stack current.

Figure 6.2 The diagram of integrated model of fuel cell stack.
6.2 Analysis of Integrated System of FDS and Stack

For the purpose of controller design, it is assumed that FDS works in three modes: low, medium and high currents. I is defined that the low, medium, and high current working conditions refer to the ranges of 0-6000A m\(^{-2}\), 6000-8000A m\(^{-2}\) and above 8000A m\(^{-2}\), respectively. In the low mode, the flow control valve and ejector are shut down, and the low-pressure regulator supplies the hydrogen. The blower is the pump to re-circulate the exhausted hydrogen. For medium and high current of the stack, the flow control valve and ejector start work to supply and re-circulate more hydrogen.

In low mode, the anode gas pressure is passively stabilized near its setting value by the low-pressure regulator, and the blower is used to adjust the recirculation mass flow rate to control the total flow rate of hydrogen fed to the stack. In medium and high modes, the anode gas pressure and hydrogen flow rates supplied to stack are expected to be controlled by the flow control valve and blower simultaneously.

In the FDS model, there are 6 state variables including ejector manifold pressure, hydrogen pressure and water activity in supply manifold, hydrogen pressure and water activity in return manifold, and angle velocity of blower rotator. Four additional state variables exist in the anode model of the fuel cell stack, which are the hydrogen pressures and water activity in the GFCs and GDL, respectively. The control inputs of this integrated system involve the control signal of the flow control valve and blower control voltage. The stack current and purging operation are considered to be disturbance inputs.

The FDS with the fuel cell model is simulated using MATLAB with a simple PI controller to find its steady state values with the parameters shown in Table 6.1. It is found that the water activities in supply and return manifolds cannot be stable because of the water condensation in
the manifolds. Thus, it is assumed that the water activities are assumed to be constant 1 for steady state analysis.

Table 6.1 Model parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W_{fcv,\text{max}})</td>
<td>(2.4 \times 10^{-3}) kg s(^{-1})</td>
<td>(T_{st})</td>
<td>353 K</td>
</tr>
<tr>
<td>(V_{em})</td>
<td>(2.5 \times 10^{-3}) m(^3)</td>
<td>(\delta_{gdl})</td>
<td>250 (\mu)m</td>
</tr>
<tr>
<td>(T_{em})</td>
<td>293 K</td>
<td>(\varepsilon_{gdl})</td>
<td>0.6</td>
</tr>
<tr>
<td>(A_{r, ej})</td>
<td>(8.04 \times 10^{-6}) m(^2)</td>
<td>(\theta_{c,gdl})</td>
<td>110(^\circ)</td>
</tr>
<tr>
<td>(A_{m, ej})</td>
<td>(4.07 \times 10^{-5}) m(^2)</td>
<td>(K_{gdl})</td>
<td>(1.76 \times 10^{-11}) m(^2)</td>
</tr>
<tr>
<td>(\eta_p)</td>
<td>0.64</td>
<td>(\rho_{pem})</td>
<td>(2 \times 10^3) kg m(^{-3})</td>
</tr>
<tr>
<td>(\eta_s)</td>
<td>0.9</td>
<td>(\delta_{pem})</td>
<td>60 (\mu)m</td>
</tr>
<tr>
<td>(\eta_{exp})</td>
<td>0.60</td>
<td>(EW_{pem})</td>
<td>1.1 kg mole(^{-1})</td>
</tr>
<tr>
<td>(\eta_{mix})</td>
<td>0.90</td>
<td>(p_{c,\text{crit}})</td>
<td>800 Pa</td>
</tr>
<tr>
<td>(p_{set,lpr})</td>
<td>(1.5 \times 10^5) Pa</td>
<td>(J_{bl})</td>
<td>(2.6 \times 10^3) kg m(^{-2})</td>
</tr>
<tr>
<td>(W_{lpr,\text{max}})</td>
<td>(1.75 \times 10^{-3}) kg s(^{-1})</td>
<td>(k_t)</td>
<td>0.15 N m A(^{-1})</td>
</tr>
<tr>
<td>(V_{sm})</td>
<td>(4 \times 10^{-3}) m(^3)</td>
<td>(k_v)</td>
<td>0.15 V rad(^{-1}) s</td>
</tr>
<tr>
<td>(T_{sm})</td>
<td>318 K</td>
<td>(R_{bm})</td>
<td>0.82 ohm</td>
</tr>
<tr>
<td>(V_{rm})</td>
<td>(4 \times 10^{-3}) m(^3)</td>
<td>(\eta_{bm})</td>
<td>0.9</td>
</tr>
<tr>
<td>(T_{rm})</td>
<td>338 K</td>
<td>(D_{bl})</td>
<td>0.15 m</td>
</tr>
<tr>
<td>(N_{cell})</td>
<td>381</td>
<td>(\rho_{l})</td>
<td>986 kg m(^{-3})</td>
</tr>
<tr>
<td>(A_{act})</td>
<td>576 cm(^2)</td>
<td>(\sigma_w)</td>
<td>(6.25 \times 10^{-2}) N m(^{-1})</td>
</tr>
<tr>
<td>(A_{gfc,\text{in}})</td>
<td>8 mm(^2)</td>
<td>(K_{D_{\text{H}_2O}})</td>
<td>(1.7232 \times 10^3)</td>
</tr>
<tr>
<td>(A_{gfc,gdl})</td>
<td>288 cm(^2)</td>
<td>(C_{ip,gfc})</td>
<td>0.5</td>
</tr>
<tr>
<td>(s_{im})</td>
<td>0.01</td>
<td>(K_{\text{cover}})</td>
<td>1.5</td>
</tr>
<tr>
<td>(Sh_{gfc})</td>
<td>2.78</td>
<td>(A_{t,\text{purge}})</td>
<td>(5 \times 10^{-6}) m(^2)</td>
</tr>
<tr>
<td>(k_{gfc,\text{in}})</td>
<td>0.002 m s(^{-1}) Pa(^{-1})</td>
<td>(\eta_{\text{purge}})</td>
<td>0.81</td>
</tr>
<tr>
<td>(V_{gfc})</td>
<td>(2.8 \times 10^{-5}) m(^3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
As one of the control objectives, the supply manifold pressure $p_{sm}$ (Bar) for medium and high current mode is a function of current density as:

$$p_{sm} = 1.49 + 2 \times 10^{-6}(I_{den} - 6000) \quad (6-30)$$

The reference $SR_{H^r}$, instead of the flow rate, is set to constant 1.5 for all three modes. Ten operating points including the steady state variables and control signals are obtained for different current densities (from 1000A m$^{-2}$ to 10000A m$^{-2}$ by step of 1000A m$^{-2}$) as shown in Figure 6.3. The control signal the of blower $u_{bl}$ (0 to 350V) is normalized to $u_{bl,n}$ (0 to 1).
As shown in Figure 6.3, the control voltage of blower motor and the angle velocity of the blower increase with current density in low mode, while they decrease in the medium mode and then increase in high mode. Since the ejector starts the recirculation in medium and high mode, the power that the blower consumed on the recirculation is reduced. The direct calculation for
control signals from the current density can form a static feed-forward (SFF) control based on steady state analysis.

6.3 Design of State Feed-back Control with an Observer

Because of the shutdown of the supply line of the flow control valve and ejector recirculation at the low current mode, the FDS is operated with one supply line and one recirculation loop, which is considered to be a SISO system with the disturbance signals. A PI controller ($K_{P,SR} = 3$, $K_{I,SR}=6$) is applied on the system to control the $SR_{H_2}$ at the low mode of the FDS.

At the medium and high modes, the integrated system of the FDS with the fuel cell stack can be written in the form of state equations as:

$$
\begin{align*}
\dot{x} &= f(x, u, w) \\
y &= g(x, u, w) \\
z &= h(x, u, w)
\end{align*}
$$

where $x$ is the vector of state variables, $u$ is the vector of control inputs, $w$ is the vector of disturbance inputs, $y$ is the vector of measurable outputs and $z$ is the vector of control objectives.

$$
\begin{align*}
\begin{bmatrix}
  x \\
z \\
u \\
w
\end{bmatrix} &= \begin{bmatrix}
p_{em} \\
p_{H_2,sm} \\
\alpha_{w,sm} \\
p_{H_2,rm} \\
\alpha_{bl} \\
p_{H_2,gfc} \\
a_{w,gfc} \\
p_{H_2,gdl} \\
a_{w,gdl}
\end{bmatrix}^T \\
\begin{bmatrix}
  p_{sm} \\
SR_{H_2}
\end{bmatrix} \\
\begin{bmatrix}
u_{fcv} \\
u_{bl}
\end{bmatrix} \\
I_{st}
\end{align*}
$$

The hydrogen pressure in supply manifold is considered as another control objective that should follow the pressure at cathode side. From the simulation results of an output feed-back controller (PI controller), it is found that water activities in supply and return manifolds are not
convergent and increase slowly with time. The water activities in the GFCs and the GDL are almost 1 and not measurable and observable. Thus, the dynamics of water activities is neglected in the controller design, and the values of these 4 water activities are assumed to be constant 1. In addition, the hydrogen pressure in the GDL is also not observable, and is removed from the state vector. Now, the current state vector becomes:

\[ x = (p_{em}, p_{H_2,sm}, p_{H_2,gfc}, p_{H_2,rm}, \omega_{bl})^T \]  

(6-33)

where the pressures are in the units of Bars, and the angle velocity of blower \( \omega_{bl} \) is in units of kRPM.

The measurable output vector \( y \) in Eq. (6-31) for the controller design in medium and high modes is chosen as:

\[ y = (p_{em}, p_{sm}, p_{rm}, \omega_{bl}, Q_{sm,out})^T \]  

(6-34)

where the pressures \( p_{em}, p_{sm} \) and \( p_{rm} \) are in the unit of Bar, and \( Q_{sm,out} \) is the flow rate at the outlet of the supply manifold in the units of SLPM, which is also the flow rate entering the stack \( Q_{st,in} \).

The blower angle velocity at steady state is shown in Figure 6.4, and other values of \( y \) at steady state for different stack current densities are shown in the Figure 6.3. Hence, the steady state values of the vector \( y \) can be obtained by the interpolation of these curves, and are considered to be an additional output of the static feed-forward block.

In the vector \( z \), the \( SR_{H_2} \) at the inlet of the fuel cell is not measurable directly, which should be estimated by the \( Q_{sm,out} \) as:
\[ SR_{H_2} = \frac{Q_{sm, out}}{Q_{H_2, reacted}} \frac{p_{sm} - 1 \times 10^{-5} p_{sat}(T_{sm})}{p_{sm}} \]  

(6-35)

where \( p_{sm} \) (Bar) is the total pressure in supply manifold, \( Q_{H_2, reacted} \) (SLPM) is the rate of hydrogen consumption, which can be obtained by the equation of \( W_{H_2, reacted} = N_{cell} M_{H_2} I_{st}/(2F) \).

![Graph](image)

Figure 6.4 Measurable output at steady state for different current density.

A block diagram for a state feed-back controller designed is depicted in Figure 6.5, where the cathode pressure and \( SR_{H_2} \) are the state variables to track. \( u^* \) and \( y^* \) is the steady state value that is calculated by the feed forward block, and \( z^* \) is the reference values of the \( p_{sm} \) and \( SR_{H_2} \). The SR estimator block outputs the \( p_{sm} \) that is measured by sensor directly, and \( SR_{H_2} \) which is
obtained by Eq. (6-35). A state observer is used to estimate the perturbation of the state variables of the system. The $K$ and $L$ are the controller gain and observer gain obtained by the Linear- Quadratic-Gaussian (LQG) design.

![State feedback control with integral and observer.](image)

Figure 6.5 State feedback control with integral and observer.

The state equation above for the FDS and stack is nonlinear and needs to be linearized for design of controllers and observers. Operating points for the systems are chosen at two currents, $I_{den} = 7000$ A m$^{-2}$ and $I_{den} = 9000$ A m$^{-2}$, that represents the medium and high current mode. Thus, two linear equations are obtained for each of the modes. At these operating points, the linearized system of FDS is written in the form of state equations as:

$$
\begin{align*}
\delta \ddot{x} &= A \delta \dot{x} + B_u \delta u + B_w \delta w \\
\delta \dot{y} &= C \delta \dot{x} + D_u \delta u + D_w \delta w \\
\delta \dot{z} &= G \delta \dot{x} + H_u \delta u + H_w \delta w
\end{align*}
$$

(6-36)

where $\delta(\cdot)(\cdot)_{\text{op}}-(\cdot)$ is a perturbation describing the difference between the state variables and their the steady state values at the operating points, and the $A$, $B_u$, $B_w$, $C$, $D_u$, $D_w$, $G$, $H_u$ and $H_w$
are the system matrices. For the medium and high modes, the two linear dynamic models are obtained to calculate the controller and observer gains.

The Linear-Quadratic-Integral control is applied in the state feedback control as shown in Figure 6.5, where the controller form is as:

$$u = -K [x; x_i]$$

(6-37)

where the $x_i$ is the integrator output. The controller gain $K$ to minimize the cost function is optimized using the method of Linear Quadratic Regulator (LQR). The cost function is:

$$J = \int_0^\infty (\delta x^T Q_z \delta x + x_i^T Q_{i} x_i + \delta u^T R \delta u) dt$$

(6-38)

where $Q_z$, $Q_i$, and $R$ are the weighting matrices for the control objectives, error integral and control inputs. The same weighing matrices of the cost function are used for the controller design in the systems of medium and high current modes, which are given as:

$$\begin{cases}
Q_z = diag([1\times10^8,1\times10^6]) \\
Q_i = diag([1\times10^{10},1\times10^8]) \\
Q_r = diag([1\times10^2,1\times10^4])
\end{cases}$$

(6-39)

where the matrices are all in diagonal form. The control gains $K$ to minimize the cost function are obtained based on the linearized systems by the MATLAB command as $K = \text{lqi}(\text{ss}(A,B_u,G,H_u),Q,R)$, where $Q = \text{blkdiag}( C^T Q_z C, Q_i)$ is a 5-by-5 block diagonal matrix. The calculation results for the medium and high current modes are:
A linear observer is used to estimate the state variable by the measurable outputs as shown in Figure 6.5. The inputs of the observer are perturbations \( \delta u \) and \( \delta y = y - y^* \), and the output of the observer is estimated states perturbation \( \delta \hat{x} \). The structure of the observer is:

\[
\frac{d \hat{x}}{dt} = A \hat{x} + Bu + L(\delta \hat{y} - C_u \delta \hat{x} - D_u u)
\]

(6-41)

where \( A, Bu, C, \) and \( Du \) are the linear system matrices in Eq. (6-36) for medium and high currents. To minimize the noise effect on the measurement signals and state estimation, the continuous Kalman filter design method is used to obtain the observer gain matrix \( L \). The process and measurement noises covariance for different current are given as \( Q_n = 10 \) and \( R_n = \text{diag}([1 \times 10^{-4}, 1 \times 10^{-4}, 1 \times 10^{-4}, 1 \times 10^{-4}, 1]) \). Then, the observer gains \( L \) (5-by-5 matrix) for medium and high modes are calculated by the MATLAB command \([k_{est}, L, P] = \text{kalman}(ss(A, [B_u, B_w], C, [D_u, D_w]), Q_n, R_n)\).

Another disturbance signal affecting the responses of the controllers other than stack current is the purging operation that is not considered in the discussion of controller design. To prevent accumulation of impurities and contaminant species which lead to output voltage loss, the hydrogen compartment purging is necessary for the long-term operation.

The purge time and purge stop time are the effective parameters in purge process controlling [87], which is a dynamic process determined by the concentrations of impurities and liquid water.
volume in the system. In the current system with stable $SR_{H2}$, the concentration of the impurities and the liquid water volume are assumed to be proportional to the amount of hydrogen consumed, which is calculated by the integration of the stack current. Thus, the control strategy of the purging process of the FDS is dependent on the integration of the stack current as:

$$\begin{align*}
\text{Open the purge valve if } & \int_{t_{\text{shutdown}}}^{t} I_{st} dt > E_{\text{crit}} \\
\text{Shutdown the purge valve after it opens for time length of } & t_{\text{open}}
\end{align*}$$

(6-42)

where $E_{\text{crit}}$ is a constant that should be determined experimentally. The integration of the stack current is reset by the last shutdown of the purge valve as shown in Figure 6.6. In the current research, the integration of current density instead of stack current is used to control the purge valve. The critical integration of the current density $E_{\text{crit}}=5000$A·sec m$^{-2}$ and the opening time $t_{\text{open}}=1$sec are used in the model simulation.

![Figure 6.6 The state of purge valve.](image-url)
For different current modes, the controller structure and gains will be switched based on the current request. The track performance of the pressure of supplied fuel and the stabilization of SR of hydrogen of the FDS will be investigated with variations of disturbance signals including stack current and purging operation in the next section.
Chapter 7

Analysis of Simulation Results of FDS with Feed-back Controllers

The FDS with designed controllers (SFF, PI and SFB) were run in the MATLAB/Simulink environment under the step change of the stack current density input for different currents to study the pressure and SR responses.

The integrated system of SFF control and FDS model is shown in Figure 7.1. The SFF block is implemented based on the steady state analysis of control signals of FDS, which is directly calculated from the stack current by interpolating the control signal curves shown in Figure 6.3.

Figure 7.1 SFF control of FDS.
A decentralized PI controller \((u_{fcv-p_{sm}} \text{ loop}: K_{p_{psm}}=40; K_{I_{psm}}=80; \text{ and } \ u_{bl,n-SR_{H}} \text{ loop}: K_{PSR} = 3, K_{L_{SR}}=6)\) is designed to compare with the SFB control in medium and high current load as shown in Figure 6.2. In low current mode, the FDS is controlled by a SISO PI control with gains \((K_{p,SR}=3 \text{ and } K_{I,SR} = 6 \text{ for } u_{bl,n-SR_{H}} \text{ loop})\). The SFF block and SR estimator block are used to obtain the reference control signals and estimated control objectives.

Figure 7.2 PI control of FDS.

The SFB control system of the FDS is shown in Figure 7.3, where the SFB control is implemented based on the block diagram shown in Figure 6.5. The SFF block is also used in the SFB control to obtain a reference control signals for SFB control. The control gain \(K\) and observer gain \(L\) for medium and high loads in the SFB block are tuned by the stack current value. When the stack current is in the range of low mode, the PI controller is switch on to connect the FDS automatically. Thus, the FDS is controlled by three sets of control parameters with two different control structures for three ranges of current loads of fuel cells tack.
In following sections, the system responses of the single step and multi-step changes of the stack currents were simulated and investigated for the comparison of these three different controllers under purging operations.

### 7.1 Response of Step Change Current

In the case of step change responses, the decentralized PI controller (\(u_{fcv}-p_{sm}\) loop: \(K_{P_{fcv}}=40; K_{I_{fcv}}=80\); and \(u_{bl,n}-SR_{H2}\) loop: \(K_{P_{SR}} = 3, K_{I_{SR}}=6\)) and static feed forward controller (SFF) are compared with the SFB controller in the medium and high currents. For the medium current mode, a step change of the current density from 7000A m\(^{-2}\) to 7100A m\(^{-2}\) occurs at 10\(^{th}\) second. The responses of \(p_{sm}\) and \(SR_{H2}\) for this step change are shown in Figure 7.4, where the reference value of \(p_{sm}\) is calculated using Eq. (6-30). The \(p_{sm}\) response of SFB controller reaches the steady value in about 1 second with small overshoots, while the PI and SFF controllers require about 2.5 seconds to stabilize the \(p_{sm}\). The \(SR_{H2}\) response in Figure 7.4 shows that the SFB and PI
controllers both enable the $SR_{H2}$ to return to 1.5 in about 1.2 second, while the SFF controller can stabilize the $SR_{H2}$ with a steady state error.

![Graph showing step change response of medium mode controller.](image)

**Figure 7.4** Step change response of medium mode controller.

Figure 7.5 shows the responses of $p_{sm}$ and $SR_{H2}$ in the high current mode for the step change of current from 9000A m$^{-2}$ to 9100A m$^{-2}$ at 10th second. The settle time of the SFB is only about 2.5 seconds, while that of PI controls is more than 3 seconds for the response of $p_{sm}$. In fact, the SFF could not reach the desired steady state without the feedback signal. In the response figure of $SR_{H2}$, the response curve of SFF is still not convergent to the reference value, while the settle time of SFB control (about 0.5 second) is smaller than that of PI control.
7.2 Response of Multistep Change Current

In the working fuel cell stack applied on the vehicles, the stack current and cathode pressure vary continuously in the three modes along with periodic purging operations. To mimic real operations, a multi-step stack current density is applied to the FDS with the fuel cell stack and at the same time a multi-step noise is added to the cathode pressure ($p_{ca}$) that calculated by Eq. (6-30) as the dotted line in Figure 7.6. The solid line shown in second figure of Figure 7.6 represents the real reference pressure of the anode supply manifold. In addition, the purging valve is controlled by on-line calculations as shown in Figure 7.6 depending on the variations of

Figure 7.5 Step change response of high mode controller.
the stack current. The results show that the time interval between sequent purging operations gets shorter in the high current range, but larger in the low current range.

Figure 7.6 Multi-step changes of stack current, cathode pressure and purging state.
The system initial values of the hydrogen partial pressures and angle velocity are given by the interpolation of curves of the steady state from the current density, while the initial value of $p_{em}$ for low mode for the given multi-step change of current density is 1.4 bar. All initial values of water activities are set to be 10 to observe the purging effect on the liquid water.

The responses of $p_{sm}$ under the change of stack current and purging operating for the three controllers are shown in Figure 7.7, where the PI gains are the same as those in the previous case. When the load current is low, the PI gains for SR$_{H_2}$ control are the same as that used in the SFB control for the SISO system. Thus, the $p_{sm}$ at the beginning and end of the stack current curve is stabilized by the low-pressure regulator as shown in Figure 7.7. When the load current changes between the medium and high modes, the two controllers and observers are automatically switched. The actual value of the pressure, $p_{sm}$, tracks the reference curve by the controllers. The settle time of the SFB control is the smallest, while the overshoot of the PI control is the largest among the three controllers. The step response of the SFF shows that the control cannot follow the reference value of the supply manifold pressure at steady state. At purging, it takes about 1 second for the SFF control to reach the steady state, but with a constant error, while SFB and PI controls are able to reach the reference value as shown in Figure 7.7, while purging is operating at the 17th second. The settle time of the SFB control is about 0.7 second after the start of the purge valve, and 0.3 second after the shutdown of the purge valve, while a longer settle time of the PI control is observed, as shown in Figure 7.7.
Figure 7.7 The supply manifold pressure response for the multi-step current change.

With respect to response of $SR_{He}$ shown in Figure 7.8, where performances of three controllers are different. The SFF control has the largest steady state error and overshoot among others, while the SFB and PI controls have almost the same settle time. The settle time of the SFB and PI controls are comparable, but the SFB control has a slightly higher overshoot than the PI control, while the SFB control converges more rapidly to the reference, especially when purging is in operation as shown in Figure 7.8. The SFB control allows for stabilizing the $SR_{He}$ to a reference within about 0.3 second after purging, while it takes about 1 second for the PI control to reach the reference.
As shown in Figure 7.9, water activities in the supply manifold rapidly drop to about 1 at the first purging for three controllers. Since the water activity is 1 when the water vapor is saturated and there is no liquid water, the Figure 7.9 indicates that there is little liquid water in the manifold. Then, the water activities change in the range of 1 to 2 periodically with the purging process when the SFB and PI control are applied. In contrast, the SFF control shows a highest peak value of the water activity for the SFF control after the first purging. As a result, the amount
of liquid water in the supply manifold is very small under the current purging strategy at the normal working conditions of a fuel cell stack. It should be noted that the water activity in the supply manifold frequently becomes less than 1 during purging, which affects the estimation of the $SR_{H_2}$ as shown in Eq. (6-35), where the supply manifold water activity is assumed to be greater than 1. The error of the estimation is shown in Figure 7.9, where the estimated $SR_{H_2}$ gets lower than the real value when purging.
The water activity in the return manifold varies like a triangle wave as plotted in Figure 7.9, where the range of water activity varies from 9 to 15. The peak values of the water activities in the return manifold decrease with time. Thus, the liquid water amount in the return manifold is larger than that in supply manifold, and purging can restrict and reduce the amount of liquid water under the current purging control strategy.

As shown in Figure 7.10, the water activities in the GFC decreases to 1 in about 40 seconds because of the purging that decreases the water activity in the GFC in the first 40 seconds. However, the purging does not directly affect the water activity in the GDL. After the water activity of the GFC has reached to 1, the water activity in the GDL drops from 10 to 1 in about 12 seconds. In the last seconds, the water activities in the GFCs and GDL becomes near the constant 1, which indicates that a small amount of liquid water may appear in the anode of the fuel cell under the normal working conditions of current variations and purging.
Figure 7.10 The water activity responses in fuel cells of multi-step change of stack current.

From the above analysis, the SFF control always leads to steady state error and the largest amount of liquid water accumulated in the supply and return manifolds. The SFB control can make the anode supply manifold pressure track the cathode pressure with the smallest response time and overshoot among the three controllers, and stabilize the $SR_{H_2}$ at the reference value with shortest settle time and an acceptable overshoot under the multi-step change of stack current and periodic purging. Since the track performance of cathode pressure is more important than the stabilization of $SR_{H_2}$, the SFB control outperforms the other controls on the rejection of the disturbance signals of stack current and purging.

The SFB control discussed above can be implemented in a microcontroller as shown in Figure 7.11. The stack current, cathode pressure and the measurement output vector $y$ of the plant are inputted to a micro-controller by corresponding sensors and data acquisition system from the fuel cell stack and FDS respectively. The blocks of SFF, SFB, PI and purge control can be implemented by programming in the controller to determine the values of control signals and purge valve state that are input signals of FDS.
Figure 7.11 Diagram of the control system for a real FDS and fuel cell stack.
Chapter 8
Conclusion

In my research work, control strategies for a new hybridized FDS were proposed. The strategies were designed based on a one dimensional segmented and layered transient model of a single cell that considers two-phase and non-isothermal effects. The model was control-oriented and capable of presenting static and dynamic behaviors of physical and electrochemical properties that includes concentrations of species, phase changes, pressure drops, temperature distributions, as well as current distributions along channels. The occupation of liquid droplet in gas flow channels was originally considered in the mass and heat transfer for the transient model based on wall condensation and evaporation. Performance of the model for a cell was compared with a single cell that was designed with respect to $I$-$V$ characteristics and responses of step currents. The design of combination of segmentation and water visualization was firstly applied in the single fuel cell experiments to investigate the current and liquid water distributions along GFCs. The model has shown a fairly good match with the experiments, which can be used for analysis of the FDS system.

A dynamic stack model at the anode side was derived from the model above, and models for components of the FDS was also developed that includes two supply lines and two recirculation loops, blowers, ejectors and other valves. The FDS model was then connected to the dynamic stack model that considered the liquid water effect in manifolds, GFC, GDL and CL. The two-
phase effect was firstly involved in the FDS modeling and the simulation. Based on the integrated model, a control strategy was proposed, which consists of a PI controller for low current mode and a new state feedback controller with integral and an observer for medium and high current mode in addition to purging controls. The SFB was compared with two classic controllers and its performance was analyzed.

The major findings of the research work are summarized as follows:

1. A control-oriented one dimensional two-phase transient model of a single fuel cell including 15 layers across membrane and 53 state variables was developed that can use the total cell current as the system input, and be utilized in fuel cell stack modeling and integrated with controllers of BOP.

2. Experiment results shown that that the change of air humidity in gas flow channels (maximum voltage change between the cases of RH = 20% and RH = 100% was about 0.3V by comparing the I-V curves) had larger influence on the cell performance than the change of air flow rates did (maximum voltage change between the cases of Air/H2 = 66/28 sccm and Air/H2 = 200/84 sccm was about 0.1V by comparing the I-V curves).

3. The static and transient performance including I-V curves (voltage errors between the experiment and simulation were less than 0.1V), liquid water amount in GFCs and cell voltage response (voltage errors between the experiment and simulation were less than 0.18V) were predicted by the simulation results of the fuel cell model.

4. The FDS with the controller was likely to be unstable without purging process since the liquid water caused by condensation and transport was found in the anode side of fuel cell stack and accumulated in gas flow channels and manifolds.
5. Evaluations of three control strategies (SFF, PI and SFB) indicated that the SFB control with integral and observer shown the best performance with respect to dynamically stabilize the stoichiometric ratio of hydrogen (SFB settle time of $SR_{H_2}$ is the shortest ones that are 1.2 seconds and 0.5 second for step change of stack current in medium and high modes, respectively) and follow the cathode pressure (SFB used 2.5 second to stabilize the fuel pressure for step change of stack current in medium and high loads) under the disturbance of purging operating and step change of stack currents (SFB settle time is less than 0.3 second to stabilize the pressure and $SR_{H_2}$ for the typical purging operating).

6. Analysis shows that the water activities in GFC and GDL are regulated at about constant one, which means the liquid water amount was limited in a small range, for the dynamic purging strategy dependent on the time integral of stack current load change, which effectively prevented the water flooding at anode side and in the supply and return manifolds.

The presented model of fuel cell systems and model-based control of the FDS can accelerate the design process and flexibly tune the system and control parameters. The SFB control with integral and observer used fewer realizable sensors than the full state feed-back controls and can be optimized based on the importance of the control variables. The simple mathematical structure of the SFB control can be easily implemented in the microcontroller of the BOP control systems to fulfill the control of hydrogen pressure and stoichiometric ratio simultaneously.

In the future, the one dimensional two-phase transient model and the anode stack model will be optimized. The FDS system modeling and control will include effects of temperature changes in manifolds and fuel cells, and automatic tuning of control parameters dependent upon the load current using advanced control algorithms.
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Appendix A

Parameters of the transient model of the fuel cell

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{w,l}$</td>
<td>Specific heat capacity of liquid water</td>
<td>$4.1813 \times 10^3$ J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{CP}$</td>
<td>Specific heat capacity of CP</td>
<td>200 J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{GDL}$</td>
<td>Specific heat capacity of GDL</td>
<td>150 J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{CL}$</td>
<td>Specific heat capacity of CL</td>
<td>160 J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{PEM}$</td>
<td>Specific heat capacity of membrane</td>
<td>160 J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$d_{\text{pore,GDL}}$</td>
<td>Average pore diameter in GDL</td>
<td>$1.2 \times 10^{-5}$ m</td>
</tr>
<tr>
<td>$d_{\text{pore,CL}}$</td>
<td>Average pore diameter in CL</td>
<td>$5 \times 10^{-7}$ m</td>
</tr>
<tr>
<td>$k_{\text{ads}}$</td>
<td>Adsorption rate</td>
<td>80 s$^{-1}$</td>
</tr>
<tr>
<td>$k_{\text{des}}$</td>
<td>Desorption rate</td>
<td>50 s$^{-1}$</td>
</tr>
<tr>
<td>$k_{\text{con}}$</td>
<td>Condensation rate</td>
<td>100 s$^{-1}$</td>
</tr>
<tr>
<td>$k_{\text{evp}}$</td>
<td>Evaporation rate</td>
<td>$9.8717 \times 10^{-4}$ s$^{-1}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$k_{H_2}$</td>
<td>Thermal conductivity of hydrogen</td>
<td>0.2040 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{O_2}$</td>
<td>Thermal conductivity of oxygen</td>
<td>0.0296 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{v}$</td>
<td>Thermal conductivity of vapor</td>
<td>0.0237 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{N_2}$</td>
<td>Thermal conductivity of nitrogen</td>
<td>0.0293 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{\text{in,ca,GFC}}$</td>
<td>Inlet flow coefficient of cathode GFC</td>
<td>$2.84 \times 10^{-2}$ m s$^{-1}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Value</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-------</td>
</tr>
<tr>
<td>$k_{in,an,GFC}$</td>
<td>Inlet flow coefficient of anode GFC</td>
<td>$3.82 \times 10^{-2}$ m s$^{-1}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$k_l$</td>
<td>Thermal conductivity of liquid water</td>
<td>0.66 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_r$</td>
<td>Water release rate</td>
<td>$4 \times 10^6$ mol m$^3$ s$^{-1}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$k_u$</td>
<td>Water uptake rate</td>
<td>$4 \times 10^6$ mol m$^3$ s$^{-1}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$k_{w,con}$</td>
<td>Wall condensation rate</td>
<td>$1 \times 10^{-3}$ s$^{-1}$</td>
</tr>
<tr>
<td>$k_{w,evp}$</td>
<td>Wall evaporation rate</td>
<td>$1 \times 10^{-8}$ s$^{-1}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$k_{CP}$</td>
<td>Thermal conductivity of CP</td>
<td>25 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{GDL}$</td>
<td>Thermal conductivity of GDL</td>
<td>1.67 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{CL}$</td>
<td>Thermal conductivity of CL.</td>
<td>0.67 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{PEM}$</td>
<td>Thermal conductivity of membrane</td>
<td>0.67 W m$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_{sp,ca,GFC}$</td>
<td>Flow coefficient of gas phase in GFC at cathode side</td>
<td>0.0656</td>
</tr>
<tr>
<td>$k_{sp,an,GFC}$</td>
<td>Flow coefficient of gas phase in GFC at anode side</td>
<td>0.0309</td>
</tr>
<tr>
<td>$ns_1$</td>
<td>Power parameter in Eq. (2-24)</td>
<td>1.5 (assumed)</td>
</tr>
<tr>
<td>$ns_2$</td>
<td>Power parameter in Eq. (2-33)</td>
<td>5.5 (assumed)</td>
</tr>
<tr>
<td>$ns_3$</td>
<td>Power parameter in Eq. (2-43)</td>
<td>2/3 (assumed)</td>
</tr>
<tr>
<td>$p_{c,crit}$</td>
<td>Critical capillary pressure in GFC</td>
<td>0 pa</td>
</tr>
<tr>
<td>$s_{im,GDL}$</td>
<td>Immobilized liquid saturation in GDL</td>
<td>0.2</td>
</tr>
<tr>
<td>$s_{im,CL}$</td>
<td>Immobilized liquid saturation in CL</td>
<td>0.01</td>
</tr>
<tr>
<td>$A_{act}$</td>
<td>Active area of fuel cell</td>
<td>140 cm$^2$</td>
</tr>
<tr>
<td>$C_{p,H_2}$</td>
<td>H$_2$ specific heat capacity at constant pressure</td>
<td>28.82 J mol$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$C_{p,O_2}$</td>
<td>O$_2$ specific heat capacity at constant pressure</td>
<td>29.38 J mol$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$C_{p,v}$</td>
<td>Vapor specific heat capacity at constant pressure</td>
<td>36.93 J mol$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Value</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>$C_{p,N_2}$</td>
<td>N$_2$ specific heat capacity at constant pressure</td>
<td>29.14 J mol$^{-1}$K$^{-1}$</td>
</tr>
<tr>
<td>$C_{\eta,GFC}$</td>
<td>Two phase correction factor for liquid flow rate</td>
<td>0.2</td>
</tr>
<tr>
<td>$D_{H_2-H_2O}$</td>
<td>Binary diffusion constant of H$_2$-H$_2$O (307.1K, 1 atm)</td>
<td>9.15×10$^{-5}$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$D_{O_2-H_2O}$</td>
<td>Binary diffusion constant of O$_2$-H$_2$O (293.15K, 1 atm)</td>
<td>2.40×10$^{-5}$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$D_{O_2-N_2}$</td>
<td>Binary diffusion constant of O$_2$-N$_2$ (293.15K, 1 atm)</td>
<td>2.19×10$^{-5}$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$D_{N_2-H_2O}$</td>
<td>Binary diffusion constant of N$_2$-H$_2$O (307.5K, 1 atm)</td>
<td>2.56×10$^{-5}$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$EW_{PEM}$</td>
<td>Equivalent weight of membrane</td>
<td>1.1 kg</td>
</tr>
<tr>
<td>$H_{GFC}$</td>
<td>Height of GFC</td>
<td>0.6 mm</td>
</tr>
<tr>
<td>$K_{GDL}$</td>
<td>Permeability of GDL</td>
<td>8.76×10$^{-12}$ m$^2$</td>
</tr>
<tr>
<td>$K_{CL}$</td>
<td>Permeability of CL</td>
<td>4.15×10$^{-13}$ m$^2$</td>
</tr>
<tr>
<td>$K_{l,cov,GFC}$</td>
<td>Liquid water cover coefficient</td>
<td>2.08</td>
</tr>
<tr>
<td>$M_{H_2}$</td>
<td>H$_2$ molecular weight</td>
<td>2.016×10$^{-3}$ kg mol$^{-1}$</td>
</tr>
<tr>
<td>$M_{O_2}$</td>
<td>O$_2$ molecular weight</td>
<td>32×10$^{-3}$ kg mol$^{-1}$</td>
</tr>
<tr>
<td>$M_{H_2O}$</td>
<td>H$_2$O molecular weight</td>
<td>18.015×10$^{-3}$ kg mol$^{-1}$</td>
</tr>
<tr>
<td>$M_{N_2}$</td>
<td>N$_2$ molecular weight</td>
<td>28.013×10$^{-3}$ kg mol$^{-1}$</td>
</tr>
<tr>
<td>$N_{GFC}$</td>
<td>Number of GFCs</td>
<td>5</td>
</tr>
<tr>
<td>$Nu_{GFC}$</td>
<td>Nusselt number of GFC</td>
<td>3.21</td>
</tr>
<tr>
<td>$Sh_{GFC}$</td>
<td>Sherwood number of GFC</td>
<td>1.98</td>
</tr>
<tr>
<td>$W_{GFC}$</td>
<td>Width of GFC</td>
<td>1 mm</td>
</tr>
<tr>
<td>$W_{rib,GFC}$</td>
<td>Rib width between GFCs</td>
<td>1 mm</td>
</tr>
<tr>
<td>$\rho_l$</td>
<td>Liquid water density</td>
<td>0.986×10$^3$ kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{CP}$</td>
<td>density of CP</td>
<td>3000 kg m$^{-3}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Value</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>$\rho_{GDL}$</td>
<td>GDL density</td>
<td>1500 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{CL}$</td>
<td>CL density</td>
<td>1800 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{PEM}$</td>
<td>membrane density</td>
<td>2000 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\sigma_w$</td>
<td>Water surface tension</td>
<td>0.0625 N m$^{-1}$</td>
</tr>
<tr>
<td>$\delta_{CP}$</td>
<td>Thickness of CP</td>
<td>3 mm</td>
</tr>
<tr>
<td>$\delta_{GDL}$</td>
<td>Thickness of GDL</td>
<td>240 μm</td>
</tr>
<tr>
<td>$\delta_{CL}$</td>
<td>Thickness of CL</td>
<td>10 μm</td>
</tr>
<tr>
<td>$\delta_{PEM}$</td>
<td>Thickness of membrane</td>
<td>50 μm</td>
</tr>
<tr>
<td>$\varepsilon_{GDL}$</td>
<td>Porosity of GDL</td>
<td>0.8</td>
</tr>
<tr>
<td>$\varepsilon_{CL}$</td>
<td>Porosity of CL</td>
<td>0.3</td>
</tr>
<tr>
<td>$\varepsilon_{i,CL}$</td>
<td>Volume fraction of the ionomers in CL</td>
<td>0.3</td>
</tr>
<tr>
<td>$\theta_{c,GDL}$</td>
<td>Contact angle in GDL</td>
<td>110°</td>
</tr>
<tr>
<td>$\theta_{c,CL}$</td>
<td>Contact angle in CL</td>
<td>95°</td>
</tr>
<tr>
<td>$\theta_{c,i}$</td>
<td>Contact angle in the ionomer channels</td>
<td>90.02°</td>
</tr>
<tr>
<td>$\Delta S_{an}$</td>
<td>Enthalpy change at anode reaction</td>
<td>-0.104 J mol$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\Delta S_{ca}$</td>
<td>Enthalpy change at cathode reaction</td>
<td>326.36 J mol$^{-1}$ K$^{-1}$</td>
</tr>
</tbody>
</table>