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Abstract

Water mains filling events follow certain maintenance operations that require the complete or partial emptying of pipelines. These operational procedures are performed carefully in order to prevent air pocket formation, as such pockets may trigger damaging surges, as well impose blockages that reduce pipe conveyance. While previous research addressed the modeling of the pipeline filling events, the air phase within the conduits is in most cases either not included in the simulation, or its formulation is very simplified, not including air pressure gradients. This paper presents two modeling frameworks which couple a Two-Component Pressure Approach model to simulate water flow with models for the air phase flow within the conduits. The first is a discretized model for air phase based on the isothermal Euler equations and the second is based on the ideal gas law (as presented in [Zhou et al., 2002a]). Also, the results of an experimental investigation with an apparatus based on the experimental setup presented by [Trajkovic et al., 1999] without ideal ventilation which includes the essential features of a pipeline filling event are presented and discussed. Relevant and flow features characteristics during the filling event are analyzed such as the occurrence of interface breakdown. These experimental results as well as field data of the filling of an actual water main are used to calibrate and assess the model. A feasible modeling framework to simulate the filling of water mains accounting for air effects was presented. Also, it was demonstrated that lumped approach for air phase modeling has comparable accuracy with discretized model based on Euler equations at a much reduced computational effort.
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Chapter 1

Introduction

Water mains are important components of the urban infrastructure designed to operate in pressurized flow mode, but under abnormal operational conditions air phase may be present within the conduits. Such conditions are commonly observed during the filling and emptying of water mains, but may also occur following accidental water main ruptures. Those conditions can also happen when water demand exceeds supply, in which case the pipes act as reservoirs. In the process of filling, the air phase present in the pipeline may become entrapped between masses of water, creating air pockets, which should be eliminated by air valves located at selected points along the pipeline. The appearance of these entrapped air pockets in pipelines is well documented in several experimental investigations, such as [Falvey, 1980], [Zhou et al., 2002b], [Vasconcelos et al., 2006].

Entrapped air pockets can cause loss of pipe cross-section, localized head losses, high transient pressures, and other problems if not properly expelled. Yet, even with air valves, the refilling process is often performed cautiously. The reason for this are the potentially damaging surges that may occur due to the air-water interactions during the pipe filling and to ensure that no air pocket remains in the pipe. Because of these uncertainties, the filling is generally performed slowly, and the restoring of normal pipeline conditions may take several hours, or even days, depending on the event that caused disruption of the distribution system. Because this flow interruption has major impacts in water consumers, the ability to quickly and safely restore operational conditions in water mains is highly desirable. Therefore, it is important to understand how to predict the appearance of an air pocket and how to mitigate their effects.
Numerical models represent a feasible way to minimize the uncertainties related to the air-water interactions during the filling process. Three dimensional, CFD packages are a possible solution, but considering some characteristics of the problem, these solutions are not practical. Some of those characteristics are the length of the pipeline systems, the complex geometry of some pipeline elements (e.g. partially closed valves), the flow unsteadiness, and the time scale of the filling events (up to several hours of unsteady flow conditions). One dimensional, unsteady flow models would be an alternative, but they also have limitations. Unsteady flow models in use by water work authorities, usually applied to assess waterhammer effects and closed pipe surges, assume homogeneous, single-phase flow conditions. By contrast, the refilling process is characterized by two-phase, stratified flow conditions, invalidating the assumed hypothesis in such single phase models, as demonstrated by [Vasconcelos, 2008]. Therefore, engineers still lack a model which can simulate air pockets in a precise and realistic way. Progress in the area still have not resulted in a tool to help engineers to simulate pipeline priming, particularly considering the effects of entrapped air.

Similarly to other events that involve the transition between pressurized and free surface flows (also referred to as mixed flows), there are certain characteristics on water pipeline filling events that are challenging to numerical models:

1. Even though there are a variety of models which are able to handle flow regime transition, such models have limitations and difficulties which include the complexity of the model itself, post-shock oscillations, limitation on the interaction between bores, and others;

2. This is a two-phase (air/water) problem, and models handling the two separate phases need to be appropriately linked. The handling of the interface between air and water is particularly challenging;

3. Due to the formation of bores and the differences in the celerity magnitudes among different portions/phases of the flow, non-linear numerical schemes should be used.
This is required to account for both free-surface and water pressurized at the same time limiting issues related to diffusion and oscillations at bores and shocks;

4. At certain regions of the flow, particularly at the vicinity of curved air-water interfaces, shallow water assumptions are not applicable due to strong vertical acceleration, and the problem is intrinsically three-dimensional [Benjamin, 1968];

5. Several different mechanisms may result in the entrapment of air pockets during filling events, and conditions leading to such entrapments still not fully understood, thus cannot be numerically predicted.

1.1 Different types of flows and their classification

Water flows can occur in several different applications in engineering. However, the characteristics of those flows change from application to application. All of them are strictly three dimensional in space and also varies with time, even if this variation is very gradual. Also, they can have different phases, mildly variable specific mass according to the pressure, can be a free surface or pressurized, and turbulent or laminar.

However, it’s very difficult to take all relevant characteristics of water flows into consideration when a study is required on a particular case. As one attempts to create a predictive model of a flow in particular conditions, hypothesis are introduced to minimize the complexity of the analysis and are related to how the model handles some of the aforementioned characteristics. For instance, regarding the time dependency, flows can be considered steady or transient. The later are more difficult to model, many times requiring the solution of a set of partial differential equations (PDE) such as the Saint-Venant equations showed in [Cunge et al., 1980], [Sturm, 2001] and [Chaudhry, 2008]. In other applications, when the temporal variation is negligible, flows are assumed to be steady, which eliminates time from analysis, making it much simpler.
A flow with phases that do not mix completely is named a multi-phase flow. For those cases, each flow may be analyzed using a different set of coupled partial differential equations. This increases the problem difficulty due to the increased number and complexity of those equations that needs to be solved. However, in some cases the properties of both phases can averaged for a certain volume of flow, as in the work presented by [Issa and Kempf, 2003], simplifying the model solution.

Another important factor is whether the flow is opened to the atmosphere or not. In the case of rivers, channels, lakes and other flows in that are not confined, the flow is referred to as free-surface flow. The biggest challenge when modeling this type of flow appears when dealing with the water surface variation in a one, two or three-dimensional transient analysis, so that very sophisticated numerical techniques such as finite volumes or volume of fluid (VOF) must be applied. On the other hand, in case of pressurized water pipes, confined aquifers, drainage pipes, and other flows, the flow is referred to as pressurized flow. Those have known cross section, and techniques to simulate them are more consolidated up to date, such as the Method of Characteristics for closed pipes. There is still the case in which both free-surface and pressurized flow regimes coexist in the same flow, such as in drainage systems, water main filling events, gas/oil transmission lines, and others.

1.2 Mathematical models for 1-D water

The model presented in subsection 1.2.1 is used to simulate unsteady flows in closed conduits, while the model presented in subsection 1.2.2 is used for unsteady free-surface flows. The methods for the solution of these equations are presented in section 1.4.

1.2.1 Derivation of unsteady fully pressurized flows equations

In this section, the equations for mass and momentum conservation in pressurized flows are presented. Those equations are the basis for the unsteady flows in pipe models.
Figure 1.1: Control volume for continuity equation derivation. Adapted from [Wylie and Streeter, 1993]

Continuity Equation

Figure 1.1 shows a control volume inside a pipe where water would enter from the left. It is possible to have some amount of water stored inside this control volume due to a stretch of the pipe cross-section or length or the to compression of the water mass. Applying the mass continuity the control volume of figure 1.1 yields:

\[ \rho Au - \left[ \rho Au + \frac{\partial}{\partial x} (\rho Au) \Delta x \right] = -\frac{\partial}{\partial t} \rho A \Delta x \] (1.1)

\[ Au \frac{\partial \rho}{\partial x} + \rho \left( \frac{\partial A}{\partial x} + A \frac{\partial u}{\partial x} \right) = -A \frac{\partial \rho}{\partial t} - \rho \frac{\partial A}{\partial t} \] (1.2)

where \( A \) is the pipe’s cross-section area, \( p \) is the local pressure, \( \Delta x \) is the control volume’s length, \( \rho \) is the water specific mass, \( t \) is the time, \( u \) is the flow velocity. Dividing both sides by \( \rho A \) yields:
\begin{align}
\frac{1}{\rho} \frac{\partial \rho}{\partial t} + \frac{1}{\rho} \frac{\partial \rho}{\partial x} u + \frac{1}{A} \frac{\partial A}{\partial t} + \frac{1}{A} \frac{\partial A}{\partial x} u + \frac{\partial u}{\partial x} = 0
\end{align} \quad (1.3)

\begin{align}
\frac{1}{\rho} \frac{d\rho}{dt} + \frac{1}{A} \frac{dA}{dt} + \frac{\partial u}{\partial x} = 0
\end{align} \quad (1.4)

For convenience, the first term of Equation 1.4, which represent the compressibility effects, should be rewritten in terms of pressure. For this, the bulk modulus of elasticity concept described in equation 1.5 is used:

\begin{align}
\frac{1}{\rho} \frac{d\rho}{dt} = \frac{1}{K} \frac{dp}{dt}
\end{align} \quad (1.5)

in which \(K\) is the elasticity modulus of the material. This concept assumes negligibility of the thermodynamic effects, which is a good hypothesis due to the low compressibility of water [Vasconcelos, 2007].

For a prismatic pipe, which is the case in most practical applications [Wylie and Streeter, 1993], the gradient \(\frac{\partial A}{\partial x}\) is equal to 0. Hence, the variation of the pipe cross-section area is related only to the variation of the pressure, as in equation 1.6

\begin{align}
\frac{dA}{dt} = \frac{\partial A}{\partial p} \frac{dp}{dt}
\end{align} \quad (1.6)

Replacing the two first terms in equation 1.4 by equations 1.5 and 1.6:

\begin{align}
\frac{1}{K} \frac{dp}{dt} + \frac{1}{A} \frac{dA}{dp} \frac{dp}{dt} + \frac{\partial u}{\partial x} = 0
\end{align} \quad (1.7)

\begin{align}
\frac{1}{K} \frac{dp}{dt} \left( 1 + \frac{K}{A} \frac{dA}{dp} \right) + \frac{\partial u}{\partial x} = 0
\end{align} \quad (1.8)

According to [Wylie and Streeter, 1993], the wave propagation velocity (celerity of the acoustic wave) in a pressurized pipe is given by the expression:
\[ a^2 = \frac{K/\rho}{1 + (K/A)(dA/dp)} \]  

(1.9)

which can be written as:

\[ \frac{K \, dA}{A \, dp} = \frac{K}{a^2 \rho} - 1 \]  

(1.10)

and then inserted in equation 1.8 yielding:

\[ \frac{dp}{dt} \frac{1}{a^2 \rho} + \frac{\partial u}{\partial x} = 0 \]  

(1.11)

\[ \frac{\partial p}{\partial t} \frac{1}{a^2 \rho} + \frac{\partial p}{\partial x} \frac{u}{a^2 \rho} + \frac{\partial u}{\partial x} = 0 \]  

(1.12)

According to [Wylie and Streeter, 1993], for low Mach numbers \((u \ll a) u/a^2 \approx 0\). With this approximation the second term of equation 1.12 can be dropped, yielding:

\[ \frac{\partial p}{\partial t} \frac{1}{a^2 \rho} + \frac{\partial u}{\partial x} = 0 \]  

(1.13)

The pressure in the pipe is related to the piezometric head \(H\) according to the expression:

\[ p = \rho g (H - z) \]  

(1.14)

in which \(z\) is the pipe elevation relative to the datum. Applying this expression in equation 1.13, multiplying both sides by \(a^2\) and dividing by \(g\), and considering that \(\frac{\partial z}{\partial t} = 0\) yields:

\[ \frac{\partial H}{\partial t} + \frac{a^2 \partial u}{g \partial x} = 0 \]  

(1.15)

Note that in case of lateral in/outflow considered in the control volume of figure 1.1, the mass conservation equation 1.15 would show a third term (source term), as shown in [McInnis and Karney, 1995] and [Wylie and Streeter, 1993].
\[
\frac{\partial H}{\partial t} + \frac{a^2}{g} \frac{\partial u}{\partial x} + \frac{a^2}{g} q = 0
\]  \hspace{1cm} (1.16)

in which \( q \) is the volume of water gained/lost per length per time.

**Momentum Equation**

![Momentum Equation Diagram](image)

Figure 1.2: Control volume for momentum equation derivation. Adapted from [Wylie and Streeter, 1993]

The application of Newton’s second law to the control volume in figure 1.2, where the summation of all the external forces applied to the control volume is equal to the variation of momentum, yields:

\[
pA - \left( pA + \frac{\partial}{\partial x} pA \Delta x \right) + p \frac{\partial A}{\partial x} \Delta x - \gamma A \Delta x \sin \alpha - \tau_0 \pi D \Delta x = \rho A \frac{du}{dt} \Delta x
\]  \hspace{1cm} (1.17)

in which \( \gamma \) is the water specific weight, \( \tau_0 \) is the shear tension between water and the pipe walls, \( D \) is the pipe diameter, and \( \alpha \) is the pipe slope. Expanding the derivative of \( pA \), dividing both sides by \( \Delta x \) and canceling terms yields:
\[- A \frac{\partial p}{\partial x} - p \frac{\partial A}{\partial x} + p \frac{\partial A}{\partial x} - \gamma A \sin \alpha - \tau_0 \pi D = \rho A \frac{\partial u}{\partial t} \tag{1.18}\]

which leads to:

\[- A \frac{\partial p}{\partial x} + \gamma A \sin \alpha - \tau_0 \pi D = \rho A \frac{\partial u}{\partial t} \tag{1.19}\]

Knowing that \( \frac{\partial z}{\partial x} \approx \sin \alpha \) and using the hydrostatic hypothesis represented by equation 1.14, equation 1.19 can be rewritten as:

\[- \rho g A \left( \frac{\partial H}{\partial x} - \sin \alpha \right) - \rho g A \sin \alpha - \tau_0 \pi D = \rho A \frac{\partial u}{\partial t} \tag{1.20}\]

Canceling terms and dividing both sides by \( \rho A \) yields:

\[- g \frac{\partial H}{\partial x} - \frac{4 \tau_0}{\rho D} - \frac{\partial u}{\partial t} = 0 \tag{1.21}\]

According to [Wylie and Streeter, 1993] the shear stress in pipe flows \( \tau_0 \) can be written as:

\[\tau_0 = \rho f \frac{u^2}{8} \tag{1.22}\]

with \( f \) as the friction factor. Writing \( u^2 \) as \( u |u| \), in order to avoid gain of energy in case of a negative discharge, the momentum equation is obtained:

\[g \frac{\partial H}{\partial x} + \frac{\partial u}{\partial t} + f \frac{u |u|}{2D} = 0 \tag{1.23}\]

With this, the set of PDEs that describe unsteady, pressurized flow in pipes becomes:

\[\begin{align*}
\frac{\partial H}{\partial t} + \frac{a^2}{g} \frac{\partial u}{\partial x} &= 0 \\
\frac{\partial H}{\partial x} + \frac{\partial u}{\partial t} + f \frac{u |u|}{2D} &= 0
\end{align*} \tag{1.24}\]
1.2.2 Free surface flows equations: the Saint-Venant equations

The Saint-Venant equations are also a mathematical model to express mass and momentum conservations, but unlike the previous case, the Saint-Venant equations were derived for one-dimensional free-surface flows such as rivers and channels. The hypothesis assumed in the derivation are discussed in [Sturm, 2001], [Vasconcelos, 2007], and others, and are:

- The flow is unidimensional, resulting in a hydrostatic pressure distribution along the vertical axis of the channel cross-section hydrostatic;
- The slope is small, thus $\sin(\theta) = \theta$;
- The fluid (water) is incompressible, thus $\rho$ is constant;
- The water depth is small when compared to the wave length;
- The channel’s bed is stable (e.g. no movable bed conditions);
- The shear tensions are constant and do not depend on the transient nature of the flow.

Mass conservation equation

![Diagram](image)

Figure 1.3: Control volume for momentum equation derivation. Adapted from [Sturm, 2001]

Mass balance on figure 1.2.2 yields:
\[ Q - \left( Q + \frac{\partial Q}{\partial x} \Delta x \Delta t \right) + q_L \Delta x \Delta t = \frac{\partial A}{\partial t} \Delta x \Delta t \]  

(1.25) 

Which when simplified yields:

\[ \frac{\partial A}{\partial t} + \frac{\partial Q}{\partial x} = q_L \]  

(1.26) 

Momentum conservation

![Diagram of momentum conservation](image)

Figure 1.4: Control volume for momentum equation derivation. Adapted from [Sturm, 2001]

To derive the momentum equation, second Newton’s law is applied to the system in the figure 1.4. The net momentum flux and external forces balance is:

\[ \frac{\partial (\rho A \Delta x \cdot u)}{\partial t} + \frac{\partial (\rho A \Delta xu \cdot u)}{\partial x} = \gamma h_c A - (\gamma h_c A + \frac{\partial (\gamma h_c A)}{\partial x} \Delta x) + F_g - F_{shear} \]  

(1.27) 

where

\[ F_g = \gamma A \Delta x sin(\theta) \approx \gamma A \Delta x S_0 \]  

(1.28) 

\[ F_{shear} = \tau_0 P_{wet} \Delta x \]  

(1.29)
With further mathematical development and combining the equations, one obtains:

\[
\frac{\partial (\rho A \cdot u)}{\partial t} + \frac{\partial (\gamma h_c A)}{\partial x} + \frac{\partial (\rho Au \cdot u)}{\partial x} = \gamma A S_0 - \tau_0 P_{wet} \tag{1.30}
\]

where \( h_c \) is the distance from the water surface to the centroid of the flow cross-section, \( \theta \) is the channel slope in degrees, \( S_0 \) is the channel slope in percentage and \( P_{wet} \) is the wet perimeter. Assuming that \( Au = Q \), \( \rho \) is constant, \( S_f \) is the friction slope (boundary friction force for each unit weight of water per \( \Delta x \)), so that \( S_f = \frac{\tau_0 P_{wet}}{\gamma A} \), the channel is prismatic, and there is no lateral inflow, \( \rho \) is canceled in both sides yielding:

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{Q^2}{A} + g h_c A \right) = g A (S_0 - S_f) \tag{1.31}
\]

Therefore, the final set of equations which are called the Saint-Venant equations is:

\[
\begin{align*}
\frac{\partial A}{\partial t} + \frac{\partial Q}{\partial x} &= q_L \\
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{Q^2}{A} + g h_c A \right) &= g A (S_0 - S_f)
\end{align*} \tag{1.32}
\]

which can also be written in conservative format:

\[
(U)_t + F_x(U) = S(U) \tag{1.33}
\]

where

\[
U = \begin{bmatrix} A \\ Q \end{bmatrix}, \quad F(U) = \begin{bmatrix} Q \\ \frac{Q^2}{A} + g A h_c \end{bmatrix}, \quad S(U) = \begin{bmatrix} 0 \\ g A (S_0 - S_f) \end{bmatrix} \tag{1.34}
\]

### 1.3 Mathematical models for air phase flows

This section presents the background for the two alternatives of air-phase modeling implemented in this work. For the discretized alternative, the largely documented Euler
equations were chosen. A simpler implementation of the ideal gas law was chosen as the non-discretized air model because of its simplicity, easiness to implement, and low computational requirements. For the air flow in the air pockets, the following hypothesis were considered:

- Viscosity is negligible: shear forces due to viscosity are negligible when compared to the impelling forces caused by the air-water interaction;
- The flow is uni-dimensional (1-D): the length of the pocket is much bigger than its lateral dimensions;
- Isothermal flow: The temperature variation of the air flow during is small.

1.3.1 Euler equations

The most complete set of equations for the study of flows is the Navier-Stokes equation, which can be found in [Potter, 2004] and other books. However, they are still very difficult to solve, so that simplification hypothesis are of great advantage. With the no shear hypothesis, the viscosity terms of the Navier-Stokes equations disapear and it turns into the Euler equations (equation 1.35), which can be found in [LeVeque, 1992], [Toro, 2009] and other books.

\[
(U)_t + F_x(U) + G_y(U) + H_z(U) = S(U) \quad (1.35)
\]
\[
U = \begin{bmatrix}
\rho \\
\rho u \\
\rho w \\
E
\end{bmatrix}, \quad F(U) = \begin{bmatrix}
\rho u \\
\rho u^2 + p \\
\rho u w \\
u(E + p)
\end{bmatrix}, \quad G(U) = \begin{bmatrix}
\rho v \\
\rho u v \\
\rho v w \\
v(E + p)
\end{bmatrix}, \quad H(U) = \begin{bmatrix}
\rho w \\
\rho w u \\
\rho w v \\
w(E + p)
\end{bmatrix}, \quad S(U) = \begin{bmatrix}
S_1 \\
S_2 \\
S_3 \\
S_4 \\
S_5
\end{bmatrix}
\]

where \( \rho \) is the fluid specific mass, \( u, v \) and \( w \) are the fluid velocity in the \( x, y \) and \( z \) axis, \( p \) is the pressure, and \( E \) is the total energy per unit volume. The source terms \( S_n \) can represent several features of the flow, such as shear stresses and flow area variations, and will be discussed later.

The full version of the Euler equations is a three-dimensional, hyperbolic and non-linear conservative set of partial differential equations, relatively complex and costly to solve. With the application of the second hypothesis (1-D flow), the equations are simplified to equation 1.37:

\[
(U)_t + F_x(U) = S(U)
\]

where

\[
U = \begin{bmatrix}
\rho \\
\rho u \\
E
\end{bmatrix}, \quad F(U) = \begin{bmatrix}
\rho u \\
\rho u^2 + p \\
u(E + p)
\end{bmatrix}, \quad S(U) = \begin{bmatrix}
S_1 \\
S_2 \\
S_3
\end{bmatrix}
\]

Further, according to [LeVeque, 1992], for an isothermal problem the energy is constant, making the energy derivatives equal to zero. This leads to equation 1.39:
\[
\mathbf{U} = \begin{bmatrix} \rho \\ \rho u \end{bmatrix}, \quad \mathbf{F}(\mathbf{U}) = \begin{bmatrix} \rho u \\ \rho u^2 + p \end{bmatrix}, \quad \mathbf{S}(\mathbf{U}) = \begin{bmatrix} S_1 \\ S_2 \end{bmatrix}
\] (1.39)

with

\[p = \rho a^2 \] (1.40)

where \(a\) is the sound speed in the air. Since, according to [Tran, 2011], the flow condition in pipeline fillings may be approximated to isothermal conditions, equation 1.39 is the set of equations used in the discretized model.

1.3.2 Ideal gas law

The ideal gas law, which was first presented in [Krönig, 1856], states that the state of a mass of a gas depends on its pressure, volume, temperature, the ideal gas constant, and the amount of gas in the studied volume. The relation is:

\[PV = nRT \] (1.41)

where \(P\) is the pressure, \(V\) is the volume, \(n\) is the amount of gas (in moles), \(R\) is the ideal gas constant, and \(T\) is the temperature.

Since for the studied case it was assumed that the event happens under isothermal conditions, the right side of equation 1.41 becomes constant:

\[P_i V_i = P_f V_f \] (1.42)

where the the subindexes \(i\) and \(f\) denotes initial and final values. This mathematical model is usually supplemented with an orifice-type equation to relate air pressure with discharge in presence of ventilation orifices.
1.4 Traditional solution methods for pressurized pipe model

In this section, two methods for solving the fully pressurized pipe model derived in section 1.2.1 are presented. The first one is the method of characteristics (also referred to as MOC), which consists in finding two ODEs for head flow rate that are valid along characteristic lines. The second one assumes certain simplifications which simplify the system of PDEs showed in equation 1.24 to a single ODE, making it easier to implement and compute, but with more restrict applicability.

1.4.1 Characteristics form of unsteady equations for closed pipes and its numerical solution

A popular way to model transient flows in water mains is the method of characteristics. Among the advantages of this method are the simple implementation and computational efficiency. The limitation is the fact that it assumes that the flow is homogeneous and single phase, which is not true for pipe filling problems.

The idea of the method is to apply a characteristic transformation on the mass and momentum equations for pressurized flows and integrate them. Therefore, the goal is to find a constant \( \lambda \) that renders the linear combination of the PDE system as an ODE system, as described below:

\[
\begin{align*}
\frac{\partial H}{\partial t} + \frac{a^2}{g} \frac{\partial u}{\partial x} + \frac{a^2}{g} \frac{q}{A} &= L_1 \\
\frac{\partial u}{\partial t} + g \frac{\partial H}{\partial x} + f \frac{u |u|}{2D} &= L_2
\end{align*}
\]

\[ L_2 + \lambda L_1 = 0 \]  \hspace{1cm} (1.44)

or

\[
\frac{\partial u}{\partial t} + g \frac{\partial H}{\partial x} + f \frac{u |u|}{2D} + \lambda \left( \frac{\partial H}{\partial t} + \frac{a^2}{g} \frac{\partial u}{\partial x} + \frac{a^2}{g} \frac{q}{A} \right) = 0
\]  \hspace{1cm} (1.45)
As it can be seen in [Wylie and Streeter, 1993], the λ that satisfies equation 1.45 is:

\[
\lambda = \pm \frac{g}{a} \tag{1.46}
\]

Substituting \( \lambda \) in equations 1.44 by the expression in equation 1.46 and multiplying everything by \( A \) yields the following characteristic form of mass and momentum conservation equations:

\[
\begin{align*}
\frac{\partial Q}{\partial t} + A \frac{g}{a} \frac{\partial H}{\partial t} + f \frac{Q|Q|}{2DA} &= 0 \\
\frac{dx}{dt} &= a \\
\frac{\partial Q}{\partial t} - A \frac{g}{a} \frac{\partial H}{\partial t} + f \frac{Q|Q|}{2DA} &= 0 \\
\frac{dx}{dt} &= -a
\end{align*} \tag{1.47}
\]

The next step towards a numerical solution of equation 1.24 is to integrate this set of equations in order to find analytic expressions for both pairs of equations (positive and negative signs of \( a \)). The steps of the integration can be seen in [Wylie and Streeter, 1993] and result in:

\[
\begin{align*}
H_P &= H_A - B(Q_P - Q_A) - R|Q_A|Q_P \\
H_P &= H_B + B(Q_P - Q_B) + R|Q_B|Q_P
\end{align*} \tag{1.48}
\]

Some constants are defined in order to simplify the previous equations:

\[
\begin{align*}
C_P &= H_{i-1}^{n-1} + BQ_{i-1}^{n-1} \\
C_M &= H_{i+1}^{n-1} - BQ_{i+1}^{n-1} \\
B_P &= B + R|Q_{i-1}| \\
B_M &= B + R|Q_{i+1}|
\end{align*} \tag{1.49}
\]
With this, equations 1.48 turn to be:

\[
\begin{align*}
H_i &= C_P - B_P Q_i \\
H_i &= C_M + B_M Q_i
\end{align*}
\]  \tag{1.50}

which are valid for the intersection between the characteristic lines, as in figure 1.5:

\[
\frac{dx}{dt} = \pm a
\]  \tag{1.51}

Equations 1.50 are the final version of the numerical integration of characteristics form of mass and momentum equation. This form is the one present computational codes, such as Hammer [Bentley, 2010] and Pipe2011 [KYPipe, 2010].

1.4.2 Lumped Inertia

Lumped inertial model is a class of models with assumes that the whole water mass can be treated as a rigid column. This simplification is made in order to transform equations 1.24 into a single ordinary differential equation. The hypothesis for the lumped inertia approach are:

- The water phase is incompressible \( \frac{d\rho}{dt} = 0 \);
• The pipe walls are perfectly rigid (this combined with the first hypothesis implies that \( \frac{dH}{dx} = \text{const} \));

Considering those hypothesis, the calculation for the water phase can be reduced from a system of two PDEs (equation 1.24) into one ODE. Considering this control volume and applying the hypothesis' to equation 1.23 with localized head loses, it follows that:

\[
g \frac{\partial H}{\partial x} + \frac{\partial u}{\partial t} + \left( f + K_{eq} \frac{D}{L} \right) \frac{|u|}{2D} = 0
\]  

(1.52)

Isolating \( \frac{\partial u}{\partial t} \) yields:

\[
\frac{\partial u}{\partial t} = -g \frac{\partial H}{\partial x} - f \frac{|u|}{2D} - K_{eq} \frac{u^2}{2L}
\]

(1.53)

Knowing that \( \frac{dH}{dx} \) is constant over the pipe length (second hypothesis), the final form of the equation becomes:

\[
\frac{\partial u}{\partial t} = -\frac{H - H_0}{L} - f \frac{|u|}{2D} - K_{eq} \frac{u^2}{2L}
\]

(1.54)

According to [Vasconcelos, 2007], this equation can be solved analytically, with the solution as follows:

\[
u(t) = \sqrt{\frac{2g(H_u - H_d)}{R}} \tanh \left( \frac{t}{2L} \sqrt{2g(H_u - H_d)R} \right)
\]

(1.55)

in which \( R = f \frac{L}{D} + 1 \) and the subindexes \( u \) and \( d \) mean upstream and downstream. Another option is to solve the equation numerically for each point using Runge-Kutta or Forward Euler methods [Press, 1989].

[Martin, 1976], [Liou and Hunt, 1996], [Zhou et al., 2002a] and [Fuertes et al., 2000] applied lumped inertia models to mixed flows in pipes. Their models in addition to using the hypothesis of the lumped inertia, assumed that the contact interface between air and water
is well-defined and perpendicular to the pipe walls. This second hypothesis is illustrated in figure 1.6.

Figure 1.6: Control volume for lumped inertia models. Adapted from [Zhou et al., 2002a]
Chapter 2
Literature Review

This section presents a summary of the current body of knowledge on flow regime transition modeling, two phase flows, and some numerical schemes. It starts by presenting interface-tracking and shock-capturing models for flow regime transition with perfect ventilation, followed later by studies in which the effect air alongside water flow is accounted for. This chapter complements the theoretical basis of the present work, showing more recent ideas that were applied in the model proposed in this dissertation, and similar alternatives that have been proposed along the past few decades.

2.1 Flow Regime Transition Modeling

Flow regime transition is a type of liquid flow in which there is the transition from free-surface to pressurized flow and vice-versa, so that the existence of both regimes need to be taken into account by the model. Some of the inherently difficulties with this problem are:

- No single set of equations is able to account for both regimes;
- Wave celerities may be up to three orders of magnitude different between two flow regimes;
- Difficulties on how to handle the interface between both regimes.

In this section, two different modeling approaches for handling flow regime transition are presented. One is the interface tracking approach, which tracks the position of the interface between both phases and divides the flow into two different domains (pressurized
Figure 2.1: Scheme of shock fitting for free-surface flows presented in [Cunge et al., 1980] and the free-surface. The other approach is the shock-capturing, which uses a single set of equations to calculate both portions by introducing a conceptual model, eliminating the need of tracking the interface position.

2.1.1 Interface-tracking Models

Basic concept of Shock-Fitting

A general concept behind interface-tracking is the Shock-Fitting technique, described in [Cunge et al., 1980]. In this approach, a discontinuity in the solution in the form of a hydraulic jump or a pipe-filling front (pressurizing bore) is tracked explicitly over time. This tracking represents the calculation of the discontinuity position and velocity and other relevant flow variables. Those variables are both depths and discharges (up and downstream), the position and the velocity of the discontinuity. In the shock fitting method presented in [Cunge et al., 1980] for river flow, the bore motion is solved by means of the Method of Characteristics applied to the Saint-Venant equations, as presented in figure 2.1.
Therefore, the system of equations to solve the flow in both sides of the discontinuity are the characteristic equations for both sides of the discontinuity. The usage of the method of characteristics adds three more unknowns for the problem, which are the origin points of the characteristic lines upstream and downstream the bore, as shown in figure 2.1. Note that the supercritical side provides only one characteristic line. Also, mass and momentum equations across the bore are necessary to solve the problem.

Hence, according to [Cunge et al., 1980], the four characteristic equations for the sub-critical (downstream) side are:

\[ x_{B_2} - x_S = (t_{B_2} - t_L) \left( \frac{(Q/A)_{B_2} + c_{B_2}}{2} + \frac{(Q/A)_S + c_S}{2} \right) \]  

\[ (Q/A)_{B_2} + 2c_{B_2} = (Q/A)_S + 2c_S + g(t_{B_2} - t_S) \left( \frac{S_{0B_2} + S_{fB_2}}{2} + \frac{S_{0S} + S_{fS}}{2} \right) \]  \hfill (2.1)

\[ x_{B_2} - x_R = (t_{B_2} - t_R) \left( \frac{(Q/A)_{B_2} - c_{B_2}}{2} + \frac{(Q/A)_R - c_R}{2} \right) \]  

\[ (Q/A)_{B_2} - 2c_{B_2} = (Q/A)_R - 2c_R + g(t_{B_2} - t_L) \left( \frac{S_{0B_2} + S_{fB_2}}{2} + \frac{S_{0R} + S_{fR}}{2} \right) \]  \hfill (2.2)

where the subindexes represent the positions in figure 2.1.

Also, according to [Cunge et al., 1980], the characteristic equations for the supercritical side (upstream) are:

\[ x_{B_1} - x_L = (t_{B_1} - t_L) \left( \frac{(Q/A)_{B_1} + c_{B_1}}{2} + \frac{(Q/A)_L + c_L}{2} \right) \]  \hfill (2.3)
\[(Q/A)_{B_1} + 2c_{B_1} = (Q/A)_L + 2c_L + g(t_{B_1} - t_L) \left( \frac{S_{0B_1} + S_{fB_1}}{2} + \frac{S_{0L} + S_{fL}}{2} \right) \quad (2.6)\]

Another two equations are the ones required to find the velocity of the shock.

\[S = \frac{A_{B_1}(u_{B_1} - u_{B_2})}{A_{B_1} - A_{B_2}} + u_{B_2} \quad (2.7)\]

\[u_{B_1} - u_{B_2} = \pm \left[ g \frac{A_{B_1} - A_{B_2}}{A_{B_1}A_{B_2}} (A_{B_1}h_{cB_1} - A_{B_2}h_{cB_2}) \right] \quad (2.8)\]

The last equations and also the simplest one, it the differential expression of the bore front velocity:

\[\frac{dx}{dt} = S \quad (2.9)\]

Also, according to figure 2.1, \(x_{B_1} = x_{B_2} = x_B\) The system behind the track of bores has nine equations (equations 2.1 to 2.9) for nine unknowns \((x_L, x_S, x_R, \Delta x, Q_A, A_A, Q_B \text{ and } A_B)\). It is also important to notice, as shown in figure 2.1, that the interface between the two regimes (the bore) is considered to be perfectly defined and vertical.

**Models based on Shock-Fitting theory**

This idea of applying shock fitting to simulate flow regime transitions was first used by [Wiggert, 1972]. This model solves the free surface flow using the method of characteristics (similar to the development in 1.4.1) for equation 1.34 and calculates the front parameters as presented above. On the other hand, a lumped inertia approach as the discussed in subsection 1.4.2 for the pressurized portion of the flow was used. To validate the model, it was used a relatively long channel (30 meters long) with rectangular cross-section and an intermediate portion partially covered forming a rectangular pipe, having a still water level as initial
conditon. As boundary conditions the apparatus had a downstream weir, and a upstream reservoir with a gate which would be opened to generate a flow that would pressurize the channel. The inflow front attained its maximum speed in a short amount of time after the gate opening, decelerating later along the channel and then slowly reaccelerating again when close to the weir and becoming steeper along the whole path. The main goal of those experiments was to calibrate and validate the proposed model.

Song et al., 1983] proposed a model that would use the method of characteristics also for both portions of the flow. The practical problem of this alternative is the discrepancy of the time steps between both portions. In order to overcome this problem, the model calculates several time steps of the pressurized portion for each time step of the free surface portion. The resulting characteristic grid for the vicinity of the bore would be as show in figure 2.2. Other examples of models that use MOC are [Fuamba, 2002], [Gómez and Achiaga, 2001].

Even though those models can simulate relatively complex interactions between the free surface flow and the pressurizing bore, they have certain limitations. One of them comes from the MOC for the free surface flow, which incurs in a inability to simulate non-pressurizing bores, which are common in practical applications. Another limitation is the handling of the interface between free surface and pressurized flow, which is considered to be always
in the form of a bore. The model presented by [Politano et al., 2007] addressed the last limitation allowing gradual flow regime transition, calculating mass and momentum balance for a control volume comprising the last pressurized and the first free-surface nodes.

A model that partially overcomes some of those limitations is presented in [León et al., 2008]. The authors used the finite volume non-linear scheme (Riemann solver) HLL to a circular geometry developed in [León et al., 2006] in order to solve the Saint-Venant equations for the free surface portion of the flow in a shock capturing fashion, which makes the predictions of non pressurizing bores very precise without needing to track them (figure 2.3c). For the pressurized portion of the flow a compressible water hammer formulation which is able to handle distributed cavitation was used, which is also solved with the HLL solver. The model agrees well with experimental data for systems with small ventilation, however, some of the inconveniences of the other shock-fitting approaches still persists. One of them is the complexity of the model, which in this case comes from the calculations of the air water interface and also from the variation of the HLL scheme that was used.

Also, a common difficulty for all the Shock-Fitting models is the tracking of multiple pressurizing fronts, which happens often in practical applications, and the interactions between them, and other flow features.

**Other interface tracking models**

The interface-tracking model present in [Liou and Hunt, 1996] proposes a solution for the flow regime transition problem in a water main filling event without going through the complexity of the shock-fitting theory. This model use the lumped inertia approach assuming a vertical interface between air and water and a very rapid flow so that as the water reaches a pipe cross-section this cross-section goes instantaneously from wet bed to fully pressurized without the occurrence of a free-surface flow, which makes this model not to be formally a flow regime transition model, but still dealing with flow regime transition problems. This model solves equation 1.54 for each pipe, as shown in figure 2.4 with a Runge-Kutta method.
with adaptive step size, showed in [Press, 1989]. One important limitation of the model is
that air intrusion is not considered, otherwise free-surface flow would occur and the lumped
inertia hypothesis become invalid. The model was used to simulate the filling of a theoretical
water main with variable slope and of a laboratory experimental apparatus, which had good
agreement with the model. Also, the experimental data was used to validate the model
only at the early stages of the flow, when the velocity of the front is still very high, not
representative of the typical velocities at the rest of the event.

Another lumped inertia model was proposed by [Li and McCorquodale, 1999]. This
model considers the water portion of each flow regime as a rigid column, calculated with
the lumped inertia approach, as seen in figure 2.5. The two rigid columns (pressurized and
free-surface) are simulated with data from the moving bore by using the following continuity
and momentum relations:

\[(V_1 + V_{bore}) A_1 = (V_2 + V_{bore}) A_2\]  

(2.10)
and

\[
\gamma_w(y_1 A_1) + p A_2 - (\gamma_w y_2 A_2 + \gamma_w Z A_2) = \rho_w A_1 (V_1 + V_{bore})(V_2 - V_1)
\]  \hspace{1cm} (2.11)

where \(\gamma_w\) is the specific weight of water and \(Z\) is the pressure head on the surcharge side of the hydraulic jump. Air effects are also considered in this model as it will be explained later, as this approach have similarities with the model proposed in this work.

[Malekpour et al., 2011] simulated the rapid filling of water mains with the method of Characteristics for a full dynamic model showing good agreement with experimental data. However, the applicability of the approach is limited considering that the rapid filling of water mains is not desired this may damage the pipe.

As it was shown, currently there are different options of interface-tracking models for flow regime transition with varying degrees of complexity and able of simulating relevant flow features. However, this class of models still needs to overcome some limitations, such as the difficulty in simulating flows in more complex systems with several pressurizing bores and depression waves which may interact with each other. Another drawback of such models is the complexity of the calculations for the interface between free-surface and pressurized flows that exceeds the alternative provided by shock capturing models.
2.1.2 Shock-Capturing models

Another family of flow regime transition models is called *shock-capturing*. The name is due to the fact that those models don’t need to explicitly track a moving bore. This is accomplished by using a single set of equations and an appropriate choice of conserved variables (e.g., $Q$ and $A$ instead of $y$ and $u$) for both flow regimes, which eliminates the need of changing the way the flow is calculated before upstream and downstream the pressurizing bore.

**Preissmann Slot models**

The first Shock-Capturing model handling flow regime transition was presented by [Cunge and Wegner, 1964] using an idea presented in [Preissmann, 1961] named the Preissmann Slot. This model assumes the existence of a fictitious slot on the crown of the pipe which simulates a pressurized flow as a free surface flow with the water filling the slot, as shown in figure 2.6, so that it can be calculated with the Saint-Venant equations (equation
Figure 2.6: Preissmann slot representation

1.34). In figure 2.6 $D$ represents the pipe diameter, $t_f$ the width of the slot and $h_{slot}$ the water level inside the slot (from the crown of the pipe until the surface).

The key of this strategy is to set two different ways to calculate the static momentum of the geometric cross-section ($A \cdot h_c$) in the Saint-Venant momentum equation, one for free-surface flow and the other for a pressurized flow. For the free-surface flow this static momentum for a circular cross-section is calculated using the formula shown in [Akan, 2006]:

$$A h_c = t_{slot} \frac{h_{slot}^2}{2} + \frac{\pi D^2}{4} \left( h_{slot} + \frac{D}{2} \right)$$

where $D$ is the pipe diameter, $\theta$ is the angle formed by free surface flow width and the pipe centerline, and $y$ is the water level (which is smaller than $D$), while for the pressurized portion of the flow the static momentum is calculated by:

$$\frac{D^3}{24} [3 \sin(\theta) - \sin^3(\theta) - 3 \theta \cos(\theta)]$$

$$\theta = \pi - \arccos\left(\frac{y - D/2}{D/2}\right)$$

To consider the desired celerity of the pipe when a pressurized flow is present in the simulations the slot width must be properly chosen. For this, equation 2.14 is used:
Because of the use of a single set of equations to solve both flow regimes, this model is significantly simpler than interface-tracking models. However, the Preissmann slot model has two disadvantages. The first one is shown in [Cunge and Wegner, 1964] and is about negative pressure flows. In the Preissmann slot model, if the pressure, which is seen as the water level, drops below the crown of the pipe for any portion inside the pressurized flow zone the free surface flow will be restored for this low pressure zone, which means an unrealistic assumption of perfect ventilation along the whole pipeline. The second limitation is regarding spurious post-shock oscillations, which will always happen in the pressurized portion of the flow right next to the pressurizing bore, as shown in figure 2.7.

Those oscillations can lead to peaks which are more than one order of magnitude higher than the actual pressure, distorting the results and making a computational code crash. These oscillations happen due to the difference in celerity between both portions of the flow, and are discussed in more details by [Vasconcelos et al., 2009a]. To overcome this limitation, a common strategy is to use an artificially low celerity values in between 50 to 200 m/s (as in [Trajkovic et al., 1999] and [Vasconcelos et al., 2006]) instead of using the real pipe celerity given by equation 1.9.
However, when very low celerity are adopted (e.g., less than 50 m/s) this can lead to other problems. When high pressures happen in the flow, significant continuity errors can happen due to the accumulation of water in the slot, which is not physical. With this, artificially low pressure peaks [Vasconcelos et al., 2006] and wave propagation velocity can be anticipated by the model.

In order to avoid the use of a low celerity for the whole pipe, [Sjöberg and CTH., 1982] proposed a modification in Preissmann slot model in which the width of the slot varies with the flow head and the pipe diameter according to equation 2.15, so that it would avoid a sudden transition between a low celerity to a high celerity in the moment the flow touches the crown of the pipe.

\[ T_s = D \left( 10^{-6} + 0.05423 e^{-(h/D)^{24}} \right) \text{ when } h \geq 0.9999D \]  \hspace{1cm} (2.15)

The model presented by [León et al., 2009] applied a similar idea but instead of using a equation such as equation 2.15 a criteria based on the head and diameter with linear approximation between each combination of head and a percentage of the diameter was used, as shown in figure 2.8.
Another improvement in the Preissmann slot was made by [Kerger et al., 2011]. This model considers a slot with negative depth for a pressure drop to a negative value in the pressurized portion of the flow instead of restoring a free-surface flow. However, this model still suffers from the limitation of the artificially low pipe celerity to avoid the post shock oscillations. Also, the hypothesis of the negative depth of the slot is not at first intuitive, making it difficult to understand its physical behavior and formulate other hypothesis for improvements in the model.

Other works which use the Preissmann slot model are [Capart et al., 1997], and [Trajkovic et al., 1999]. The latter performed experiments to calibrate and successfully validate the model with an apparatus consisting of a 10 m long pipe with 10 cm of inner diameter, eight ventilation pipes to eliminate the effects of air compression, a upstream reservoir two gates being one in the end and the other 1.5 m away from the tank. This experimental set up was adapted for the experiments performed in this dissertation. A detailed explanation about the Preissmann Slot can be found in [Cunge et al., 1980].

**Two-component Pressure Approach (TPA)**

In order to face the limitation of negative pressure of the Preissmann Slot model and the difficulty of handling a large number of pressurizing bores and their interactions with the shock-fitting models, [Vasconcelos et al., 2006] proposed the TPA model. This model makes use of the similarities between equations 1.24 and 1.34, with hypothesis on how the celerity is adjusted for both flow regimes add on a surcharge term enabling both coexisting flow regimes to be modeled with a single set of equations.

As shown in [Vasconcelos, 2005], assuming \( \sin \alpha \approx S_0 \) and \( \frac{f}{D} \frac{u[u]}{2g} = S_f \), equation 1.24 can be written with some manipulation as:

\[
\frac{\partial A}{\partial t} + \frac{\partial Q}{\partial x} = 0 \\
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{Q^2}{A} + gAh_c \right) = gA(S_0 - S_f) 
\] (2.16)
If rewritten in quasi-linear form by adding $ghA_x$ to both sides of the equation, the above equation becomes:

$$\begin{align*}
U_t + A U_x &= S \\
A &= \begin{bmatrix}
0 & 1 \\
-\frac{Q^2}{A^2} + \frac{A}{\rho} \frac{\partial P}{\partial A} & 2Q/A
\end{bmatrix}
\end{align*}$$

(2.17)

Equation 1.34 (Saint Venant equations) expressed in terms of total pressure and written in quasi-linear form yields exactly the same expression as equation 2.17. With this similarity observed, the only difference between both equations in the interpretation of the term $(A/\rho)(\partial p/\partial A)$. For open channel flows, this term is described as the square of celerity, as shown in equation 2.18

$$A(h) = \int_0^h T_s(y) dy$$

$$\partial A(h) = T_s(h) \partial h$$, and couped with $\partial p = \rho g \partial h$

$$\frac{A}{\rho} \frac{\partial p}{\partial A} = g \frac{A(h)}{T_s(h)} = c^2$$

(2.18)

where $c$ is the flow celerity, $y$ is the depth for the integration and $h$ is the actual flow depth.

For a incompressible pressurized flow, assuming a elastic behavior for the pipe walls, $(A/\rho)(\partial P/\partial A)$ represents the acoustic wave speed, which is the equivalent of the celerity of the free surface flow for pressurized flows. With this, one has:

$$\frac{A}{\rho} \frac{\partial P}{\partial A} = a^2 = \frac{\Delta P}{\Delta A} + \frac{\Delta \rho}{\rho}$$

with $\Delta \rho = 0 \rightarrow a^2 = \frac{A}{\rho} \frac{\Delta P}{\Delta A}$

(2.19)

Considering that $\Delta P = \rho g \Delta h$ as this $\Delta P$ is the extra pressure due to the flow pressurization, equation 2.19 can be modified so that it yields:

$$h_s = \frac{a^2}{g} \frac{\Delta A}{A_{pipe}}$$

(2.20)
where $h_s$ is the extra head due to the pressurization and $\Delta A$ is the flow area the exceeded the original cross-section area of the pipe, making this original cross-section stretched or contracted. This term is then inserted in the Saint-Venant equations (equation 1.34) as a head that is added to the free-surface head which goes beyond the centroid of the cross-section in pressurized flows ($h_c$). This yields the final format of the Saint Venant equations modified by the TPA model:

\[
\begin{aligned}
U &= \begin{bmatrix} A \\ Q \end{bmatrix}, \\
F(U) &= \begin{bmatrix} Q \\ \frac{Q^2}{A} + gA(h_c + h_s) \end{bmatrix}, \\
S(U) &= \begin{bmatrix} 0 \\ gA(S_0 - S_f) \end{bmatrix}
\end{aligned}
\] (2.21)

\[
\begin{align*}
h_s &= \begin{cases} 
0 & \rightarrow \text{free-surface flow} \\
\frac{a^2 \Delta A}{g A_{pipe}} & \rightarrow \text{pressurized flow}
\end{cases}
\end{align*}
\] (2.22)

\[
\begin{align*}
h_c &= \begin{cases} 
\frac{D}{2} & \rightarrow \text{pressurized flow} \\
\frac{D}{3} (3 \sin(\theta) - \sin^3(\theta) - 3\theta \cos(\theta)) - \frac{2\theta}{\sin(2\theta)} & \rightarrow \text{free-surface flow}
\end{cases}
\end{align*}
\] (2.23)

where $\theta = \pi - \arccos[(y - D/2)/(D/2)]$. In the case where the flow is pressurized and the pressure is negative $\Delta A$ in equation 2.21 becomes negative instead of regenerating the free-surface flow. This gives a negative value of $h_s$. Equation 2.21 is also reached if a surcharge pressure is considered in the derivation of equation 1.34. Unlike Preissmann slot, $h_c$ is limited by the value $D/2$.

With this, the TPA model overcame the inability of the conventional Preissmann slot model to simulate pressurized flows with negative pressure. Since its introduction, other shock-capturing models have also overcome the limitation of the traditional Preissmann slot model. A work by [Bourdarias and Gerbi, 2007] describes a model which is very similar
to the TPA. However, as described in [Vasconcelos et al., 2009a], all those models shock-capturing models based on the Saint-Venant equations still suffer from the limitation of the occurrence of post-shock oscillations, leading to errors due to a artificially low celerity as described for the Preissmann slot models. Alternatives to mitigate those oscillations based on numerical filtering and a new flux function called hybrid flux are described in [Vasconcelos et al., 2009a].

2.2 Two-phase flow studies

Air in water mains and slug flows are a concern for engineers that has been studied both numerically and experimentally by several researchers. Air in water mains is characterized by entrapped air, normally during the filling process, which engineers want to eliminate by means of air valves, drag forces caused by water, among others. Another related subject, according to [Fabre and Liné, 1992], are slug flows, which are a flow pattern with sequences of long air pockets almost filling the pipe, followed by liquid slugs which may contain small bubbles. Those flows are observed in systems with steady injections of liquid/gas phase and occur for a range of flow rates in gas/water flows, as described in [Falvey, 1980]. An important difference between slug flows and problems on air present in water main is that in the slug flow the gas portion of the flow is forced into the conduits and are transported along the pipe with the liquid phase, such as in oil/natural gas pipelines. With water mains, air is initially present and is gradually expelled by means of filling. Regarding the numerical approach to solve each case, a feasible way of trying to model the problem of air and water flow in pipes is by coupling flow regime transition models presented in the last section with air phase models whereas for slug flow a statistical approach is one alternative to describe flow characteristics on both phases.

As presented in this subsection, several researchers have conducted experiments about entrapped air in water flows. While some of those experiment were performed with experimental focus, several others were performed to assess the application and/or calibrate
numerical models. Many of those works about entrapped air were done focusing on the dragging of air pockets and bubbles. However, since this work focuses on ventilation of air pockets those other works will not be detailed here.

2.2.1 Numerical models and experiments considering the effects of entrapped air in closed conduits

Studies about entrapped air in water pipe lines started as early as [Kalinske and Bliss, 1943], when the authors performed experiments on dragging of air pockets by air flows and developed equation 2.24 to determine the air flow rate given a water flow rate based on the experimental data. The proposed expression is valid as long as the water flow rate is high enough drag forces remove the air, even when buoyancy forces oppose the air motion. The work presented [Pothof and Clemens, 2010] and [Pozos et al., 2010] tackled the same problem, presenting expressions that relate air discharge to water discharge obtained by correlation of experimental data and conservation laws.

\[
\left( \frac{Q_a}{Q_w} \right)_{max} = 0.0066(Fr - 1)^{1.4}
\]  

(2.24)

Until the beginning of the last decade, most one-dimensional two-phase flow models were of the interface-tracking type. Possibly, the first such work was [Martin, 1976], which presented a lumped inertia model, assuming a well defined interface between air and water that advances over the dry portion of the pipe expelling the air through a orifice modeled with a simple head discharge relation. However, the well defined interface hypothesis is unrealistic for water main filling events.

An important technical report presented by [Falvey, 1980] has a chapter focusing on air-water interactions in closed pipe flows. In the first section on pipe flows, a comprehensive compilation of previous works is presented, including results, charts, and design criteria for air valves. An air-water flow classification is presented in terms of the air/water interaction pattern (small bubbles, big pockets, etc) based on the relative flow rates of both phases. After
Figure 2.9: Bubble and air pockets motion in closed pipe flows. Extracted from [Falvey, 1980]

presenting air/water flow classification, a discussion is presented on flows in partially filled conduits, which is basically an open channel flow inside a pipe with a moving air layer on the top. The focus of that section is to present several models that try to predict the amount of air that would be transported along the pipe from upstream driven by the drag forces in between the two phases. The third section of that chapter presents a discussion about flows having a hydraulic jump that fills the conduit, which includes a review on several works that established empirical relations for the air pockets and bubbles drag, such as [Kalinske and Bliss, 1943] and [WISNER and Bucarest, 1967]. A chart presents the conditions anticipated for air pockets and bubbles to be dragged (hydraulic removal of air) according to pipe geometric characteristics and water flow rate. Air ventilation in conduits is also discussed in the report, with suggested criteria for location of ventilations valves, precautions against freeze, cavitation, and harm to personal in the vicinity. In the sixth and seventh sections, design criteria for the ventilation in pipelines and pump systems are presented, along with several types of ventilation valves, charts and head vs. discharge relations are presented.
The work presented by [Hamam and McCorquodale, 1982] aimed to study mechanisms for air pocket formation using a apparatus with rectangular and circular cross-section pipes. The studied mechanism was the formation of waves in the water surface caused by the relative air-water motion that eventually touch the crown of the pipe. This requires a certain amount of shear stress between air and water, which was accomplished by blocking downstream the free surface flow in the pipe. This blockage creates a pressurizing bore that the air ahead of it with a velocity in the opposite direction of the water flow, creating a high relative velocity between phases. With their results they concluded that the flow regime transition associated with those pockets can cause significant pressure peaks associated with the air expelling. The model presented in [McCorquodale and Hamam, 1983] is based in the lumped inertia approach for the water phase a simple compressible flow theory for the air phase. The model presented in [Li and McCorquodale, 1999] is a refinement of [Hamam and McCorquodale, 1982] in the sense that the first one considers the movement of the air pockets.

A similar model was presented in [Zhou et al., 2002a], in the sense that this model also used a lumped inertia approach with a moving, well defined vertical interface which expels the air ahead of it. A difference from the model presented in [Martin, 1976] is the orifice formulation, which considers a chocked orifice. The focus of this work was to measure maximum surges under different inflow/ventilation configurations. The model was compared to experimental results which showed good agreement except for the oscillation pattern for substantial air release. Regarding the experimental part, the apparatus consisted of a reservoir linked to a horizontal pipe with a control valve separating the initially filled and empty portions of the pipe; and interchangeable nozzles with different diameters providing ventilation on the other end of the pipe. Three typical outcomes were noticed: negligible water hammer effect, in which the air pocket "absorbs" the water hammer effect; mitigated water hammer effect, in which a the water hammer effect is again absorbed but a high pressure peak is observed and the end of the filling event when the water hits the ventilation
orifice; and water hammer dominant, in which the air content is rapidly expelled and the water slams the ventilation orifice generating a pressure peak almost four times higher as the mitigated one. They found that the ratio between the ventilation orifice and pipe diameter is determinant to the intensity of the transient pressures and oscillations pattern. However, the very rapid filling nature of the experimental conditions as well as the extreme high pressures when compared to the pipe diameter do not represent actual water main filling conditions. [De Martino et al., 2008] also studied those pressure peaks due to the expel of air pockets through ventilation orifices in a purely experimental fashion, deriving an expression for the maximum expected pressure peak. Other models dealing with lumped inertia-type approach for water phase are [Kabiri Samani et al., 2006] and [Izquierdo et al., 1999], this last one proposing a model for the filling of whole sloping water pipe lines with air pockets. The model was tested with experimental data in [Fuertes et al., 2000] in order to validate the model again under extreme conditions.

[Chaiko and Brinckman, 2002] presented a comparative study of three models to simulate air/water interactions in a pipe filling problem. The first model presented was a full dynamic approach with both phases being solved by the method of characteristics, so that water characteristic lines need to be interpolated to match the grid; the second was the same full dynamic for water and lumped for air; and the third applied lumped inertia approach for air MOC for water phase, however calculating only the unperturbed portion of the water flow so that the characteristic lines have constant slope and match the grid without the need of interpolation. The author runs tests for a vertical set up which consisted of a a cylinder with a air pocket on the upper part which is compressed by the water phase due to a increase in the water pressure at the bottom of the cylinder. The authors showed that the second model (full dynamic for water and lumped for air) capture all the relevant events as well as the first model, even though the second didn’t capture small oscillations due to the reflection of the pressure wave in the air, which has no practical importance. However, the problem that
was proposed by the authors is too idealized, given the experimental set up and given the well defined interface between phases.

[Zhou et al., 2011] developed a model based on the method characteristics for the water phase and a variation of the ideal gas law with a polytropic coefficient of 1.4 instead of 1.0 for the air phase, with simple mass and momentum conservations in the interface between phases for the interface tracking. Also, a series of experiments were performed to show the effect of small air pockets (0% to 8.02% of void fraction in the pipe) in the pressure peak and validate the model. The authors concluded that instead of having ”the maximum peak pressure of air pocket increases with the decrease of the initial void fraction of air pocket” as it was stated in their previous works (such as [Zhou et al., 2002a]), the maximum peak happened for a void fraction of 6.18%.

A recent work with the interface-tracking approach is presented in [León et al., 2010] as a enhancement of the model proposed in [León et al., 2008]. The model presented in the work handles the water phase using the HLL Riemann solver for the Saint-Venant equations (free surface flow) and for the compressible water hammer formulation presented first in [Guinot, 2003] (pressurized flow). For the air phase the approach was the same presented in [Martin, 1976] and [Zhou et al., 2002a]. Two conditions were considered for the air phase: with and without air release. For both of them, the model matched well with the experimental data from [Vasconcelos et al., 2006] and [Zhou, 2000].

On the shock-capturing front, [Arai and Yamamoto, 2003] developed a model based on the Preissmann slot which assume the existence of a cap over the slot to avoid ventilation. A modified version of the Saint-Venant equations was used for the water phase as well as a structurally similar version of those equations were used for the air-phase. This particular set of equations was used in order to apply the four-point Preissmann implicit scheme presented in [Cuneg et al., 1980] to solve the equations. In order to calibrate a model, their experimental studies were made with a scale model of an underground drainage system with 122.08 meters of pipe, being one of the longest reported in literature. With their experiments they showed
that the existence of entrapped air affects the time for the flow regime transition to happen, suppresses inertial oscillation, and rises the maximum observed pressure in the system, also increasing the pressure variation in the inlet. Their two-phase full dynamic flow model showed good agreement with the experimental data.

Another shock capturing model was developed by [Vasconcelos and Wright, 2009] as an enhancement of the TPA model presented in [Vasconcelos et al., 2006]. In this model, a term to account for air pressure is added to the momentum equation of the TPA model, changing the vector \( \mathbf{F} \) in equation 2.21 for the one in equation 2.25.

\[
\mathbf{F}(U) = \begin{bmatrix} Q \\ \frac{Q^2}{A} + gA(h_c + h_s) + gA_{pipe}h_{air} \end{bmatrix}
\] (2.25)

where \( h_{air} \) is the term that accounts for the air pressure, making part of the link between both phases. While the air flow rate through the ventilation orifice is given by the expression presented in [Zhou et al., 2002a], the air head is calculated by the continuity of the air phase, which leads to the following expression:

\[
h_{air} = \frac{1}{2g \rho_w} \left[ \frac{u_S(A_{pipe} - A_{fs})}{C_d A_{orij} Y} \right]
\] (2.26)

where \( u_S \) is the velocity of the moving bore, \( A_{fs} \) is the area of the free-surface flow, and \( Y \) is an expansion factor showed in [Zhou et al., 2002a].

The work by [Tran, 2011] presented a lumped model for bubbly flows which accounts for the effects of liquid compressibility, pipe elasticity and temperature rise across a pressure wave. The author found that below a certain air content the effects of pipe elasticity and liquid compressibility are significant, while for a bubbly flow with a reasonably high amount of air (above 10% or 20%) the transient flow may be considered isothermal in part due to the high thermal capacity of water.
In [Fabre and Liné, 1992] the authors presented a model for slug flow. The problem of long pockets as well as small bubbles generated by slug flow is dealt with in a statistical fashion given the virtually random behavior and intermittency of the details of this type of flow. Also on slug flows, the model presented in [Issa and Kempf, 2003] is a shock-capturing technique coupled with a formulation that accounts for the Kelvin-Helmholtz instabilities which form a slug flow, as described in [Falvey, 1980]. However, the focus of this work was to only predict the frequency and the occurrence of slug flow due to the Kelvin-Helmholtz instabilities, not calculating the effects of the air pressure of the entrapped air in the slug flow. Since slug flows is outside the scope of this work, this subject will not be further discussed here.

2.3 Numerical schemes to solve hyperbolic PDEs

There are basically two types of numerical schemes for hyperbolic PDEs (such as Saint-Venant equations) solution, which are linear and the non-linear numerical schemes. The linear schemes, as the name indicates, use a linear combination of the previous time step values to calculate the fluxes of conserved variables, while the non-linear schemes are based on the Riemann problem.

Some linear schemes and its characteristics are [Toro, 2001]:

- Lax-Friedrichs (LxF): this first order accurate (takes into consideration until the second derivative in a Taylor expansion) scheme is easy to implement, fast to calculate, and stable, however it is notorious for the high amount of numerical diffusion in case of a discontinuity in the solution of the equations, such as in a supersonic air flow or a moving bore in a open channel flow. The algebraic expression for this scheme in finite volume is:
\[ \begin{align*}
\vec{F}_{i+1}^n &= \frac{1}{2} [\vec{F}_{i+1}^n + \vec{F}_{i-1}^n] + \frac{1}{2} \frac{\Delta t}{\Delta x} (\vec{U}_{i+1}^n - \vec{U}_{i-1}^n) \\
\vec{U}_{i+1}^n &= \frac{1}{2} [\vec{U}_{i+1}^n + \vec{U}_{i-1}^n] + \frac{1}{2} \frac{\Delta t}{\Delta x} (\vec{F}_{i+1}^n - \vec{F}_{i-1}^n) + \Delta t S_i^n
\end{align*} \] (2.27)

in which \( i \) is the node number, \( n \) is the time step number, \( \vec{U} \) is the vector of conserved variables and \( \vec{F} \) is the fluxes vector.

- **Lax-Wendroff (LxW):** this scheme has second order accuracy (depends on the two last time steps values) and is more complex to calculate than the Lax-Friedrichs scheme because of the second order precision, being still considerably fast to calculate and easy to implement. A problem with LxF is the occurrence of very strong spurious oscillations on the vicinity of discontinuities in the solution (bores), which may easily make the code crash by making the water depth goes negative. In order to overcome this problem some researchers make use of flux limiters such as the TVD methods (Total Variation Diminishing) to mitigate those oscillations, as shown in [Toro, 2001].

The algebraic expression for McCormack variation of the LxW scheme (without TVD) is divided into two steps, being the first the predictor and the second the corrector:

(Predictor step)
\[ \begin{align*}
\vec{F}_{i+1/2}^{n+1} &= \frac{1}{2} [\vec{F}_{i+1}^n + \vec{F}_{i-1}^n] + \frac{1}{2} \frac{\Delta x}{\Delta t} (\vec{U}_{i+1}^n - \vec{U}_{i-1}^n) + \frac{1}{2} \Delta t S_i^n \\
\vec{U}_{i+1/2}^{n+1} &= \frac{1}{2} [\vec{U}_{i+1}^n + \vec{U}_{i-1}^n] + \frac{1}{2} \frac{\Delta x}{\Delta t} (\vec{F}_{i+1}^n - \vec{F}_{i-1}^n) + \frac{1}{2} \Delta t S_i^n
\end{align*} \] (2.28)

(Corrector step)
\[ \begin{align*}
\vec{F}_{i+1}^{n+1} &= \vec{F}_i^n + \frac{\Delta t}{\Delta x} (\vec{F}_{i+1/2}^{n+1} - \vec{F}_{i-1/2}^{n+1}) \\
\vec{U}_{i+1}^{n+1} &= \vec{U}_{i+1/2}^n + \frac{\Delta t}{\Delta x} (\vec{F}_{i+1}^{n+1} - \vec{F}_{i+1}^{n+1}) + \Delta t S_i^n
\end{align*} \]

- **FORCE:** This is a hybrid scheme which, in its original form, is calculate by averaging the fluxes of Lax-Friedrichs and Lax-Wendroff:
\[ F_{i+1/2}^{FORCE} = (1 + \theta) \frac{1}{2} (F_{i+1/2}^{LxF} + \theta F_{i+1/2}^{LxW}) \] (2.29)
with \( \theta = 0.5 \). This scheme is less diffuse than Lax-Friedrichs and presents no oscillations, however it demands a high computing effort when compared to the other two alternatives due to the fact that it calculates both Lax-Friedrichs and Lax-Wendroff for then calculate the actual fluxes.

For linear schemes as the ones presented, the degree of numerical diffusion and spurious oscillations in the results, as well as the stability, are controlled by a non-dimansional parameter named the Courant number, defined by equation 2.30 [Sturm, 2001]. This condition related the propagation velocity of a flow feature predicted by a numerical scheme with the discretization-based velocity \( \Delta x/\Delta t \). Explicit schemes require a Courant number below the unity for stability.

\[
Cr = \frac{|u| + c}{\Delta x/\Delta t} \tag{2.30}
\]

where \( Cr \) is the Courant number. The open channel celerity \( c \) is substituted by the acoustic wave speed \( a \) a pipe flow and by the sound speed the the gas for a gas flow.

According to [Godunov, 1959], the Godunov’s theorem states that when Courant number is below unity, linear schemes results present either numerical diffusion (first order schemes) or oscillations (higher order schemes) at the vicinity of bores. Those problems are worsened as the Courant number becomes smaller then unity, rendering the use of those linear schemes particularly problematic for problems containing several discontinuities, where part of the flow have a lower Courant number smaller than unity, considering that \( Cr \leq 1 \) must be enforced in the whole solution domain.

In the model proposed in this dissertation, the air and both free-surface and pressurized water flows must be calculated together for every time step, which creates the necessity of using the same time step for both the phases. This may lead to a low Courant number for the free surface water flow because the air speed of sound and the acoustic wave speed in pressurized flows can be two three orders of magnitude higher than the open channel
celerity $c$. As mentioned, Godunov’s theorem states that the air flow would suffer from very high diffusivity or very high spurious oscillations (sometimes even with a TVD method implemented) at the vicinity of bores/shocks if calculated with a linear scheme, however shocks are not anticipated in air flows in this work.

In order to overcome the anticipated limitations of linear schemes in the simulation of hyperbolic partial differential equations, non-linear schemes were developed. The first one was by Godunov and solves the problem’s discontinuities not by performing a linear combination, but instead by solving exactly the initial value problem proposed by Riemann. This solution is generally iterative and time-consuming, which lead to the development of several other non-linear schemes performing an approximate solution for the Riemann problem with the objective to derive alternative expressions for Finite Volume fluxes across cell interfaces. Among such schemes one includes HLL [Harten et al., 1983], HLLC [Toro et al., 1994] and Roe’s scheme [Roe, 1981].

Both Roe and HLL first order accurate schemes would be good options for implementation in the proposed model. The HLL scheme is generally simpler than Roe scheme, however its fluxes formulation is highly dependent on the flow cross-section geometry, which makes it cumbersome to be implemented for the case of a circular pipe. Since the cross-section geometry to be studied with in the present work is circular and Roe scheme does not depend on the cross-section geometry on the calculation of inter-cell fluxes, the implementation of Roe scheme suggested by [Macchione and Morelli, 2003] was adopted. The algebraic expressions for the update of the conserved variables vector $\vec{U}$ (as in equation 2.21) is:

$$
\vec{U}_{i}^{n+1} = \vec{U}_{i}^{n} - \frac{\tau}{2} \left\{ \left( \vec{F}_{i}^{n} + \vec{F}_{i+1}^{n} \right) - \sum_{j} |\vec{\lambda}_{j}| (\delta w_{(j)})_{i+1/2} \vec{F}_{i+1/2}^{(j)} \right\} - \left[ \left( \vec{F}_{i-1}^{n} + \vec{F}_{i}^{n} \right) - \sum_{j} |\vec{\lambda}_{j}| (\delta w_{(j)})_{i-1/2} \vec{F}_{i-1/2}^{(j)} \right\} + \Delta t \vec{S}_{i}^{n}
$$

(2.31)

where $\tau = \Delta t/\Delta x$ and $\vec{F}$ is the fluxes vector. This equation was derived from the implementation of Roe scheme in a 1-D Finite Volume framework. Also as shown in [Macchione and
Morelli, 2003], for the Jacobian matrix right eigenvectors \( \bar{r}^{(j)} \) the following inter-cell flow averaged variables, named Roe averages, should be considered for each interface \((i, i+1)\) as:

\[
\bar{A}_{i+1/2} = \sqrt{A_i A_{i+1}} \tag{2.32}
\]

\[
\bar{Q}_{i+1/2} = \frac{\sqrt{A_i Q_{i+1}} + \sqrt{A_{i+1} Q_i}}{\sqrt{A_i} + \sqrt{A_{i+1}}} \tag{2.33}
\]

For the celerity the Roe average is:

\[
\bar{c} = \sqrt{g \frac{I_{i+1} - I_{1i}}{A_{i+1} - A_i}} \text{ when } A_{i+1} \neq A_i \tag{2.34}
\]

\[
\bar{c} = \sqrt{\frac{1}{2}g(A_{i+1} + A_i)} \text{ when } A_{i+1} = A_i \text{ or } (I_{i+1} - I_{1i})(A_{i+1} - A_i) < 0 \tag{2.35}
\]

so that the approximate eigenvalues matrix is characterized by the following eigenvalues and eigenvectors:

eigenvalues: \( \bar{\lambda}_1 = \frac{\bar{Q}}{\bar{A}} + \bar{c} \)
\[\bar{\lambda}_2 = \frac{\bar{Q}}{\bar{A}} - \bar{c} \tag{2.36}\]

eigenvectors: \( \bar{r}^{(1)} = \frac{1}{2\bar{c}} [1, \bar{\lambda}_1]^T \)
\[\bar{r}^{(2)} = \frac{1}{2\bar{c}} [1, \bar{\lambda}_2]^T \tag{2.37}\]

The variations \( \delta w^{(1)(2)} \) (strength of the wave crossing the \((i,i+1)\) interface) at the point \( i + 1/2 \) are expressed as follows:

\[
\delta w^{(1)(2)} = \pm \left[ (Q_{i+1} - Q_i) + \left( -\frac{\bar{Q}_{i+1/2}^{1/2} \pm \bar{c}_{i+1/2}}{A_{i+1/2}} \right) (A_{i+1} - A_i) \right] \tag{2.38}
\]
Chapter 3
Knowledge gap and objectives

The problem of the ventilation of entrapped air in water mains is a complex and relevant problem, which remains to date poorly understood. Many experimental investigations, such as [Falvey, 1980], [Benjamin, 1968], [Pothof and Clemens, 2010] and others, focused on selected features of this problem, but the current knowledge is still very limited especially with regards to numerical modeling attempts, as shown in the literature review. Therefore, more numerical research and experimental investigations on water flows with entrapped air pockets still need to be done in order to provide engineers with a more complete understanding of this phenomena.

The goal of this work is to obtain further insight on air-water interactions during water pipeline filling operations, with the overarching objective of developing a numerical model that may be used to simulate a priori filling operations in pipelines and detect operational issues related to the entrapment of air pockets.

To achieve this objective, a numerical model is proposed to simulate the filling of pipelines and it applies the TPA approach presented by [Vasconcelos and Wright, 2009] to describe the water phase. Air phase modeling is performed either by using a discretized framework that applies the Euler equation or by using a type of UAPH model. A secondary objective was to assess the benefits of using a discretized framework to simulate air phase.

An experimental investigation was also conducted using a scale model apparatus that includes the essential features of a water pipeline. Key parameters in the problem are systematically varied, including inflow rate, pipeline slope and ventilation degree. Experimental measurements included pressure, pressurization interface trajectories and inflow rates. Both
modeling alternatives for air phase were compared to experimental data and to the field data of an actual water main filling event presented by [Vasconcelos et al., 2009b].
Chapter 4
Methodology

This chapter describes the methodology used to accomplish the stated objectives. In order to create a model able to simulate air pressurization effects in water mains undergoing refilling operations, the model based on the TPA approach with air head described in [Vasconcelos and Wright, 2009] was coupled with two different approaches for the air phase calculation. This model aims to simulate water flows with air phase in pockets shrinking in volume due to the refilling, which means that they are not dragged and do not float. Only the strictly necessary boundary conditions (for both phases) were developed, which consists on the ones required by the assessment of the model, experimental program, and field conditions, in order to test the model.

A systematic experimental investigation was conducted for this work due to the limited published data about this problem. A set of field data about the filling process of a real water main in the city of Brasília - Brazil used for model validation. This process of validation required a calibration of the energy dissipation based on the Manning’s $n$ friction factor and on the contraction coefficient of the ventilation orifice due to the lack of information on those two parameters and to the fact that the authors needed to approximate the behavior of an actual air valve by a single orifice.

4.1 Numerical model

Certain flow features of the water main pipeline filling problem were determinant in the model’s formulation so that it could describe the filling process adequately. With regards to the water phase, these features include:
• Flow regime transition: addressed by using a flow regime transition model [Vasconcelos and Wright, 2009];

• Post-shock oscillations at pipe-filling bore fronts: use of a numerical filtering scheme [Vasconcelos et al., 2009a];

• Air pocket entrapment and pressurization: used either Euler equation or uniform air pressure head (UAPH) model;

• Free-surface and pipe-filling bores: Use of the approximate Riemann solver presented by Roe [Macchione and Morelli, 2003];

• Dry water bed: assumed thin water layer (depth of 0.001 m) present in the whole dry portion of the pipe; and

• Solution stationarity: use approach presented by [Sanders et al., 2011].

Air phase in the model is represented by a well-defined air pocket that is not significantly fractured. This pockets shrinks due to compression by the water phase that gradually occupies the lowest points in the pipeline profile. Air is displaced and escapes through ventilation orifices located at selected locations. According to [Tran, 2011] for such flow conditions air compression process may be considered isothermal. This assumption is used in both models used to simulate air phase during the filling process.

The air phase is calculated as if the only outside connections (with atmosphere) occur at ventilation points, which are treated as orifices for simplicity. Ideal ventilation with negligible air phase pressure head is assumed to exist prior to the formation of an entrapped air pocket, as it will be discussed later. When a pocket forms, it is delimited by the ventilation orifice and a flow regime transition interface, either abrupt or gradual. In the proposed model, an air pocket is formed by the closure of a downstream valve or by the pressurization interface generated as water fills the lowest points of the pipeline, creating a pressurization interface.
Figure 4.2 presents a sketch of a typical application, whereas Figure 4.1 presents the overall structure of the proposed model.

4.1.1 Water phase modeling

The TPA model, used in the water phase simulation, modifies the Saint-Venant equations, enabling them to simulate both pressurized flows and free-surface flow regimes. This model has been improved in the past years and the alternative used here was presented in [Vasconcelos and Wright, 2009]. This alternative has a term that accounts for air phase pressure head, so that the modified St. Venant equations are, in divergence format:

\[
(U)_t + F_x(U) = S(U) \tag{4.1}
\]

where

\[
U = \begin{bmatrix} A \\ Q \end{bmatrix}, \quad F(U) = \begin{bmatrix} Q \\ \frac{Q^2}{A} + gA(h_c + h_s) + gA_{pipe}h_{air} \end{bmatrix}, \quad S(U) = \begin{bmatrix} 0 \\ gA(S_0 - S_f) \end{bmatrix} \tag{4.2}
\]

\[
h_{air} = \begin{cases} 
0 & \rightarrow \text{free-surface flow without entrapped air pocket} \\
\neq 0 & \rightarrow \text{free-surface flow with entrapped air pocket} 
\end{cases} \tag{4.3}
\]

\[
h_s = \begin{cases} 
0 & \rightarrow \text{free-surface flow} \\
\frac{a^2 \Delta A}{g A_{pipe}} & \rightarrow \text{pressurized flow} 
\end{cases} \tag{4.4}
\]

\[
h_c = \begin{cases} 
\frac{D}{3} \left( 3 \sin(\theta) - \sin^3(\theta) - 3\theta \cos(\theta) \right) & \rightarrow \text{free-surface flow} \\
\frac{2\theta - \sin(2\theta)}{3} & \rightarrow \text{pressurized flow} \\
\frac{D}{2} & \rightarrow \text{pressurized flow} 
\end{cases} \tag{4.5}
\]
Figure 4.1: Flow chart for the model calculation procedures
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Figure 4.2: Model physical scheme

where $\mathbf{U} = [A, Q]^T$ is the vector of the conserved variables, $A$ is the flow cross sectional area, $Q$ is the flow rate, $\mathbf{F}(\mathbf{U})$ is the vector with the flux of conserved variables, $g$ is the acceleration of gravity, $h_c$ is the distance between the free surface and the centroid of the flow cross section (limited to $D/2$), $h_s$ is the surcharge head, $h_{air}$ is the extra head due to entrapped air pocket pressurization, $\theta$ is the angle formed by free surface flow width and the pipe centerline, $D$ is the pipeline diameter, and $a$ is the celerity the acoustic waves in the pressurized flow.

The numerical scheme used in the implementation of the water phase model used the Finite Volume Method and the approximate Riemann solver of Roe, as presented in [Macchione and Morelli, 2003]. This choice was motivated by the significant discrepancy in the celerity values between the free-surface and pressurized flows, and between air and water flows. This discrepancy may be in the order of 2 or 3 orders of magnitude and yields an extremely low Courant number for the free-surface water flow, as shown in figure 4.3 and equation 4.6.

$$Cr = \frac{|u| + c}{\Delta x/\Delta t} \quad (4.6)$$
In such conditions, free surface bores could be simulated under extremely low Courant numbers with no significant diffusion oscillations. The mathematical formulation for the Roe scheme is presented in [Macchione and Morelli, 2003] and can be seen in equations 2.31 to 2.38.

For dry bed regions of the flow, it was assumed that the flow depth would start as a minimum water depth of 1 mm. In such cases, the model would then predict the existence of a non-physical flow of this thin layer down the pipeline slope. To deal with this problem it was used the approach presented in [Sanders et al., 2011]. In this formulation, in order keep a minimum water layer with no motion and at the same time keep the stationarity of the solution, two criteria were followed in order to calculate the flow at a certain finite volume cell: one is based on the ratio between friction forces and the other based on the minimum submerged area of the cell. After computing these criteria to all cells in the domain, only the cells in which at least one of the two criteria is met have the flow calculated. The first criteria is \( s > s^* \) where \( s^* \) was chosen to be 0.1 as suggested in [Sanders et al., 2011] and is based on the following equations:

\[
s = \frac{c_D u^2}{g R h |dz/dx|} \tag{4.7}
\]
where $R_h$ is the hydraulic radius and:

\[ c_D = g n^2 R_h^{-1/3} \]  \hspace{1cm} (4.8)

The second criteria follows the same logic, in which the flow is calculated if $A > A^*$, with $A^*$ defined in equation 4.9:

\[ A^*_i = \frac{D^3}{96|\Delta z_i|} \left[ 9 \sin \left( \frac{\theta^*}{2} \right) - 6 \cos \left( \frac{\theta^*}{2} \right) \theta^* + \sin \left( \frac{3\theta^*}{2} \right) \right] \]  \hspace{1cm} (4.9)

where

\[ \theta^* = 2 \cos^{-1} \left( 1 - 2 |\Delta z_i| / D \right) \]  \hspace{1cm} (4.10)

and $\Delta z_i$ is the vertical elevation difference between both cell sides.

With this, the criteria to consider if a cell is a dry bed ($wet_i = false$) or is wet is:

\[
\begin{cases} 
  wet_i = true, & \text{if } A_i > A^*_i \text{ and } s_i > s^*_i \\
  wet_i = false, & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (4.11)

where $wet_i$ is a boolean variable used to synthesize those two criterion in a single variable. The momentum equation 2.31 is solved for $Q^{n+1}_i$ only if $wet_i = true$, with $Q^{n+1}_i = 0$ otherwise.

### 4.1.2 Water phase source terms

Two source terms were considered for the water phase modeling, one accounting for pipe walls friction and another one accounting for pipe slope, both presented in [Sanders et al., 2011]. For the pipe walls friction source term, a semi-implicit formulation based on the Manning’s equation was used, while for the pipe slope a formulation which preserves stationarity of the solution was used.
The source term for gravity forces in a sloped pipe presented in [Sanders et al., 2011] follows the formulation presented in [Capart et al., 2003], which preserves stationarity of the solution, avoiding non-physical oscillations. In this formulation, two variables $\Delta h_s$ and $\Delta w_{level}$ represent the linear change of $h_s$ and $w_{level}$ in the cell. These are computed as:

If $v_i = false$ then $\Delta w_{level} = 0$ and:

$$\Delta h_{si} = \begin{cases} 
0 & \text{if } s_i \geq s^* \\
-\frac{\Delta z_i}{2} \left[1 + \cos (\pi s_i / s^*) \right] & \text{if } s_i < s^* 
\end{cases}$$  (4.12)

If $v_i = true$ and $wet_i = true$ then $\Delta h_{si} = 0$ and:

$$\Delta w_{level} = \begin{cases} 
0 & \text{if } s_i \geq s^* \\
-\frac{\Delta z_i}{2} \left[1 + \cos (\pi s_i / s^*) \right] & \text{if } s_i < s^* 
\end{cases}$$  (4.13)

If $v_i = true$ and $wet_i = false$ then:

$$\Delta w_{level} = \Delta z_i, \quad \Delta h_{si} = 0$$  (4.14)

With $\Delta h_s$ and $\Delta w_{level}$ calculated, the bed slope source is calculated as follows:

$$S_{0i} = -\frac{1}{\Delta x_i} \left[ I \left( w_{leveli} + \frac{1}{2} \Delta w_{leveli}, h_{si} + \frac{1}{2} \Delta h_{si} \right) - I \left( w_{leveli} - \frac{1}{2} \Delta w_{leveli}, h_{si} - \frac{1}{2} \Delta h_{si} \right) \right]$$  (4.15)

where $I(w_{leveli}, h_{si}) = A(h_c + h_s)$ represented in equation 2.21.

For the friction between water and the pipe, a formulation for the source terms based on the Manning equation was used in a semi-implicit fashion, as shown in equation 4.16:

$$(S_f)^{n+1}_i = (c_D)^n_i \frac{P^n_i Q^{n+1}_i |Q^n_i|}{(A^n_i)^2}$$  (4.16)
which is linear in \( Q^{n+1} \) to avoid iteration and \( c_D \) is defined in equation 4.8. Considering that the effects of friction added to a \( Q^* \) which is an estimate of \( Q^{n+1} \) without friction considered would cause decrease \( Q^{n+1} \), one have that:

\[
Q^*_i - Q^{n+1}_i = \Delta t (c_D)_i^n \frac{P^n_i |Q^n_i|}{(A^n_i)^2} Q^{n+1}_i
\]  

(4.17)

which leads to:

\[
Q^{n+1}_i = \frac{Q^*_i}{1 + \Delta t (c_D)_i^n \frac{P^n_i |Q^n_i|}{(A^n_i)^2}}
\]  

(4.18)

The sequence for the calculation is then:

1. Calculation of the flow rate considering the gravity force but not the friction losses source term (\( Q^* \));

2. Calculation of the corrected (final value) flow rate based on \( Q^* \) and equation 4.18.

4.1.3 Water phase boundary conditions

The upstream boundary condition for water phase refers to all which is inside the red dashed box in figure 4.2. It is based on an iterative solution that ensures that local continuity and linear momentum at the pipeline inlet are satisfied, regardless of the flow regime at that location. The local continuity equation for the reservoir is:

\[
\frac{dH_{res}}{dt} = Q_{rec} - Q_{in}
\]  

(4.19)

where \( H_{res} \) is the reservoir water level, \( Q_{rec} \) is the flow rate which is admitted into the reservoir from the recirculation system and \( Q_{in} \) is the flow rate which enters the upstream end of the pipe. The calculation of the updated flow velocity at the upstream boundary cell \( (u_{i+1}^{n+1}) \) uses an ordinary differential equation representing the linear momentum conservation,
which in turn is derived from a lumped inertia approach:

\[
u_{n+1}^{1} = u_{1}^{n} + \Delta t \left\{ \frac{g}{\Delta x} \left( H_{res}^{n} - K_{eq} \frac{u_{2}^{n} |u_{2}^{n}|}{2g} \right) - (w_{\text{depth}2} + \max(0, h_{s2}^{n} + h_{\text{air}2}^{n})) \right\} - f \frac{u_{2}^{n} |u_{2}^{n}|}{2\Delta x} - \frac{u_{2}^{n2} |u_{2}^{n2}|}{2\Delta x} \]  
(4.20)

where \( w_{\text{depth}} \) is the local water depth, \( n \) is the time step index, \( K_{eq} \) is the overall local loss coefficient in the inlet and \( f \) is the friction head loss in the short pipe portion inside the boundary condition right after the inlet.

After the velocity in the cell is obtained, Froude number is calculated with the current \( w_{\text{depth}1} \) in order to assess if the flow is subcritical. If this is the case, \( w_{\text{depth}1}^{n+1} \) is updated according to the M.O.C. Hartree for free-surface flows as shown in [Sturm, 2001]:

\[
\begin{align*}
r &= \frac{dt}{dx} \\
u_{s} &= \frac{u_{1}^{n} + r(u_{2}^{n}c_{1}^{n} - u_{1}^{n}c_{2}^{n})}{1 + r(-u_{1}^{n} + u_{2}^{n} + c_{1}^{n} - c_{2}^{n})} \\
c_{s} &= \frac{c_{1}^{n} + ru_{s}(c_{1}^{n} - c_{2}^{n})}{1 + r(c_{1}^{n} - c_{2}^{n})} \\
y_{s} &= w_{\text{level}1}^{n} + r|u_{s} - c_{s}| \cdot (w_{\text{level}2}^{n} - w_{\text{level}1}^{n})
\end{align*}
\]  
(4.21)

and finally

\[
w_{\text{level}1}^{n+1} = w_{\text{level}1}^{n} + (u_{1}^{n} - u_{s}) \frac{c_{s}}{g} \]  
(4.22)

where \( u_{s}, c_{s} \) and \( y_{s} \) are the interpolated velocity, celerity and water depth in between the first and the second cells. If flow depth at inlet is less than the pipe diameter \( D \) then the surcharge head \( h_{s} \) is set to zero. On the other hand, if \( w_{\text{level}1}^{n+1} > D \), flow at inlet is pressurized, \( h_{\text{air}} \) is set to zero and \( h_{s} \) is recalculated to match the piezometric head at the upstream end, calculated with the energy equation. With the depth and the pressure head updated, the flow area \( A_{1}^{n+1} \) is updated and a new flow rate is then calculated with \( u_{1}^{n+1} \) and \( A_{1}^{n+1} \).
The downstream boundary condition can be a fully opened or closed valve. For the case in which the valve is fully opened, the approach called transmissive condition presented in [Toro, 2001] is used:

\[
\begin{align*}
  w_{level}^n_{No} &= w_{level}^n_{No-1} \\
  h_s^n_{No} &= h_s^n_{No-1} \\
  u^n_{No} &= u^n_{No-1}
\end{align*}
\] (4.23)

where the subindex \( No \) means the number of nodes used in the discretization. For the case in which the downstream boundary condition is a closed valve the boundary condition is calculated enforcing the relevant characteristic equation and zero velocity at the downstream end. The MOC Hartree is then used as:

\[
\begin{align*}
  u_r &= \frac{u^n_{No}}{1 + r(u^n_{No} - u^n_{No-1} + c^n_{No} - c^n_{No-1})} \\
  c_r &= \frac{c^n_{No}}{1 + r(c^n_{No} - c^n_{No-1})} \\
  S_{fr} &= n^2 \frac{|u_r|}{(Rh^n_{No})^{1.333}} \\
  K_r &= u_r + g \frac{y_r}{c_r} - g(S_{fr} - S_{0No}) \Delta t;
\end{align*}
\] (4.24)

and finally, with the velocity \( u^n_{No} \) set to zero:

\[
  w_{level}^{n+1}_{No} = \frac{c_r}{g} (K_r)
\] (4.25)

where \( u_r, c_r, S_{fr} \) and \( K_r \) are the interpolated velocity, celerity, friction slope, and a constant accounting for the interpolated previous time step values in between the last and the second last cells. If \( w_{level}^{n+1} \) \( > D \), the flow depth at the downstream end becomes pressurized. In such case, \( w_{level}^{n+1} \) is set to the value of the pipe diameter and \( h_s \) is set as the extra head of the cross section minus \( D \), and \( h_{air} \) is set to zero.
4.1.4 Air phase modeling

In the proposed model, air is initially considered as a continuous layer over the water layer (stratified water in free-surface flow mode). During the simulation, air is handled in one of two following manners:

1. At the first stages of the filling, when the air within a given pipe reach consists in an entire layer that is connected to atmosphere at the ventilation orifice and at its lowest point within the pipe (ideal ventilation), it is assumed that the air pressure in the entire layer is approximately atmospheric, and air velocity is assumed negligible. This condition persists until a pocket is formed at the lowest point during the filling process.

2. At the second stage, once an air pocket is formed, the connection to the atmosphere at its lowest point is lost, and air phase pressure is expected to be varying above atmospheric values, requiring calculations with either one of the two presented air phase models to determine its pressure and influence in the water flow.

An algorithm was developed to track air pocket volume, start and end nodes as it shrinks in order to simulate its behavior with any of the two models. For this, the mechanism considered for air pocket formation is the isolation of an air mass due to the development of a flow regime transition interface or a closed downstream valve. As mentioned, it is assumed that during a pipeline filling event this air pocket will be delimited by a ventilation orifice and a flow regime transition interface (or alternatively a closed valve). This interface will move mainly towards the air pocket ventilation point, compressing the air pocket and forcing its elimination through the ventilation orifice, as it is sketched in Figure 4.2.

The first step for tracking the air pocket is to check if the air mass has contact from down or upstream with sources of perfect ventilation. For this, a routine scans the pipe twice, leaving from the first cell (upstream) towards the last cell (downstream) and from last towards the first, to check the availability of ideal ventilation from the left and/or from
the right sides of the air masses. Figure 4.4 shows both scans and their return *true* or *false* for different cells in the pipe. The scan from upstream to downstream will set all the nodes of the pipe since its beginning as false for contact with ideal ventilation sources from the upstream until it reaches a source of perfect ventilation, which means until the downstream end of the pipe. On the other hand, the scan routine which starts from the last node (downstream) will set all the pipe nodes as true for contact with perfect ventilation sources from the downstream sides until it finds a cell which has water touching the crown of the pipe, so that from this point the contact with the downstream source of perfect ventilation is blocked.

After the pipe is scanned from both sides, the cells with contact to ideal ventilation sources from both sides set to false and water level $w_{\text{depth}}$ below the crown of the pipe will be set as true for air pocket presence. Those cells will require the calculation of the air phase for them, having a non-atmospheric pressure associated with them in each time step.

Another important part of the algorithm is to determine the ventilation status of the cell. A ventilated cell means that it has direct contact with air, being this air mass is a air pocket or not. Therefore, the variable for ventilation $v_i$ is set to true as long as $w_{\text{depth}_i} < d$, $w_{\text{depth}_{i+1}} < d$ or $w_{\text{depth}_{i-1}} < d$, so that if a negative pressure pressurized flow tries to form in the cell the cell will return to be a free-surface water flow.
4.2 Air phase modeling - Uniform Air Pressure Head (UAPH) approach

The model alternative that uses UAPH model assumes: a) uniform pressure in the whole air phase; 2) the validity of the ideal gas law; and 3) isothermal air flow. This model may be expressed either as:

\[ \rho^n V^n_p = \rho^{n+1} V^{n+1}_p \rightarrow M_{air}^n = M_{air}^{n+1} \] (4.26)

where \( M_{air} \) is the mass of air within the pocket with volume \( V_p \), and \( \rho \) is the specific mass of air. In order to consider the air escape or admission an extra term was added to equation 4.26, yielding:

\[ \rho^n V^n_p = \rho^{n+1} V^{n+1}_p + M_{air_out}^{n+1} \] (4.27)

where \( M_{air_out} \) is the air mass that escapes through the ventilation orifice in that instant, calculated as presented in equation 4.35 presented ahead.

4.3 Air phase modeling - Euler equations approach

The second alternative to model the air phase uses a discretized framework, applying an one-dimensional, isothermal form of the Euler equation:

\[
\begin{bmatrix}
\rho \\
\rho u \\
\rho u^2 + p
\end{bmatrix}
, \quad
\begin{bmatrix}
\rho u \\
\rho u^2 + p
\end{bmatrix}
, \quad
\begin{bmatrix}
S_1 \\
S_2
\end{bmatrix}
\] (4.28)

with

\[ p = \rho \alpha^2 \] (4.29)

where \( \mathbf{U} \) is the vector of conserved variables, \( \mathbf{F} \) is the fluxes vector, \( \mathbf{S} \) is the vector of source terms, \( \alpha \) is the celerity of the acoustic waves in the air, and \( S_1 \) and \( S_2 \) are source terms for the continuity and momentum equations, respectively, as explained ahead.
Applying the Lax-Friedrichs scheme - LxF - as presented in [Toro, 2001] to equation 4.28, one has the following expressions to update the conserved variables:

\[
\begin{align*}
\rho_i^{n+1} &= \frac{\rho_i^n + \rho_{i-1}^n}{2} + \frac{\Delta t}{2\Delta x} \left[ (\rho u)_i^n - (\rho u)_{i-1}^n \right] + \Delta t S_{\text{disp},i} \\
(\rho u)_i^{n+1} &= \frac{(\rho u)_{i+1}^n + (\rho u)_{i-1}^n}{2} - \frac{\Delta t}{2\Delta x} \left\{ \left[ (\rho u)_i^{n+1} - (\rho u)_i^n \right] \frac{u_{i+1}^n + u_{i-1}^n}{2} \\
&\quad + \alpha^2 \frac{\rho_i^{n+1} - \rho_i^n}{2\Delta x} \right\} + \Delta t (S_{\text{disp},i} + S_f)
\end{align*}
\]  

(4.30)

where \( S_{\text{disp},i} \) and \( S_f \) are source terms. The choice for LxF scheme was based on its simplicity and the lack of shocks in the air phase flow.

4.3.1 Air phase source terms

In pipeline filling problems, the mechanism causing the motion of the air phase is the displacement of air in the cross section caused by changes in the water flow depth underneath the air pocket. This effect is accounted for in the source terms \( S_{\text{disp}} \), as presented in [Toro, 2009]:

\[
S_{\text{disp}} = \frac{1}{A} \left( \frac{\partial A_{\text{air}}}{\partial t} + \frac{\partial A_{\text{air}}}{\partial x} u_{\text{air}} \right) \begin{bmatrix} \rho \\ \rho u \end{bmatrix}
\]

(4.31)

where \( A_{\text{air}} = (\pi/4)D^2 - A \), and is calculated only in free surface flow cells. An explicit implementation of source terms \( S_{\text{disp}} \) led to instability of the numerical solution, so a semi-implicit approach was applied here. The air phase is first calculated without considering changes in \( A_{\text{air}} \) returning a preliminary solution \( \hat{U} = [\hat{\rho}, \hat{\rho} u] \), which then needs to be adjusted with a correction factor \( \phi \) so that a definitive solution is achieved. The definitive solution and correction factor \( \phi \) are represented by:

\[
U = \begin{bmatrix} \rho \\ \rho u \end{bmatrix} = \phi \begin{bmatrix} \hat{\rho} \\ \hat{\rho} u \end{bmatrix}
\]

(4.32)
with
\[
\phi = \left[ \frac{1}{1 + \frac{1}{A_{x}^{i}} \left( \frac{A_{\text{air}}^{n+1} - A_{\text{air}}^{n}}{\Delta t} + \frac{A_{\text{air}}^{n+1} - A_{\text{air}}^{n+1}}{2\Delta x} u_{i}^{n+1} \right)} \right]^{-1} \quad (4.33)
\]

The solution of these source terms presented some oscillations at the region of the strongest free surface flow gradients, at the vicinity of the pressurization front. Two approaches were used together to minimize these oscillations. The first one was to limit \( \phi \) to the range \( \phi = [1.005 : 0.995] \). The second was the application of an oscillation filter in the air phase internal nodes, following [Vasconcelos et al., 2009a] with \( \epsilon = 0.05 \). This approach resulted in a good balance between pressure accuracy, and presented continuity error to the air phase modeling limited to an average of 7% for the tested cases.

Another source term added to the simulation of the air phase flows was the friction between the air phase and the pipe walls, as described in [Arai and Yamamoto, 2003]:
\[
S_{fa} = \frac{f_{a} P_{a} u_{a} |u_{a}|}{8g A_{\text{air}}} \quad (4.34)
\]
where \( P_{a} \) is the perimeter of the air flow.

### 4.3.2 Air phase boundary conditions

For the UAPH model, the boundary condition used at the uppermost point in the pipeline reach (where the ventilation valve was located) was a discharging orifice. The orifice is represented by an equation similar to one presented in [Zhou et al., 2002a]:
\[
M_{\text{air out}}^{n+1} = \Delta t C_{d} A_{\text{orif}} p^{n+1} \sqrt{\frac{2p^{n+1} - \rho_{\text{atm}}}{\rho_{\text{atm}}} \alpha^{2}} \quad (4.35)
\]
where \( C_d \) is the discharge coefficient that is assumed as \( C_d = 0.65 \), and \( A_{orif} \) is the orifice area. Equation 4.35 was coupled with equation 4.27 to yield:

\[
\rho^n V^n_p = \rho^{n+1} V^{n+1}_p + \Delta t C_d A_{orif} \rho^{n+1} \sqrt{2 \frac{\rho^{n+1} - \rho_{atm}}{\rho_{atm}}} \alpha^2
\]  

(4.36)

For the Euler equation model, two boundary conditions are required. At the lower point of the pipe, where water pressurization front is displacing the air, the reflexive boundary condition in equation 4.37 presented in [Toro, 2001] was used:

\[
\begin{align*}
\rho^n_{No_{air}} &= \rho^n_{No_{air} - 1} \\
u^n_{air, No_{air}} &= -u^n_{air, No_{air} - 1} + 2b_{vel}
\end{align*}
\]

(4.37)

where \( b_{vel} \) is the pressurizing front velocity and \( No_{air} \) is the number of cells in the air pocket. This boundary condition accounts for the pressurizing front velocity, so that when it moves from a cell to another the loss of air due to the shrinking of the pocket was previously compensated. However, since the source terms which account for the cross-section area shrinking already accounts for the movement of this mass, both cannot be used simultaneously or else the air present in the last cell would be counted twice.

If the area variation source terms are used, \( b_{vel} \) equals zero. On the other hand, if the wall movement is considered in the boundary condition, the mentioned source terms are not used and \( b_{vel} \) needs to be calculated. For this case, two formulations were considered:

\[
b_{vel} = \frac{(uA)_i \delta t - (uA)_{i+k}}{A_i - A_{i+k}}
\]

(4.38a)

\[
b_{vel} = \Delta x \frac{i^m - i^{m_{last}}}{\delta t}
\]

(4.38b)

where \( i \) is the cell number of the pressurization front, \( k \) is the number of cells before and after the pressurizing front to be considered in the control volume surrounding the pressurizing front, \( m \) is the last time step when the pocket’s last cell moved from one cell to another, \( m_{last} \)
is the time step when the pressurizing front moved considered for the last $b_{vel}$ calculation, and $\delta t$ is time interval between both instants. For instance, one can choose to recalculate the pressurizing front velocity when the front moves two cells, so that $m$ would be the current time step and $m_{last}$ would equal $m - 2$. It is important to notice that the first formulation in equation 4.38 can be used for the whole simulation time while the second one needs a velocity to start with since no previous values exist then. For that, the first formulation is used until the pressurizing front moves a certain distance and from then on the second formulation can be used.

At the uppermost point, the ventilation orifice boundary condition for the Euler equation approach is similar to the UAPH model in the sense that both apply a continuity equation along with the orifice equation. The continuity equation for this boundary condition is:

$$\Delta t A_{air}^{n+1} p_1^{n+1} u_1^{n+1} = A_{air}^{n+1} \Delta x (p_1^{n+1} - p_1^n) + M_{air}^{n+1}$$

(4.39)

where $M_{air out}$ is the air mass discharged through the ventilation orifice, calculated using equation 4.35. Equation 4.39 is solved for $u_1^{n+1}$ using the Riemann invariants for the isothermal, one-dimensional, primitive version of the Euler equation [Pulliam, 1994]:

$$u_{air 1} = u_{air 2} - \alpha (log_{10} \rho_2 - log_{10} \rho_1)$$

(4.40)

4.4 Experimental program

An experimental investigation was conducted to gather insights on the characteristics of the pipeline filling problem, and also to validate the proposed numerical model. The experimental apparatus was set up and works started in May, lasting until late June, 2011. The current apparatus was inspired in the one presented in [Trajkovic et al., 1999].
4.4.1 Experimental apparatus setup

A sketch of the experimental apparatus is presented in Figure 4.5. The experimental apparatus was a 10.96-m long, 101.6-mm diameter clear PVC pipeline with adjustable slope. At the upstream end, a 0.66 m³ capacity water reservoir supplied flow to the pipeline through a 50 mm ball valve; at the downstream end flow discharged freely through a 101.6 mm knife gate valve into a 0.62 m³ reservoir, and flow was subsequently recirculated with pumps. Right after the inlet control valve, a T junction was installed in the pipe so that different caps with ventilation orifices could be installed. Initial, steady flow conditions were such that free surface flows exist at the whole pipeline, as the downstream gate was fully opened. A sudden closure maneuver (within 0.3 seconds) of the knife gate valve at the downstream end of the pipeline blocked the downstream ventilation, triggered a backward-moving pressurizing interface, and resulted in the entrapment of an air pocket. These air pockets became pressurized as water accumulated at downstream end of the pipe pushed the air mass through the ventilation orifice in the beginning of the pipe. Two pressure transducers MEGGIT-ENDEVCO 8510B-5 were installed at selected locations along the pipe (upstream end and 39% of the pipeline length from the knife gate valve). Transducer results were calibrated each experimental run with the aid of four digital manometers, with of 3.5-m H₂O maximum pressure head and 0.3% accuracy. Flow rates were measured with a MicroADV
positioned in the recirculation system, and confirmed by a paddle-wheel flow meter. The presented apparatus was inspired in the one presented in work by [Trajkovic et al., 1999]; among the main modifications was the absence of intermediate ventilation points.

4.4.2 Experimental procedure

1. With the desired slope set in the pipeline, the pumps were started; valves near the pump were opened enough to provide selected steady flow rate to the system;

2. The desired ventilation orifice was installed;

3. When water level at upstream reservoir attained steady level, it was performed readings at all manometers, as well the upstream reservoir head;

4. The data logging was started for the pressure transducers, for the flow rate measured with the MicroADV, and for the head at the upstream reservoir measured with the manometer;

5. The downstream knife gate valve was rapidly maneuvered and closed entrapping an air pocket and creating a backward-moving pressurization front;

6. Digital cameras (30 FPS) recorded the whole pipe filling process, one of them tracking the bore and another one tracking the pressurization interface;

7. When the pressurization interface approached the ventilation orifice, the ventilation orifice was shut to avoid water leakage;

8. Pump was shut down and control valves closed so that pressure could attain a static level;

9. Manometers were read and data collection with logging software stopped;
The use of two cameras to track the inflow/pressurization front was particularly necessary in the case when interface breakdown [Vasconcelos and Wright, 2005] was noticed. Otherwise, just one camera tracking the pipe-filling bore front was used. The described experimental program varied systematically flow rates, ventilation orifice diameters and pipeline slopes. Table 4.1 presents the ranges of the tested experiment variables, with a total of 36 conditions tested. A minimum of two repetitions were performed to ensure consistency of the data collected.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Tested values</th>
<th>Normalized values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate</td>
<td>2.53, 3.79 and 5.05 1/s</td>
<td>0.245, 0.368 and 0.490</td>
</tr>
<tr>
<td>Slope</td>
<td>0.5, 1 and 2%</td>
<td>N/A</td>
</tr>
<tr>
<td>Ventilation orifice diameter</td>
<td>0.63, 0.95, 1.27, and 5.06 cm</td>
<td>0.0625, 0.09375, 0.125, 0.5</td>
</tr>
</tbody>
</table>

Table 4.1: Experimental variables. Flow rate was normalized as $Q^* = Q/\sqrt{gD^5}$ and ventilation diameter as $d^* = d_{orif}/D$ where $D$ is the pipe diameter.
Chapter 5
Results and analysis

In this chapter, a set of numerical and experimental results were presented. It starts with a discussion focused on the experimental results. This discussion will focus on quantitative results, such as pressure and pressurization front trajectories, and also in the flow features, such as interface breakdown and depression waves.

Later, comparisons between the modeling alternative for air phase and between models and experimental/field data are presented and discussed. The tests were created with three main purposes:

1. Evaluate the feasibility of running parallel discretized models for both air and water phases;
2. compare the different model approaches to simulate air phase during pipeline filling events; and
3. validate the model with experimental and field data.

The development of the model in its current version led to the creation of intermediate functional versions were tested, a process by which the strengths and weaknesses of different proposed ideas are evaluated. In the following two sections, intermediate and final versions of the model are presented with a evaluation of each version. Only the final version of the numerical model was compared with experimental and fields results.

5.1 Experimental results

Figure 5.1 shows the pressure history close to the ventilation orifice for all tested cases in the experimental program with normalized orifice diameter \(d_{orif}^* = d_{orif}/D\) smaller or
equal to 0.125. The transducer at that station was located at the pipe crown, so it measured air phase pressures for most of the filling processes. As anticipated, higher pressurization levels were observed for smaller ventilation orifices and that the filling time was smaller for higher flow rates.

Air phase pressure head results were not significantly different for varying pipeline slopes. On the other hand, there was a slight difference in the filling time between different pipeline slopes for a given ventilation orifice and flow rate. This difference is attributed to the different initial water levels in the apparatus prior to the closing of the knife gate valve at the downstream end. Also in Figure 5.1, it can be noticed that for the smallest ventilation the air phase pressure head kept increasing during the filling process, indicating steady flow for these cases was not attained.

Figure 5.2 presents the pressure head histories for a point \( x^* = x/L = 0.39 \) (measured from the knife gate valve) for experimental runs with \( d_{orif}^* \leq 0.125 \) with \( d_{orif}^* = \frac{d_{orif}}{L} \). These pressures were also measured at the pipeline crown. A sudden step up in the pressure values the moment in which the flow regime transition interface reached the transducer. As in the case of pressure measurements at the ventilation orifice, these pressures kept increasing due to the increase in the air pressure for the smallest ventilation case. The magnitude of the jump in the pressure readings was an indication of the strength of the pipe-filling bore front, and it increased for larger inflow rates and ventilation orifices. The absence of this discontinuity was a sign of either gradual pressurization interface and/or the occurrence of interface breakdown feature due to the interaction of the inflow front and the depression wave generated at the inlet caused by air pressurization. The relevance of this flow feature is that its occurrence may pose difficulties to pipeline filling models that use well-defined inflow interfaces as a modeling hypothesis, such as the models by [Liou and Hunt, 1996] and [Izquierdo et al., 1999].

To further illustrate the impact of the interface breakdown feature, Figure 5.3 presents two set of trajectories of moving pressurization interfaces for normalized flow rates of \( Q^* = \)
\( Q/\sqrt{gD^5} = 0.245 \) and 0.490 and 2\% slope, measured for all tested ventilation diameters. All these interfaces start as pipe-filling bore fronts at \( x^* = 0 \) as the gate valve is closed, and such bores lasted until \( x^* \approx 0.28 \). For both flow rates interface breakdown was noticed when the smallest ventilation orifice was used. Upon occurrence of interface breakdown, the pipe-filling bore becomes an open-channel bore that moves more slowly toward the ventilation orifice, leaving an air intrusion on its top. Interestingly, as the backward-moving bores approached the ventilation orifice there seems to be an acceleration on their motion. The cause for this change in bore velocity is not determined at this point.

When interface breakdown occurred, interface measurements included both the position of the open-channel bore and the pressurization front. The latter was a gradual transition, and immediately following the interface breakdown it was noticed that the pressurization front retreated. Soon afterwards, the pressurization front resumed the motion toward the ventilation orifice, trailing the open-channel bore. Figure 5.4 presents the trajectories for the condition \( Q^* = 0.245 \) and 1\% slope, for all four tested \( d_{orif}^* \). The largest one (\( d_{orif}^* = 0.50 \)) has not generated any sign of air pressurization, and the pipe-filling bore kept its shape as it propagated toward the ventilation point. However, for smaller ventilation orifices there was the occurrence of interface breakdown, and the the trajectory of the pressurization fronts (thin lines) are plotted along the trajectories of the pressurization bores. For the cases when \( d_{orif}^* = 0.125 \) and \( d_{orif}^* = 0.0938 \) the trajectory of the pressurization front was approximately parallel to the backward moving bore, which was moderately slowed by the interface breakdown. For the smallest ventilation (\( d_{orif}^* = 0.0625 \)), on the other hand, the velocity of the pressurization bore was significantly reduced, with a much larger separation between the pressurization front and interface breakdown.
Figure 5.1: Air phase heads close to the ventilation orifice for all tested conditions.
Figure 5.2: Air phase heads close to the ventilation orifice for all tested conditions.
Figure 5.3: Trajectories of moving bore for recirculation flow rates of 2.53 l/s (a) and 5.05 l/s (b) and slope of 2%.

Figure 5.4: Trajectories of moving bore (thick line) and pressurization interface (thin line) for recirculation flow rate of 2.53 l/s and slope of 1%
5.2 First version of TPAir

5.2.1 Assessment of the Euler equation approach
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Water inlet
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Figure 5.5: Model’s first version layout.

The first test presented in [Trindade and Vasconcelos, 2011] was thought as a means to assess the idea of running parallel models for both phases, which means the coupling of the Euler equations for air phase with the Saint Venant equations for the water phase. The test case for this first model was comprised by a 10 cm diameter, 8.3 m-long pipeline slope was 2.7% downward with the flow, and free discharge conditions existed at the downstream end. At the upstream end flow rate and depth were kept constant due to the supercritical flow condition at that location. The general layout is presented in 5.5. In this first stage, the first functional version of the model with Euler equations approach was developed, using:

- Water source terms presented in [Sanders et al., 2011];
- Single phase Euler equation test model for air phase in order to develop the boundary conditions;
- Upstream ventilation orifice air boundary condition;
- Downstream moving bore ($b_{vel}$) calculated as in section 4.3.2 using air mass balance (equation 4.38a) for the whole calculation; and
- Air phase described by the isothermal, one-dimensional Euler equations coupled with the Saint Venant equations to model water phase.
The initial setup for the model consists in setting a flow rate and an initial depth predicted with Manning equation for the whole pipe. In order to get a better prediction for steady state, the model runs for 60 seconds with a transmissive boundary condition (equation 4.23). Unsteady flow conditions arise from abruptly closing the downstream valve at the time 60 seconds, after steady state is reached, blocking the flow and instantly generating an upstream-moving pipe filling bore, which expelled the air phase through the orifice at the upstream end. The main differences from the proposed example to the original configuration by [Trajkovic et al., 1999] are the flow rates tested (larger flows) and the fact that ventilation in the system is limited. Ideal ventilation condition is assumed to occur only at the downstream end prior to the valve closure.

The parameters varied for the test cases were the diameter of the ventilation orifice and the initial steady flow rate in the system, which resulted in varying initial water level. The choice of air orifice diameters was based on the work of [Zhou et al., 2002a] plus a larger orifice which provides near-ideal ventilation at the upstream and, yielding a total of three different ventilations. The smallest ventilation orifice corresponded to a case in which the air cushioning effects were dominant while the second larger orifice corresponds to the case in which air pressurization was minimal. Notice that albeit the imposition of \( Q \) in the pipeline is not a realistic type of boundary condition, its still useful for the model assessment that is the main goal of this research phase.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Tested values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q^* ) Normalized flow rates (( \frac{Q}{\sqrt{gD^3}} ))</td>
<td>0.67 and 1.32</td>
</tr>
<tr>
<td>( d_{orif}^* ) Normalized ventilation orifice diameter (( \frac{d_{orif}}{D} ))</td>
<td>0.028, 0.114 and 0.171</td>
</tr>
</tbody>
</table>

Table 5.1: Tested values for Euler equation approach assessment (orifice sizes based on the work by [Zhou et al., 2002a]).
Figure 5.6 shows the variation of the air pressure heads in the discharge orifice over time for both tested initial depths $y_0 = 0.5D$ and $y_0 = 0.8D$ (figures 5.6a and 5.6b, respectively). This figure indicates that the pipe filling time was smaller for $y_0 = 0.8D$, which was anticipated considering the faster motion of the upstream propagating bore upon valve closure. Since the inflow rate (and therefore $uA$ in equation 4.38) is higher for the case when $y_0 = 0.8D$, while the area difference $A_2 - A_1$ is smaller, the bore moves much faster at larger depth. The resulting conditions for the air flow is that at the pressurizing bore the air phase pushed with a higher velocity, resulting in higher pressurization heads calculated at the air discharge cell with equation 4.35.

![Figure 5.6: Pressures comparison at the ventilation orifice for a) initial depth of 0.5D and b) 0.8D](image)

For the two larger orifice sizes in figure 5.6a it can be noticed that the air flow reaches the steady state at about 60% of the simulation time. At this point, the air pressure gradient is uniform throughout the air phase. One notices the large difference in the final pressure values, as the smallest orifice yields a pressure head over two orders of magnitude higher than the one with the largest orifice. The discrepancy in the filling time, which should be the same because the inflow rate and pipe volume are fixed, comes from the relatively small celerity used in the computations, around 85 m/s. This situation is analogous to running simulations with a wide Preissmann slot value, as presented by [Vasconcelos and Wright, 2004] and discussed in section 2.1.2. While this version of the model is still unstable for higher celerity values (e.g. 200-300 m/s), this limitation was addressed in later versions of
the proposed model. Interestingly, the maximum air pressure predicted for higher initial flow rate conditions increased with the initial flow depth, except for the smallest orifice diameter.

For the smallest ventilation orifice case in figure 5.6a and for all cases in figure 5.6b, small pressure oscillations can be noticed. Those appear due to the air pressure waves reflecting at the edges of an smaller air cavity, which occurs in a much smaller period than the total filling time. Such an effect could not be represented in a model which considers uniform pressure along throughout air pocket. While the magnitude of these oscillations is small at this particular application, it is thought that for longer air pockets this may become a more significant issue, which could justify the use of Euler equations model in order to obtain accurate results.

Figure 5.7 presents two pairs of pressure histories illustrating the piezometric pressure evolution with time at a point close to the downstream valve \((x = 7.7m)\) and another point further upstream \((x = 5.7m)\), as in [Trajkovic et al., 1999], for the different tested depths. Figures 5.7a and 5.7b indicate slight differences in the pressure histories, with an abrupt pressure rise in Figure 5.7a at \(t = 1.5s\) caused by the bore arrival at that point. A similar trend was also noticed for the largest initial water depth, with the bore sweeping at \(x = 5.7m\) at the instant \(t = 0.23s\), albeit with higher pressures and much more rapid filling.

Figure 5.8 presents the velocity history at the upstream station for both simulated flows. Generally, the proposed model predicts an increase of the velocity magnitude at the discharge point, with a value that approaches the celerity of the upstream propagating bore. As anticipated, this increase is more pronounced for larger discharge orifices. For the largest water depth, there is a final drop in the flow velocity, which is possibly due to the decrease in the upstream flow depth caused by air pressurization. Scatter in the data that appears for the smallest orifice results is due to the model difficulty in determining precisely the exact location of the bore interface at each time step, particularly for high air pressures conditions.

Figure 5.9 presents the piezometric profile at selected instants for both initial flow rates tested. One notices that the total piezometric profiles are much higher than the piezometric
profile solely due to water phase because of the strong air pressurization, and as expected this pressurization increases for smaller discharge orifices. At $t = 3s$, for the case when $y_0 = 0.5D$, one notices a fairly uniform pressure gradient for the air phase (at left) followed by a small pressure increase, which corresponds to the arrival of the bore at the location. On the other hand, for the case when $y_0 = 0.8D$, the air pressure is not uniform ahead of the bores, particularly for the two smaller orifice results. This non-uniformity will be re-evaluated in future versions of this model, after the inclusion of friction terms between air and water phases and between air and the pipe walls.

5.2.2 Comparison between both approaches

[Vasconcelos and Trindade, 2011] introduced the UAPH approach to the model framework and compared both approaches to simulate the air phase in the context of large-scale pipelines by means of a numerical investigation. To perform the comparison between both approaches, a two-reach pipeline configuration with an intermediate low point was proposed.
Both configurations parameters are presented in table 5.2. Friction factor for air phase calculation was based on Manning roughness values. Figure 5.10 presents a sketch of the hypothetical pipeline.

<table>
<thead>
<tr>
<th></th>
<th>$L_1$ (m)</th>
<th>$L_2$ (m)</th>
<th>$S_1$ (%)</th>
<th>$S_2$ (%)</th>
<th>D (m)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conf. 1</td>
<td>1000</td>
<td>600</td>
<td>4</td>
<td>2</td>
<td>1.0</td>
<td>0.010</td>
</tr>
<tr>
<td>Conf. 2</td>
<td>4000</td>
<td>2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Pipeline configurations parameters

The first reach was simulated using the TPA approach for the water phase and Euler equations or uniform pressure approach for the air phase. The second reach was treated as the downstream boundary condition of the first reach, being calculated using method of characteristics coupled with a variable depth until the whole connection is filled; afterwards the second pipe is computed using rigid column theory.
At the upstream end a fixed head reservoir, which was calculated using equations 4.20 with fixed reservoir head and water depth and 4.21, provides water inflow (three different pairs of flow rates and heads considered) but does not allow for air escape; the air valve immediately downstream from the reservoir valve provides limited ventilation for the upstream pipe reach. Three ventilation sizes for the air valve were considered in terms of the diameter of the pipe: 5%, 10% and 15% of the pipe diameter. Overall nine conditions were tested for each one of the modeling approaches, and the variables tested with respective tested range are presented in table 5.3.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Tested values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q^*$ Initial normalized flow rates ($\frac{Q}{\sqrt{gD^5}}$)</td>
<td>0.125, 0.250, 0.500</td>
</tr>
<tr>
<td>$d_{orif}$ Normalized ventilation orifice diameters ($\frac{d_{orif}}{D}$)</td>
<td>0.05, 0.1, 0.15</td>
</tr>
</tbody>
</table>

Table 5.3: Long pipe tested values.

The qualitative behavior of the flow was generally the same for all tested cases. Some time after the flow was initialized (with a chosen constant reservoir head able to supply the specified initial flow rate), water reached the bottom of the system (connection between pipes) and started to fill this point as a pool. At this point, the system is still considered sufficiently ventilated so that the air pressure inside the upstream pipe equals the atmospheric pressure. After a certain time the whole cross-section at this bottom junction was filled and a water column formed at the downstream upward sloped pipe. When this happened a
pressurizing bore started to move upstream in the upstream pipe starting to pressurize the air, which was expelled through the ventilation orifice. The pressurized water flow in both pipes then oscillated in a way that resembles a U-pipe oscillation until the air got expelled.

Figures 5.11, 5.12 and 5.13 show head and water flow rates for the upstream end of the pipe, where the ventilation orifice and water inlet are located. It can be seen that the flow rate decreased as the pressurizing bore moves upstream while the air pressure increased. While air pressure continued to rise for the smallest ventilation tested, sometimes to significant levels, it becomes stable for orifices diameters of 10% and 15% of the water main diameter. Because flow rate decreases proportionally to the air pressure, the filling time may increase significantly (up to 25%) when compared with a condition with larger ventilation size, as it would be expected. Figures 5.11 to 5.13 also show that both models pressure predictions at the ventilation orifice were highly similar when air pressurization was low, which means below or around 1 m of water column.
Figure 5.12: Comparison of heads at the ventilation orifice for $Q^* = 0.250$

Figure 5.14 shows the air velocity at the upstream end of the pipe (inside the pocket, not through the ventilation orifice) for all three flow rates tested and $d_{orif}^* = 0.15$. In those figures it can be noticed that for higher flow rates, and therefore higher pressures as seen in figures 5.11 to 5.13, the air velocity was higher, as it would be expected. Values in figure 5.14 are negative because of the adopted referential, which is positive in the downstream direction and negative to upstream. The magnitudes of the observed velocity oscillations seem exaggerated and are possibly caused by a limitation on how this phase is represented in the numerical code.

The pressure history at $x = 500m$ for $d_{orif}^* = 0.05$ is shown in figure 5.15. In this figure it can be seen that while the connection was not filled the pressure at that point is zero, raising to a small value after air pressurization starts (connection is filled). After that the pressure rose abruptly when the returning bore reaches that point, rising steadily later until the pipeline is filled, being this rising more pronounced for larger rates.
Figure 5.13: Comparison of heads at the ventilation orifice for $Q^* = 0.500$

Figure 5.14: Air velocities predicted using Euler equations model for all three $Q^*$ and $d_{ori,f}^* = 0.15$
Figure 5.15: Pressure history at $x = 500m$ for $d_{ori}^* = 0.05$
5.3 Second version of TPAir

In the second and final version of the model, the calculations of the air phase downstream boundary condition in the Euler equations model are performed by assuming $b_{vel} = 0$ (section 4.3.2, equations 4.37 and 4.38) and using the source terms described in equation 4.32. With this modification the continuity errors decreased considerably and the code became more stable.

5.3.1 Comparison between experimental results and numerical model predictions

The comparison between experimental results presented in section 5.1 and corresponding numerical predictions is presented in Figures 5.16, 5.19 and 5.20. All comparison were performed assuming that the PVC pipeline Manning roughness coefficient was $n=0.0085$, and the wave celerity assumed for the PVC pipe was 200 m/s.

Pressure head predictions by the model for all the tested cases that resulted in air pressurization for 0.5% slope are compared with experimental results in Figure 5.16. Both Euler and UAPH approaches models showed good agreement with experimental data for most of the cases, specially for the lower flow rates ($Q^* = 0.245$ and $Q^* = 0.368$). In some of the numerical predictions there were non-physical, high-frequency oscillations on the air pressurization results as the pocket volume shrank to zero. Results obtained in the intermediate point ($x^* = 0.39$ measured from the knife gate valve) for the same slope are presented in Figure 5.19, and indicate fair agreement between numerical and experimental results. There is a tendency of the numerical model to anticipate the arrival of the pressurization front at the station, which results in the early jump in the pressure results. However, in general the predicted pressure increase over time matched what was measured by the transducers.

Another issue with the numerical predictions was linked to interface breakdown occurrences. The proposed numerical model (both air phase model implementations) was able to predict the onset of the interface breakdown as the interaction of the depression wave
Figure 5.16: Experimental and predicted pressures at the ventilation orifice for all tested cases with slope of 0.5%
Euler equation ——— UAPH ——— Exp rep 1 □ Exp rep 2 ✨

Figure 5.17: Experimental and predicted pressures at the ventilation orifice for all tested cases with slope of 1.0%
Figure 5.18: Experimental and predicted pressures at the ventilation orifice for all tested cases with slope of 2.0%
Figure 5.19: Experimental and predicted pressures at $x^* = 0.39$ (from downstream valve) for all tested cases with slope of 0.5%
and pipe filling bore resulted in an open channel bore. Unlike the experiments, the predicted pressurization front does not retreat following the breakdown. There was a slight over-prediction of the pressure head in cases when interface breakdown occurred; results obtained with Euler equation indicate the instant of the breakdown by a second, smaller increase in pressure head at $t^* \approx 0.2$. This discrepancy, however, was not significant and has not compromised the general accuracy of the numerical model.

Figure 5.20 contains a comparison between experimental results and numerical predictions of the pressure head variation at the upstream reservoir during the filling events for cases with 0.5% slope. One notices generally good agreement between experimental and numerical results. The reservoir discharge point within the pipeline was in free surface flow regime until the arrival of the backward moving pressurization interface. One recalls that prior to the knife gate valve closure, the reservoir head was steady. Considering that the inflow rate into the reservoir was constant, the increase in reservoir head following the knife gate valve maneuver indicates a drop in the inflow rate admitted into the pipeline due to the almost instantaneous air pressurization. Steeper reservoir pressure head increase is linked to stronger air pressurization, and the drop in flow rate resulted in the depression wave which triggered interface breakdown events. Error bars plotted in Figure 5.20 reflect the accuracy of the manometer used in the experiments ($\pm 0.01m$).

It can be observed that both models yielded similarly accurate results when compared to experimental data despite the two considerably different approaches to simulate air phase. An aspect to be considered is the computational effort involved in each air phase modeling alternative. In general, the simulation time using the Euler equation model was over 9 times larger than one required by the UAPH model approach for the comparison with the experimental results. Not only due to the additional model complexity, but the enforcement of the Courant condition for the air phase simulation using resulted in even smaller time steps as the celerity of the air phase was in the order of 300 m/s.
Figure 5.20: Experimental and predicted reservoir heads for all tested cases with slope of 0.5%
Another aspect to be considered is the continuity error for the air phase. The Euler equation model had an average continuity error of 7.97%, while the UAPH model had 0%. The likely source of the continuity error for the Euler equation model are the orifice boundary condition and the limitation of the correction factor $\phi$ (equation 4.32) to a certain value, which distorts the actual required air compression due to pocket vertical shrinking. However, this continuity error does no seem to affect the final pressure results, as a link between this error and a higher discrepancy between model and experimental results could not be established in table 5.4 and figures 5.16 to 5.19.

Both models had close average percentages of the total initial air volume expelled before calculations stopped (stop criteria of an one cell air pocket or crash), which were 98.3% of the initial air for the Euler equations model and 96.5% for the UAPH. However, this value was less than 90% for three cases with the UAPH model, which was considered as an issue of early simulation stop, while Euler equation model had the index above 90% for all the cases. Also, 50% of the UAPH model simulations stopped due to crash close to the simulation end, while only 11% of the cases for the Euler equations had this problem. However, the oscillations at the end of the simulations with the Euler equations model might have caused the second water cell to touch the crown of the pipe, causing an air pocket of one cell length and thus causing the stop criteria to be prematurely triggered.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Euler</th>
<th>UAPH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S (%)</td>
<td>Q (GPM)</td>
<td>d_{air} (in)</td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>0.250</td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>0.375</td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>0.500</td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>2.000</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>0.250</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>0.375</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>0.500</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>2.000</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>0.250</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>0.375</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>0.500</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>2.000</td>
</tr>
<tr>
<td>1.0</td>
<td>40</td>
<td>0.250</td>
</tr>
<tr>
<td>1.0</td>
<td>40</td>
<td>0.375</td>
</tr>
<tr>
<td>1.0</td>
<td>40</td>
<td>0.500</td>
</tr>
<tr>
<td>1.0</td>
<td>40</td>
<td>2.000</td>
</tr>
<tr>
<td>1.0</td>
<td>60</td>
<td>0.250</td>
</tr>
<tr>
<td>1.0</td>
<td>60</td>
<td>0.375</td>
</tr>
<tr>
<td>1.0</td>
<td>60</td>
<td>0.500</td>
</tr>
<tr>
<td>1.0</td>
<td>60</td>
<td>2.000</td>
</tr>
<tr>
<td>1.0</td>
<td>80</td>
<td>0.250</td>
</tr>
<tr>
<td>1.0</td>
<td>80</td>
<td>0.375</td>
</tr>
<tr>
<td>1.0</td>
<td>80</td>
<td>0.500</td>
</tr>
<tr>
<td>1.0</td>
<td>80</td>
<td>2.000</td>
</tr>
<tr>
<td>2.0</td>
<td>40</td>
<td>0.250</td>
</tr>
<tr>
<td>2.0</td>
<td>40</td>
<td>0.375</td>
</tr>
<tr>
<td>2.0</td>
<td>40</td>
<td>0.500</td>
</tr>
<tr>
<td>2.0</td>
<td>40</td>
<td>2.000</td>
</tr>
<tr>
<td>2.0</td>
<td>60</td>
<td>0.250</td>
</tr>
<tr>
<td>2.0</td>
<td>60</td>
<td>0.375</td>
</tr>
<tr>
<td>2.0</td>
<td>60</td>
<td>0.500</td>
</tr>
<tr>
<td>2.0</td>
<td>60</td>
<td>2.000</td>
</tr>
<tr>
<td>2.0</td>
<td>80</td>
<td>0.250</td>
</tr>
<tr>
<td>2.0</td>
<td>80</td>
<td>0.375</td>
</tr>
<tr>
<td>2.0</td>
<td>80</td>
<td>0.500</td>
</tr>
<tr>
<td>2.0</td>
<td>80</td>
<td>2.000</td>
</tr>
</tbody>
</table>

Table 5.4: Summary of results of both models
5.3.2 Model comparison with actual pipeline filling event

The comparisons between the field data and the numerical predictions for the filling of CAESB ductile iron pipeline are presented below in Figures 5.22 to 5.24. This 350 mm diameter transmission main has a pump station, and the filling process occurs in two steps. In the first step, the initial 4.4-km extension line is filled by gravity, throttling the upstream butterfly valve so that the inflow rate is limited to $Q^* = 0.18$. In the second step, pumps are turned on and the remainder 2.8 km of the pipeline is filled. The analysis below focuses in simulation of the initial 1,700 meters of the gravity filling. The air valves positioned at x=400 m correspond to a couple of 50-mm, spherical shutter air release valves. The actual discharge area of these valves was not measured, and was calibrated in the numerical model so that the observed air pressure at the discharge point was approximately similar to the measurements.

The pipeline profile is shown 5.21, and the assumed values for the Manning roughness was $n = 0.011$ and for the celerity was 100 m/s. While the anticipated celerity is much larger, the adopted value is adequate considering that the modeling is not focusing on transient pressure issues but instead on pipeline filling. Moreover, the larger celerity helped limit the computational effort for the simulations.

The work by [Vasconcelos et al., 2009b] applied the TPA model that did not incorporate effects of air pressurization to simulate pipeline filling. Figure 5.22 presents a comparison of the pressure head hydrograph measured downstream from the pump station ($x \approx 380m$), and the sample frequency was 4 seconds. One notices that the field measurement signal an increase in the pressure head at about 200 seconds into the simulation and attains a stable level. At about $t > 1100$ s the pressure begins to steadily rise again and will arrive at 8 m when $t > 2700$ s. The results obtained with the traditional TPA model indicate a small pressure (corresponding to the water depth) until about $t = 2300$ s, when the pressure rapidly climbs achieving levels over 7.5 m after $t = 3500$ s. The results obtained with both the proposed model better approach the field measurements. Pressure begins to climb at
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t=500 seconds, and will arrive at 8.0 m for T=2900 seconds (Euler equation model). The UAPH model presents fairly good agreement too, but at $t = 1700$ s it begins to diverge from the solution obtained with the Euler equation, and pressure will attain the 8.0 m only for $t = 3500$ s.

An analogous comparison, this time however focusing on the measured and predicted inflow rate admitted into the pipeline, is presented in Figure 5.24. Flow measurements in the water main were performed with an electromagnetic flow meter, with a sampling frequency of 1 minute. The butterfly valve opening was gradual, and took approximately 4 minutes. The simulation performed with the traditional TPA model (presented in [Vasconcelos et al., 2009b]) reproduced this gradual opening; the results presented here have skipped this for simplicity, assuming the final opening right on the onset of simulation. Flow measurement indicate an initial flow rate slightly above 40 L/s, which will start declining for $t > 1600$ s, stabilizing in 29 L/s when $t=2700$ seconds. Assuming that the flow rate drop is caused by air pressurization (as in the case of the experiments performed in this study), there seems to be a slight inconsistency with the pressure measurements which indicate that pressure begins to climb when for $t > 1200$ s. The cause for this possible inconsistency is not determined. The numerical prediction by the TPA model indicate that the flow rate drop will occur much later, whereas the proposed model indicate the flow rate drop occurring much sooner, as soon as air pressure begins to climb in the pipeline.
Figure 5.21: Real water main’s sketch

Figure 5.22: Field measurements and predicted heads at the upstream ventilation valve of the water main
Figure 5.23: Field measurements and predicted heads at the downstream ventilation valve of the water main

Figure 5.24: Field measurements and flow rates at the upstream ventilation valve of the water main
5.4 Conclusion

This work presented two model alternatives for the modeling of the filling of a water main, together with experimental investigations on the subject with a scale model. Several numerical models have been developed to simulate this problem, however each of them with certain limitations which prevent most of them to be used for practical applications. Also, published data for the expelling of air pockets through an air valve during a refilling process is limited.

This work presented results from a proposed model that couples the Saint-Venant equations and the Euler equations to simulate the filling of water mains accounting for air pressurization. The idea was to better simulate pressure gradients in the air phase, and with this be able to predict the filling events with greater accuracy. While examples presented for the first version of the model were not a precise depiction of the conditions anticipated during water main filling, it served to illustrate the importance of incorporating air pressurization in the computations of water main filling with limited ventilation. Also, it was noted that for the simulation of this type of problem, especially when interface breakdown occurs, the model must account variations in the cross sectional area of the air flow.

With this, the second version of the models incorporated a more sophisticated mathematical model based the Euler equations for the air phase, allowing for variable cross sectional area as well as for air frictional losses. In the second version, both presented numerical models (Euler equations and UAPH approaches) successfully predicted the pressures heads and flow rates for laboratory and field data, which showed both model’s capacity of simulating typical engineering actual conditions. Both models were also able to predict the occurrence of different flow features such as interface breakdown and interaction between bores and depression waves. Also, a comparison between both approaches with actual experimental results showed that, for the range of tested cases in the laboratory as well as for the actual water main case, the UAPH approach can be used instead of the Euler equations model.
with no significant loss of precision and with a gain in implementation simplicity and computational effort. Still, the UAPH model had more crashes and early stops than the Euler equations model, which may prevent certain cases to be properly simulated with UAPH. Improvements still need to be done to account better for the occurrence of interface breakdown and drown inlets, which still cause non physical results. Also functionalities to account for air pocket movement (dragging and flotation) need to be incorporated.

An experimental investigation was performed varying common actual operation parameters, which are the inlet flow rate, pipe slope, and ventilation size. With the results of this investigation, data was provided to calibrate/assess the proposed models and also other researcher’s models still to be developed. A comprehensive analysis of what was observed in the experimental data was also included, clarifying events and features of this type of flow, such as interface breakdowns.

Experimental and numerical results show the importance that ventilation design has on the maximum pressures observed in a system. A considerable increase in the maximum pressure in the system together with an increase in the filling time was observed if ventilation is smaller than adequate. Experiments also showed the sequence of events leading to an interface breakdown in a supercritical filling event, which is:

1. Air pressure increase due to the formation of an air pocket;
2. Inflow rate decreases generating a depression wave; and
3. This depression wave intercepts the pressuring bore and, if strong enough, causes the interface breakdown to happen.

The two main scientific contributions of this work were:

1. Development of a feasible modeling framework to simulate the filling of water mains accounting for air effects; and
2. Demonstration that lumped approach for air phase modeling (UAPH) has comparable accuracy with discretized model based on Euler equations at a much reduced computational effort.

The suggested follow ups working on this topic are:

- Modification on the modeling frameworks to account for air pocket flotation and dragging;

- More generic model implementation to make it possible the simulation more realistic problems with complex geometries and several air pockets;

- Consideration of a wider range of air pocket formation mechanisms; and

- Development of wider range of anticipated boundary conditions in water main filling events; and

- Development of a coupled numerical solution for Euler and Saint Venant equations, possibly based on the HLL Riemann solver.
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