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Abstract 
 

 
 Four computational studies have been performed with various computational techniques 

including density functional theory, post-HF theory, and implicit solvation modeling to 

investigate the dehydrogenation mechanism of LiNH2BH3(s), acid dissociation constants (pKa1, 

pKa2, and pKa3) of polyprotic acids, the dissolution free energy of alkali-metal dianion salts 

(M2X1), and redox potentials of polyboranes.  Theoretical background and computational 

methodology in these studies are introduced in chapter 1.  Chapter 2-5 present four different 

studies exploring condensed-phase properties of inorganic materials including reaction 

mechanisms. 

Chapter 2 reports on the formation of LiNH2BH3 from (LiH)4 and NH3BH3 and their 

subsequent dehydrogenation.  The free energy of activation for loss of H2 is reduced from 37.2 

kcal/mol in NH3BH3 to 11.0 kcal/mol in (LiH)4 + NH3BH3.  Further, H2 elimination from the 

(LiNH2BH3)2 dimer is predicted to be much easier than from the monomer which may suggest 

that a cooperative H2-loss mechanism is possible in solid LiNH2BH3.   

Chapter 3 reports a systematic study of ΔGaq/pKa for monoprotic, diprotic, and triprotic 

acids based on DFT/aug-cc-pVTZ combined with CPCM and SMD solvation modeling.  All 

DFT/cavity set combinations considered showed similar accuracy for ΔGaq
1/pKa1 (70% within 

±2.5 kcal/mol of experiment) while only the M05-2X/Pauling cavity combination gave 

reasonable results for ΔGaq
2/pKa2 when both pKa values are separated by more than three units 

(70% within ±5.0 kcal/mol of experiment).   
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Chapter 4 reports on the dissolution Gibbs free energies (ΔGo
diss) of salts (M2X1) using 

the Conductor-like Polarizable Continuum Model (CPCM) solvation modeling.  The absolute 

solvation free energies of the alkali metal cations (ΔGsolv(M+)) come from the literature, which 

coincide well with half reduction potential versus SHE data.  Lattice free energies (ΔGlatt) of salts 

were determined by three different approaches: (1) volumetric, (2) a cohesive Gibbs free energy 

(ΔGcoh) plus gaseous dissociation free energy (ΔGgas), and (3) the Born-Haber cycle.  Only the 

M05-2X/Pauling combination with the three different methods for estimating ΔGlatt yields the 

expected negative dissolution free energies (ΔGo
diss) of M2SO4.   

Chapter 5 reports the reduction potentials (Eo
Red versus SHE) of hypercloso boron 

hydrides BnHn (n=6-13) and B12X12 (X=F, Cl, OH, and CH3) with CPCM and SMD solvation 

modeling.  The Eo
Red of BnHn

-/2- (n=6-12) with the G4/M06-2X/Pauling (energy/solvation/cavity) 

combination agrees within 0.2 V of experimental values.  The experimental oxidative stability 

(E1/2) of BnXn
2- (X=F, Cl, OH, and CH3) is usually located between the values predicted using 

the B3LYP and M06-2X functionals.  The disproportionation free energies (ΔGdpro) of 2BnHn
- → 

BnHn + BnHn
2- reveal that the stabilities of BnHn

- (n=6-13) to disproportionation decrease in the 

order B8H8
- > B9H9

- > B11H11
- > B10H10

-.  The spin densities in B12X12
- (X=F, Cl, OH, and CH3) 

tend to delocalize on the boron atoms rather than on the exterior functional groups.  The 

partitioning of ΔGsolv(BnHn
2-) over spheres allows a rationalization of the nonlinear correlation 

between ΔGE.A. and Eo
Red for B6H6

-/2-, B11H11
-/2-, and B13H13

-/2-. 
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Chapter 1 
 
 

General Introduction 
 

 
1.1 Density functional theory  

 Density functional theory (DFT) has become a “household tool” for chemists.  However, 

the dawn of density functional theory for chemical science took a series of stepwise advances.  If 

the energy of an electronic system can be separated into a kinetic and potential part, the classical 

potential energy is the simplest form while the kinetic energy of continuous charge distribution is 

less obvious.  Thomas and Fermi used fermion statistical mechanics to derive the kinetic energy 

for the uniform electron gas system as 

 

T [ρ(r)] =
3

10
(3π2)2/3

�
ρ5/3(r)dr

       (1)    

 

T is a function of the density while the density itself is a function of the 3-D spatial coordinates.  

A function whose argument is also a function is called a ‘functional’ and the T becomes a 

‘density functional’.  However, the Thomas-Fermi equation with variational principle is of no 

use in modern chemistry since all molecules are unstable relative to dissociation into their 

constituent atoms.  With a simple approximations of exchange energy (e.x. Thomas-Fermi-Dirac 

model), the early DFT methods were applied widely in the solid-state physics community.  One 

major approximation in the early stage of density functional theory is the interelectronic 

repulsion, which is associated with exchange and correlation.  The density functional theory 

applies the concept of ‘hole function (h(r1;r2))’ to correct the energetic errors (eq 2). 
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�Ψ|
electron�

i<j

1

rij
|Ψ� = 1

2

� �
ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2 +

1

2

� �
ρ(r1)h(r1; r2)

|r1 − r2|
dr1dr2

   (2) 

 

The exact quantum mechanical interelectronic repulsion (left hand side of eq 2) is described with 

the correction for classical repulsion with the hole function, h(r1;r2) (eq 2).  In the one-electron 

case, the function h(r1;r2) is clearly the negative of the density but the exact form of h(r1;r2) in 

the many-electron case becomes hard to determine.  However, the hole functions in many 

electron systems account for exchange and correlations as well as the self-interaction error.  The 

electron-electron repulsion (self-interaction error) in the one-electron system can be solved in a 

Hartree-Fock scheme but the representation of the exchange energy constitutes a major obstacle 

in density functional theory.  In order to apply DFT methods in the chemical sciences, the 

variational principle should be proved.  If we have some well-behaved candidate density for the 

integration of N electrons, this density can be a candidate wavefunction and Hamiltonian 

(Hohenberg-Kohn first theorem).  The energy expectation value is given by 

 

�Ψcandidate|Hcandidate|Ψcandidate� = Ecandidate ≥ E0    (3) 

 

where E0 means the ground state energy.  The challenge is how to select a well-behaved density 

itself while the mappings from density onto the Hamiltonian and wavefunction is available.  The 

machinery to determine the energy directly without recourse to the wavefunction is needed and 

the introduction of Kohn-Sham self-consistent field method is proposed.     

Kohn-Sham scheme is operationally a variant of Hartree-Fock method, where the 

complicated Hartree-Fock exchange operator is replaced by much simpler density functional.1  

The Hartree-Fock is a deliberately approximate theory, which is motivated by an ability to solve 
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the relevant equations exactly.  DFT is an exact theory but the relevant equations should be 

solved approximately since the key operator has an unknown form.  Integration of the exchange-

correlation functional lies at the heart of DFT and gives it an enormous edge, in terms of 

computational efficiency over the Hartree-Fock based ab initio method.  The ground state energy 

E is a functional of ρ and the total energy can be expressed as: 

 

E[ρ] = Ts[ρ] + Vext[ρ] + J[ρ] + Exc[ρ]       (4) 

 

The key to DFT development is the approximate functionals of Exc[ρ] while Ts[ρ] is the kinetic 

energy of an independent electron, Vext[ρ] is the potential energy in the field of the nuclei 

including external perturbation, and J[ρ] is the total Coulomb interaction.  However, there is no 

systematic way to improve Exc[ρ].  The first success of DFT for practical purposes came with the 

use of the local density approximation (LDA), in which the function for the uniform electron gas 

density ρ is integrated over the whole space: 

 

ELDA
xc =

�

σ

�
�unifxc (ρσ)ρσ(r)

4/3dr
      (5) 

  

Incorporation of the uniform exchange-correlation energy distribution per unit volume is 

responsible for the early success of DFT in solid-state physics but the uniform electron gas 

model frequently produces unsatisfactory results in chemical applications.  The most distinct 

improvement of the LDA approach is achieved by introduction of thr electron density gradient 

∇ρ, which is suitable to present non-uniformity of atomic and molecular densities.   The 

correction is collectively referred to as generalized gradient approximation (GGA), which is 



 4 

expressed in terms of an enhancement factor over the exchange-correlation energy of the 

uniform electron gas.  The total exchange-correlation energy takes the form: 

 

 
EGGA

xc = ELDA
xc −

�

σ

�
FGGA
xc [ρσ,∇ρσ]ρσ(r)

4/3dr
    (6) 

 

Due to the absence of a unique function for FGGA
xc , a number of GGA exchange-correlation 

functionals have been proposed.  In practice, the Exc[ρ] can be presented as the sum of an 

exchange functional (Ex) and a correlation functional (Ec) which depend on the electron density.  

Therefore, any exchange functional can be combined with various correlation functionals.  The 

separation of exchange functional introduces the application of the Hartree-Fock exchange term 

with the DFT correlation functional, the so-called hybrid DFT method.  For hybridization, a 

useful method is to apply the extent of interelectronic interaction, λ through the Hellmann-

Feynman theorem (eq 7).  

 

EXC =

� 1

0
�Ψ(λ)|VXC(λ)|Ψ(λ)�dλ

       (7) 

 

Figure 1 describes the decomposition of exchange-correlation energy with the variable, λ.  The 

area A can be produced with the Hartree-Fock exchange (EHF

C ) since the expectation value of 

VXC is the exact exchange for the non-interacting system and can be computed in a Hartree-Fock 

calculation (Figure 1).  The remaining area (B) is a portion of �Ψ(1)|VXC(1)|Ψ(1)� − EHF

X , which is 

the second rectangle on top of A (Figure 1).  The challenge is that not only do we not know the 

portion (z) but also the expectation value of the full interacting exchange-correlation potential.  If 
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the empirical constant of z is to be optimized, a convenient approximation of EXC can be 

estabilished.  The total area under the expectation value (VXC) curve in Figure 1 (A+B) is given 

by  

 

EXC = EHF

X
+ z(EDFT

XC
− EHF

X
)       (8) 

 

EXC = (1− a)EDFT

XC
+ aEHF

X        (9) 

 

 

Figure 1.  Schematic diagram for the evaluation of exchange-correlation energy (EXC). The area 

under the curve is the sum of expectation value of Hartree-Fock exchange operator for 

non-interacting system and the corresponding value from an approximated DFT 

calculation for <ψ(1)|VXC(1)|ψ(1)> .  

 

where another variable a=1-z is defined (eq 8 and 9).  This analysis is also called the adabatic 

connection method (ACM) and we can conveniently connect the non-interacting and fully 

interacting state.  The most primitive constant is a=0.5 so called half-half method and later one 
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applies multiple constants to the ababatic connection method.  One of the proposed three-

parameter functional is given with the introduction of LSDA (Local Spin Density 

Approximation) term and Becke 88 exchange functional (eq 10). 

 

EB3PW91
XC

= (1− a)ELSDA

X
+ aEHF

X
+ b∆EB

X
+ ELSDA

C
+ c∆EPW91

C   (10) 

 

The LYP (Lee-Yang-Parr correlation) functional, which is designed to compute the full 

correlation energy, replaces the PW91 functional and the most popular hybrid DFT method 

emerges so called B3LYP (eq 11). 

 

EB3PW91
XC

= (1− a)ELSDA

X
+ aEHF

X
+ b∆EB

X
+ (1− c)ELSDA

C
+ c∆ELY P

C  (11) 

 

Without reoptimization of the three parameters in eq 10, the BLYP method presents remarkabley 

good performance in the early stage of DFT applications for general chemical research.  The 

serendipitous success in computational chemistry is very rare but the overall performance of 

BLYP for molecular science has been impressive until the issue of intermolecular interaction 

emerged. 

 

1.2 Meta-GGA functional 

 The ultimate goal of DFT method development is the generation of a totally non-local 

density functional and the logical next step in functional improvement is to take into account the 

second derivatives of the electron density, ie., the Laplacian.  Such functionals are termed meta-

GGA functionals.  However, numerically stable calculation of the Laplacian of density is 
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techanically challenging.  An alternative meta-GGA is implemented with the introduction of the 

kinetic energy density τ, which is defined as: 

 

τσ(r) =
1

2

occup�

i

|∇Ψiσ(r)|2
        (12) 

  

Em−GGA
xc = ELDA

xc −
�

σ

�
FGGA
xc [ρσ,∇ρσ, τ ]ρσ(r)

4/3dr
   (13) 

 

where the Ψ is self-consistently determined from Kohn-Sham orbitals.  The Truhlar group 

performed the most active development of meta-GGA functionals, which is represented by M05, 

M05-2X, M06, and M06-2X.2  Truhlar group’s meta-GGA method also applies hybrid DFT 

scheme with the Hartree-Fock exchange term: 

 

Ehybrid

xc
=

X

100
EHF

x
+ (1− X

100
)EDFT

x
+ EDFT

c      (14) 

 

Ehybrid

xc
= EHF

x
+ (1− X

100
)(EDFT

x
− EHF

x
) + EDFT

c     (15) 

 

Where EHF

x  is the nonlocal Hartree-Fock exchange energy, X is the percentage of Hartree-Fock 

exchange in the hybrid functional, EDFT
x  is the local DFT exchange energy and EDFT

c is the local 

DFT correlation energy. EDFT
c gives the dynamical correlation energy and the nondynamical 

correlation energy is contained in (1-X/100)( EDFT
x  – EHF

x ).  The optimization of X along with the 

parameters in new functionals is the main task in hybrid meta-GGA development.  With the 
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improvement of the thermochemistry, kinetics, and reaction barrier height, and transition metal 

chemistry the most important impact of meta-GGA approach is the advanced description of 

intermolecular interactions, which is governed by the medium range correlation energy.  The 

B3LYP functional is known to be good for the determination of molecular geometry but the 

isomerization energy calculation is beyond the current chemical accuracy.3  Non-covalent 

interactions in molecular systems are almost ubiquitous in every chemical applications and the 

meta-GGA approach presents an alternative calculation method for dispersion interactions using 

affordable computational resources.   

 

1.3 Dispersion correction for density functional theory 

 A general drawback of all common GGA functionals including hybrid DFT functionals is 

that they cannot describe long-range electron-correlations.  The long-range electron-correlation 

is responsible for the van der Waals (dispersion) force of many chemical systems.  Practically 

any conventional DFT can be modified with the empirical correction for dispersion with a C6•R-6 

term, which is so called DFT-D.  The successful application of DFT-D needs consistent atomic 

parameters (C6 coefficients) for all elements of the periodic table.  The GGA functionals for 

DFT-D method are pure GGA functionals while the meta-GGA functionals frequently use a 

hybrid approach together with Hartree-Fock method.3  The total energy of DFT-D is given by  

  

 EDFT−D = EKS−DFT + Edisp       (16) 

 

Where EKS-DFT is usually the Kohn-Sham energy and Edisp is an empirical dispersion energy 

given by 
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Edisp = −s6

N�

i=1

N�

j=i+1

Cij
6

R6
ij

fdmp(Rij)

      (17) 

 

N is the number of atoms in the system.  C
ij
6  is the dispersion coefficient for atom pair ij while s6 

is a global scaling factor which depends on the choice of density fuctionals.  The calculation of 

Cij
6  is available from the geometric mean (Cij

6 =
�
Ci

6C
j
6) of the form.  Rij is an interatomic distance.  

The incorporation of the damping function for small Rij is mandatory to avoid near-singularities.  

The fdmp(Rij) is given by 

 

fdmp(Rij) =
1

1 + e−d(Rij/Rr−1)        (18) 

 

where Rr is the sum of atomic van der Waals radii.  Grimme’s group has developed a C6 

parameter for atoms and a s6 scale factor for GGA functionals.4  Since the dispersion interaction 

is important to the interaction in crystal, DFT-D/planewave approach5 is applied for the periodic 

boundary system with the real space summation scheme for dispersion interaction given by 

 

Edisp = −1

2

�

ij

C6ij [
�

−→
R

|−→rij +
−→
R |−6fdamp(|−→rij +

−→
R |)]

    (19) 

 

fdamp(|−→rij +
−→
R |) = s6[1 + exp[−d(

|−→rij +
−→
R |

r0
− 1)]]−1

    (20) 
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where −→rij = (−→rj −−→ri ) is the atom-atom distance vector, −→R = (l−→a +m
−→
b + n−→c ) is the lattice vector.  

Parameter d tunes the steepness of the damping function.  In order to cover long-range dispersive 

interactions, the inner summation of eq 11 runs over the lattice parameters until the |−→rij +
−→
R | 

becomes larger than 100 Å. 

 

1.4 Pseudopotential  

 Hellmann8 introduced first the approximation of pseudopotential with orthogonality to all 

the core states.  The pseudopotential approximation has been popular since the complicated 

effects of the motion of core electrons of an atom are replaced with a simplified effective 

potential (Figure 2).  

 

Figure 2.  The wavefunction in the Coulomb potential of the nucleus (blue) and pseudopotential 

(red).  At a certain cutoff (rc), the real and pseudo wavefunction and potentials match 

each other.  
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The nuclei are rigid non-polarizable (frozen) ion cores while the valence electrons are described 

with nodeless pseudo-wavefunctions.  The pseudopotential approach successfully applied to 

condensed phase properties including solution state because using a pseudopotential reduces the 

size of the basis set and the number of electrons.  Recent development of relativistic 

pseudopotentials allows application to heavy-atom systems.9  The general idea behind the 

pseudopotential approximation is that the exact Hamiltonian (Hexact) can be replaced with an 

effective Hamiltonian (Hpp) with a pseudopotential operator Vpp.  For example, the molecular 

pseudo-Hamiltonian (Hv) is given by 

 

Hv = −1

2

nv�

i

∇2
i +

nv�

i

nc�

a

[V a
pp(rai)−

Qa

rai
] +

Nc�

a<b

QaQb

rab     (21) 

 

with nv the number of valence electrons and Nc the number of cores (nuclei), and the indices a,b 

are applied to all cores, Qa is the charge of core a and the last term of eq 21 is the classical core-

core repulsion induced by point charges.  Here Vpp is the one-electron pseudopotential operator, 

which separates valence eletrons from core region.  The pure ionic core part of the 

pseudopotential (V PP,ion
l (r)) is represented with Hartree, exchange-correlation, and screened 

pseudopotential (V PP,scr
l (r)) terms. 

 

V PP,ion

l
(r) = V PP,scr

l
(r)− V PP

Hartree
(r)− V PP

xc
(r)    (22) 

 

V PP,scr
l (r) = �l −

l(l + 1)

2r2
+

1

2rϕPP
l (r)

d2

dr2
rϕPP

l (r)
    (23) 
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It should be noted that different pseudopotentials should be used for different exchange-

correlation functionals.  Norm-conserving pseudopotentials, which are originated from the 

orthogonalized planewave approximation,10 are constructed from Kohn-Sham rather than 

Hartree-Fock equations and are dependent on the functionals used.  The norm-conserving 

pseudopotential enforces the condition that no significant overlaps exist between core and 

valence wavefunctions.  The nonlinear core correction11 or semicore electron inclusion12 deals 

with a situation where overlap is non-negligible.  If all above works well, the norm of 

pseudopotential is identical to its corresponding all-electron wavefunction.13  The development 

of ultrasoft pseudopotential introduces a relaxation of the norm-conserving constraint with the 

reduction of basis set.14  However, incorporation of norm-conserving pseudopotential and ultra-

soft pseudopotential is applicable to any system.  

  

1.5 G4 level of theory – a composite method  

 Accurate prediction of thermochemistry data has been attempted using various high-level 

ab initio computations.   The Gaussian-n(Gn) theories (n=1,2,3 and now 4) employ a series of 

calculations with different levels of accuracy and basis sets to approach exact energy of system.6  

The Gaussian-4 (G4) theory is a composite method with a sequence of well-defined ab initio 

calculations.7  The each steps in G4 theory are as follows. 

 

(1) The molecular geometry of equilibrium structure is obtained by B3LYP/6-31G(2df,p) 

while G3 theory use the MP2(full)/6-31G* level.   
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(2) The harmonic frequency of equilibrium structure is calculated using B3LYP/6-

31G(2df,p) and scaled by an empirical factor of 0.9854.  The zero-point energy (ZPE) 

uses this harmonic frequency calculation. 

(3) The new step in G4 is the Hartree-Fock energy limit (HF/limit).  HF/limit uses two-point 

extrapolartion scheme and Dunning’s aug-cc-pv(n)z basis sets ( EHF/limit(n,n+1) = (EHF/n+1 

– EHF/n exp(-α))/(1-exp(-α)) ).  The best n is 4 and α =1.63 is adequate for the G3/05 test 

set.  

(4) 4 single-point energy calcualtions are incorporated after the MP4/6-31G(d) calculation.  

A correction for diffuse function (ΔE(+) = E[MP4/6-31+G(d)] – E[MP4/6-31G(d)]), a 

correction for higher polarization function (ΔE(2df,p) = E[MP4/6-31G(2df,p)] – 

E[MP4/6-31G(d)]), a correction for correlation effects beyond a fourth-order perturbation 

theory using cupled cluster theory (ΔE(CC) = E[CCSD(T)/6-31G(d)] – E[MP4/6-

31G(d)]), and a correction for larger basis set effects including the nonadditivity from 

basis set extension, diffuse fuction, and polarization function (ΔE(G3LargeXP) = 

E[MP2(full)/G3LargeXP] – E[MP2/6-31G(2df,p)] – E[MP2/6-31+G(d)] + E[MP2/6-

31G(d)]) are applied. 

(5) The energy in step 4 is combined with a correction for the HF limit (step 3).  The 

computed atomic spin-orbit corrections ΔE(SO) for first and second row of element are 

applied while experimental spin-orbit correction are applied for third row atomic species.  

The combined energy is E(combined) = E[MP4/6-31G(d)] + ΔE(+) + ΔE(2df,p) + 

ΔE(CC) + ΔE(G3LargeXP) + ΔE(HF) + ΔE(SO).  

(6)  The electronic energy of G4 level of theory (Ee) is the sum of E(combind) and E(HLC).  

The form of HLC is the same as for the G3 theory except for two additional parameters 
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(A’ and E).  The A’ parameter accounts for deficiencies in pairs of electrons in the case 

of radical molecular species and ions.  The value of E is determined by minimization of 

the root mean square deviation of the energies in G5/03 test set.     

(7) Finally, the total energy at 0 K is obtained using ZPE from step 2, E0(G4) = Ee(G4) + 

E(ZPE).  Here the energy E0 is referred to as the “G4 energy”. 

 

1.6 Electron propagator thery 

 Ionization energy and electron affinity are indispensable properties in chemistry and 

physics.  Koopmans15 proposed that the first ionization energy of a molecule was equal to the 

negative of the orbital energy of the HOMO level.  However, the Koopmans Theorem is based 

on restricted Hartee-Fock theory and the frozen orbital approximation should be applied which 

means the orbitals of the ions are identical to those of the neutral molecule.  Thus, the main 

source of error from Koopmans Theorem comes from the orbital relaxiation and electron 

correlation.  The introduction of electron propagator coupled with Dyson orbitals includes the so 

called self-energy (energy-dependent nonlocal operator) and advances the computation of 

electron binding energy (eq 15).16  

  

[f +
�

(�i)]φ
Dyson
i (x) = �iφ

Dyson
i (x)      (24) 

 

The nonlocal operator 
�

(�i) describes electron relaxation and correlation which is neglected by the 

Hartree-Fock operator, f.  For electron binding energy, the Dyson orbitals are given by  

 

φIP,Dyson
i (xN ) =

√
N

�
ΨNΨ∗

i,N±1dxN±1
     (25) 
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Here, Dyson orbital describes the wavefunction of N-electron and N±1 electron and makes it 

possible to compute the ionization energy/electron affinity from a single-point calculation since 

the eigenvalue �i of Dyson equation (eq 24) corresponds to electron binding energy of molecule.  

Still, the off-diagonal matrix elements of the self-energy operator in the HF basis remain and 

leads to the simpler quasi-particle espression (diagonal approximation).17  The electron binding 

energy in the quasi-particle approximation reads �HF

i  + ∑ii(E) = E where �HF

i  is the ith canonical 

Hartree-Fock energy.  The outer valence Green’s function (OVGF) method is one of the popular 

approaches with electron propagator theory now.  It is natural to introduce an indicator of the 

qualitative validity of this approximation, pole strength pi defined as follows; 

 

pi =

�
|φDyson

i (x)|2dx
        (26) 

 

The Dyson orbital within the diagonal approximation is simply proportional to a normalized, 

canonical Hartree-Fock orbital such that 

 

φDyson

i
(x) =

√
piψ

HF

i
(x)        (27) 

 

The pole strength takes values between zero and unity.  If the Koopmans theorem works well for 

the ioninzation process, pole strength is very close to 1.0 while less than 0.85 needs nondiagonal 

analysis of energy poles.  A similar idea to Koopmans theorem exists in DFT method for relating 

the exact first vertical ionization energy and electron affinity to the HOMO and LUMO energies.  

However, the error is much larger than that of the Koopmans theorem ( > 2.0 eV) and greatly 

depends on the choice of exchange-correlation functional.18  OVGF theory can estimate the 
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electron attachment energy of monoanion to form dianion using β–LUMO orbital energy and it 

provides an alternative way to determine electron affinity of dianion when the electron 

attachment of monoanion to form dianion is unstable.   

 

1.7 Implicit solvation modeling 

An explicit treatment of solvent would require that 100s-1000s of solvent molecules 

surround the solute.  In a continuum model, the charge distribution of the solvent is replaced with 

a continuous electric field that represents a statistical average over all solvent degrees of freedom 

at thermal equilibrium.  For polar solute and solvent, the electrostatic interaction with induction 

is dominant but the cavitation, exchange repulsion, and dispersion attraction also play a role.  

Since the short-range interaction (cavitation, repulsion, and dispersion) is of quantum nature, ab 

initio computation is usually combined with the continuum model for solvation. The bulk 

dielectric constant �, which is a macroscopic measurement of polarizability, is applied to the 

continuous polarizable medium.  With the presence of a dielectric, the electrostatic potential 

between solute and solvent is screened (weakened) and the simplest representation of the 

solvation free energy (∆Gsolv) is given by 

 

∆Gsolv = −1

2
(
�− 1

�
)
Q2

R         (28) 

 

where Q is a point charge and R is the cavity radius.19  Instead of a charge, one can apply a 

dipolar distribution having a dipole moment µ, which is so called Kirkwood-Onsager equation in 

atomic units (eq 29).20  
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∆Gsolv = −1

2
[
(2�− 1)

(2�+ 1)
]
µ2

R3         (29) 

 

The solute dipole moment is µ = µ0, + αF where µ0 is the permanent solute dipole moment 

determined in the gas-phase.  The αF term is the additional solute moment that is induced by the 

reaction field F.  Thus, the mutual polarization between solute and solvent continues until a self-

consistent equilibrium is achieved.  This introduces the notion of a self-consistent reaction field 

(SCRF).  The nature of self-consistent in a continuum model is easy to apply to the Schrodinger 

equation (eq 30). 

 

{H − 1

2
(
2(�− 1)

(2�+ 1
)
< Ψ|µ|Ψ >

a3
} = EΨ

      (30) 

 

For the usual gas-phase Hamiltonian (H), the Hartree-Fock and DFT operators can be easily 

applied with the perturbation of solvation (eq 30).  However, it should be noted that the ∆Gsolv in 

eq 28, 29, and 30 is purely electrostatic with polarization and the determination of R still 

arbitary.    

 One of the standard implicit solvation models is the polarizable continuum model (PCM) 

which was developed by the Tomasi group.21  A distinct advantage of the PCM model over the 

Kirkwood-Onsager equation is that  the non-electrostatic interaction is applied to the 

determination of  ∆Gsolv (eq 31). 

 

∆Gsolv = ∆Gcav +∆Gelec +∆Gdisp +∆Grep +∆Gtm    (31) 
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The terms ∆Gelec, ∆Gdisp, and ∆Grep originate from the QM level treatment of polarization, 

induction, and electron exchange contributions while ∆Gcav needs geometrical nuclear 

parameters to define the shape and size.22  ∆Gtm represents a thermal motion contribution given 

by 

 

∆Gtm = RTln(
qrot,gqvib,g
qrot,sqvib,s

)−RTln(
nsolute,gΛsolute,g

nsolute,sΛsolute,s
) + P∆V

  (32) 

  

Terms qrot and qvib are the micropartition functions of the rotation and vibration states of the 

solute.  nsolute is the numerical density of the solute while Λsolute means the momentum partition 

function.  The last P∆V term is negligible in most case since its value is normally less than 0.001 

kcal/mol.23  The first two terms in eq 32 are also negligible unless the solvation process 

accompanies the chemical association or dissociation process with relatively weak interactions.24  

Thus, ∆Gtm is usually ignored for the any popular derivatives of the PCM approach.   

 For ∆Gcav, the scaled particle theory (SPT) based on the surface tension of solute has 

been successfully applied in numerous cases.25  After charging the portion of solute (cavity), the 

solvent density is kept constant to guarantee that the cavity volume is infinitely small with 

respect to the bulk solvent.  The remaining issue is how to determine the boundary between the 

solute and solvent, the so called cavity radii.  Histocally, simple spherical and ellipsoidal shapes 

were applied but these simple models ignored many of the stereochemical details of the molecule 

(eq 28 and 29).19,20  Still, the generalized Born model is popular in the biochemistry community 

because of its simple and fast analytical solution of the electrostatic equations.  In the original 

version of  PCM model, the cavity radii (Rα) is proportional to the van ver Waals radii (eq 33).   
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Rα = fR(vdW )
α          (33) 

 

An initially proposed factor of f = 1.2 was used to evaluate the electrostatic term with neutral 

solutes.24  However, the existence of a sharp corner-like crevice can lead an infinite electric field, 

which is a problem when evaluating numerical solution.  The solvent accesible surface (SAS) 

rolls a probe sphere (radius of solvent) on van der Waals surface (VWS), originated from 

Bondi’s atomic radii set (Figure 2).26  Since the SAS traces out the surface defined by the center 

of the rolling probe, the SAS surface nauturally removes the inaccessible crevices.  The solvent 

excluded surface (SES) use the surface defined by the inward facing part of the probe instead of 

the center while the crevices are smoothed with reentrant surface (thick black line in Figure 3).  

 

Figure 3.  Illustration of the cavities based on interlocking spheres.  The solvent accessible 

surface (SAS) rolls a probe sphere (solvent, dotted green) over the solute spheres, 

tracing out the surface defined by the center of the rolling probe.  The solvent 

excluded surface (SES) traces out the inward facing part of the probe.  The reentrant 

surfaces (black) remove the inaccessible crevices and also smooth out the cavity 

shape.  
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The first and most famous algorithm to calculate the SES has been proposed by Connolly, which 

is called the Connolly surface.27  This region, which is enclosed in the SES but not in VWS, is 

called the solvent excluded volume.  The Connolly algorithm is applied directly to any molecular 

modeling fields but it has been rarely used in combination with the PCM model since the good 

graphical rendering needs substaintial computational resources.  GEPOL method28 and 

tessellation technique29 are applied to build a cavity boundary using SES.  In the GEPOL 

approach, the solvent excluded volume is approximated by a set of supplementary spheres, 

which are defined through a recursive algorithm.  The number, position, and radius of these 

spheres are changed with the molecular geometry.  The generated molecular surface should be 

suitable to the boundary element method to build reaction field.  The partitioning of surface 

makes tesserae (a function of surface area, sampling point �s  and a unit outword vector n̂ at the 

sampling point).  Partitioning of a sphere with respect to the molecular symmetry enables a 

symmetry-reduced cavity and the PCM method can consider the molecular symmetry restriction 

in solvation.  Alternatively, one can generate the cavity surface using a constant solute electron 

density.  This method has the avantage of smoothing the surface and the solute molecule 

automatically determines the shape.  However, the only parameter, the isosurface of electron 

density contour level, is arbitrary even though 0.001 au is generally accepted.  

 Different algorithms for slightly differnet physical and mathmetical models have been 

proposed to determine the solvation charges qi with the general expression given by Dq = -b 

where the column vector q collects the solvation charges.22  D is a square matrix of dimensions 

equal to the number of tesserae, depending on the dielectric constant (ε)  and on the tesserae 

geometrical parameters.  It represents the electrostatic interaction matrix between the 
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polarization charges.  In the dielectic polarizable continuum model (DPCM), the matix element 

Dij contains the electrostatic field that qi exerts on qj.  Dij depends on the inverse of the square 

modulus of the distance between the charges |rij|2 while the column matrix b collects the normal 

components of the solute electrostatic field on tesserae.  For conductor-like polarizable 

continuum model (CPCM), the matrix element Dij contains electrostatic potential between qi and 

qj charges and it depends on the inverse of the modulus of the distance |rij| while the column 

matrix b collects the solute electrostatic potential on the tesserae.  Dij for the integral equation 

formalism PCM (IEFPCM) is a combination of the potential and electrostatic field between 

charges.  The column matrix b for IEFPCM can contain either solute potential or solute potential 

plus electrostatice fields on tesserae.  For a high dielectric solvent with insignificant charge 

penetration, CPCM and IEFPCM give nearly the same results using similar way of cavity 

construction, while DPCM gives better results than CPCM.  However, the determination of the 

cavity is the most important factor in many cases.  Bondi26 and Pauling tabulated van der Waals 

radii sets for atoms using crystallographic data.  Later, the atomic radii for UFF force field were 

applied to tabulate the atomic radii, which was missing in Bondi and Pauling tabulation (UFF 

cavity set).31  In the united atom model, hydrogens are enclosed in the sphere of the heavy atom 

to which they are bonded.  The UA0 model is the united atom model with heavy atom radii 

(every atom radii except hydrogen radii) of UFF force field.  The UAHF and UAKS models are 

the united atom models on radii optimized for HF/6-31G(d) and PBEPBE/6-31G(d) levels of 

theory respectively.  All radii for cavity generation is based on the neutral atomic volume while 

the Pauling model, actually Merz-Kollman radii (not the van der Waals radii by Pauling) is 

defined to determine the electrostatic potential of ions.32  
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1.8 Thermodynamic properties – macroscopic and microscopic connection 

 One needs to connect the results from electronic structure calculation to the 

thermodynamic ensemble properties like enthalpy and free energy.  The first step in the 

transition from the microscopic to the macroscopic regime is initiated with the Born-

Oppenheimer potential energy surface, which is classically constructed although the energies of 

various points are determined from QM calculations.  The motion of the nuclei on this surface is 

accounted for in a QM method and the energy is tied up in molecular vibration since the lowest 

vibrational energy level for any bound vibration is not zero even when close to absolute zero (0 

K).  With the harmonic oscillator approximation, the internal energy at 0 K (U0) for a molecule is 

given by  

 

U0 = Eelec +
mode�

i

1

2
hωi

        (34) 

 

where Eelec is the energy of the stationary point on the Born-Oppenheimer potential energy 

surface.  ωi is the vibrational frequency and h is the Plank constant.  The sum of all vibrational 

energies in eq 34 defines the zero-point vibrational energy (ZPVE).  For the canonical ensemble 

(N,V,T), the partition function from the ideal gas model can be written as  

 

q(N,V, T ) =
[q(V, T )]N

N !         (35) 

 

q(V, T ) = qelec(T )qtrans(V, T )qrot(T )qvib(T )     (36) 
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where q represents the molecular partion function.  For a large value of N (quantum 

mechanically indistinguishable particles), using Stirling’s approximation, the molecular partition 

function becomes additive with following terms (eq 37). 

 

ln[Q(N,V,T)]≈N{ln[qelec(T)] + ln[qtrans(V,T)]+ln[qrot(T)]+ln[qvib(T)]}-NlnN+N (37) 

 

The simplest partition function to be calculated is the electronic partition function (qelec) since it 

makes no significant contribution to closed-shell singlet molecules at temperature below 

thousands of degrees.  If I define the ground state for each energy component to have an energy 

of zero, the electronic component of internal energy U and entropy S are given by 

 

Uelec = 0          (38) 

 

Selec = Rln(2S+1)          (39) 

 

where R is the gas constant (NAkB =  R) and S is the spin multiplicity.  Thus, for closed-shell 

singlet states, Selec always becomes zero.  However, the qtrans and qrot molecular partition function 

are free of any requirement to perform an electronic structure calculation.  For an ideal, the qtrans 

and qrot for non-linear molecule contribute 3/2RT each to overall molecular partition function 

while the entropy contribution is given by 

 

So
trans = R(ln[(

2πMkBT

h2
)3/2V o] +

3

2
)
      (40) 
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So
rot = R(ln[

√
πIAIBIC

σ
(
8π2kBT

h2
)3/2] +

3

2
)
     (41) 

 

where M is the molecular mass and IA, IB, and IC are the principal moments of inertia.  The pure 

rotations in molecule itself are represented σ.  So denotes the standard state given by one mole of 

an ideal gas at 298K and 1 atm pressure (Vo =24.5 L).  Thus, the most important molecular 

partition function for evaluation of an ensemble quantity through ab intio computation is the 

vibrational partition function. Using the harmonic oscillator assumption, the full vibrational 

partition function can be expressed as 

 

qvib(T ) =
3N−6�

i=1

(
1

1− e−hωi/kBT
)
       (42) 

 

For a linear molecule, the upper limit of the product series would be 3N-5.  The vibrational 

components of the internal energy and entropy are given by  

 

Uvib = R
3N−6�

i=1

hωi

kB(ehωi/kBT − 1)       (43) 

 

Svib = R
3N−6�

i=1

[
hωi

kBT (ehωi/kBT − 1)
− ln(1− e−hωi/kBT )]

   (44) 

 

Based on optimized geometry, the vibration frequencies from any practical ab initio computation 

can yield the contribution of the vibrational partition function for internal energy and entropy.  
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The sum of eq 39, 40, 41, and 44 represents the absolute entropy (So), which is directly 

comparable to experimental values. 
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Chapter 2 
  
 

Mechanistic Study of LiNH2BH3 Formation from (LiH)4 + NH3BH3 and Subsequent 

Dehydrogenation 

 
 

2.1 Introduction 

 Hydrogen is ubiquitous, but bottling this gas may be the most challenging step for a 

hydrogen economy because the low density (and boiling point) of H2 makes it difficult to store in 

compressed or liquefied form.  Ammoniaborane (NH3BH3) is attracting a great deal of attention 

as a chemical storage system.  It contains 19.6 wt% of H2, which is larger than the 9.0 wt% target 

set by the U.S. Department of Energy for 2015.1  Unlike CH3CH3, the first dehydrogenation of 

the NH3BH3 molecule is exothermic due to the conversion of an N-B dative bond into an N=B 

double bond.2,3  However, this exothermic character vanishes as more hydrogen is generated 

since aminoborane (H2N=BH2) and iminoborane (HN≡BH), which have multiple bonds between 

nitrogen and boron, become endothermic for hydrogen release.2  In terms of reversibility, 

NH3BH3 still requires further study to improve sustainable hydrogen storage systems.  By using 

solid state quantum simulation, Miranda and Ceder4 showed that dehydrogenation from both the 

polymeric ammoniaborane and cyclotriborazane were exothermic (approximately -10 kcal/mol), 

implying that rehydrogenation may be difficult at moderate H2 pressures.  Thus, the full amount 

of hydrogen in NH3BH3 may not be available as a relevant energy source.  Some recent studies 

have attempted to improve hydrogen generation from NH3BH3 through a catalytic process.3,5-8  

However, these storage systems, which need solvent or catalyst, have a significantly lower 

storage capacity.  Meanwhile, LiH/LiNH2 mixture and their derivatives are also attracting 

attention as hydrogen storage systems,9-14 and several mechanistic studies have appeared.14-16  
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Typically, dehydrogenations in these systems are achived through a ball-milling process, which 

does not require a solvent for operation.  However, high thermal stability limits their use as a 

practical storage system.  Many attempts have been made to lower the thermodynamic barriers of 

these hydride or amide derivatives through high-pressure polymorphism,17 self-catalyzing 

material,18 mixed alkali metal,19 partial substitution of Li by K or Mg,20 vacancies on the 

surface,21 autocatalysis of NH2BH2,22 and N-heterocyclic carbene23 but still only partial 

successes have been reported.  Recently, Xiong et al.24 reported a new storage system using ball 

milling of NH3BH3 and LiH powder (Table 1), through formation of a lithium amidoborane 

(LiNH2BH3) crystal.  This process generates about 15.6 wt% of hydrogen (NH3BH3 + LiH → 

LiN≡BH + 2H2) at 90 oC which is a milestone for practical application of chemical storage, since 

polymer electrolyte membrane (PEM) fuel cells are limited by this operation temperature.25  

Kang et al.26 used a similar temperature (100 ~ 120 oC) to achieve a 10.4 wt%  dehydrogenation 

from a ball-milling process (Table 1).   

 

Table 1. Reported H2 wt% for the Thermal Decomposition from NH3BH3 + LiHa  

Decomposition Xiong et al.b  Kang et al.c 
loss of 1st H2 5.2 wt% at 90oC  5.2 wt% at 100oC 
loss of 2nd H2 5.2 wt% at 90oC  5.2 wt% at 100oC 
loss of 3rd H2 5.2 wt% at 90oC  4.1 wt% at 200oCd 

aKang et al. used NH3BH3 + LiH as their reference to calculate H2 wt% while Xiong et al. used 
LiNH2BH3 to report H2 wt%.  Thus, the value of 10.9 wt% reported by Xiong et al. corresponds 
to the 2nd and 3rd dehydrogenation in this table with LiNH2BH3 as the reference.  bReference 24.  
cReference 26.  dCalculated from the reported reaction of NH3BH3 + LiH → LiNBH1.4 + 2.8H2.  
The isothermal decomposition behavior was not reported at 200oC. 
 

However, they reported that a higher temperature was required to reach the final product 

(LiNBH1.4) which would correspond to a total wt % of 14.5.  Thus, the two experimental studies 
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report very similar results for the loss of the first two hydrogen molecules, but differ on the loss 

of the third hydrogen.  In both studies, LiNH2BH3 does not generate borazine derivatives, which 

are undesirable by-products for hydrogen storage.  Typically, NH3BH3, which tends to hydrolyze 

in acid (a process catalyzed by metals or promoted by solid acids), is very stable in neutral or 

basic aqueous solution.1  Dixon and co-workers have suggested several catalytic processes using 

the Lewis acid BH3,27 alane,28 acid initiation of NH3BH3,29 (NH3BH3)2,30 and ammonia 

triborane.31  Interestingly, a LiH and NH3BH3 mixture can generate three molar equivalents of H2 

without additional catalyst, which is advantageous since the catalyst would lower the wt% 

capacity of H2 storage.  Here, a thorough study of the mechanism of LiNH2BH3 formation and its 

subsequent dehydrogenation is presented based on ab initio computational quantum chemistry 

where the formation of LiNH2BH3 and the number of reversible dehydrogenation steps available 

from its decomposition are explored.  Hopefully, this study can provide clues for advancing 

hydrogen storage, either through solid-state dehydrogenation or its catalytic promotion. 

 

2.2 Computational Details 

 Due to the systematic underestimation of reaction barrier heights by density functional 

theory (DFT) and overestimation of barrier heights by the MP2 formalism, all stationary points 

are calculated at the CCSD(T)/6-311++G(3d,2p)//MP2/6-311++G(2d,p) level using the 

Gaussian03 package.32  Simplified intrinsic reaction coordinates (IRC) are used to confirm the 

identity of reactant and product from a transition state.  The nature of the stationary points was 

determined with vibrational analysis at the MP2 level.  Zero-point energies, heat capacity 

corrections, and T∆S contributions at the MP2/6-311++G(2d,p) level were combined with 

single-point energies at the CCSD(T)/6-311++G(3d,2p) level to yield free energies at 298 K.  
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This level of theory is expected to yield a potential energy surface within about 1 kcal/mol of the 

complete basis set limit.30  Unless otherwise indicated energy values in the text will be free 

energies at 298 K.  Figures will present relative free energies at 298 K followed by enthalpies at 

298 K in parentheses. 

 

2.3 Results 

 The reaction of NH3BH3(s) + LiH(s) in the ball-milling process at 90 oC releases one 

mole of H2 per mole from a 1:1 mixture of NH3BH3 and LiH (eq 1).24  NaH, which has the same 

ability to generate hydrogen through the formation of NaNH2BH3, has a smaller total weight 

capacity (7.5 wt%) than LiNH2BH3 (10.9 wt%) under the same conditions.  

 

 NH3BH3(s) + LiH(s) → LiNH2BH3(s) + H2(g)       (1) 

 

The nature of solid NH3BH3 and LiH are very different.  In NH3BH3 the intermolecular 

interactions (dispersion plus dihydrogen bonding) are much weaker than in solid LiH where the 

ionic interactions result in an experimental lattice energy of 217.9 kcal/mol.33  Morrison and 

Siddick34 used a PW-DFT method to calculate a sublimation energy NH3BH3 of 18.2 kcal/mol.  

More recently, Matus et al.35 determined an experimental value of 25 ± 3 kcal/mol for the 

sublimation of NH3BH3 from extrapolated vapor pressure data to 298 K.  Such a large molecular 

cohesive energy of NH3BH3 is consistent with the low vapor pressure observed for solid 

NH3BH3, <1 µm at ambient temperature.36  Thus, sublimation of NH3BH3 is not expected during 

LiNH2BH3 formation and dehydrogenation.  Furthermore, NH3BH3/LiH can also undergo 

dehydrogenation in THF to form LiNH2BH3 and further dehydrogenation to form [LiN≡BH].37  
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The activation barrier of dehydrogenation from LiH/NH3BH3 in this study37 (11.1 kcal/mol) is in 

excellent accord with our calculated value (see below, ΔH‡ = 12.4 kcal/mol, 1→TS1/3). 

The cohesion of LiH clusters up to (LiH)10 was computed (Table 2) to determine the 

binding of smaller LiH units within a larger cluster.  It was found that sublimation of small LiH 

cluster will not be involved in LiNH2BH3 formation since the dissociation energy is at least 35.5 

kcal/mol ((LiH)10 → (LiH)6 + (LiH)4).  However, we suggest that the (LiH)4 cluster unit may 

represent a useful model of the activated surface of the LiH crystal.  Several ab initio 

calculations have shown that the cubic (LiH)4 (Td symmetry) is the most stable LiH cluster.38 

 

Table 2. Reaction Enthalpies and Free Energies (kcal/mol and 298K) of LiH and NaH Cluster 

at the CCSD(T)/6-311++G(3d,2p)//MP2/6-311++G(2d,p) level 

Decomposition ΔG ΔH Decomposition ΔG ΔH 
(LiH)2 → LiH + LiH 37.5 46.4 (NaH)2 → NaH + NaH 27.6 36.3 
(LiH)4 → (LiH)2+(LiH)2 34.1 46.4 (NaH)4 → (NaH)2+(NaH)2 28.4 40.5 
(LiH)6 → (LiH)4+(LiH)2 34.0 44.3 (NaH)6 → (NaH)4+(NaH)2 30.2 40.0 
(LiH)8 → (LiH)4+(LiH)4 30.0 39.5 (NaH)8 → (NaH)4+(NaH)4 29.0 38.3 
(LiH)8 → (LiH)6+(LiH)2 30.0 41.7 (NaH)8 → (NaH)6+(NaH)2 27.2 48.7 
(LiH)10 → (LiH)6+(LiH)4 27.0 36.5   
(LiH)10 → (LiH)8+(LiH)2 31.4 41.3   

 

 If the reaction of NH3BH3 and LiH takes place through solid-to-solid contact, the most 

likely path is through the transfer of one NH3BH3 unit to the surface of the LiH crystal.  Indeed, 

the calculated adsorption enthalpy (ΔH(298K)) of NH3BH3 on the (LiH)4 cluster is 17.1 kcal/mol 
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(Figure 1 and eq 2) which compensates the sublimation energy35 of NH3BH3 (25 ± 3 kcal/mol). 

 

Figure 1.  Free energy surface for the reaction of (LiH)4 + NH3BH3.  Free energies (kcal/mol) are 

relative to (LiH)4 + NH3BH3 at 298 K.  The values in parentheses are enthalpies 

(kcal/mol) relative to (LiH)4 + NH3BH3 at 298 K.  The values in bracket are free 

energies and enthalpies for the (NaH)4 + NH3BH3 reaction pathway.  Distances are in 

units of Angstroms.  

 

The (LiH)4⋅NH3BH3 complex (1) has a small 11.0 kcal/mol free energy barrier (ΔG‡) to 

formation of the (LiH)3⋅LiNH2BH3 complex (3 + H2) through TS1/3.  A larger cluster model 
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((LiH)8 rather than (LiH)4) was tested for the reactions presented in Figure 1 and found to yield 

(at the B3LYP/6-31G(d) level) nearly the same energies (Figure 2).   

 

(LiH)4 + NH3BH3 → (LiH)4·NH3BH3 (1) →  (LiH)3·LiNH2BH3 (3) + H2  (2) 

 Figure 2. The enthalpy surface for the reaction of (LiH)8 + NH3BH3.  

  

Since dehydrogenation of NH3BH3 has also been observed with NaH powder, the 

reaction profile was also calculated for (NaH)4 + NH3BH3. In Figure 1 ΔG(ΔH) values given in 

brackets.  In (NaH)4, the free energy barrier is about half of (LiH)4 (1 → TS1/3; ΔG‡ = 5.5 versus 

11.0 kcal/mol) which may be due to weaker Na-H (relative to Li-H) bonding.  The electron-
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donating power of the alkali metal is critical to promote amidoborane formation.  This 

interpretation is confirmed by a study of MgH2/NH3BH3 where the lower ionicity of MgH2 

reduces the strength of the Hδ-...Hδ+ Coulombic attraction such that Mg2+-substituted derivative 

of NH3BH3 are not observed.39 

 An alternative pathway to 3 involves initial cleavage of the N-B bond where the enthalpic 

barrier (1 → TS1/2 → 2) is 22.2 kcal/mol, slightly smaller than the N-B dative bond dissociation 

energy (27.5 ± 0.5 kcal/mol).40 The product, NH3·(LiH4)4·BH3 (2) is significantly more stable 

than 1 (ΔG=-24.4 kcal/mol).  Given the four similar bond lengths around the boron atom, 2 could 

also be viewed as a salt between [NH3·Li4H3]+ and [BH4]-.  If 2 were formed from 1, 

dehydrogenation would be much more difficult because the free energy barrier for 2 → 3 + H2 

conversion is 45.3 kcal/mol. 

 Wu et al.41 described the NH3BH3/LiH reaction as a competition between H- and 

NH2BH3
-.  Hydride is a stronger base than NH2BH3

- which is demonstrated by the free energy 

change of -24.4 kcal/mol for the reaction 1 → 3 + H2.  Thus, the N-B bond dissociation 

mechanism for dehydrogenation from LiH/NH3BH3 through TS1/2 and TS2/3·H2 cannot 

compete with dehydrogenation through the TS1/3 without N-B bond dissociation.  A key to 

avoiding borazine formation comes from the much lower activation barrier of TS1/3 than direct 

H2 elimination from NH3BH3.  If initial dehydrogenation occurred first, as suggested from 

previous work on isolated NH3BH3,42 then subsequent formation of borazine from NH2BH2 

could not be avoided.  Autrey and co-workers43,44 used NMR analysis to propose a 

decomposition mechanism of NH3BH3 in the solid state and solution through the formation of 

[NH3BH2NH3]+[BH4]-, the so called DADB (diammoniate of diborane).  Based on their studies, a 

pathway of dehydrogenation from DADB cannot avoid the formation of cyclic borazine in both 
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solution and solid.  In the present mechanism, BH4
- and NH2BH2 intermediates are not formed, 

rather H2 is formed through the recombination of a Lewis acid/base pair.  A Li-N distance of 

1.984 Å in 3 agrees well with the distance in solid LiNH2BH3 (2.032 Å) and a shortened N-B 

distance of 1.571 Å in 3 (Figure 1) agrees well with the distance in solid LiNH2BH3 (1.561 Å).41 

The formation of a second LiNH2BH3 follows the same mechanism as the previous one, i.e. 3 + 

NH3BH3 → 6 + H2 (Figure 3), but with a lower free energy barrier for the Hδ-...Hδ+ formation in 

TS4/5 (4 → TS4/5, ΔG‡=8.4 kcal/mol) relative to TS1/3 (1 → TS1/3, ΔG‡=11.0 kcal/mol).  

 

Figure 3. Free energy surface for the reaction of (LiH)3⋅LiNH2BH3 (3) + NH3BH3.  
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The product of dehydrogenation, 5, has a rather flat Li-H network with a very small free energy 

barrier (5 + H2 → TS5/6 + H2, ΔG‡ = 3.4 kcal/mol) to generate a more cube-like structure (6 + 

H2). Reaction of (NaH)4 with a second NH3BH3 molecule follows the same mechanism as for 

(LiH)4 (ΔG(ΔH) values for (NaH)4 given in brackets in Figure 3) but with a smaller free energy 

barrier for 4 → TS4/5 (ΔG‡ = 3.3 kcal/mol) as compared to (LiH)4 (ΔG‡ = 8.4 kcal/mol).  Thus, 

the free energy barrier for H2 elimination from the addition of both NH3BH3 molecules to (NaH)4 

is about one half of that for (LiH)4.  However, the reaction of NaH with NH3BH3 is almost 

explosive, while that of LiH with NH3BH3 takes about 4 hours for complete reaction.24  The 

lattice energy of NaH is 186.9 kcal/mol, which is not significantly smaller than LiH (217.9 

kcal/mol33).  However, the mechanical strength difference between NaH and LiH may be a factor 

for the difference in kinetics since NaH has a smaller bulk modulus compared to that of LiH 

(19.4 versus 32.2 GPa, respectively).45,46  In addition, since the ball-milling process involves 

mechanical activation without solvent, the greater brittleness of NaH and low activation barrier 

may be a sufficient explanation for the large difference in reaction kinetics. 

One can understand 3 as a cation-anion bound complex of [Li4H3]+[NH2BH3]- where the 

LiH distance (2.687 Å) clearly shows disruption of the cubic LiH lattice (Figure 1).  This LiH 

bond-breaking enables the detachment of LiNH2BH3 from the LiH cluster as described in Figure 

4 (3 → TS3/B →  B  →  LiNH2BH3 + (LiH)3).  The transition state for elimination of LiNH2BH3 

TS3/B is reached by rotating the NH2Li group 180o around the N-B bond to form eclipsed 

LiNH2BH3 complexed with the (LiH)3 cluster, B.  The final geometry of the (LiH)3 cluster has 

D3h symmetry as previously reported.38  However, this process is very endergonic and the free 

energy barrier to TS3/B from 3 (ΔG‡ = 27.7 kcal/mol) is much higher than the free energy barrier 

to TS4/5 from 4 (ΔG‡ = 8.4 kcal/mol) after the second NH3BH3 adsorption (Figure 3).   
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Figure 4.  A comparison of free energy surface of 3 for dehydrogenation and formation of 

LiNH2BH3 + H2. 

 

Therefore, dissociation of LiNH2BH3 from the crystal is not likely.  The possibility of concerted 

dehydrogenation from the N-B bond of 3 was also investigated but the free energy barrier to H2 

release via TS3/A⋅H2 was much too high (ΔG‡ = 51.4 kcal/mol) to be competitive.  A 

mechanism through the intermediate, C (3 → TS3/C → C → TSC/A⋅H2 → A⋅H2) was also 

considered but the free energy barrier from 3 to TSC/A⋅H2 (ΔG‡ = 34.5 kcal/mol) is still too 

large to compete with addition and dehydrogenation of another NH3BH3 (4 → TS4/5, ΔG‡ = 8.4 

kcal/mol).  Thus, the formation of multiple LiNH2BH3 units on (LiH)4 is much more favorable 
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than concerted dehydrogenation from a single LiNH2BH3 on (LiH)4, which explains why the 

LiNH2BH3 crystal is formed during the dehydrogenation experiment. 

A major issue of hydrogen storage is its reversibility.  For ammonia borane the first 

dehydrogenation is exothermic by 6.1 kcal/mol in the gas phase (Table 3).  Miranda and Ceder4 

used DFT with solid-state modeling to calculate that the reaction was also exothermic in the 

solid solid state by 10 kcal/mol.  Wu et al.41 reported that dehydrogenation of LiNH2BH3 was not 

reversible while Kang et al.26 reported the dehydrogenation reaction enthalpy was less 

exothermic than that for neat NH3BH3.  However, to date, all the efforts for restoring the hydride 

(NH3BH3 + LiH) have failed.24,26,41,47  In the present mechanism, LiNH2BH3 formation is 

exergonic for the first two steps, (LiH)4+NH3BH3→3+H2 and 3+NH3BH3→6+H2 (Figures 1 and 

2, ΔG = -33.0 and -32.9 kcal/mol, respectively).  The corresponding steps are slightly more 

exergonic for (NaH)4 than (LiH)4 (ΔG = -34.2 and -33.7 kcal/mol, respectively).  

 

Table 3. Reaction Enthalpies and Free Energies (kcal/mol and 298K) of Aminoborane 

Oligomers at the CCSD(T)/6-311++G(3d,2p)//MP2/6-311++G(2d,p) level 

 TS  Reaction 

Equation ΔG‡ ΔH‡  ΔG ΔH 

NH3-BH3 H2N BH2 + H2  37.6 38.0  -15.0 -6.1 

H2N BH2 HN BH + H2  74.2 74.0  23.1 31.0 

H2N
BH2

NH2

H2B
H2N

BH
NH

H2B
+ H2

 

62.8 63.0  9.6 18.4 

H2N

H2B
H2N BH2

NH2BH2
H2N

H2B
H2N BH

NHBH2 + H2
 

54.4 54.9  1.9 11.4 
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Thus, given the large exergonic/exothermic nature of the NH3BH3 + (LiH)4 →  LiNH2BH3 + H2 

reaction, its reversibility is even more difficult than for NH3BH3 →  NH2BH2 + H2.  Bowden et 

al.48 studied hydrogen generation from the methyl derivative.  A recent theoretical study showed 

that CH3NH2BH3 does not enhance dehydrogenation but does improve reversibility.49  

For the catalytic dehydrogenation of NH3BH3, Ni(NHC)2 activated, Ruthenium 

catalyzed,50,51 and Lewis acid BH3 catalyzed dehydrogenations are known.25  Ionic liquids also 

catalyze dehydrogenation of NH3BH3.52  However, these systems do not show increased 

hydrogen generation from NH2BH2.  Another dehydrogenation pathway (eq 3), using gaseous 

NH3 and LiH, was calculated to have an activation barrier of ΔH‡ = 16.3 kcal/mol at the 

CCSD(T) level.15  This pathway will be unpractical due to the energy requirements to sublime 

LiH units from the LiH crystal (Table 2).  Comparing with the activation barrier between 

LiH/NH3 (ΔH‡ = 16.3 kcal/mol) and (LiH)4/NH3BH3 (Figure 1, ΔH‡ = 12.4 kcal/mol), the latter is 

lower than former.   

 

LiH(g) + NH3(g) → LiNH2(g) + H2(g)      (3) 

 

Chen et al.9a found a 7 wt% reversible hydrogen storage using LiNH2(s) + LiH(s) but the 

operation conditions for this dehydrogenation require over 200 oC.  The authors proposed a polar 

mechanism with the formation of an LiNH2⋅LiH intermediate.  Aguey-Zinsou et al.16 also 

investigated the LiNH2/LiH system and detected the existence of Li2NH2
+ and a penta-

coordinated nitrogen Li2NH3 as intermediates using thermal analysis and FTIR.  The loss of H2 

from (LiH)n·LiNH2 can be compared to the free energy barrier for the conversion of 
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(LiH)3·LiNH2BH3 (3) to TSC/A·H2 (Figure 4, 34.5 kcal/mol) where the large barrier explains 

the high temperature need for the reaction. 

Several studies of the LiNH2/LiBH4 solid state system have appeared including 

dehydrogenation.53-56  In general hydrogen storage systems involving LiBH4 have a bottleneck 

due to its high thermal stability.  At the standard level of theory in this study, the free energy for 

LiBH4 decomposition (51.6 kcal/mol) shows why it is not easy to dehydrogenate the hydride (eq 

4). Purewal et al.57 suggested a combination of ScH2 and LiBH4 for 

 

LiBH4 → LiH + BH3  ΔG=51.6 kcal/mol (298K)     (4) 

 

hydrogen storage but, while the operation temperature is over 450 oC, they do observe that 

LiBH4 decomposes into LiH as the final desorption product.  Thus, dehydrogenation cannot 

easily occur if LiBH4 is formed. 

 The existence of the Lewis acid BH3 is critical to eliminate H with a low activation 

barrier.  Thus, for (LiH)3·LiNH2BH3 (3), in the first step Li+ acts as a relay agent that facilitates 

transfer of a hydride ion from BH3 to the LiH cluster (Figure 4, 3 → TS3/C → C), while in the 

second step (C → TSC/A·H2 → A·H2) the hydride ion combines with the acidic proton on 

nitrogen to form H2.  A corresponding mechanism for (LiH)3·LiNH2 would not be possible 

because a hydride ion cannot be transferred. 

 Recently, Hügle et al.58 reported that a mixture of hydrazine borane (NH2NH2BH3) and 

LiH generated 12 wt% of H2 at 150 oC (three H2 molecules from a N2H4BH3/LiH mixture, which 

has 15.0 wt% hydrogen in total) without an induction period.  The dehydrogenation behavior of 

hydrazine borane may be enhanced by LiH, which enables formation of Li+(N2H3BH3
-).  
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However, the more rapid kinetics of the N2H4BH3/LiH mixture may be related to the low 

cohesive energy in the N2H4BH3 lattice since the melting point of N2H4BH3 is lower than that for 

NH3BH3 (61 oC and 110 oC23, respectively).  Initial addition of NH2NH2BH3 to (LiH)4 and 

elimination of H2 follows the same mechanism as that for NH3BH3 except that the H2 elimination 

step has a lower free energy barrier (ΔG‡ = 1.1 kcal/mol at B3LYP/6-31G(d), see Figure 5) 

 

Figure 5. The enthalpy surface for the reaction of (LiH)4 + NH2NH2BH3. ΔH(298K) values for 

(LiH)4 + NH3BH3 in parentheses. 

 

The crystal structure of the involving two LiNH2BH3 molecules (7) resembles that of 

LiBH2NH3 where two interacting Li+ cations and a hydrogen atom from BH3 are in a zigzag 

arrangement.41  In the crystal, the distances between Li and hydrogen of BH3 are 1.976 Å and 

2.116 Å while the corresponding distances in 7 (C2h symmetry) are 1.838 Å.  The interaction 
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between two LiNH2BH3 units is very strong as shown in eq 5a where the intermolecular Li-H 

distance is 1.838 Å (Figure 6), which is shorter than that of (LiH)4 cluster (Figure 1). 

 

2LiNH2BH3 → c-(LiNH=BH2)2 (7) ΔG=-26.0 kcal/mol     (5a)  

c-(LiNH2BH3)2 (7) → LiNH2BH3 + NH2BH2 + LiH          (5b) 

LiNH2BH3 + NH2BH2 + LiH → Li2N2B2H8 (9) + H2 (H2#1)    (5c) 

 

 

Figure 6. Dehydrogenation from a complex of two LiNH2BH3 molecules (7). 
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In order to get one mole of H2 from LiNH2BH3, two H2 molecules should be generated from the 

LiNH2BH3 dimer.59  The first dehydrogenation mechanism is summarized as shown in eqs 5b 

and 5c (H2#1 indicates the first H2 molecule generated from (LiNH2BH3)2 dimer; later steps 

generate H2#2, H2#3, and H2#4).  However, a one-step dehydrogenation through TS7/9.H2 is 

very unfavorable (7 → TS7/9⋅H2 → 9⋅H2, ΔG‡ = 53.3 kcal/mol) compared to a two-step 

mechanism (7 → TS7/8 → 8 → TS8/9⋅H2 → 9⋅H2, ΔG‡ = 36.2 kcal/mol) (Figure 6).  One may 

compare this enthalpy barrier (ΔH‡ = 37.0 kcal/mol) of the two-step mechanism with the first 

dehydrogenation from NH3BH3, which is ΔH‡ = 33.8 kcal/mol at the CCSD(T)/CBS level27 or 

ΔH‡ = 36.4 kcal/mol obtained using DFT.60  However, the sublimation enthalpy of the NH3BH3 

crystal (25±3 kcal/mol) should be added to the NH3BH3 dehydrogenation barrier to make a fair 

comparison since 7 represents solid LiNH2BH3.  Nguyen et al.30 report the dehydrogenation 

enthalpy barrier of 44.5 kcal/mol to 59.4 kcal/mol for (NH3BH3)2, which exhibits the same 

topology as 7.  Thus, the first dehydrogenation of LiNH2BH3 through a two-step mechanism is 

energetically lower than dehydrogenation of NH3BH3. 

A N-B bond distance of 1.572 Å in TS7/9⋅H2 indicates a single-bond character.  

However, the N-B bond distances in TS7/8 and TS8/9⋅H2 are 1.408 Å and 1.390 Å, which 

indicate a double-bond character.  The formation of a Li-H-Li bridge in TS7/8 weakens one of 

the Li-N bonds in one LiNH2BH3 unit where NH2BH2 is bound to the Li+ cation in 8.  Breaking a 

Li-H bond (1.735 → 2.470 Å) and forming a H-H bond (0.989 Å) in TS8/9⋅H2 enables 

dehydrogenation and formation of the complex 9⋅H2.  This two-step mechanism (7 → 8 → 9⋅H2) 

lowers the free energy barrier by 17.1 kcal/mol when compared with the one-step 

dehydrogenation.  The first dehydrogenation product, a complex of LiNH2BH3 and LiNH=BH2 

9, has stronger intermolecular interactions than in the complex of two LiNH2BH3 molecules 7 (7 
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→ 2xLiNH2BH3, ΔG = -26.0 kcal/mol and 9+H2 → LiNH=BH2 + LiNH2BH3 + H2, ΔG = -28.0 

kcal/mol, respectively).   

The second dehydrogenation of LiNH2BH3 starting from 9 follows the formation of a Li-

H-Li bridge in TS9/10 (Figure 7) where NH2BH2 is again bound to the Li+ cation in 10.  Thus, 

the second dehydrogenation (loss of H2#2) from 9 (9 → 10 → 11, eq 6a) follows the same 

pathway as the previous dehydrogenation (7 → 8 → 9, eq 5b) using Li+ as a relay agent for 

hydride.  

 

Figure 7. Dehydrogenation from a complex of LiNH2BH3 and LiNH=BH2 molecules (9). 
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The enthalpy dehydrogenation barrier from 9 to TS10/11⋅H2 (ΔH‡ = 40.5 kcal/mol) is still lower 

than for (NH3BH3)2.  Dehydrogenation of LiNH2BH3 is slightly endergonic, (ΔG = 2.4 kcal/mol 

7 → 9+H2, Figure 6 and ΔG = 1.6 kcal/mol 9 → 11+H2, Figure 7) while the dehydrogenation 

from (LiH)4 and NH3BH3 is very exergonic (ΔG = -33.0 kcal/mol 1→3+H2, Figure 1 and ΔG 

= -32.9 kcal/mol 3 + NH3BH3 → 6+H2, Figure 3).  The final product of the dehydrogenation 

from the LiNH2BH3 complex, 11, is a complex between two LiNH=BH2 units with a square Li-N 

network and two N=B double bonds.  One may observe increasingly stronger intermolecular 

interactions between two units in the complexes 7, 9, and 11 (ΔG = -26.0, -28.0, and -30.8 

kcal/mol, respectively) as H2 is released.  The complex 11 (Ci symmetry) requires further 

rearrangement to achieve dehydrogenation (loss of H2#3 and H2#4) since the Li+ cation in the Li-

N network is not free to act as a relay agent for hydride ions. 

 

Li2N2B2H8 (9) → LiNH=BH2 + NH2BH2 + LiH            (6a) 

LiNH=BH2 + NH2BH2 + LiH → c-(LiNH=BH2)2 (11) + H2 (H2#2)   (6b) 

 

Before proceeding to the third dehydrogenation (loss of H2#3) from 11, it is valuable to 

compare dehydrogenation from a single LiNH2BH3 molecule (eq 5 and Figure 8) to form 

LiNH=BH2 as a final product.  The one-step dehydrogenation through 

TSLiNH2BH3/LiNHBH2⋅H2 has a very unfavorable free energy barrier (ΔG‡ = 60.2 kcal/mol) 

with a N-B single bond distance (1.536 Å) and the process LiNH2BH3 → LiNH2BH2 + H2 

exhibiting a slight endergonic nature (ΔG = 4.4 kcal/mol, Figure 8).   The two-step 

dehydrogenation occurs with a lower free energy barrier (LiNH2BH3 → TSLiNH2BH3/D → D 

→ TSD/LiNH2BH2⋅H2 → LiNH2BH2 + H2, ΔG‡ = 30.3 kcal/mol) than the one-step 
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dehydrogenation and is analogous to the two-step dehydrogenation of 7 to 9 (ΔG‡ = 29.4 

kcal/mol, Figure 6).   

 

 

Figure 8.  One-step dehydrogenation (TSLiNH2BH3/LiNHBH2⋅H2) and a two-step 

dehydrogenation (TSLiNH2BH3/D → D → TSD/LiNHBH2⋅H2) pathway of a single 

LiNH2BH3 molecule. 

 

Therefore, dehydrogenation of LiNH2BH3 is not promoted by the formation of the (LiNH2BH3)2 

dimer but by the Li+ relay (Li-H-Li moiety) mechanism.  Staubitz et al.3 showed that 

dimerization of ammoniaborane were reduced when functional groups such as methyl are added 

to the nitrogen atom.   
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The rearrangement of 11 (eq 7) starts by replacing a Li-N bond with a N-B bond as 

shown in TS11/12 and 12 (Figure 9).  The Li+ cation can establish a strong Li-H interaction with 

the hydrogen of the BH2 group in TS11/12 (1.846 Å), which is similar to the Li-H distances in 

the (LiH)4 cluster (1.843 Å).  

 

 

Figure 9. Rearrangement process of a (LiNH=BH2)2 complex (11).  

 

The second Li-N interaction is replaced by a N-B bond in a reaction requiring 19.6 kcal/mol of 

free energy (12 → TS12/13) which is smaller than the first Li-N → N-B replacement (ΔG = 28.4 

kcal/mol, 11 → TS11/12).  The relatively small free energy barrier arises due to two interactions 
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of the Li+ cation with the nitrogen atom and a strong LiH bond (1.790 Å) in TS12/13.  In the 

final cyclic N-B bonded complex (13), the N-B bond lengths are 1.566 Å and 1.581 Å (Figure 9).  

 

c-(LiNH=BH2)2 → Li2N2B2H6       (7) 

 

It should be pointed out that the reaction 11→13 is strongly endergonic (21.3 kcal/mol) which 

suggests that the Li+ cation movement in the LiNH=BH2 bulk matrix is disfavored.  The final 

dehydrogenation generates amorphous LiN≡BH with one mole of H2 released (eq 8).24  

 

LiNH=BH2(s) → LiN≡BH(s) + H2(g)            (8) 

 

The reaction of two LiNH=BH2 units (13) may follow a similar pathway as the reaction of two 

LiNH2BH3 units as shown in eq 9a and eq 9b.   

 

Li2N2B2H6 (13) → LiN2B2H5 + LiH       (9a) 

LiN2B2H5 + LiH → Li2N2B2H4 (15) + H2 (H2#3)     (9b) 

 

In the pathway 13 → 15, the role of Li+ as a relay agent for hydride ion can be 

recognized.  The Li+ cation in TS13/14 abstracts a hydride from one BH2 group and interacts 

with a hydrogen atom of the other BH2 group while the N-B bond in 14 shortens (1.566 → 1.442 

Å) due to rehybridization (sp3→sp2) around the boron atom.  As hydride is relayed in 

TS14/15⋅H2, the LiH unit swings around to abstract a H+ from nitrogen to form the product 



 50 

complex 15⋅H2 where H2 is coordinated to lithium.  The final product 15 has a Li+ cation 

coordinated to two nitrogen atoms and one hydrogen atom of the BH2 group (Figure 10).   

 

 

Figure 10. Dehydrogenation of a (LiNH=BH2)2 complex (13). 

 

The dehydrogenation process for H2#3 shows a very endergonic nature (11 → 15+H2, ΔG=28.5 

kcal/mol) while dehydrogenation steps of H2#1 and H2#2 are almost thermoneutral. 

A discrepancy between two experimental studies24,26 (Table 1) involves release of H2#3 

and H2#4 in the NH3BH3/Li system.  Based upon the observation from Kang et al.26 10.4 wt% of 

H2 release is available after 2.5 hours at 120oC or after 5 hours at 100oC.  However, an additional 

0.8H2 equivalence (total 14.5 wt% of H2 from NH3BH3/LiH) is only available at 200oC, which 



 51 

corresponds to all of H2#3 and a partial amount of H2#4.  The fourth H2 (H2#4) is essential to 

achieve over 10 wt% of H2 from LiNH2BH3 in our calculations since dehydrogenation of H2#1, 

H2#2, and H2#3 coresponds to 8.4 wt% from (LiNH2BH3)2.  In order to achieve a one molar 

equivalent dehydrogenation (loss of H2#3) from eq 9b, one more H2 molecule should be 

available from Li2N2B2H6 (Figure 11).   

 

Figure 11. Dehydrogenation of Li2N2B2H4 (15) 

 

Dehydrogenation (loss of H2#4) of 16 is very difficult (ΔG‡ = 51.6 kcal/mol) where the 

Li+ relay agent transfers a hydride ion from boron to nitrogen to form the product complex 

17⋅H2.  The distances between the Li+ cation and nitrogen in TS16/17⋅H2 are 2.012 Å and 2.407 
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Å (2.407 Å is not shown explicitly in TS16/17⋅H2).  The two-step reaction presented by eq 10a 

and eq 10b summarizes the second dehydrogenation (loss of H2#4) from Li2N2B2H4 (18).  

 

Li2N2B2H4 (15) → LiN2B2H3 + LiH (16)       (10a) 

LiN2B2H3 + LiH (16) → Li2N2B2H2 (17) + H2 (H2#4)    (10b) 

 

While high, the free energy barrier of the step 16 → TS16/17⋅H2 (ΔG‡=51.6 kcal/mol) is still 

significantly lower than the barrier NH2BH2 → HN≡BH + H2 (ΔG‡=74.2 kcal/mol).  Thus, 

dehydrogenation of NH2BH2, N2B2H8, c-N3B3H12 have much higher free energy barriers than the 

step 13 → TS14/15⋅H2 (ΔG‡ = 27.2 kcal/mol) and 16 → TS16/17⋅H2 (ΔG‡ = 51.6 kcal/mol).  Li 

et el.61 studied several structures of H(H2N=BH2)nH oligomers but did not investigate the 

dehydrogenation mechanism for hydrogen storage applications.  In experiments by Xiong et al., 

about 8 wt% of hydrogen is released within one hour, which would corresponding to the release 

of H2#1, H2#2, and H2#3 from (LiNH2BH3)2 which gives results in a 8.2 wt% change.  After 19 

hours 3 additional wt% of hydrogen is released which would corresponding to the release of 

H2#4 from (LiNH2BH3)2 (2.7 additional wt%).24  Both the increasing free energy barriers and the 

endergonic nature of the last dehydrogenation steps explain the early saturation and the slow 

kinetics of subsequent LiNH2BH3 dehydrogenation.  One concern is the unfavorable pathway 

between 15 and 17+H2 (Figure 11) since it becomes more strongly endothermic (ΔH = 35.4 

kcal/mol, Table 4) than a pathway between 11 and 15+H2 (ΔH = 34.6 kcal/mol, Table 4).  From 

the report of Miranda and Ceder,4 dehydrogenation from NH3BH3 is exothermic in both the gas-

phase (ΔH = -5.7 kcal/mol)2 and solid-state (ΔH = -1.6 kcal/mol) while dehydrogenation from 
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NH2BH2 is strongly endothermic in the gas-phase (30.3 kcal/mol) but exothermic in the solid-

state (-9.6 kcal/mol).   

 

Table 4. Reaction Enthalpies and Free energies (kcal/mol and 298K) for each steps at the 

CCSD(T)/6-311++G(3d2p)//MP2/6-311++G(2d,p) level 

Dehydrogenation Equation TS  Reaction 
ΔG‡ ΔH‡  ΔG ΔH 

NH3BH3+(LiH)4→ LiNH2BH3+H2 
1→ TS1/3→3+H2 11.0 12.4  -24.4 -16.7 
4→ TS4/5→5+H2 8.4 7.8  -24.9 -14.2 

5+H2→ TS5/6+H2→6+H2 3.4 0.7  0.5 -2.6 
       

LiNH2BH3→ LiNH=BH2+H2 

7→ TS7/8→8 22.6 23.9  21.5 23.6 
8→ TS8/9→9+H2 14.7 13.4  -19.1 -13.6 
9→ TS9/10→10 25.0 27.2  23.0 26.7 

10→TS10/11→11+H2 12.4 10.2  -21.4 -16.3 
       

LiNH=BH2→ LiN≡BH+H2 

11→ TS11/12→12 28.4 26.6  21.7 20.5 
12→ TS12/13→13 19.6 17.7  -0.4 -1.9 
13→TS13/14→ 14 18.6 19.2  16.5 18.2 

14→TS14/15→15+H2 10.6 9.5  -9.3 -2.2 
15→TS15/16→16 8.9 8.5  -4.6 -3.7 

16→TS26/17→17+H2 51.6 52.3  30.5 39.1 
 

In addition, a recent experimental thermal analysis shows a distinct two-step exothermic 

decomposition accompanied by the generation of 2.2 mol H2/mol from NH3BH3 powder.62  

Therefore, hydrogen loss from solid-state NH2BH2 has a significant enthalpy contribution from 

lattice stabilization of the product, amounting to as much as 39.9 kcal/mol (30.3+9.6).  Such an 

increase in lattice stabilization is not found in the dehydrogenation of NH3BH3.  However, lattice 

stabilization of LiNH2BH3 and products of its dehydrogenation might be stronger than those of 
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NH3BH3 due to the ionic character of LiNH2BH3 and its dehydrogenation products (Table 5).  If 

one assumes that hydrogen loss from LiNH2BH3 and LiNH=BH2 would roughly parallel that 

from NH3BH3 and NH2BH2, the energetics of hydrogen loss from LiNH=BH2 might be seriously 

underestimated.  

 

Table 5. Atomic Charges from Natural Bond Orbital Analysis at the MP2/6-11++G(2d,p) level 

NH3-BH3 B -0.12 LiNH2-BH3 B -0.16 
 N -0.83  N -1.13 
    Li 0.84 

NH2=BH2 B 0.45 LiNH=BH2 B 0.30 
 N -1.00  N -1.21 
    Li 0.84 

HN≡BH B 0.63 LiN≡BH B 0.51 
 N -0.97  N -1.34 
    Li 0.92 

 

In order to compensate for the increase in reaction endergonicity during the dehydrogenation of 

(LiNH=BH2)2 in solid state, I assume that the loss of H2#3 and H2#4 are accompanied by a 

decrease in lattice free energy amounting 20 kcal/mol for each step.  (Table 6).  Thus, loss of 

H2#1 (7 → 9 + H2) and H2#2 (9 → 11 + H2) is nearly thermoneutral, while H2#3 would be 

thermoneutral if increased lattice energy stabilization was included.  Thus, the three initial H2-

loss steps are consistent with rapid evolution of 8 wt% of hydrogen.24  Loss of H2#4 has a more 

unfavorable free energy/enthalpy change (ΔH = 70.0 - 40 kcal/mol, ΔG = 54.4 - 40 kcal/mol) 

and, while observed, the evolution of 3 additional wt% of H2 is much slower.  During the 

revision process of this article, a quantum mechanical study for the dehydrogenation mechanism 

for loss of H2#1 and H2#2 from (LiNH2BH3)2 was published by Kim et al (Figure 12).63  They 

identified two mechanism for loss of H2#1 and H2#2, the "L" pathway which corresponds to the 
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mechanism in our manuscript, and the "L*" pathway, a new mechanism where a new N-B bond 

is formed before the loss of H2#1 (Figure 12).   

 

Table 6. Reaction Enthalpies and Free energies (kcal/mol) for each Step at the CCSD(T)/6-

311++G(3d,2p)//MP2/6-311++G(2d,p) level 

 ΔG(298K) ΔG(365K)a DLSb 
Best estimate for solid 

LiNH2BH3 at ΔG(365K) 
ΔH(298K) 

 7 → 9+H2 2.4 0.7 0.0 0.7 10.0 
 7 → 11+2H2 4.0 0.3 0.0 0.3 20.4 
 7 → 15+3H2 32.5 27.5 20.0c 7.5 55.0 
 7 → 17+4H2 58.4 51.2 40.0d 11.2 90.4 
 NH3BH3→ 

 HN≡BH+2H2 
8.2 4.5   24.7 

 LiNH2BH3→ 

 LiN≡BH+2H2 
21.7 17.8   39.1 

aExperimental condition of ref. 24.  bDifferential Lattice energy Stabilization (see text).  cThe 
free energy change for the reaction in solid is increased by 20 kcal/mol due to the larger lattice 
energy of product-solid compared to the lattice energy of the reactant-solid.  dThe free energy 
change for the reaction in solid is increased by 20 kcal/mol relative to 15+3H2 to account for  

differential lattice energy stabilization.  The total change with respect to 7 is 40 kcal/mol. 
 

 I have re-computed all of the transition states and intermediates in their "L" and "L*" 

pathways at our standard level of theory and have extended the "L*" pathway to include 

elimination of H2#3 (Figure 12).  The "L" pathway corresponds to our Li+ relay mechanism (Li-

H-Li moiety) and is consistent with our mechanism between 7 to 11+H2 with minor differences 

in geometry of 1’, T1t, T2h, and 4t (their notation).  Their enthalpy values for reaction pathway 

"L" agree with our values to within about 2 kcal/mol except for 11 (5H2 in their notation) which 

I calculate to be 20.6 kcal/mol less stable than 7 (LiNH2BH3)2 while they report 5H2 (their 

notation) is 30.3 kcal/mol less stable than (LiNH2BH3)2 (1 in their notation). 
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Figure 12.  Free energy surface of dehydrogenation from (LiNH2BH3)2 dimer (H2#1, H2#2, and 

H2#3).  Free energies and enthalpies (kcal/mol) are relative to 7 at 298 K.  The values 

in parentheses are enthalpies (kcal/mol) relative to 7 at 298 K.  Dotted lines represent 

pathway from Ref. 63.   

 

In terms of enthalpy, pathway "L*" is slightly more favorable than pathway "L" but TS8/9.H2 

(Pathway L) and T5h (Pathway L*) are within 0.6 kcal/mol in terms of free energy.  A chain N-

B bond is formed early in the “L*” pathway while a cyclic N-B bond is formed in the "L" 

pathway.  Thus, this N-B bond chain formation might be a key to understand the difference from 

the two experimental studies for H2#3 and H2#4 release from (LiNH2BH3)2.24,26   
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2.4 Conclusions 

 The formation of LiNH2BH3 crystal from (LiH)4 + NH3BH3 and its stepwise 

dehydrogenation mechanism is investigated through an ab initio study.  A competition 

mechanism between H- and NH2BH3
- is proposed to explain LiNH2BH3 formation during the 

ball-milling process.  Exchange of the NH2BH3
- and H- positions is possible at the edge of cubic 

(LiH)4 geometry, which represent the active surface of bulk LiH crystal.  The dehydrogenation of 

LiNH2BH3 is facilitated by relaying a hydride ion from boron to Li+, which then abstracts a H+ 

from NH3 to form H2.  Thus, Li+ plays a key role by carrying the hydride ion from boron to 

nitrogen.  The rearrangement of the (LiNH=BH2)2 complex to Li2N2B2H6, which requires the 

replacement of Li-N bonds by N-B bonds, is necessary for the third and fourth equimolecular 

dehydrogenation.  If differential lattice energy effects in the dehydrogenation of (LiNH2BH3)2 

dimer are sufficiently large, the present results suggest that four molecules of H2 from 

(LiNH2BH3)2 dimer may be reversibly available, which corresponds to 10.9 wt% of hydrogen. 
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Chapter 3 

 

Dependence of pKa on Solute Cavity for Diprotic and Triprotic Acids 

 

3.1 Introduction 

 Aqueous proton dissociation is important for many chemical and biological reactions and 

has motivated the development of many implicit solvation models to calculate reliable free 

energy of acid dissociation or acid dissociation constant (∆Gaq/pKa) values.1–7  For practical 

computations in aqueous solution, high level ab initio quantum theory is usually combined with 

an implicit solvation model, such as the polarizable continuum model (PCM).  In addition, 

several PCM-based studies have been applied successfully for the calculation of ∆Gaq/pKa values 

in non-aqueous media.8,9  PCM-based solvation models can also be used to calculate redox 

potentials with some reliability.10,11  The combination of density functional theory with PCM is 

useful for the practical computation of a broad range of molecular species in solution.12,13  Time 

dependent DFT combined with the PCM solvation model enables theoretical determination of 

∆Gaq/pKa in excited states.14  A theoretical structure–property relationship between pKa and 

Bader’s atoms in molecules (AIM) is also available through DFT/PCM solvation modeling.15  

An accurate prediction of ∆Gaq/pKa in solution enables appropriate interpretation of overlapping 

pKa regions in experiment.16  Despite practical success for various chemical systems, general 

guidelines for the prediction of aqueous ∆Gaq/pKa have not been well described.  For example, 

the choice of cavity definition has not been specified in many cases.8,12,16,17  Therefore, it is 

difficult to compare different calculations in order to access the best choice of cavity sizes.  

Tomasi,4 who has performed pioneering work in the field of PCM-based solvation modeling, has 
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indicated that a coherent choice of solvation model should be maintained and that comparisons 

among results obtained from different cavity models should be avoided.  Takano and Houk18 

have reported a systematic benchmark study where they investigated the choice of radii for 

computing molecular cavities.  They suggested DFT/6-31+G(d) combined with the CPCM 

method as suitable for calculation of pKa for typical monoprotic organic molecules because this 

method was well balanced in terms of computation time and accuracy.  In their study, the UAKS 

cavity model showed the best performance among several cavity models.  However, Król et al.19 

suggested that the Pauling cavity set, which is actually the Merz–Kollman radii set,20 showed 

best performance for the pKa prediction of polyprotic acids among the UAHF, UAKS, and 

Pauling sets.  However, their results were only for fluorescein and its derivatives using the 

PBE1PBE/6-311+G(2d,2p)//PBE1PBE/6-31+G(d) method.  Fernández et al.21 have reported 

better predictions with a Pauling cavity set over the UAKS cavity set for ammonia oxide 

(+NH3O-), which is a zwitterionic tautomer of hydroxylamine (NH2OH).  A recent study 

addressed several major issues of implicit solvation modeling including thermodynamic cycles 

of free energy perturbation, choice of basis set, cavity definition, and electronic energy 

calculation.22  The gaseous energy of the proton is critical since an error of 1.36 kcal/mol in ∆Gaq 

produces an error of 1 pKa unit.  Several gas-phase acid dissociation free energy (∆Ggas) 

prediction studies used computationally demanding methods like CCSD(T)/CBS or MP2/aug-cc-

pVTZ.23,24  Liptak and Shields24 suggested that the DFT/aug-cc-pVTZ method can be a quite 

reasonable choice for pKa prediction as compared to other higher-level computation methods 

when used in combination with the experimental value of ∆Ggas(H+) (-6.28 kcal/mol).  While free 

energy calculations in the gas phase are quite straightforward, in solution perturbation 

Hamiltonian must be used to obtain the free energy of solution (∆Gaq).  Sadlej-Sosnowska22 
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found the ∆Gaq values using ∆Gsolv(H3O+) were slightly better than ∆Gaq using ∆Gsolv(H+).  

However, the simplest and most straightforward description (Scheme 1) is obtained when 

∆Gsolv(H+) is used in the free energy cycle. 

 

Scheme 1. Thermodynamic cycle for free energy change in solution.  

 

After several theoretical studies and much debate, the best experimental value of 

∆Gsolv(H+) from 1 atm to the 1 M standard state is accepted to be -264.0 kcal mol_1.25–27  Energy 

changes due to geometry optimization in solution usually make a minor contribution to 

∆Gaq/pKa.18,22  Thompson et al.28 suggested that the experimental uncertainty in ∆Gaq for neutral 

molecules is around 0.2 kcal/mol, while for ionic species it is 4 to 5 kcal/mol (2.9 to 3.7 pKa 

units) at ambient conditions.  Takano and Houk18 found that the UAKS cavity model gave the 

smallest deviation from experiment of the free energy of solvation (∆Gsolv) for neutral molecules 
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(1.35 kcal/mol) while the Pauling cavity model yield the smallest deviation for anions (2.73 

kcal/mol).  However, the deviation from experiment of free energies of solvation using the 

Pauling radii was larger for neutral species (3.49 kcal/mol) than those obtained from the UAKS 

or UFF radii (1.35 and 2.82 kcal/mol, respectively).  Thus, a better prediction using Pauling 

cavity is expected for pKa2 since the step HA- → H+ + A2- needs only solvation calculations for 

anions.  Pratuangdejkul et al.29 reported that PCM/UAHF method with the B3LYP/6-31+G(d,p) 

failed to give reliable pKa2 values for 5-hydrotryptamine while a cluster-continuum model 

including three water molecules was successful.  Solvation results are also available for cavities 

based on charge-dependent atomic radii.30  In addition to choice of cavity set, Cossi et al.2,31 

expressed concern about the choice of basis set and level of calculation.  As a result, not only the 

cavity model but also the electronic energy calculation should be chosen carefully in PCM-based 

solvation modeling.  Efforts to improve the predicted solvation free energy have usually 

concentrated on improving the description of the solute–solvent boundary (isodensity contour 

level, cavity radius, and explicit water incorporation).  Casasnovas et al.32 improved predictions 

for ∆Gaq1 and ∆Gaq2 for pyridine derivatives by including one explicit water molecule.  The 

solute–water interactions over the additional surface area for the composite system allowed a 

better description of the overall dissociation process.  Chipman33 reported that no single common 

contour values led to acceptable solvation free energies of anions in his test sets.  The SSC(V)PE 

method with isodensity contour cavities agreed well with experimental solvation energies for 

neutrals/cations but underestimated the solvation energy of anions.  These results suggest that a 

seamless and universal definition of any dielectric continuum theory without parameterization 

may be difficult.  Guthrie and Povar34 were also skeptical about the accuracy of currently 

available IPCM solvation models, since the prediction of ∆Gaq/pKa for highly polar or 
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polyfunctional compounds failed to achieve reliable results without additional parameterization.  

Nevertheless, these compounds are of great interest and experimental data is scarce.  Ho and 

Coote35,36 suggested a proton exchange scheme with the CPCM/UAKS method rather than the 

direct method (Scheme 1) for pKa prediction.  However, an accurate solvation free energy of a 

reference acid is a prerequisite.  For a broad range of acid species, a direct method like Scheme 1 

combined with an adequate cavity set can be sufficient for reasonable predictions of ∆Gaq/pKa.  

Here, I perform a systematic study to find a proper cavity set for the prediction of ∆Gaq/pKa with 

a test set of diprotic and triprotic acids.  Our comparisons reveal the importance and sensitivity 

of cavity choice to the solvation free energy (∆Gsolv) computation along with the evaluation of 

several popular DFT functionals. 

 

3.2 Computational Details 

 B3LYP, PBE (PBEPBE in G03 keyword), BVP86, and M05-2X DFT functionals were 

combined with the aug-cc-pVTZ basis set to calculate acid dissociation constants (pKa) from 

diprotic to triprotic acids.  Zero-point energies, heat capacity corrections, and TDS contributions 

are combined with single-point energies at the same level to yield free energies at 298 K.  A 

conductor-like polarizable continuum model (CPCM)30 method was used with the dielectric 

constant of water (e = 78.39) and gas-phase optimized geometries to compute solvation free 

energies (∆Gsolv).  Four different cavity models (UFF, UAKS, Pauling, and Klamt) were used 

with the gaseous free energy of the proton (-6.28 kcal/mol) and the experimental aqueous free 

energy of the proton at 1 M (-264.0 kcal/mol).  The latter value includes a standard state 

correction of 1.89 kcal/mol to an often cited value of -265.9 kcal/mol for a change of state of 

product from 1 atm to 1 M.  No symmetry restrictions were made on the cavity, and the cavity 
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surface was optimized with the tesserae area of 0.1 Å2.  For the COSMO solvation model, I use 

the Klamt cavity set with polarization charges through a linear scaling iterative method.13a 

Geometries and gaseous free energies for the four cavity models were obtained using 

Gaussion03.37  The Truhlar/Cramer group has recently developed the SMD model38 and 

implemented it into Gaussian 09.39  I applied the SMD method to our test sets when the radii for 

atomic species were available.  The choice of test molecules for diprotic and triprotic acids are 

much more difficult than for monoprotic acids since reliable literature data are sparse for the 

polyprotic acids.40  The test sets were chosen using the following considerations (Table 1).  First, 

pKa1 should be smaller than pKa2, indicating that Ka1 > Ka2.  Second, the difference of pKa1 and 

pKa2 should be at least 3 pKa units (4.1 kcal/mol) in order to maintain exclusive acid dissociation 

for each stepwise deprotonation.  If the difference between the pKa values is less than two pKa 

units, the two dissociations are not independent of one another, and the base from the first acid 

dissociation may react with the proton of second acid dissociation.  Third, the size of test 

molecule should not be too large to carry out ab initio computations with the aug-cc-pVTZ basis 

set.  Fourth, species having tautomers were not chosen for the test set. 

Selected acids show a broad range of acidity and include several organic/inorganic 

species (A to M in Table 1).  For comparison, I select four more polyprotic acids, fumaric, 

succinic, H2Fe(CO)4, and 2,4,6-trihydroxypyridine (N to Q in Table 1).  The first two acids (N 

and O) have a 2 kcal/mol or greater interval between ∆Gaq
1 and ∆Gaq

2.  The third and fourth 

acids (P and Q) have low-lying d-orbitals, while the last acid (Q) has various structures for each 

acid dissociation step (Scheme 2).  I expect a comparison between the two test sets (A to M and 

N to Q) can reveal the predictive power of each cavity set.   
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Table 1. List of diprotic and triprotic acids with corresponding experimental ∆Gaq
1, ∆Gaq

2, and 

∆Gaq
3 values (kcal/mol at 298.15 K) in present studya 

Polyprotic acids Chemical structure ΔGaq
1 ΔGaq

2 ΔGaq
3 

 Sulfuric H2SO4 (A)  -13.6b 2.7  
Oxalic H2C2O4 (B)  1.8c 5.8  

Sulfurous H2SO3 (C)  2.4 9.8d  

Maleic H2C4H2O4 (D) HO O

HOO

 
2.6 9.0  

Thioglycolic H2C2H2O2S (E) 
O

OH

HS

 
2.7 14.1  

Phosphorous H3PO3 (F) P

H

HO OH
O  

2.7 9.0  

Phosphoric H3PO4 (G)  2.9 9.8 16.8 
Arsenic H3AsO4 (H)  3.0 9.5 17.7 

Methylimino diacetic H2C5H7NO4 (I) N

OHOH

OO

CH3  
3.8 13.9  

Malonic H2C3H2O4 (J) 
OH O

O OH  
3.9 7.8  

Imino diacetic H2C4H5NO4 (K) N
H

OHOH

OO

 
4.1 13.5  

Carbonic H2CO3 (L)  5.3e 14.1e  
Vanadic H3VO4 (M)  5.5f 11.7g 19.5g 

Fumaric H2C4H2O4 (N) 
O

O

HO
OH

 
4.1 6.2  

Succinic H2C4H4O4 (O) 
O

OH

OH

O

 
5.7 7.5  

Iron(II) tetracarbonyl hydride H2Fe(CO)4 (P)  6.0 19.1  

2,4,6-trihydroxy pyridine H3C5H2N1O3 (Q) 
N+

OH

-O OH

H  

6.3 12.3 17.7 

aExperimental value based on pKa1, pKa2, and pKa3 values in Ref. 32.  bRef. 43b.  cRef. 65.  dRef. 
66.  eRef. 54 and Ref. 67.  fRef. 68.  gRef. 57. 
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To determine the lowest free energy (Gaq = Ggas + ∆Gsolv) in flexible conformers, I performed 

geometry optimization in the gas phase followed by CPCM solvation calculations using 

B3LYP/6-31G(d,p) combined with the UFF cavity set. 

 

 

Scheme 2.  First, second, and third free energies of dissociation (∆Gaq
1, ∆Gaq

2, and ∆Gaq
3) in 

kcal/mol at 298.15 K for 2,4,6-trihydroxypyridine (Q).  All results in here were 

obtained with the Pauling cavity set.  Values in parentheses are stabilities in kcal/mol 

relative to the most stable conformer.  
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In some cases, the conformer with lowest value of Gaq was not the conformer with lowest 

Ggas.  I decided not to include an entropy correction for a Boltzmann average of multiple 

conformers because the Pulay group found the correction was small (0.12 of a pKa unit).41  

However, the difference between the two conformers with lowest values of Gaq was at least 2 

kcal/mol in our test sets.  For UFF, UAKS, Pauling, and Klamt cavity sets, the solvation free 

energy (∆Gsolv) comes from the energy difference between the gaseous and aqueous state 

(SCFVAC keyword in Gaussian03).  For SMD, the solvation free energy results from the energy 

difference between the gaseous and aqueous state since the non-electrostatic energy is already 

included in the total solution energy.  For triprotic acids, the cc-pVTZ basis set (rather than the 

aug-cc-pVTZ) was used for ∆Gaq
3/pKa3 calculations because I observed unreasonable orbital 

populations for the trianion when diffuse functions were included.  In order to make consistent 

comparisons, the dianion (HA2-) was calculated with the aug-cc-pVTZ basis set for the step H2A- 

→ H+ + HA2- and calculated again with the cc-pVTZ basis set for the step HA2- → H+ + A3-.  For 

H3VO4, the Dunning basis set for the vanadium atom came from the basis set exchange project.42  

With a standard thermodynamic relation (∆Gaq = ∆Go and K = Ka convention in this study) 

 

∆Gaq = -RTlnKa          (1) 

 

gives 

 

pKa = ∆Gaq/2.303RT          (2) 
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At ambient conditions in kcal/mol, the pKa can be represented by the following simple 

relationship: 

 

pKa = ∆Gaq/1.364          (3) 

 

All values discussed below are free energies in kcal/mol unless noted, where pKa is obtained 

from eqn (3).  The free energy of acid dissociation (∆Gaq), which can be converted directly into 

pKa, is the sum of the free energy of dissociation in the gas phase (∆Ggas) and the change of free 

energy of solvation (∆∆Gsolv) (eqn (4)). 

 

∆Gaq = ∆Ggas + ∆∆Gsolv         (4) 

 

Since the free energy of gas-phase dissociation (HA(g) → H+(g) + A-(g)) by the same DFT 

functional is identical with every cavity model set (geometries were not reoptimized in solution), 

the difference of the free energy of acid dissocation (∆Gaq) results only from the change of free 

energy of solvation (∆∆Gsolv) for each cavity set.  All differences in our free energies of solution 

(∆Gaq) originate from the differences between the free energy of solvation (∆Gsolv) for the anion 

and the neutral acid (∆Gsolv(A-) - ∆Gsolv(HA)) because I use the literature value for ∆Gsolv(H+) 

= -264.0 kcal/mol in eqn (5). 

 

∆∆Gsolv = ∆Gsolv(H+) + ∆Gsolv(A-) - ∆Gsolv(HA)      (5) 
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3.3 Results 

 The results of a systematic survey of polyprotic acids (A to M) with various 

combinations for CPCM and SMD solvation modeling are shown in Tables 2 and 3.  

 

Table 2. First Free Energies of Dissociation (ΔGaq
1) in kcal/mol at 298.15 K for Some 

Polyprotic Acids 

  A B C D E F G H I J K L M 

Cavity Exp.a -13.6 1.8 2.4 2.6 2.7 2.7 2.9 3.0 3.8 3.9 4.1 5.3 5.5 

UFF 

B3LYP -14.0 2.1 -0.4 -0.9 9.1 4.0 2.7 6.1 2.4 1.0 3.7 5.3 3.6 

PBE -14.6 0.5 -1.5 -3.5 6.2 2.4 1.3 4.6 -1.9 -2.8 -2.4 4.5 3.6 

BVP86 -14.2 1.1 -1.2 -4.4 6.4 2.7 1.6 5.1 -1.8 -2.5 -2.0 4.7 4.2 

M05-2X -17.1 0.0 -1.9 -5.5 7.8 2.7 1.0 5.1 -0.7 -2.3 0.2 3.4 2.2 

UAKS 

B3LYP -11.5 2.7 2.6 1.8 10.0 5.6 5.7 8.1 4.7 3.7 6.5 6.9 5.1 

PBE -12.3 2.1 1.2 -0.4 8.5 4.4 4.6 7.0 2.5 0.8 2.7 6.6 4.9 

BVP86 -11.9 2.5 1.6 -0.2 8.7 4.7 4.9 7.7 2.7 1.1 3.4 6.7 5.4 

M05-2X -14.3 0.9 1.5 -2.0 8.9 4.6 4.3 6.9 2.0 1.2 3.6 5.1 3.5 

Pauling 

B3LYP -12.8 4.8 -0.3 2.2 9.9 4.2 3.1 6.3 4.5 3.2 5.7 5.1 6.1 

PBE -13.3 3.5 -0.9 -0.1 7.4 3.1 2.2 5.5 2.5 -0.1 2.6 5.2 6.0 

BVP86 -13.1 3.9 -0.8 0.0 7.5 3.2 2.4 5.8 2.6 0.0 2.8 5.3 6.3 

M05-2X -16.2 2.7 -2.6 -2.1 7.7 2.5 0.6 4.3 1.9 0.5 1.8 2.9 3.9 

Klamt 

B3LYP -12.8 2.4 0.5 -0.1 10.6 4.7 3.8 7.2 3.4 1.7 5.2 6.4 4.1 

PBE -13.4 1.3 -0.7 -2.6 8.1 3.7 2.8 5.7 -1.3 -1.8 0.6 5.2 3.4 

BVP86 -13.1 2.0 -0.4 -2.4 8.4 3.9 3.2 6.3 -1.1 -1.5 -1.2 5.4 4.8 

M05-2X -15.9 0.7 -1.2 -4.1 8.9 3.9 2.5 6.2 -0.4 -1.4 0.8 4.4 2.5 

SMD 

B3LYP -13.6 2.1 -0.7 0.6 9.5 4.2 3.7  4.1 2.4 3.7 5.2  

PBE -14.3 1.0 -1.5 -1.6 7.6 2.9 2.6  1.8 -0.8 0.4 4.8  

BVP86 -14.0 1.6 -0.2 -1.5 7.7 3.1 2.7  1.8 -0.6 0.6 4.8  

M05-2X -16.8 0.3 -2.2 -3.6 9.2 2.9 1.9  1.0 -0.7 0.1 2.8  
aExperimental value based on pKa1. 
 



 74 

The first acidity dissociation constant of H2SO4 is not well-known (pKa varies from -2 to -10)43 

while the second acidity dissociation constant is well established in the literature. 

 

Table 3. Second Free Energies of Dissociation (ΔGaq
2) in kcal/mol at 298.15 K for Some 

polyprotic Acids 

  A B Cb D E F Gb Hb I J K L M 
Cavity Exp.a 2.7 5.8 9.8 9.0 14.1 9.0 9.8 9.5 13.9 7.8 13.5 14.1 11.7 

UFF 

B3LYP 12.9 12.1 24.4 26.1 22.1 22.2 21.8 22.4 22.9 24.0 18.6 31.8 27.8 
PBE 14.3 12.3 24.2 27.1 22.3 21.0 21.1 21.1 24.3 27.2 21.4 31.4 26.0 

BVP86 14.2 12.4 24.3 27.4 22.2 21.0 21.1 21.4 24.6 27.3 21.5 31.4 25.7 

M05-2X 9.4 9.3 22.0 26.3 19.2 20.6 19.6 20.0 22.3 23.2 16.8 29.6 25.7 

UAKS 

B3LYP 11.9 10.5 28.1 19.3 19.3 23.2 24.1 22.9 18.6 17.8 15.0 27.8 25.8 
PBE 13.6 10.8 27.7 20.9 20.0 22.2 23.2 22.0 20.1 21.4 18.6 27.4 24.5 

BVP86 13.4 10.8 27.9 21.1 19.9 22.1 23.2 22.0 20.3 21.2 18.1 27.2 24.3 

M05-2X 8.0 7.5 25.8 18.5 16.0 21.5 21.8 20.7 17.1 16.3 13.4 24.9 23.4 

Pauling 

B3LYP 5.9 8.5 17.4 21.2 20.2 15.9 15.5 16.7 17.5 18.8 14.0 22.8 22.6 
PBE 8.1 8.5 17.4 22.2 21.0 15.3 15.0 16.0 18.7 21.6 16.8 22.6 21.5 

BVP86 7.8 8.4 17.5 22.4 20.9 15.1 14.9 16.0 18.6 21.5 16.9 22.4 21.2 

M05-2X 1.9 4.8 13.9 19.7 16.6 13.5 12.3 13.6 14.2 16.2 11.7 19.3 19.8 

Klamt 

B3LYP 12.6 12.2 24.0 25.4 24.2 22.3 22.3 22.5 23.2 23.9 18.2 31.6 27.4 
PBE 13.9 12.4 23.9 26.5 25.0 21.1 21.4 21.2 24.4 26.9 20.1 31.3 25.9 

BVP86 13.9 12.3 24.0 26.8 24.9 21.1 21.2 21.3 24.7 26.9 20.9 31.2 25.1 

M05-2X 9.1 9.4 21.6 25.0 21.5 20.7 19.8 20.1 22.3 22.9 17.5 29.4 25.6 

SMD 

B3LYP 10.9 9.0 23.4 19.9 26.7 18.2 18.0  18.1 18.1 14.7 25.3  
PBE 12.7 9.1 23.4 21.1 27.1 17.4 17.2  19.6 21.1 17.6 24.9  

BVP86 12.5 9.0 22.5 21.3 27.1 17.3 17.2  19.7 21.0 17.6 24.7  

M05-2X 7.2 5.6 20.6 18.6 23.6 16.2 15.1  16.2 16.4 13.2 22.4  
aExperimental value based on pKa2.  bThe ΔGaq

2 values at the CBS-QB3/CPCM level59 for 
H2SO3 (C), H3PO4(G), and H3AsO4 (H) are 26.5, 27.2, and 24.1 kcal/mol, respectively. 
 

The Dixon group reported the free energy of dissociation (∆Gaq) for pKa1 of H2SO4 (A) using the 

CCSD(T)/CBS limit44 as fluctuating between -4.67 and -11.65 kcal/mol (pKa1 = -3.4 to -8.5) 
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where the free energy of dissociation (∆Gaq) depended greatly on the cavity contour level for the 

anion HSO4
-.  They suggested the best value of pKa1 to be between -6 and -8 and favored the low 

end of this range (i.e. the first acid dissociation free energy, ∆Gaq
1=-10.9 kcal/mol; pKa1 = -8).  

Our ∆Gaq
1 values for H2SO4 with the DFT/UAKS cavity set (except for theM05-2X functional) 

agree with that of the Dixon group within 1.4 kcal/mol (Table 2).  I believe that the difference 

arises mainly from the free energy of the proton in solution since they used ∆Gsolv(H+) = -262.4 

kcal/mol at 1 M while I used -264.0 kcal/mol.  For the second acid dissociation free energy 

(∆Gaq
2) of H2SO4, the Pauling cavity set with the M05-2X functional gave a value in good 

agreement with experiment while the Pauling cavity set with B3LYP, PBE, and BVP86 

functionals yielded a larger discrepancy (∆Gaq
2 = 7.3 kcal/mol (average of three DFT methods) 

versus 2.7 kcal/mol, see Table 3). 

 Oxalic acid (B) and malonic acid (J) have relatively small gaps between ∆Gaq
1/pKa1 and 

∆Gaq
2/pKa2 values.  An assessment of the pKa gap is useful to determine the robustness of the 

cavity model for polyprotic acids.  Acceptable values of the first acid dissociation (∆Gaq
1/pKa1) 

of oxalic acid (B) were obtained with the UAKS, Pauling, and Klamt cavity sets while a 

reasonable value of the second acid dissociation (∆Gaq
2/pKa2) resulted using the M05-2X/Pauling 

or M05-2X/SMD method.  The first acid dissociation (∆Gaq
1/pKa1) of malonic acid (J) is 

acceptable with the B3LYP functional while the second acid dissociation (∆Gaq
2/pKa2) is too 

large with every combination of DFT and cavity set.  Using the B3LYP/UAKS and M05-

2X/Pauling methods for ∆Gaq
1 and ∆Gaq

2, respectively, the calculated gaps in oxalic acid (B) and 

malonic acid (J) are 2.1 and 12.5 kcal/mol, respectively compared to experimental values of 4.0 

and 3.9 kcal/mol (Tables 2 and 3). 
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 For H2SO3 (C) the calculation of pKa is not straightforward because the existence of 

molecular H2SO3 in aqueous solution is still under debate (H2SO3 → H2O + SO2).45  Since our 

free energy cycle uses gaseous geometries, I report ∆Gaq based on a H2SO3 (C) geometry without 

considering the step SO2 + H2O.  In addition, the ∆Gaq value based on a free-energy cycle of SO2 

+ H2O → H+ + SO3
- deviates more from experiment than a cycle based on H2SO3 (C) (data not 

presented).  Additionally, the solution behavior of H2SO3 (C) is quite complicated where a dimer 

can form followed by decomposition pathways.46  However, a comparison between calculated 

and experimental ∆Gaq
1 of H2SO3 (C) using DFT/UAKS method (∆Gaq

1 = 1.7 versus 2.4 

kcal/mol, Table 2) and the second free energy of dissociation ∆Gaq
2 using M05-2X/Pauling 

method (∆Gaq
2 = 13.9 versus 9.8 kcal/mol, Table 3) agrees well with experiment. 

 The prediction of ∆Gaq
1 for maleic acid (D) is within 2.5 kcal/mol of experiment using 

the B3LYP/UAKS, B3LYP/Pauling, or B3LYP/SMD methods while none of the methods 

predict ∆Gaq
2 to within 5 kcal/mol of experiment (Tables 2 and 3).  Fumaric acid (N, Table 4) is 

an isomer of maleic acid (D) and has a relatively narrow gap between pKa1 and pKa2.  Maleic 

acid (D) has strong intramolecular hydrogen bonding in the neutral and monoanion form while 

fumaric acid (N) does not.  Thus, I compare the results of maleic acid (D) and fumaric acid (N) 

to investigate the effect of the intramolecular hydrogen bond with acid dissociation free energy 

(∆Gaq
1 and ∆Gaq

2).  Succinic acid (O) is also compared to see the effect of conjugation on acid 

dissociation free energies (∆Gaq
1 and ∆Gaq

2).  Table 4 shows the ∆Gaq
1 of fumaric acid (N) is in 

reasonable agreement with experiment using any DFT/solvation method except the B3LYP 

functional while the calculated ∆Gaq
2 of fumaric acid (N) gives a good result with the M052-X 

functional (M05-2X/Pauling or M05-2X/SMD).  The ∆Gaq
1 value for succinic acid (O) is best 

with the B3LYP functional while every method fails to give a reasonable value for ∆Gaq
2 (Table 
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3 and 4).  I interpret these deviations to be due to intramolecular hydrogen bonding of the 

succinic acid (O) monoanion.  Thioglycolic acid (E) has one carboxylic group and one thiol 

group.  None of methods gives a reasonable value for ∆Gaq
1 of thioglycolic acid (E) while the 

M05-2X/UAKS or M05-2X/Pauling cavity set gives acceptable values for ∆Gaq
2 (16.0 or 16.6 

kcal/mol, Table 3). 

 

Table 4. First and Second Free Energies of Dissociation (ΔGaq
1, ΔGaq

2) in kcal/mol at 298.15 K 

for Fumaric acid (N), Succinic acid (O), Iron(II) tetracarbonyl hydride (P), and 2,4,6-

trihydroxypyridine (Q) 

  N O P Q 
  ΔGaq

1 ΔGaq
2 ΔGaq

1 ΔGaq
2 ΔGaq

1 ΔGaq
2 ΔGaq

1 ΔGaq
2 

Cavity Exp.a 4.1 6.2 5.7 7.5 6.0 19.1 6.3 12.3 

UFF 

B3LYP 8.0 11.9 2.3 23.0 4.6 27.8 6.2 23.4 
PBE 4.9 12.4 -0.6 24.9 -2.7 20.8 4.8 22.2 

BVP86 5.2 12.5 -0.3 25.0 -2.1 21.9 5.1 22.3 
M05-2X 5.2 9.7 -1.2 22.4 12.7 33.2 4.3 20.9 

M05     2.1 27.2   

UAKS 

B3LYP 7.9 11.2 5.1 16.3 4.0 28.2 9.1 23.7 
PBE 6.4 11.9 2.8 18.9 -3.7 21.2 7.9 22.7 

BVP86 6.7 12.0 3.1 18.8 -3.1 22.0 8.2 22.9 
M05-2X 5.8 8.7 2.2 15.1 11.8 33.5 7.1 21.4 

M05     1.5 27.3   

Pauling 

B3LYP 9.0 9.8 4.0 17.2 10.9 26.4 7.9 19.4 
PBE 7.0 9.9 1.5 19.2 2.3 19.1 6.7 18.4 

BVP86 7.1 9.9 -1.2 19.3 2.9 19.3 6.8 18.5 
M05-2X 5.4 7.2 -0.2 15.3 18.3 30.3 5.4 16.6 

M05     7.6 24.9   

Klamt 

B3LYP 8.5 12.6 2.9 22.6 4.3 29.0 7.5 24.4 
PBE 4.9 13.0 0.6 24.3 -2.8 21.7 6.1 22.6 

BVP86 6.4 13.1 0.9 24.4 -2.3 23.7 6.4 23.5 
M05-2X 5.9 10.2 0.0 21.8 12.4 34.3 5.6 22.2 

M05     1.9 28.0   

SMD 

B3LYP 7.5 9.9 4.1 17.2   7.6 21.0 
PBE 5.4 10.4 1.4 19.3   6.4 20.0 

BVP86 5.6 10.4 1.6 19.3   6.6 20.0 
M05-2X 4.6 7.2 0.8 15.7   5.4 18.3 

aExperimental value based on pKa1 and pKa2. 



 78 

 

A prediction of ΔGaq
1 for H3PO3 (F) and H3PO4 (G) is acceptable regardless of DFT 

functional and solvation model.  However, the prediction of ΔGaq
2 for these two acids clearly 

shows that the Pauling cavity is the only acceptable choice regardless of functional (best value is 

obtained with the M05-2X/Pauling method, see Tables 2 and 3).  Alexeev et al.44a reported the 

ΔGaq
1 of H3PO4 (G) as 3.46 kcal/mol, which can be compared with 4.9 kcal/mol by DFT/UAKS 

method and 2.1 kcal/mol by DFT/Pauling method (Table 2, averaged over four functionals).  For 

ΔGaq
2 of H3PO4 (G), the Pauling cavity set gives the only acceptable results (ΔGaq

2=12.3 

kcal/mol averaged over four functional) compared to experiment (ΔGaq
2=9.8 kcal/mol).  

DFT/UFF and DFT/Pauling methods were in good agreement with experiment for ΔGaq
1 of 

H3AsO4 (H), while only M05-2X/Pauling gave reasonable results for ΔGaq
2 (Tables 2 and 3).  

Experimental and calculated free energies of solvation ΔGsolv for phosphoric acid and related 

anions can be compared.  Previous two studies reported ΔGsolv of H3PO4 (G) to be between -8.1 

kcal/mol (reported value47 of -10 kcal/mol is corrected by 1.89 to account for a change of state) 

and -12.8 kcal/mol.47,48a  In the present study, the Pauling cavity set gives the most negative 

ΔGsolv (-19.6 to -22.4 kcal/mol) while other cavity sets give values between -7.7 and -16.4 

kcal/mol.  The experimental free energy of solvation (ΔGsolv) forH2PO4
- is -66.1 ± 8.0 kcal/mol 

(reported value of -68 kcal/mol is corrected by 1.89 to account for a change of state).47  Previous 

calculated values of -82.9 and -84.6 kcal/mol have been reported for ΔGsolv(H2PO4
-) with PCM 

solvation modeling using B3LYP/6-31G(d) and B3LYP/6-311++G** methods, respectively 

(cavity set and standard state not specified).48b  Smaller calculated values of -62.6 and -60.7 

kcal/mol have been reported with the UAHF cavity set using MP2/6-31+G(d,p)//HF6-31+G(d,p) 

and G3B3//HF/6-31+G(d,p) level of theory, respectively (reported value corrected to account for 
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change of state).48a  Our ΔGsolv(H2PO4
-) values based on the Pauling cavity set give free energies 

between -72.4 kcal/mol and -78.1 kcal/mol, which are somewhat more negative than those of 

other cavity sets (-61.4 to -70.8 kcal/mol including SMD). 

For the dianion HPO4
2- Florián and Warshel47 suggested a value of -245 ±15 kcal/mol for 

ΔGsolv based on the Langevin dipole model.  They considered the value of -273.1 kcal/mol, based 

on the PCM/Pauling method, to be too negative.  However, this value was computed with a 

smaller radius for phosphorus than the current default in the Pauling cavity set (1.80 versus 

1.90Å).  In the current study, two sets of values are available for ΔGsolv(HPO4
2-).  Those 

calculated with the cc-pVTZ basis set are about 6 to 15 kcal/mol more negative than with the 

aug-cc-pVTZ basis set for the same DFT/cavity set.  For the cc-pVTZ basis, the Pauling cavity 

set gives values of ΔGsolv(HPO4
2-) between -255.3 and -260.7 kcal/mol, somewhat more negative 

than with other cavity sets (-230.6 to -249.0 kcal/mol). 

I expand our assessment of cavity models to the triprotic acids H3PO4 (G), H3AsO4 (H), 

and H3VO4 (M) in Table 5, which summarizes free energies of dissociation (ΔGaq
3).  In general, 

all DFT/cavity combinations underestimate the acidity for ΔGaq
3 of H3PO4 (G).  Marcus49 

reported an experimental ΔGsolv(PO4
3-) value of -664.7 kcal/mol, which is much more negative 

than the calculated values based on PCM solvation modeling.  It should be pointed out that his 

value for ΔGsolv(H2PO4
-) is also much more negative than the experimental result (-115.0 

versus -66.1 ± 847 kcal mol_1).  Florián and Warshel47 reported -592.1 kcal/mol for ΔGsolv(PO4
3-) 

based on the PCM/Pauling method with a 1.8 Å vdW radius for phosphorus.  They suggested a 

value of -534.1 ± 20 kcal/mol for ΔGsolv(PO4
3-) based on their Langevin dipole method.  In this 

study, the ΔGsolv(PO4
3-) values from the Pauling cavity set and cc-pVTZ basis set are between -

565.6 to -569.6 kcal/mol while other cavity sets give values between -526.3 and -551.0 kcal/mol. 
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A technical difficulty arose in the treatment of trianions like PO4
3- since the third excess 

electron is not binding (PO4
2- + e- → PO4

3-).50  Thus, the environment confers stability to PO4
3- 

in water.48,51,52  Computationally, the instability of PO4
3- in the gas phase is manifested by 

unreasonable orbital populations of diffuse functions.   

 

Table 5. Third Free Energies of Dissociation (ΔGaq
3) in kcal/mol at 298.15 K for Some 

Polyprotic Acids 

  Gb Hb M Q 
Cavity Exp.a 16.8 17.7 19.5 17.7 

UFF 

B3LYP 50.6 48.9 49.4 54.7 
PBE 50.7 49.0 47.2 54.2 

BVP86 49.9 48.3 46.9 53.2 

M05-2X 45.3 43.4 46.6 48.5 

UAKS 

B3LYP 45.5 44.5 38.2 48.2 
PBE 45.7 45.4 36.7 47.4 

BVP86 44.9 44.5 36.2 46.8 

M05-2X 40.1 38.8 39.9 45.4 

Pauling 

B3LYP 32.4 32.7 35.8 43.2 
PBE 32.5 33.0 34.3 42.2 

BVP86 31.8 32.3 33.6 41.8 

M05-2X 27.2 27.1 37.4 37.3 

Klamt 

B3LYP 50.1 49.1 48.3 55.7 
PBE 50.2 49.2 46.0 54.6 

BVP86 49.4 48.5 45.7 53.2 

M05-2X 44.6 43.6 45.4 48.6 

SMD 

B3LYP 39.4   47.4 
PBE 39.6   46.5 

BVP86 38.8   45.9 

M05-2X 34.1   41.3 
aExperimental value based on pKa.  bThe ΔGaq

3 values at the CBS-QB3/CPCM level59 for 
H3PO4(G) and H3AsO4 (H) are 40.7 and 39.1 kcal/mol, respectively. 
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On the other hand, diffuse functions are regarded as a prerequisite to describe negatively charge 

systems such as PO4
3-.46  With the augmented Dunning basis set (aug-cc-pVTZ), PO4

3- has 0.72 

e- in diffuse phosphorus p functions and a total of 1.26 e- in diffuse oxygen p functions.  To 

circumvent this problem, I computed trianions without diffuse functions by using the cc-pVTZ 

basis set.  In Table 3 the first and second free energy of dissociation (ΔGaq
1 and ΔGaq

2) use the 

aug-cc-pVTZ basis set while the third free energy of dissociation (ΔGaq
3) uses the cc-pVTZ basis 

set.  None of the cavity sets are successful in reproducing ΔGaq
3 of H3PO4 (G).  Smiechowski48a 

reproduced successfully ΔGaq
2 and ΔGaq

3 of H3PO4 (G) using the cluster-continuum 

approximation (several explicit water molecules were bound to the solute).  However, the same 

method failed to reproduce ΔGaq
1 of H3PO4 (G) quantitatively.  Tang et al.52 also report the 

ΔGaq/pKa value for H3PO4 (G) using a cluster-continuum model with the PBE/COSMO method.  

Five explicit water molecules provide the best model for evaluating ΔGaq
2/pKa2 and ΔGaq

3/pKa3 

of H3PO4 (G) while two explicit water molecules were optimal for evaluation of ΔGaq
1/pKa1. 

I assessed the effect of augmentation in the Dunning basis set for H3PO4 (G) (see Table 

6) by comparing gaseous state optimization using the cc-pVTZ basis set with solution-state 

optimization using the aug-cc-pVTZ basis set.  In the CPCM optimization of HPO4
2- and PO4

3- 

with the aug-cc-pVTZ basis set, the occupation of diffusion functions was within reasonable 

limits.  For the gas-phase energy (needed to compute ΔGgas in Scheme 1), the unperturbed energy 

was taken from the CPCM calculation.  Vibrational frequencies obtained from the 

CPCM/DFT/aug-cc-pVTZ method were used to compute the thermal corrections and TDS 

contribution to obtain ΔGgas in Scheme 1.  The geometry change between gas-phase cc-pVTZ 

and solution-phase aug-cc-pVTZ optimizations was less than 0.02 Å in P–O distances.  The 

ΔGgas values for the step HPO4
2- → H+ + PO4

3- from the aug-cc-pVTZ solution optimization 
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were significantly more negative as compared to the cc-pVTZ results (Table 6, up to 36.2 

kcal/mol) which is to be expected since diffuse functions are more important for the trianion than 

for the dianion.  However, the difference was offset to some extent by the fact that free energies 

of solvation favored the reaction more with the cc-pVTZ basis set as compared to the aug-cc-

pVTZ basis set.  Overall, the ΔGaq values for the third dissociation step were more negative by 

about 10 kcal/mol when the aug-cc-pVTZ basis set was used with solution-state optimizations 

relative to using cc-pVTZ with gas-phase optimizations. 

 

Table 6. Free Energies of Dissociation (ΔGaq
3) in kcal/mol at 298.15 K for HPO4

2- → H+ + PO4
3- 

Cavity 

Model 
DFT 

cc-pVTZ 

(gas phase optimization) 
 aug-cc-pVTZ 

(solution phase optimization) 
ΔGgas ΔΔGsolv ΔGaq  ΔGgas ΔΔGsolv ΔGaq

a 

UFF 

B3LYP 606.2 -555.6 50.6  570.0 -531.1 38.8(11.8) 
PBE 607.1 -560.7 50.7  564.2 -527.2 36.8(13.9) 

BVP86 606.0 -573.8 49.9  564.5 -527.6 36.7(13.2) 
M05-2X 600.1 -556.1 45.3  573.7 -536.7 36.8(8.5) 

UAKS 

B3LYP 606.2 -573.8 45.5  570.0 -534.1 35.6(9.9) 
PBE 607.1 -556.1 45.7  564.2 -529.8 34.0(11.7) 

BVP86 606.0 -556.4 44.9  564.5 -530.3 33.8(11.1) 
M05-2X 600.1 -561.4 40.1  573.7 -539.8 33.5(6.6) 

Pauling 

B3LYP 606.2 -556.4 32.4  570.0 -541.8 28.1(4.3) 
PBE 607.1 -561.4 32.5  564.2 -537.2 26.8(5.7) 

BVP86 606.0 -574.6 31.8  564.5 -537.6 26.7(5.1) 
M05-2X 600.1 -556.9 27.2  573.7 -548.4 25.1(2.1) 

a Difference between ΔGaq by gas phase optimization and ΔGaq by solution phase optimization.  

 

H3AsO4 (H) shows the same trend in ΔGaq as H3PO4 (see Tables 2, 3, and 5).  The ΔGaq 

values with the Pauling cavity set are acceptable for the second dissociation step but are too 

positive for the third dissociation step.  Consistently, the M05-2X/Pauling method yields the best 
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agreement with experimental ΔGaq/pKa values of H3AsO4 (H) but is too positive for the third 

step (ΔGaq
3) by 9.4 kcal/mol.  The corresponding errors for ΔGaq

3 obtained from the other cavity 

sets were much larger, up to 31.5 kcal/mol.  The prediction of ΔGaq
1 and ΔGaq

2 for 

methyliminodiacetic acid (I) and iminodiacetic acid (K) using the DFT/UAKS and M05-

2X/Pauling methods are in acceptable agreement with experiment.  However, the ΔGaq
1 for 

malonic acid (J) from the B3LYP/UAKS method gives good agreement while other DFT/UAKS 

combinations overestimate the acidity of malonic acid (J) (Tables 2 and 3).  The DFT/Pauling 

cavity set also shows a similar trend of DFT dependency.  ΔGaq
2 for malonic acid (J) by any 

method yields too positive (weak acidic) even though M05-2X/Pauling still gives the least 

positive ΔGaq
2 value (16.2 kcal/mol). The underestimation of acidity (too positive ΔGaq

2) for 

malonic acid (J) may be related to the small gap between ΔGaq
1 and ΔGaq

2 (3.9 kcal/mol). 

An intramolecular hydrogen bond is found in the monoanions of maleic acid (D), 

thioglycolic acid (E), malonic acid (J), methyliminodiacetic acid (I), and iminodiacetic acid (K).  

The ΔGaq
2 of larger monoanions with intramolecular hydrogen bonds (I, K) are well reproduced, 

while the ΔGaq
2 of smaller monoanions with intramolecular hydrogen bonds (D, J, and O) are 

significantly underestimated.  The M05-2X/Pauling and M05-2X/SMD methods reproduce the 

experimental ΔGaq
2 value for oxalic acid (B), the smallest dicarboxylic acid considered (Table 3) 

and for fumaric acid (N, Table 4).  Due to the effect of intramolecular hydrogen bonds, a narrow 

pKa interval, and the size of the anion, it is not easy to make any correlation or trend for the 

prediction of ΔGaq
2 for B, D, E, I, J, K, N, and O. 

The existence of CO2 in aqueous solution influences the experimental ΔGaq
1/pKa1 of 

H2CO3 (L) (H2CO3 → H2O + CO2).  Tossell53 investigated ΔGaq of H2CO3 → H+ + HCO3
- with 

the influence of CO2 + H2O → H+ +HCO3
-.  I use ΔGaq

1 = 5.3 kcal/mol (pKa1 = 3.9) as an 
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experimental value where the effect of perturbation of CO2 in water has been removed.54  In our 

study, all DFT/cavity methods give reasonable free energies of dissociation (2.8 to 6.9 kcal/mol, 

Table 2).  The Dixon group used ΔGaq
1 = 8.7 kcal/mol (pKa1=6.4) as an experimental value.44a  

Their best prediction was 8.65 kcal/mol with an anion contour level of 0.0022 using the fully 

polarizable continuum model (FPCM) method.  Very recently, Wang et al.55 reported ΔGaq
1 = 5.1 

kcal/mol (pKa1= 3.7) through the consideration of hydration/dehydration rates and equilibrium 

constant of CO2 in aqueous media.  Gao et al.56 performed over fourteen combinations of 

implicit solvation including the QM/MM approach for pKa of bicarbonate (HCO3
-).  Their 

predicted ΔGaq values vary from 11.5 to 37.5 kcal/mol depending upon methods.  Tossell53 

reported ΔGaq
1 = 9.8 kcal/mol (14.8 kcal/mol after correcting for ΔGsolv(H+) change of state) of 

H2CO3 based on the step CO2•H2O → H+ + HCO3
-, which is still far from the experimental 

value.  It is worth noting that the consideration of a special interaction between solute and water, 

while important, may actually lead to poorer agreement with experimental data when explicitly 

included.35,53,56  For ΔGaq
2, the M05-2X/Pauling method gives the smallest ΔGaq

2 (19.3 kcal/mol) 

and M05-2X/SMD method yields 22.4 kcal/mol (Table 3). 

The experimental ΔGaq values for the three dissociation steps in H3VO4 (M) are in 

question,57 due to the complex aqueous behavior of H3VO4 (M). For various pH regions, multiple 

anionic species are possible such as H2V10O28
4-, H2VO4

-, V4O12
4-, HV10O28

5-, HVO4
2-, and V2O7

4-

.43a,58  Thus, the formation of isopolyanions ([MxOy]n-) enables diverse dissociated speices.  

Nevertheless, any DFT/cavity method gives good agreement with experimental data for ΔGaq
1 

while M05-2X/UFF and M05-2X/Klamt results deviate from the measured data by only 3.3 and 

3.0 kcal/mol for ΔGaq
1 (Table 2).  For ΔGaq

2, the difference between experiment and 

DFT/Pauling values becomes larger than 8 kcal/mol for all methods (Table 3).  The deviation 
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from the experimental ΔGaq
3 value for H3PO4 (G), H3AsO4 (H), and H3VO4 (M) with the M05-

2X/Pauling method is about 15 kcal/mol too large (Table 5). 

Zimmermann and Tossell59 performed CPCM solvation modeling (radii = UAHF) 

combined with one explicit water molecule for pKa predictions of H2SO3 (C), H3PO4 (H), and 

H3AsO4 (G).  Using a linear fit equation (0.42907 × pKa - 0.23), they reproduced pKa1 and pKa2 

of these polyprotic acids.  However, the individual values for ΔGaq
2/pKa2 and ΔGaq

3/pKa3 were 

still far from the literature data (Tables 3 and 5).  Incorporation of an explicit water molecule did 

not improve predictions of ΔGaq
1, ΔGaq

2, and ΔGaq
3 since the ΔGaq value by CPCM + explicit 

water molecules differed from the CPCM approach by less than 3 kcal/mol.  The incorporation 

of explicit water molecules shifts ΔGaq
2 of H2SO3 5.1 kcal/mol more acidic (31.6 → 26.5 

kcal/mol) still far from the literature value of 9.8 kcal/mol.  Their linear fit equation may need a 

more comprehensive test in order to make it general for polyprotic acids.  For a series of 

oxoacids (H3PO4 (H), H3AsO4 (G), and H3VO4 (M)), the unsigned average error of ΔGaq
3 from 

the M05-2X/Pauling method is only 4.4 kcal/mol if 15 kcal/mol is subtracted from our third 

dissociation step. 

H2Fe(CO)4 (P) is the only test molecule with a partially filled set of d electrons on one 

atom.  The neutral form has C2v symmetry while the monoanion has C3v symmetry and the 

dianion has Td symmetry.  While the effect of the different DFT functionals on ΔGaq is much 

larger than that for a non d-electron system, B3LYP/UFF, B3LYP/UAKS and B3LYP/Klamt 

methods yielded reasonable predictions for ΔGaq
1.  However, only the PBE or BVP86 functional 

with any cavity provided a ± 5.0 kcal/mol accuracy for ΔGaq
2.  For both ΔGaq

1 and ΔGaq
2, the 

M05-2X functional greatly underestimated the acidity (ΔGaq too large) with every cavity set 

(Table 4).  In order to access the accuracy of the DFT results in the gas phase for H2Fe(CO)4, I 
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applied G4(MP2) theory, recently extended to transition metal containing systems by Mayhall et 

al.60  At the G4(MP2) level ΔGgas
1 is 306.2 kcal/mol while ΔGgas

1 obtained from B3LYP, PBE, 

BVP86, and M05-2X functionals are 310.7, 303.5, 304.2, and 319.1 kcal/mol, respectively.  

Also, ΔGgas
2 evaluated from G4MP2 is 437.1 kcal/mol while the ΔGgas

2 values resulting from  

B3LYP, PBE, BVP86, and M05-2X functionals are 429.0, 421.9, 422.9, and 437.1 kcal/mol, 

respectively.  Because Zhao and Truhlar61 recommended the M05 functional for 3d transition 

metal systems rather than the M05-2X functional, I also applied the M05 functional with the four 

cavity sets (Table 4).  The ΔGaq
1 value from the M05/Pauling method (7.6 kcal/mol) is close to 

the experimental value of 6.0 kcal/mol while the ΔGaq
2 value (24.9 kcal/mol) is larger than 

experiment by 5.8 kcal/mol (Table 4). 

2,4,6-trihydroxypyridine (Q) is a triprotic acid and may exist in several zwitterionic 

forms in solution (Scheme 2).  In order to determine the most stable solution form, I calculated 

the geometry with the DFT/aug-cc-pVTZ method and its solvation energy with UFF, UAKS, 

Pauling, and Klamt cavity sets.  The most stable form of each neutral, monoanionic, and 

dianionic form is selected by the aqueous solution free energy with the Pauling cavity set (Gaq = 

Ggas + ΔGsolv).  In all cavity sets, Q_N1, Q_M1, Q_D1, and Q_T1 are the most stable forms.  

The ΔGaq
1 value of 2,4,6-trihydroxypyridine (Q) is well reproduced by every approach except 

when B3LYP/UAKS is used while ΔGaq
2 is within 5 kcal/mol of the experimental value when 

the M05-2X/Pauling is employed (Table 4).  With the B3LYP, PBE, and BVP86 functionals, 

ΔGaq
3 obtained from the Pauling cavity set of 2,4,6-trihydroxypyridine (Q) is too large by over 

24 kcal/mol (Table 5), while ΔGaq
3 from the M05-2X/Pauling method is too large by almost 20 

kcal/mol. 
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Fig. 1 shows a deviation of ΔGaq
1 using the UAKS cavity set for polyprotic acids A 

through M.  Regardless of acidity, every DFT/UAKS method yields nine reasonable predictions 

of ΔGaq
1 (±2.5 kcal/mol) in thirteen acids test set which indicates that no DFT functional is 

clearly superior for the prediction of ΔGaq
1.  

  

Figure 1. Performance of the UAKS cavity set for the first acid dissociation free energy 

prediction (ΔGaq
1). 

 

For the same acids, Fig. 2 shows the deviation of ΔGaq
1 from the experimental data using 

the Pauling cavity set for polyprotic acids A through M (nine out of thirteen within ±2.5 

kcal/mol).  Takano and Houk18 suggested the UAKS was the best choice for evaluation of 

ΔGaq
1/pKa1.  However, our results indicate that the Pauling cavity set performs equally well at 
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predicting ΔGaq
1/pKa1 for our test set since every DFT/Pauling method yields nine reasonable 

predictions of ΔGaq
1 (within ±2.5 kcal/mol).  The Merz group attempted to determine a reliable 

solvation free energy of 60 ionic species using a Poisson–Boltzmann and IEFPCM model 

combined by five explicit water molecules.62  An unsigned average error in their test set of anion 

species was 2.1 kcal/mol.   

 

Figure 2. Performance of the Pauling cavity set for the first acid dissociation free energy 

prediction (ΔGaq
1). 

 

I expect a solute coordinated by several water molecules in implicit solvation model 

would improve the accuracy of ΔGaq
1/pKa1 prediction for specific acids and indeed the accuracy 

is somewhat better than the results for our test set.  However, I feel that the DFT/UAKS and 
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DFT/Pauling approaches can be useful tools for ΔGaq
1/pKa1.  Recently, Zhang et al.63 established 

a standard linear regression fit for pKa1 (i.e. pKa(f) = αfΔH + βf).  The role of DFT functionals in 

their study was only modest while solution optimization, choice of basis set, and fitting 

parameters were more important.  They found the pure DFT functional (OLYP) to be more 

efficient than a hybrid functional for continuum solvation modeling, and B3LYP was not the best 

choice for the prediction of pKa in small organic acids, which agrees with our observation. 

For ΔGaq
2/pKa2, the DFT/UAKS approach always underestimated the acidity of our test 

set (Fig. 3).  Except for B, E, I, and K, the calculated ΔGaq
2 values deviate by more than 5.0 

kcal/mol from experiment.  

 

Figure 3. Performance of the UAKS cavity set for the second acid dissociation free energy 

prediction (ΔGaq
2). 
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The M05-2X/UAKS method predicted only four acids within ±5.0 kcal/mol of 

experiment.  However, the M05-2X/Pauling approach yields nine reasonable predictions of 

ΔGaq
2/pKa2 with reliable accuracy (±5.0 kcal/mol of experiment).  The other three DFT 

functionals yields only three or four reasonable predictions with ±5.0 kcal/mol of accuracy (Fig. 

4).  Since the solvation free energies of dianions are much larger than those of monoanions, the 

uncertainty in the calculated solvation free energy of dianions is expected to dominate the 

uncertainty of the calculated ΔGaq
2 values. For D, J, L, and M, specific solute–water interactions 

may be important in the dianion, which is beyond the implicit solvation model used here. 

 

Figure 4. Performance of the Pauling cavity set for the second acid dissociation free energy 

prediction (ΔGaq
2). 
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For multi-acid dissociation processes, the choice of cavity model with the CPCM method 

becomes critical for a reasonable prediction of solution free energies.  The default cavity radii of 

each atom in the cavity set are tabulated in Appendix 1.  However, the molecular environment 

modifies the actual radii of the UAKS model.  Verdolino et al.64 modified the scale factor in the 

UFF cavity sets for the prediction of pKa1 and pKa2. 

 

Figure 5. Free energies of solvation (ΔGsolv
2) for dianions using different scale factors on 

PBE/aug-cc-pVTZ with Pauling cavity. 

 

The original purpose of a scale factor (default = 1.2 in G03) was to allow a transition between 

solute and bulk solvent.3b  For pKa1, a modified scale factor of 0.9 was chosen to reproduce the 

experimental data while a scale factor of 0.8 was chosen for pKa2.64  In our test set, smaller scale 



 92 

factors for the UFF cavity set produced larger solvation free energies (ΔGsolv) and decreased pKa 

(Fig. 5).  However, solvation free energies from the smallest scale factor for the UFF cavity set 

(0.7) were still insufficient to match the solvation free energies from the Pauling cavity set.  In 

fact, the 0.7 scale factor did not indicate a systematic approach of solvation free energies to the 

Pauling cavity set (Fig. 5) and probably represents an unrealistically small scale factor.  

Verdolino et al.64 did not study the effect of scale factors for dianions since they investigated 

pKa1 of HA+(aq) → A(aq) + H+(aq) and pKa2 of HA(aq) → A-(aq) + H+(aq).  Our tests show that 

a simple adjustment of the scale factor is not an adequate solution to modify the calculated 

dianion solvation free energies. 

 

3.4 Conclusions 

 For five well-known cavity model sets (UFF, UAKS, Pauling, Klamt, and SMD), 

ΔGaq/pKa calculations were made for monoprotic, diprotic, and triprotic acids.  The performance 

for ΔGaq
1/pKa1 with the UAKS cavity set and Pauling cavity set was similar for all DFT 

functionals considered.  However, the performance for ΔGaq
2/pKa2 with the M05-2X/Pauling 

cavity was clearly superior to other combinations.  All considered DFT/cavity set combinations 

underestimated ΔGaq
2 with narrow ΔGaq/pKa intervals (less than 4 kcal/mol) between first and 

second dissociations.  One exception was fumaric acid (N), which does not experience 

intramolecular hydrogen bond in the monoanionic form.  For triprotic acids, all cavity sets 

predicted too positive a ΔGaq
3, the best being the Pauling cavity set. 

The free energy cycle based on the experimental value of ΔGsolv(H+) enables simple but 

robust predictions for a broad range of acids.  However, a universal or seamless methodology to 

calculate the free energy of solution (ΔGaq) for pKa prediction is still a goal.  At this time I 
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suggest the M05-2X/Pauling combination as the method of choice for calculating ΔGaq
1 and 

ΔGaq
2 of diprotic acids whose pKa values are separated by at least three units (4.1 kcal/mol). For 

triprotic acids, the M05-2X/Pauling combination is still reasonable for ΔGaq
1 and ΔGaq

2 but 15 

kcal/mol should be subtracted from ΔGaq
3. 
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Chapter 4 

 

Dissolution Thermochemistry of Alkali Metal Dianion Salts (M2X1, M=Li+, Na+, and K+ with 

X=CO3
2-, SO4

2-, C8H8
2-, and B12H12

2-) 

 

4.1 Introduction 

 Solvation Gibbs free energies (ΔGsolv) contribute greatly to solubility, solution reactivity, 

adsorption of ionic species, and stability of biomolecules.  For neutral organic species, 

experimental partition coefficients allow the calculation of ΔGsolv with 0.2 kcal/mol of 

uncertainty.1  On the other hand, experimental ΔGsolv values of individual cations or anions are 

not directly available and in many cases the uncertainty is substantial (4 to 5 kcal/mol).1  Alkali 

metal cations, which play a key role in biology, have widely varying reported values of ΔGsolv 

(Table 1).2  The absolute ΔGsolv of Li+, Na+, and K+ vary from -104.1 to -144.3 kcal/mol, -76.8 to 

-116.5 kcal/mol, and -59.6 to -85.4 kcal/mol, respectively.3  Latimer4 estimated ΔGsolv of alkali 

metal cations using a thermodynamic cycle which included sublimation energy, ionization 

energy and reduction potential.  However, the entropy of solids, electron/ion convention, and 

standard reduction potential were not accurately known at that time.  Tissandier et al.3d presented 

a cluster-pair approximation to get the absolute ΔGsolv of alkali metal cations.  Kelly et al.3i 

applied the same method to determine the absolute ΔGsolv of alkali metal cations with the 

electron convention/Fermi-Dirac statistics.  Donald and Williams3l performed an even more 

comprehensive cluster-pair approximation and reported slightly modified ΔGsolv of alkali metal 

cations based on -263.4 kcal/mol of ΔGsolv(H+) at 1 atm standard state (Table 1).  
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Table 1. Absolute hydration free energies (ΔGsolv, kcal/mol) of alkali metal cations (Li+, Na+, 

K+) in literaturea  

Reference 
Absolute hydration free energy (ΔGsolv) 

Li+ Na+ K+ 

3o -122.1 -98.4 -80.6 
3n -122.1 -98.2 -80.6 
3a -123.5 -98.6 -80.8 
3p -113.5 -87.2 -70.5 
3cb -144.3 -116.5  
3d -126.5 -101.3 -84.1 
3e -115.4 -96.3 -79.6 
3f -126.0   
3g -124.9 -99.7 -82.5 
3h -118.6 -94.2  
3m   -68.6 
3i -126.5 -101.3 -84.1 
3jb -120.8 -92.3 -75.5 
3q -123.1 -96.6 -79.4 
3k -111.8 -86.8 -68.8 
3k -104.1 -76.8 -59.6 
3k -112.8 -87.5 -65.0 
3l -127.8 -102.6 -85.4 
3r -120.5 -96.3 -78.6 
This workc -126.6 -101.1 -83.8 
aThe standard state of 1 atm for gas and 1 M for aqueous solution.  The reported values with 1M 
standard state for gas and solution are converted to the values with the standard state of 1 atm of 
gas and 1 M for aqueous solution using a +1.89 kcal/mol correction.  bThe standard state 
information is not shown clearly. CThe SHE 4.281 eV is applied. See Scheme 4 for details.  The 
values used (in bold) for ΔGsolv(M+) are from reference 3i 
 

The CPCM (Conductor-like Polarizable Continuum Model)5 is combined with ab initio 

computations to determine ΔGsolv of neutral and ionic species.  In a benchmark study of CPCM, 

Takano and Houk6 found that the mean absolute deviations of aqueous ΔGsolv for ionic species 
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varied between 2.73 and 9.30 kcal/mol depending on the choice of the cavity set.  The Pauling 

cavity set had the smallest deviation (2.73 kcal/mol) for ionic species while the same cavity set 

showed 3.49 kcal/mol of deviation for neutral species.  Takano and Houk6 recommended the 

UAKS cavity set for the prediction of pKa1 since it had the smallest deviation for neutral species 

(1.35 kcal/mol) and a small deviation for anions (3.21 kcal/mol).  However, Chipman7 reported 

that no single electronic isodensity contour value for solute cavity led to acceptable values of 

ΔGsolv for anions in his test sets.  Król et al.8 suggested that the Pauling cavity set was best for 

pKa predictions of polyprotic acids.  Fernández et al.9 found that the Pauling cavity set was better 

than the UAKS cavity set for the pKa calculation of ammonia oxide (+NH3O-).  I found the 

Pauling cavity set combined with the M05-2X functional to be the most suitable for the 

ΔGaq2/pKa2 prediction in aqueous media.10  The CPCM method with a proper choice of a cavity 

set can yield solvation free energies (ΔGsolv) of anions within about ±5 kcal/mol of experimental 

values.1   

Many ab initio computations based on periodic or extended cluster models have been 

performed for organic crystal lattice energy.11  Dispersion interactions, which are the main 

intermolecular contribution to the organic crystal lattice energy, are not described properly with 

traditional DFT methods.  The Grimme group11b,12 have developed an empirically parameterized 

dispersion correction which is implemented in several packages for periodic systems.  For the 

Born-Haber cycle of M2CO3 and M2SO4 (M = Li+, Na+, and K+), determining the second electron 

affinity is also a challenge (Scheme 1).13   Most thermodynamic properties are well known from 

the literature or can be computed by established methods (Scheme 1).  On the other hand, small 

dianions such as CO3
2- and SO4

2- are known to be stable in water but unstable or metastable in 

the gas phase due to the unbound nature of the second electron.10,14  Many approaches have been 
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presented to calculate the second electron affinity (negative affinity) using chemical hardness,15 

an anion bound by a potential wall,16 and the stabilization exerted by a polar solvent.17  Jensen18 

reported that the lack of long-range dispersion in the exchange-correlation DFT functional led to 

poor performance for calculating electron affinities.  The electron affinities (negative electron 

affinity, -ΔH0K) of CO3
- and SO4

- are known to be -87.6 kcal/mol and -37.0 kcal/mol, 

respectively from the literature.19  The electron affinity of SO4
- by the MP2/CBS method 

was -25.4 kcal/mol20 while the Simons group21 reported SO4
2- was vertically unstable by 25.8 

kcal/mol.  

Scheme 1.  Born-Haber cycle for Li2CO3. 

 

Over the last ten years, the Jenkins group22 developed a volumetric approach for the 

lattice energy of ionic crystals including an empirical formula for entropy estimation.  Several 

studies have used this volumetric approach to determine the lattice energy of ionic crystals 
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because the equation is very easy to apply.23  The lattice enthalpies of M2CO3 and M2SO4 (M = 

Li+, Na+, and K+) are available in the literature based on this volumetric approach as well as the 

Born-Fajans-Haber cycle.24  In fact, I consider the volumetric approach is more reliable because 

the heat of formation for CO3
2-(g) and SO4

2-(g) are uncertain.24  However, the choice of ionic 

volume is critical to determine the lattice energy.  For K2B12Cl12, 0.010 nm3 for the K+ volume23d 

gives 250.7 kcal/mol of lattice energy while 0.0277 nm3 by a recent study22h gives 294.6 

kcal/mol of lattice energy, a difference of 43.9 kcal/mol.   

If the formation Gibbs free energy differences (ΔΔGf = ΔΔHf - TΔS) between gas and 

solid are available, a thermodynamic triangle can be constructed to estimate ΔGlatt (Scheme 2).  

Calculating the gaseous dissociation energy (ΔGgas) of an ionic molecule by ab initio quantum 

chemistry is straightforward.  In addition, many papers are beginning to appear on the calculation 

of ΔHf in the solid.25  I also define a cohesive free energy of the crystal (ΔGcoh), which can 

replace ΔΔGf in Scheme 2.  With the optimized geometry of the gaseous ionic molecule and the 

optimized crystal structure, the cohesion energy of the crystal can be estimated by computation.   

 

Scheme 2. Lattice free energy of crystal by the sum of free energy difference (ΔΔG = ΔΔHf - 

TΔS) between gas and solid followed by gaseous dissociation free energy (ΔGgas). 
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I set up a thermodynamic cycle for the dissolution of alkali metal cations (Li+, Na+, and 

K+) with several dianions (CO3
2-, SO4

2-, C8H8
2-, and B12H12

2-) in Scheme 3.  At equilibrium, 

ΔGdiss is always 0 while ΔGo
diss is given by -RTlnKsp (ΔGdiss = ΔGo

diss + RTlnKsp, where Ksp is 

solubility constant).  With ΔHf for aqueous ions and solids and entropies for aqueous ions and 

salts, ΔGo
diss values of M2CO3 (M=Li+, Na+, and K+) in infinitely dilute solutions are between -

7.1 (K2CO3) to 4.3 kcal/mol (Li2CO3) while for M2SO4 (M=Li+, Na+, and K+) they are 

between -2.3 (Li2SO4) to 2.0 kcal/mol (K2SO4) (Table 2).24b   

 

Scheme 3. Thermodynamic cycle for the dissolution of M2X1 (M2X1, M=Li+, Na+, and K+ with 

X=CO3
2-, SO4

2-, C8H8
2-, and B12H12

2-) salts. 

 

The solubilities of M2CO3, M2SO4, and M2B12H12 (M = Li+, Na+, and K+) vary greatly while 

ΔGo
diss values are within ±5 kcal/mol of 0 (Table 2).26  All M2B12H12 salts (M = Li+, Na+, and K+) 
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are known to be very soluble in water and stable in dilute acids but the solubility decreases 

sharply from lithium to the cesium salt.23c,27-28  

 

Table 2. Experimental dissolution enthalpies (ΔHo
diss) and free energies (ΔGo

diss) (kcal/mol) of 

M2CO3 (M=Li+, Na+, and K+), M2SO4 (M=Li+, Na+, and K+), and M2B12H12 (M=Li+, 

Na+, K+, Rb+, and Cs+) 

Dissolution reaction ΔHo
diss

a ΔGo
diss

b ΔGo
diss

c 

Li2CO3(s) → 2Li+(aq) + CO3
2-(aq) -4.3 4.3 2.2 

Na2CO3(s) → 2Na+(aq) + CO3
2-(aq) -6.4 -1.1 -2.1 

K2CO3(s) → 2K+(aq) + CO3
2-(aq) -7.6 -7.1 -4.5 

Li2SO4(s) → 2Li+(aq) + SO4
2-(aq) -7.2 -2.3 -2.4(-0.1)d 

Na2SO4(s) → 2Na+(aq) + SO4
2-(aq) -0.5 0.4 -1.4(1.7)d 

K2SO4(s) → 2K+(aq) + SO4
2-(aq) 5.6 2.0 -0.2(2.4)d 

Li2B12H12(s) → 2Li+(aq) + B12H12
2-(aq)   -2.7e 

Na2B12H12(s) → 2Na+(aq) + B12H12
2-(aq)   -2.6e 

K2B12H12(s) → 2K+(aq) + B12H12
2-(aq)   -1.9e 

Rb2B12H12(s) → 2Rb+(aq) + B12H12
2-(aq)   1.4e 

Cs2B12H12(s) → 2Cs+(aq) + B12H12
2-(aq)   4.0e 

aThe ΔHo
diss is taken as the difference in the aqueous heat of formation (standard state is 

hypothetical ideal solution with molality m = 1 mol/kg) in reference 24b and the solid state heat 
of formation in the NIST webbook.  bFree energy of the solid (ΔG) is taken as the heat of 
formation for the solid state (ΔHf) plus the entropy term (-TΔS) while the entropy for the 
aqueous ion comes from reference 24b.  cThe ΔGo

diss comes from the Ksp (ΔG=-RTlnKsp) with 
concentration from solubility data.  dThe values in parentheses are determined using solubility 
data with activity coefficient (Guendouzi, M. E.; Mounir, A.; Dinane, A. J. Chem. 
Thermodynamics 2003, 35, 209-220).  For solubility of Na2SO4, a value of 20g/100g water 
applied for 25oC solubility.  eThe ΔGo

diss comes from the Ksp (ΔG=-RTlnKsp) with concentration 
(activity coefficients are not used) from solubility data in reference 27. 
 

The value of ΔGo
diss can be determined more accurately using activity coefficients rather than 

concentrations but the adjusted ΔGo
diss for M2SO4 (M=Li+, Na+, and K+) still remains within ±5 



 106 

kcal/mol of 0 (Table 2).  The maximum difference in ΔGo
diss for M2SO4 (M=Li+, Na+, and K+) 

between using concentrations and activities is 2.6 kcal/mol (Table 2).  In this work, I determine 

ΔGo
diss through ab initio computation for lattice free energy (ΔGlatt) and solvation free energy 

(ΔGsolv).  It is well known that solubilities of salts can be rationalized by considering lattice and 

hydration enthalpies.  Our intention is to combine experiment and theory to evaluate dissolution 

free energies and to determine a methodology that gives results most consistent with experiment.  

 

4.2 Computational Details 

 The B3LYP, PBE, BVP86, and M05-2X29 DFT functionals are applied with the aug-cc-

pVTZ basis set to calculate ΔGgas (M2X1(g) → 2M+(g) + X2-(g)).  Zero-point energies, heat 

capacity corrections, and TΔS contributions are combined with single-point energies at the same 

level to yield free energies at 298 K.  For potassium-containing systems, the 6-311++G(3df,2pd) 

basis set was used.  The ΔGgas values were applied in Scheme 2 for the estimation of ΔGlatt.   

 The conductor-like polarizable continuum model (CPCM)5 was applied with the 

dielectric constant of water (ε=78.39) and the SCFVAC Gaussian03 keyword on gas-phase 

optimized geometries to compute ΔGsolv.  For atomic radii in CPCM, I tested three cavity models 

(UFF, UAKS, and Pauling).10   No symmetry restrictions were made on the cavity, and the cavity 

surface was fit with tesserae of average area 0.1 Å2.  Geometries, gaseous free energies, and 

solvation free energies for the three cavity models were obtained using Gaussian03.30  Since the 

ΔGsolv(X2-) values by ab initio calculations are based on the standard state of 1 atm (24.47 

liters/mol), I used a factor of +1.89 kcal/mol to convert to the standard state of 1 M (1 liter/mol).   

In Scheme 4, I evaluate ΔGsolv of Li+, Na+, and K+ using the standard reduction potentials 

of alkali metal cations,31 including correction for electron/ion convention32 and standard state 
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conversion.33  The determination of the absolute ΔGsolv of alkali metal cations depends on the 

choice of standard hydrogen electrode (SHE) potential.  Reiss and Heller34 reported 4.43 eV 

while Donald et al.35 suggested 4.2 ± 0.4 eV and proposed 4.11 eV using nanodrops in the gas 

phase.  However, Isse and Gennaro36 reported 4.281 eV using the real potential, αaq(H+) (αaq(H+) 

= ΔGaq(H+) + Fχaq, where χaq is the surface potential of water.  In the electrochemical approach, 

the difference between Eo(SHE) and the half reduction potential of each alkali metal cation 

(Eo(M/M+)) determines the free energy change (ΔGredox) of the step M(s) →  M+(aq) + e-(g) 

(Scheme 4).   

 

Scheme 4. Thermodynamic cycle for the evaluation of absolute ΔGsolv of M (M = Li+, Na+, and 

K+) (ΔGsub, ΔGI.P., ΔGredox and ΔGsolv are in kcal/mol).  

 

The solvation free energy (ΔGsolv) comes from ΔGredox - ΔGsub - ΔGI.P..  The difference of ΔHf 

between gas and solid phase combined with the entropy change is ΔGsub.  The ionization 

potential of alkali metal atom (ΔH0K) plus entropy change between atom and cation is ΔGI.P. at 
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298K since the heat capacity corrections of monocation and monoatom are identical and cancel 

out.  Enthalpies, entropies, and ionization potentials (ion-convention, Fermi-Dirac statistics) for 

each step are taken from the NIST chemistry webbook.37  If 4.281 eV is used for SHE (1 atm 

standard state), the absolute ΔGsolv(M+) (M+ = Li+, Na+, and K+) become -126.6, -101.1, and -

83.8 kcal/mol, respectively.  These values are very similar to the ΔGsolv(M+) (M+ = Li+, Na+, and 

K+) at the 1 atm standard state suggested by three different cluster-pair approximation studies 

(Table 1 and Scheme 4).3d,3i,3l  Values that deviates by more than ± 5 kcal/mol from the cluster-

pair approximation studies should be carefully reevaluated.  I used the values of ΔGsolv(M+) (M+ 

= Li+ (-126.5), Na+ (-101.3), and K+ (-84.1 kcal/mol)) reported by Kelly et al.3i after correcting to 

our standard state conversion of 1 M for solution (+1.89 kcal/mol).  

The hydrolysis of SO4
2- (H2O(l) + SO4

2-(aq) → HSO4
-(aq) + OH-(aq)) is non-spontaneous 

at pH 7 (ΔG=16.4 kcal/mol, Appendix 2) which indicates that the anionic species formed in the 

dissolution of M2SO4(s) will be SO4
2- rather than HSO4

-.  Likewise, the hydrolysis of CO3
2- 

(H2O(l) + CO3
2-(aq) → HCO3

-(aq) + OH-(aq)) is non-spontaneous at pH 7 (ΔG=5.0 kcal/mol) 

which indicates that the anionic species generated in the dissolution of M2CO3(s) will be CO3
2- 

rather than HCO3
-.  For M2C8H8 (M = Li+, Na+, and K+), the step M2C8H8(s) → 2M+(aq) + 

C8H8
2-(aq) is not the process observed due to further reaction and formation of insoluble C8H10(l) 

(1,3,5-cyclooctatriene) on top of water.38  The dianion C8H8
2- undergoes hydrolysis to form 

C8H10(l).  The experimental aqueous heat of reaction (ΔHrxn) for the step M2C8H8(s) + 2H2O(l) 

→ 2M+(aq) + 2OH-(aq) + C8H10(l) (M = Li+, Na+, and K+) was found to be -37.3, -33.3, 

and -28.8 kcal/mol, respectively.38-39  The calculated ΔG for C8H8
2- hydrolysis at pH 7 (2H2O(l) 

+ C8H8
2-(aq) → C8H10(l) + 2OH-(aq)) is -34.7 kcal/mol (further details given below).  The 

dianion B12H12
2- does not undergo hydrolysis.   
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In the volumetric approach using the Jenkins Formula,22d-22f lattice energies (UPOT), 

enthalpy corrections, and solid entropies were calculated by the sum of cation and anion 

thermodynamic volumes (Vm) (eq 1, 2, and 3).   

  

UPOT = 2I(αVm
1/3 + β)         (1) 

 

ΔHL = UPOT + [p(nM/2-2) + q(nX/2-2)]RT      (2) 

 

S298
o = 325*Vm + 3.6         (3) 

 

For M2X1 crystal systems, α, β, and I are 39.55 nm·kcal/mol, -7.12 kcal/mol, constant 3 while p, 

q, nM, and nX are constants 2, 1, 3, and 6, respectively.22d  

 The ionic volumes of Li+, Na+, and K+ are 0.0067, 0.0158, and 0.0277 nm3, respectively 

while ionic volumes of CO3
2- and SO4

2- are 0.0426 and 0.0611 nm3, respectively.22h  The ionic 

volume of C8H8
2- and B12H12

2- are 0.1868 and 0.2950 nm3, as determined by ab initio 

computation (0.001 e/bohr3 density envelop, using Gaussian0330 keyword “VOLUME”).  

Geometries and electron densities of C8H8
2- and B12H12

2- are taken from the ab-initio results by 

M05-2X/6-311++G(3df,2pd) and M05-2X/aug-cc-pVTZ, respectively.   

 For the Born-Haber cycle, I use enthalpies from the NIST chemistry webbook followed 

by entropy corrections to evaluate free energies.37  Literature values of ΔHf for the monoanions 

(CO3
-, SO4

-, and C8H8
-) were combined with entropies at the G4 level of theory40 to calcuate free 

energies.  If ΔHf was not available in the literature, I applied an isodesmic equation at the G4 

level of theory.41  For the electron affinity of a monoanion, an adiabatic energy difference 
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between the monoanion radical and dianion was calculated at the G4 level of theory.  A "bound" 

electron attachment was computed for CO3
-, SO4

-, and C8H8
- at the CCSD(T)/G4 level of theory 

by using a series of dielectric medium calculations.  Propagator theory (Outer Valence Green’s 

Function), an alternative method to calculate electron attachment or detachment energies, was 

used to compare with CCSD(T)/G4 calculations.42   The partial third-order (P3) of the 

quasiparticle theory with the aug-cc-pVQZ basis set was applied to CO3
2- and SO4

2- while the 

aug-cc-pVTZ basis set was applied to C8H8
2- with geometry and ZPE corrections taken from 

B3LYP/GTBas3 (G4 level of theory).  I used the β–LUMO orbital energy of the monoanion in 

the dianion geometry using the partial third-order (P3) of the quasiparticle theory for the 

adiabatic electron attachment.  

 For ΔGlatt of Scheme 2, I applied an atomization scheme to determine the gaseous ΔHf for 

M2CO3 (M = Li+, Na+, and K+) since the value was not available in the NIST webbook.43  I 

found the most stable geometry of gaseous Li2CO3 to be C2v symmetry44 and used that point 

group to determine the geometry of Na2CO3 and K2CO3.  If the crystal structure was available, I 

used periodic ab initio computations to determine the ΔEcoh, the energy to release one molecular 

unit from one unit cell of the ionic crystal (eq 4).   

 

ΔEcoh = Eunit – Ebulk/Nunit        (4) 

 

The energy of one molecular unit is Eunit while Ebulk is the total energy of one crystal unit cell and 

Nunit is the number of molecular units in a crystal unit cell.  I performed total energy calculations 

of a unit cell with a 4*4*4 K-point grid.  The BLYP, PBE, PW91, PZ functionals and the PBE-D 

(PBE functional with Grimme’s dispersion correction) were applied.  All pseudopotentials in this 
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study are ultrasoft or norm-conserving.   The ΔEcoh calculations for M1Cl (M = Li+, Na+, and K+) 

were performed for comparison.  The crystal structure of LiCl is the α-form, which is exclusively 

available above -30oC.45  I selected the crystal structures of M2SO4 (M = Li+, Na+, and K+) at 

ambient conditions.46  The ΔEcoh calculations for M2CO3 (M = Li+, Na+, and K+) were not 

performed since the Na2CO3 crystal is disordered47 and the K2CO3 molecular geometry in the 

unit cell is not well reproduced.  The anhydrous crystal structure of M2C8H8 (M = Li+, Na+, and 

K+) is not known but K2C8H8·diglyme and K2C8H8·(THF)3 are available.48  The crystal structures 

of M2B12H12 (M = Li+, Na+, and K+), which have recently been solved, were subjected to ΔEcoh 

calculations.49  For the molecular unit in the gas phase, the gaseous geometry of M2X1 was 

obtained in a 20*20*20 Å box with fixed cell parameters.  The geometry optimization was 

performed with an energy cutoff of 40 Ry.  All periodic boundary calculations were done using 

the Quantum-Espresso Package 4.2.1.50  For the zero-point energy (ZPE) and entropy (TΔS) 

contributions to the free energy of the solid, I used the PM6 semi-empirical method51 for the 

cluster model of the crystal unit cell.  Sherwood52 summarizes the missing terms when I apply 

gas phase vibration spectra to the solid.  A number of entirely new bands, which are in the low 

frequency region (< 800 cm-1), are missed in this approach.  For the metal/metal oxide couples 

(Ru/RuO2 or Ir/IrO2), ab initio computation for the solid ignored the ZPE and entropy correction 

since these contributions were less than 2.3 kcal/mol.53  However, the ZPE contribution (ΔEZPE) 

for the ΔΔGf(ΔGcoh) in Scheme 2 by PM6 is usually 1 or 2 kcal/mol while the entropy correction 

from the TΔS term is about 10 kcal/mol.  For the cohesive free energy (ΔGcoh) at 298.15 K, the 

thermal correction energy between solid and gas phases should be applied (2RT).54   However, 

given the large uncertainty in the calculation of ΔGcoh, the small correction is omitted from our 

calculations.22g,54  The lattice free energy notation ΔGlatt-1, ΔGlatt-2, and ΔGlatt-3 represent ΔGlatt (1) 
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obtained from the Jenkins formula (eqs. 1-3), ΔGlatt (2) obtained from the (ΔΔG + ΔGgas) 

(Scheme 2), and ΔGlatt (3) obtained from the Born-Haber cycle (Scheme 1), respectively.  

  

4.3 Results 

  The sum of ΔGsolv(M+X-) and ΔGlatt (ΔGlatt-1, ΔGlatt-2, or ΔGlatt-3) yields the free energies 

of dissolution (ΔGo
diss) for M1X1 (M = Li+, Na+, K+ with X = F-, Cl-, Br-, and I-) salts (Table 3).  

The ΔGsolv(M+X-) and ΔGlatt-3 combination is the most reliable method of computing ΔGo
diss for 

M1X1 salt systems since it depends only on reliable experimental data.  However, the 

ΔGsolv(M+X-) and ΔGlatt-2 combination also give ΔGo
diss free energies which are in very close 

agreement (± 1.6 kcal/mol maximum deviation from ΔGlatt-3).  However, Jenkins formula 

substantially underestimates all ΔGlatt values for M1X1 salts except for KCl, KBr, and KI (Table 

3).  With the same cation, smaller anions produce larger errors, while smaller cations produce 

larger errors with the same anion.  For the less soluble salts, LiF and NaF, the underestimation of 

ΔGlatt-1 is substantial (-22.2 and -17.4 kcal/mol, respectively).  The ΔGlatt-1 values are determined 

with eqs. 1-3 and radii from the Jenkins group.22  However, different formula and radii have been 

suggested in the past, some of which have yielded more accurate values of ΔGlatt for 

M1X1.22a,22b,22h   
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Table 3. Dissolution free energy (ΔGo
diss) by ΔGlatt-1 (Jenkins formula), ΔGlatt-2 (ΔΔG + ΔGgas), 

and ΔGlatt-3 (Born-Haber cycle) for M1X1 (M = Li+, Na+, and K+; X = F-, Cl-, Br-, and I-

) saltsa  

M1X1  
ΔGlatt-3

b
 

(Born-Haber) 

ΔGo
diss 

(ΔGlatt-1)c,e,h 

ΔGo
diss 

(ΔGlatt-2)d,f 

ΔGo
diss 

(ΔGlatt-3)g 

LiF 233.1 -18.1(-22.2) 2.7(-1.4) 4.1(0.0) 

LiCl 189.5 -22.4(-12.6) -10.8(-1.0) -9.8(0.0) 

LiBr 179.6 -24.7(-11.4) -14.9(-1.6) -13.3(0.0) 

LiI 166.5 -28.3(-10.9)  -17.4(0.0) 

NaF 204.9 -16.2(-17.4) -0.5(-1.6) 1.2(0.0) 

NaCl 171.7 -9.4(-7.1) -3.3(-1.0) -2.3(0.0) 

NaBr 163.7 -9.5(-5.6) -4.4(-0.5) -3.9(0.0) 

NaI 152.3 -10.5(-4.2)  -6.3(0.0) 

KFi 181.2 -17.6(-12.1) -3.8(1.6) -5.5(0.0) 

KCli 155.3 -3.6(-2.1) -2.2(-0.7) -1.5(0.0) 

KBri 148.8 -2.1(-0.5) -2.9(-1.3) -1.6(0.0) 

KIi 139.2 -0.9(1.4)  -2.3(0.0) 
aThe solvation free energy of salt (ΔGsolv(M+X-)) comes from reference 3i.  For 1 atm standard 
state, 3.78 kcal/mol (1.89*2) of correction should be applied final ΔGo

diss.  bAll experimental 
values for Born-Haber cycle are taken from the NIST chemistry webbook.  cIon volumes are 
taken from reference 22h and entropy comes from NIST chemistry webbook.  dFree energy 
differences (ΔΔG) are taken from NIST chemistry webbook while ΔGgas values are taken from 
the average of four different DFT functionals.  eValue in parentheses is the difference between 
ΔGlatt-1 (Jenkins formula) and ΔGlatt-3 (Born-Haber).  fValue in parentheses is the difference 
between ΔGlatt-2 (ΔΔG + ΔGgas) and ΔGlatt-3 (Born-Haber).  gValue in parentheses is the difference 
between ΔGlatt-3 (Born-Haber) and ΔGlatt-3 (Born-Haber).  hThe equations of Jenkins formula for 
M1X1 salts are UPOT = 2(28.0*Vm + 12.4), ΔHL = UPOT – RT and Solid entropies of M1X1 salts 
are taken from NIST webbook.  iΔGgas is computed at the DFT/6-311++G(3df,2pd) level for 
potassium-containing molecules. 

 

Table 4 summarizes ΔGsolv(X2-) in an aqueous solution by the CPCM method with three 

different cavity sets.  In the same cavity set, the M05-2X functional always gives the most 
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negative ΔGsolv(X2-) and the Pauling cavity set always gives the most negative ΔGsolv(X2-) among 

the three cavity radii sets except for ΔGsolv(B12H12
2-).  The UFF cavity set gives the smallest 

ΔGsolv(X2-) for CO3
2- and SO4

2- while the UAKS cavity set gives the smallest ΔGsolv(X2-) for 

C8H8
2- and B12H12

2- (Table 4).  

 

Table 4. Solvation free energies (ΔGsolv) of dianion (CO3
2-, SO4

2-, C8H8
2-, and B12H12

2-) with 

aug-cc-pVTZ basis set by three different cavity sets for CPCM solvation in kcal/mol at 

298.15 Ka  

  UFF UAKS Pauling 

CO3
2- 

B3LYP -244.4(-246.5) -255.1(-257.4) -262.9(-265.3) 

PBE -241.5(-243.9) -251.7(-254.6) -258.6(-261.5) 

BVP86 -242.4(-244.7) -252.8(-255.5) -259.9(-262.7) 

M05-2X -248.5(-250.1) -259.9(-261.6) -269.0(-271.0) 

SO4
2- 

B3LYP -225.6(-227.8) -234.0(-236.2) -241.5(-244.2) 

PBE -223.7(-226.3) -231.8(-234.4) -238.5(-241.5) 

BVP86 -224.5(-226.9) -232.7(-235.2) -239.7(-242.5) 

M05-2X -228.4(-230.2) -237.1(-239.0) -245.9(-248.2) 

C8H8
2- 

B3LYP (-186.0) (-184.2) (-192.3) 

PBE (-184.1) (-182.3) (-191.4) 

BVP86 (-187.4) (-184.8) (-192.8) 

M05-2X (-192.4) (-188.6) (-199.4) 

B12H12
2- 

B3LYP -148.1(-147.9) -139.2(-139.1) -145.8(-145.7) 

PBE -147.2(-147.6) -138.7(-139.5) -145.9(-145.8) 

BVP86 -147.5(-147.8) -138.9(-139.5) -146.3(-146.0) 

M05-2X -150.2(-150.4) -140.8(-141.2) -149.2(-149.0) 
aValue in parentheses is done by DFT/6-311++G(3df,2pd).  
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Figure 1. Lattice free energies (ΔGlatt) of M2CO3 and M2SO4 (M=Li+, Na+, and K+) by three 

different methods for calculating lattice energies (ΔGlatt-1 = Jenkins formula; ΔGlatt-2 = 

ΔΔG + ΔGgas; and ΔGlatt-3 = Born-Haber cycle).  Light lines indicate lattice energies ±5 

kcal/mol from the ΔGlatt-3 value. 
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The differences (ΔGsolv(M05-2X/Pauling) – ΔGsolv(M05-2X/UFF)) become smaller as the size of 

the dianion increases (-20.5, -17.5, -7.0, and 1.0 kcal/mol for CO3
2-, SO4

2-, C8H8
2-, and B12H12

2-). 

For ΔGsolv(X2-), the UFF and UAKS cavity sets show a strong dependence on size of the dianion 

but not on the shape because all dianions are highly symmetric (CO3
2- in D3h, SO4

2- in Td, C8H8
2- 

in D8h) or even icosahedral (B12H12
2- in Ih).   

 The accuracy of ΔGlatt (relative to ΔGlatt-3) is presented in Figure 1 for M2CO3 (M 

= Li+, Na+, and K+) where all data for ΔGlatt-3 comes from the NIST webbook except for the ΔHf 

of CO3
-.  The ΔHf of CO3

- (-128.7 kcal/mol) was calculated at the G4 level with the isodesmic 

reaction SO4
- + CO2 → SO3 + CO3

- and is close to a value reported by Wu and Tiernan55 

(-124.5±2.3 kcal/mol).  The values reported for ΔHf of CO3
- in the NIST webbook (-116±10 

kcal/mol, average of seven different estimations) is smaller by 12.7 kcal/mol.37  Jenkins et al.56 

report a value of -76.7 kcal/mol of ΔHf for CO3
2- using the ΔHlatt of CaCO3.  From the difference 

in ΔHf between CO3
- and CO3

2-, the electron affinity of CO3
- is -52.0 kcal/mol.  When the 

electron affinity of CO3
- (calculated at CCSD(T)/aug-cc-pVTZ in a dielectric medium ε=100, 50, 

25, 10) is extrapolated to the gas phase (ε=1, Figure 2), a value of -78.2 kcal/mol is obtained.  In 

fact, the gas-phase extrapolated value is the same as the non-extrapolated value (see Figure 2).  

At highest levels of theory (CCSD(T)/aug-cc-pV5Z), the electron affinity of CO3
- becomes -76.8 

kcal/mol.  For consistency, I used the electron affinity of CO3
- at the G4 level of theory (-75.5 

kcal/mol).  Using an atomization scheme at the G4 level, the values of ΔHf for gas-phase M2CO3 

(M = Li+, Na+, and K+) are -201.0, -183.4, and -188.8 kcal/mol, respectively.  I computed ΔΔHf, 

which allowed the determination of ΔΔGf values (74.8, 73.0, and 71.7 kcal/mol, respectively) 

with solid ΔHf.  The ΔGgas obtained using the M05-2X functional for ΔGlatt-2 gives the lattice free 

energy of M2CO3 (M = Li+, Na+, and K+) within ±5.0 kcal/mol from the ΔGlatt-3 value, whereas 
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ΔGlatt-1 (Jenkins formula) overestimates ΔGlatt by 15.3, 15.2, and 7.0 kcal/mol, respectively 

relative to ΔGlatt-3 (Figure 1).   

 

 

Figure 2. The electron affinity determination (-ΔH(0K) for X- + e- →  X2-) of CO3
-, SO4

-, and 

C8H8
- by three different methods (1) stabilization by solvation, (2) gaseous state using 

CCSD(T)/aug-cc-pV(T-5)Z, and (3) the partial third-order (P3) of quasiparticle theory 

with aug-cc-pVQZ for CO3
- and SO4

- and aug-cc-pVTZ for C8H8
-.  The geometry of 

the monoanion is based on B3LYP/GTBas3 (part of G4 level of theory). 

 

Figure 3 summarizes ΔGo
diss of M2CO3 (M=Li+, Na+, and K+) by three different ΔGlatt 

calculation methods combined with ΔGsolv(CO3
2-) by the Pauling cavity set and ΔGsolv(M+) from 
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Kelly et al.3i  The greatest consistency with experimental ΔGo
diss values is derived from the 

M05-2X/Pauling combination, while the UFF and UAKS cavity sets give too positive values.  

ΔGo
diss values derived from ΔGlatt-3 and Gsolv(CO3

2-) from the M05-2X/Pauling method differ 

from ΔGo
diss by 7.7, 7.7, and 5.7 kcal/mol, respectively (see ΔGo

diss
b in Table 2).  The M05-

2X/Pauling method computes the pKa2 of H2CO3 to be 14.3 (ΔGaq
2=19.3 kcal/mol) 

corresponding to an experimental value of 10.3 (ΔGaq
2=14.1 kcal/mol), which corresponds to an 

underestimation of the ΔGsolv(CO3
2-) by 5.2 kcal/mol.10   

 

Figure 3. Dissolution free energies (ΔGo
diss) of M2CO3 (M=Li+, Na+, and K+) by three different 

methods for calculating lattice energies (ΔGlatt-1 = Jenkins formula; ΔGlatt-2 = ΔΔG + 

ΔGgas; and ΔGlatt-3 = Born-Haber cycle) combined with the solvation free energy 

(ΔGsolv) of CO3
2- by the Pauling cavity set.   

 

If this difference is applied to the ΔGo
diss of M2CO3, the difference between experimental ΔGo

diss 

and calculated ΔGo
diss would be 2.5, 2.5, and 0.5 kcal/mol for M2CO3 (M = Li+, Na+, and K+), 
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respectively.  The M05-2X functional, which is an improved density functional for dispersion 

interaction by kinetic energy density,29 gives the best ΔGo
diss among four DFT functionals.  

The instability of SO4
2-(g) was discussed by several groups.19b,57  Zheng et al.20 

reported -25.4 kcal/mol for the adiabatic electron affinity of SO4
-(g) by an atomization scheme 

with a MP2/CBS approach.  Boldyrev and Simons57a suggested -30.9 kcal/mol for the vertical 

electron detachment energy of SO4
2- using QCISD(T).  In the present work, the G4 level of 

theory gives -32.8 kcal/mol (SO4
- + e- → SO4

2-) while CCSD(T)/aug-cc-pVTZ extrapolated in 

varying dielectric constants gives -33.3 kcal/mol (Figure 2).  At our highest level of theory 

(CCSD(T)/aug-cc-pV5Z), the electron affinity of SO4
- becomes -32.8 kcal/mol. 

 

 

Figure 4. Dissolution free energies (ΔGo
diss) of M2SO4 (M = Li+, Na+, and K+) by three different 

methods for calculating lattice energies (ΔGlatt-1 = Jenkins formula; ΔGlatt-2 = ΔΔG + 

ΔGgas; and ΔGlatt-3 = Born-Haber cycle) combined with the solvation free energy 

(∆Gsolv) of SO4
2- by the Pauling cavity set. 
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Relative to ΔGlatt-3 values, ΔGlatt-2 underestimates the lattice free energy of Na2SO4 and 

K2SO4 but overestimates it for Li2SO4 (Figure 1), but in every case, the M05-2X functional is the 

best DFT choice.  For M2SO4 (M = Li+, Na+, and K+), the Jenkins formula (ΔGlatt-1) is within 

±5.0 kcal/mol of ΔGlatt-3 (Figure 1).  For every estimation method of ΔGlatt, the M05-2X/Pauling 

combination yields the best prediction value of ΔGo
diss for M2SO4 (M = Li+, Na+, and K+) (Figure 

4 and Table 2). 

To compute ΔGlatt-3 for M2C8H8 (M = Li+, Na+, and K+), I use ΔHf(s) of Na2C8H8 (-27.5 

kcal/mol) and K2C8H8 (-32.0 kcal/mol) from Stevenson et al.39a while ΔHf(s) of Li2C8H8 (-33.9 

kcal/mol) comes from a private communication cited in the NIST webbook.37  The entropy value 

of M2C8H8(s) is calculated by Jenkins formula (eq 3).22e  For the electron affinity of C8H8
-, 

Dewar et al.58 reported -80.9 kcal/mol by MINDO/2 method while Baik et al.59 suggested -79.1 

and -85.1 kcal/mol by DFT and Miller et al.60 reported -61.6 kcal/mol by G2(MP2).  In our 

computation, CCSD(T)/aug-cc-pVTZ//G4 gives -75.0 kcal/mol (-74.3 kcal/mol at the G4 level of 

theory) while the partial third-order (P3) of quasiparticle theory approach gives -72.0 kcal/mol 

(Figure 2).  Dominikowska and Palusiak61 discussed the stability and aromaticity of C8H8
2- 

including artifacts caused by using diffuse functions to describe the dianion.  Despite the large 

dianion size, the electron affinity of C8H8
- (-74.3 kcal/mol) is similar to that of CO3

- (-78.2 

kcal/mol), which implies that the electronegativity of the atoms is more important than the size 

of dianion (Figure 2).  Sommerfeld19a,62 reports the gas-phase lifetime of C8H8
2- and CO3

2- to be 

6 fs and 6500 fs, respectively.  For the ΔGo
diss of M2C8H8 (M = Li+, Na+, and K+), the ΔGlatt-3 and 

ΔGsolv(C8H8
2-) by the M05-2X/Pauling combination give 20.0, 19.3, and 19.7 kcal/mol, 

respectively (Figure 5).  While the reaction M2C8H8(s) → 2M+(aq) + C8H8
2-(aq) is very 
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nonspontaneous, the protonation of the C8H8
2- can provide additional driving force (C8H8

2-(aq) + 

2H2O(l) → 2OH-(aq) + C8H10(l)) (Scheme 5).  

 

Figure 5. Dissolution free energies (ΔGo
diss) of M2C8H8 (M = Li+, Na+, and K+) by two different 

methods for calculating lattice energies (ΔGlatt-1 = Jenkins formula; ΔGlatt-3 = Born-

Haber cycle) combined with the solvation free energy (ΔGsolv) of C8H8
2- by the Pauling 

cavity set. 

 

Scheme 5. Dissolution and protonation process of M2C8H8(s) + 2H2O(l) → 2M+(aq) + 2OH-(aq) 

+ C8H10(l) (M=Li+, Na+, and K+).  
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The overall dissolution free energy (ΔGo
diss’) of M2C8H8 at pH 7 (M2C8H8(s) + 2H2O(l) → 

2M+(aq) + C8H10(l) + 2OH-(aq)) should be evaluated to explain the dissolution of M2C8H8(s) 

(Scheme 5).  Using M05-2X/6-311++G(3df,2pd) with CPCM/Pauling cavity set and -264.0 

kcal/mol for ΔGsolv(H+), the free energy change -(ΔGaq
1+ΔGaq

2) of 2H+(aq) + C8H8
2-(aq) → 

C8H10(aq) is -34.7 kcal/mol at pH 7 (Appendix 2).  The overall process 

ΔGo
diss’=ΔGo

diss - (ΔGaq
1+ΔGaq

2) is predicted to be spontaneous by -14.7, -15.4, and -15.0 

kcal/mol for M2C8H8(s), M = Li+, Na+, K+, respectively (ΔGlatt-3 and M05-2X/Pauling).  On the 

other hand, the ΔGlatt-1 and ΔGsolv(C8H8
2-) by the M05-2X/Pauling combination produces ΔGo

diss 

values for M2C8H8(s) → 2M+(aq) + C8H8
2-(aq) that are too much negative (-108.6, -70.2, 

and -47.9 kcal/mol, respectively, Figure 5).23a,23c  Indeed, Byrd and Rice13d reported that further 

reoptimization of the Jenkins model would be required to reduce the error in the lattice energies 

of M2X1 or M2X2 salts. 

 

Figure 6. Dissolution free energies (ΔGo
diss) of M2B12H12 (M = Li+, Na+, and K+) by lattice 

energy estimation of ΔGlatt-1 = Jenkins formula combined with the solvation free 

energy (ΔGsolv) of B12H12
2- by the Pauling cavity set. 
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While the M2B12H12 salts (M = Li+, Na+, and K+) are very stable in the solid and aqueous 

phase,26c,27,63 the experimental heats of formation (ΔHf) of the solids are still not known.  

A previous application of the Jenkins formula used a volume for B12H12
2- of 0.2390 nm3 that 

came from the 0.001 au contour of electron density,23a which is slightly smaller than our value of 

0.2950 nm3 (Figure 6).  However, the small 0.056 nm3 volume difference leads to more than 14.0 

kcal/mol of difference in ΔGlatt-1(ΔGo
diss) of M2B12H12 (Figure 6). 

If ΔGlatt-1 is used with the 0.2950 nm3 volume of B12H12
2-, then the ΔGo

diss values for 

M2B12H12 (M = Li+, Na+, and K+) are computed to be much too spontaneous (-104.7, -61.4, 

and -33.4 kcal/mol, respectively) since the experimental values vary between -1.9 to -2.7 

kcal/mol (Table 2).  Again, the large variation in ΔGo
diss for Li+, Na+, and K+ indicates that no 

single modification of the B12H12
2- volume can improve the ΔGo

diss values using the Jenkins 

formula (Figure 6).  Since the experimental ΔHf of M2B12H12(s) (M = Li+, Na+, and K+) are not 

available, I could not compute ΔGlatt-2 from ΔΔHf (between solid and gas)  Therefore, I computed 

ΔGlatt-2 by first computing the cohesion energies ΔEcoh from the crystal structures (Table 5). 

 Using experimental ΔΔHf values, I first accessed the computed ΔEcoh values since ΔEcoh = 

ΔΔHf - zero-point energies.  The ΔEcoh for MCl (M = Li+, Na+, and K+), by BLYP functional 

underestimates the ΔΔHf of LiCl and NaCl and overestimates it for KCl.  Using the dispersion-

corrected PBE functional (PBE-D), the underestimation is adjusted by more than 7.5 kcal/mol 

for MCl (M = Li+, Na+, and K+) (Table 5).  The PZ and PW91 functionals give a reasonable 

ΔEcoh (ΔΔHf) estimation.  However, ΔEcoh obtained from every DFT functional underestimates 

ΔΔHf of Li2SO4 and overestimates ΔΔHf of K2SO4 while ΔEcoh of Na2SO4 depends on the choice 

of DFT functional.  The best ΔEcoh for M2SO4 (M = Li+, Na+, and K+) comes from PZ, PW91, 

and PBE functional, respectively.  The scaled dispersion corrections for M2SO4 (M = Li+, Na+, 
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and K+) become more than 16.0 kcal/mol (PBE → PBE-D).  For comparison, the dispersion 

interaction in the benzene crystal is 13.3 kcal/mol from the DFT-D2 method, 12.0 kcal/mol from 

the symmetry adapted perturbation theory (SAPT) whereas the experimental value is 10.3 

kcal/mol.11f,11g   

 

Table 5. A comparison between experimental heats of formation differences (ΔΔHf, kcal/mol) 

and cohesive energy (ΔEcoh, kcal/mol) by periodic boundary calculation 

 ΔΔHf
a (ΔEcoh - ΔΔHf) 

BLYP PBE PBE-Dc PZ PW91 
LiCl 50.8 -10.7 -26.3 -14.3 4.4 -4.3 
NaCl 54.9 -11.6 -6.2 4.7 1.1 -4.8 
KCl 53.1 6.9 -1.9 5.6 6.9  
Li2SO4 94.3 -32.4 -72.1 -55.9 -4.3 -16.5 
Na2SO4 84.6 -19.4 -6.5 19.1 7.2 -1.9 
K2SO4 82.1 18.2 6.9 30.8 27.5  
Li2B12H12 61.8b -33.1 -45.5 -4.7 -1.4 -19.7 
Na2B12H12 54.5b -12.5 -1.5 36.1 18.3 -0.1 
K2B12H12 52.0b 56.3 15.1 47.7 35.1  

aThe difference of ΔHf between gas and solid state.  The values for each salt come from the NIST 
webbook.  bThe value is derived by the difference between ΔHgas of M2B12H12 (M = Li+, Na+, 
and K+) and presumable lattice enthalpies (ΔHlatt) (see text), where ΔGo

diss=0 is arrived with 
ΔGsolv(B12H12

2-) by the Pauling cavity sets.  The zero-point and entropy correction are 
determined from the PM6 semi-empirical method with unit cell cluster model of M2B12H12 (M = 
Li+, Na+, and K+).  cDispersion energy correction made by London formula.  See reference 11b. 
 

Recently, Grimme and coworkers have developed the DFT-D3 method which corrects for the 

overbinding in the M+·Benzene complex (M = Li+, Na+, and K+).12c  However, the use of DFT-

D3 in our system did not produce better results (data is not presented) and the Grimme group is 

developing values suitable for ionic systems.64  It is also possible that the interaction energy of 

cations and anions is overestimated by DFT methods since it is well known that DFT 
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exaggerates charge equalization.65  In this case, a dispersion correction may possibly appear to 

“overcorrect” and produce ΔGcoh, which are too binding.  

To estimate ΔGlatt for M2B12H12, I used the M05-2X/Pauling cavity set and assumed that 

ΔGo
diss=0 (i.e. reversing the process in Scheme 3).  The actual ΔGo

diss values for M2B12H12 (M = 

Li+, Na+, and K+) gathered from solubility data are slightly negative (Table 2).  From ΔGlatt, I 

computed ΔHlatt by subtracting the ZPE and TΔS corrections (406.6, 357.5, and 325.3 kcal/mol, 

respectively, Scheme 6).   

 

Scheme 6. Born-Haber cycle of M2B12H12 (M = Li+, Na+, and K+) based on ΔHlatt values which 

makes ΔGo
diss=0. 
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I then computed ΔΔHf by combining ΔHlatt and computed gaseous dissociation enthalpies (ΔHgas) 

of M2B12H12 (M = Li+, Na+, and K+; 344.8, 303.0, and 273.3 kcal/mol, respectively, average of 

results by four DFT functionals) (Table 5).  Based on these ΔΔHf values, I find reasonable 

agreement with the ΔEcoh of Li2B12H12 from the PBE-D and PZ functional (Table 5).  For 

Na2B12H12, the PBE and PW91 functionals give reasonable values of ΔEcoh while for K2B12H12 

all functionals yield too large values of ΔEcoh.  The amount of dispersion correction from PBE to 

PBE-D for M2B12H12 (M = Li+, Na+, and K+) is more than 32.0 kcal/mol and this correction is 

two times larger than for M2SO4 (M = Li+, Na+, and K+) (Table 5).  However, Sedlák et al.66 

report that the binding interaction between benzene and B12H12
2- is 11.0 kcal/mol from the 

CCSD(T)/CBS method and 9.2 kcal/mol from the DFT-SAPT approach.  The DFT-D method 

uses metal atom parameters rather than metal cations, which may exaggerate cation-cation 

interactions.  On the other hand, dispersion of dianion-dianion interactions may be 

underestimated.  

 Determining the ΔHf of M2B12H12 (M = Li+ and Na+) is important because this material is 

an undesirable intermediate in chemical hydrogen storage using alkali metal boranes.25d-25f,67  

Based on the predicted crystal structure of Li2B12H12, Ohba et al.67 suggested 149.4 kcal/mol for 

ΔHrxn(0K) for the step Li2B12H12(s) → 2LiH(s) + 12B(s) + 5H2(g) while Ozolins et al.25d suggest 

139.5 kcal/mol for ΔHrxn (0K) using a different structure prediction.  Scheme 6 presents a Born-

Haber cycle of M2B12H12 (M = Li+, Na+, and K+) based on ΔGo
diss=0.  Data for processes 2, 3, 

and 5 are from the NIST webbook37 while data for processes 4 and 6 are available from ab initio 

computations.  The Dixon group reported ΔHf(298K) of B12H12
2- to be -88.1 kcal/mol with a 

G3B3 approach, which is the same value as I predict using G4 (-88.1 kcal/mol).23a  The value of 

ΔHrxn(1) from Scheme 6 for M2B12H12 (M = Li+, Na+, and K+) becomes 126.6, 130.3, and 143.1 
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kcal/mol, respectively.  The difference between our ΔHrxn (1) and previous reported values for 

Li2B12H12 are 12.9 kcal/mol25d and 22.8 kcal/mol,67 respectively. 

 Previous work has shown that as the size of dianion becomes larger, errors in ΔHrxn(-ΔHf) 

by periodic boundary calculations become larger.  For example, Ozolins et al.25d report 14.4 

kcal/mol of ΔHrxn for MgH2(s) →  Mg(s) + H2(g) while the NIST webbook data gives 18.2 

kcal/mol37 for -ΔHf (3.8 kcal/mol difference).  By using the PBE functional, Miwa et al.25a 

reported -38.2 kcal/mol for ΔHf(0K) of LiBH4 while the experimental value is -46.5 kcal/mol68 

(8.3 kcal/mol difference).  When the size of the anion is B12H12
2-, the difference increases to 56.2 

kcal/mol.  Specifically, Caputo and Züttel25e reported 226.1 kcal/mol for -ΔHf(0K) of Li2B12H12 

from their standard state (Li2B12H12(s) → 2Li(s) + 12B(s) + 6H2(g)) using the experimental 

crystal structure25d while, the sum of process 1 and 2 (i.e. -ΔHf at 298K) is 169.9 kcal/mol from 

Scheme 6.  Likewise, Caputo et al.25f reported 259.7 kcal/mol for -ΔHf(0K) of Na2B12H12 using 

the experimental crystal structure which can be compared to 157.3 kcal/mol (i.e. -ΔHf at 298K) 

for the sum of 1 and 2 from Scheme 6 (102.4 kcal/mol difference).  For K2B12H12, our 

calculations suggest 170.7 kcal/mol for -ΔHf at 298K, which is similar to that of Li2B12H12 

(Scheme 6).   

 

4.4 Conclusions  

 For the calculation of the dissolution Gibbs free energies (ΔGo
diss) for M2X1 (M = Li+, 

Na+, and K+ with X = CO3
2-, SO4

2-, C8H8
2-, and B12H12

2-) salts, three methods for ΔGlatt 

estimation are combined with ΔGsolv(X2-) using the CPCM solvation modeling.  The ΔGsolv(X2-) 

obtained from the Pauling cavity set leads to a reasonable ΔGo
diss.  For small dianions like SO4

2-, 

the Jenkins formula (ΔGlatt-1) yields reliable ΔGo
diss values when it is combined with ΔGsolv(X2-) 
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obtained from M05-2X/Pauling cavity sets.  However, the thermochemical volume of the dianion 

is not easily determined by ab initio molecular volume calculations and the static radii cannot 

yield reasonable ΔGo
diss values when soft (large) dianions are involved.  ΔGgas values drived 

from ab initio computation combined with ΔΔGf values from the literature are useful to 

determine ΔGlatt of salts but the replacement of ΔΔGf by ΔGcoh greatly depends on the choice of 

DFT functional in the periodic boundary calculations.  When ΔGo
diss = 0 is assumed for 

M2B12H12 (M = Li+, Na+, and K+), our Born-Haber cycle can be used to evaluate solid-state ΔHf 

values by computation.  
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Chapter 5 

 

Redox Energetics of Hypercloso Boron Hydrides BnHn (n = 6-13) and B12X12 (X = F, Cl, OH, 

and CH3) 

 

5.1 Introduction 

 Experimental studies of the electrochemistry of BnHn
-/2- have been reported using 

polarography and cyclic voltammetry.1  However, polymerization or aggregation of boron 

clusters during the redox reaction hinder the accurate characterization of redox species.2  The 

existence of the assumed radical anions B11H11
•- and B12H12

•- depends on solvent, but the role of 

solvent itself is not well known.2d  For example, it is known that B10H10
2- and B12H12

2- undergo a 

stepwise one-electron oxidation to form B20H19
3- or a two-electron oxidation to form B20H18

2-, 

depending on solvent and pH conditions.3,4  Substitution of the B12H12
2- opens the possible 

applications of superacidity,5 weakly coordinating systems,6 biological labeling system,7 and 

nanoscale pharmaceutical carriers.8  However, the redox properties of B12X12
0/-/2- (X = F, Cl, OH, 

CH3, and OCH3) have been only partially investigated.6a,9  Lee et al.9g reported E1/2 of 

B12(OR)12
0/- where sixteen different -OR substituents were considered from –OCH3 

to -OCH2C6H5Br, while the E1/2 of BnHn
0/- and the existence of neutral BnHn is still not known.2  

Many ab initio studies of reduction potentials have been reported in the last decade.10  

Roy et al.10c reported that the systematic underestimation of redox potentials with the B3LYP 

functional could be corrected with a baseline shift.  The medium effect is often treated with 

implicit solvation models such as CPCM (Conductor-like Polarizable Continuum Model) which 

was successfully applied to the redox potential in aqueous and non-aqueous solutions.10b,10e,10h  
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The linear relationship between electron affinity and reduction potential is well known, and a 

strong correlation is reported for various species.10g,11  The difference between electron affinity 

and reduction potential is a consequence of the solvation Gibbs free energy (ΔGsolv) (Scheme 1). 

 

Scheme 1. Thermodynamic cycle used to calculate reduction potential of BnHn species. 

 

The PCM (polarizable continuum model) method can successfully be used to compute 

solvation free energies with the appropriate the choice of cavity radii.12  Likewise, the choice of 

cavity radii (the boundary between solute and solvent) is critical to determine solvation free 

energies of dianions.13  Many implicit solvation models such as the Born, PCM, and CPCM 

models have been applied to the calculation of solvation free energies of dianions.10f,10j,14  

If the BnHn
- intermediate is stable, the two-electron reduction process from BnHn may 

proceed with successive one-electron transfer pathways.  Successive one-electron transfers 

versus a simultaneous two-electron transfer are governed by the ordering of reduction potentials 

for the first (Eo
1) and second (Eo

2) electron addition.  The monoanion is unstable with respect to 

disproportionation to neutral and dianion species when Eo
1 – Eo

2 < 0 (potential inversion).14a,15  
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However, disproportionation is controlled by solvation, and the potential inversion is more often 

observed in solution rather than in the gas phase (eq 1).10f,10i,14a,15a,16 

 

2BnHn
- → BnHn + BnHn

2-       (1) 

 

When the difference of two reduction potentials is very small, cyclic voltammetry produces 

single voltammetric peak for a two-electron transfer. About 98% of this potential compression is 

due to solvation, with a minor role from ion pairing.15a,17  Barrière and Geiger18 studied the two-

electron transfer in Ni(S2C2Fc2)2 (Fc = Fe(C5H5)(C5H4)) which can occur either as successive 

one-electron transfers or as a single two-electron transfer depending on the medium.  

Consideration of the solvent effect is imperative to understand multi-electron transfer processes 

in solution. 

The stability of the monoanion radical has been justified by electron delocalization.14a,19  

Mao et al.20 reported that the extent of unpaired electron delocalization determines the solvent-

dependent properties of paramagnetic organometallic complexes.  In addition, several studies 

have shown21 that the stability of mixed-valence ions toward disproportionation depends on 

solvent-induced electronic delocalization.  However, electron localization in carotenoid di-ions 

can minimize the Coulomb repulsion and enhance solvation stabilization, while electron 

delocalization reduces interaction with solvent.15b  Thus, any rationalization of potential 

inversion in disproportionation reactions must consider the synergistic effect of solvent on the 

spin/charge delocalization in the monoanion radical. 

Our ab initio computation with implicit solvation modeling will present the details of 

redox energetics (Eo
Red versus standard hydrogen electrode (SHE)) of BnHn

0/-/2- (n = 6-13) and 
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B12X12
0/-/2- (X = F, Cl, OH, and CH3) boron clusters.  Our Eo

Red values will be compared to 

experimental oxidative stabilities (E1/2) where Eo
red(A) = E1/2(B) in the reaction A + e- → B.  Our 

redox energetics include the free energy of disproportionation (ΔGdpro, 2BnHn
- → BnHn + BnHn

2-) 

in aqueous solution and may provide insight into the electron transfer mechanism for 

polyborane-containing system.  All experimental E1/2 values and all calculated Eo
Red values are 

relative to SHE in water. 

 

5.2 Computational Details 

The starting geometries of the boron clusters BnHn
0/-/2- (n = 5-13) come from previous 

studies.22  The B3LYP and M06-2X23 exchange/correlation density functionals with the aug-cc-

pvtz basis set were used to optimize geometries, compute vibrational frequencies, and calculate 

solvation free energies (Scheme 1).  I also applied the G4 level of theory24 for ΔGE.A. followed by 

calculation of ΔGsolv with B3LYP/aug-cc-pvtz and M06-2X/aug-cc-pvtz method (G4/B3LYP and 

G4/M06-2X).  Zero-point energies, thermal energies, and entropy corrections were computed in 

the gas phase using vibrational frequencies without scaling.  For ΔGE.A., I used adiabatic electron 

affinity calculations.  The possibility of Jahn-Teller distortion and higher multiplicity electronic 

states of BnHn and BnHn
- were considered and no electronic state issues were found.  In the gas 

phase, the second electron binding energy (negative electron affinity) of small molecules is 

challenging to compute.  Using a series of dielectric medium conditions (ε = 100,10,4,2, and 1), 

Puiatti et al.25 extrapolated the negative electron affinities.  I also found that the directly 

calculated electron affinity of CO3
- and SO4

- monoanions in the gas phase (ε = 1) gave very 

similar results to the extrapolated value.26  This non-adiabatic binding energy (negative electron 

affinity) provided reasonable lattice energies of M2CO3 and M2SO4 salts (M = Li+, Na+, and 
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K+).26  I confirmed that the electron affinty of B6H6
- in the gas phase (ε = 1) also gave a very 

similar value to the extrapolated value using a series of dielctric medium.  

Among the various implicit solvation models, the CPCM27 with the UAKS cavity set24 

and the Pauling cavity set24 were used in our study since water has a high dielectric constant (ε = 

78.35).  The SMD (solvation model density) method with the SMD cavity set was also used 

because it was developed for the “universal” application of solvation modeling including charged 

species.28  The UAKS and Pauling cavity sets with the CPCM method investigate the sensitivity 

of solvation free energies to the cavity radii for anion and dianion species.  The solvation free 

energies with the CPCM method include cavitation, dispersion, and repulsion energies (keyword 

= cav, dis, rep).  The solvent excluded surface (keyword = surface = SES) is applied with 

average density integration point 10 Å-2.  The cavity surface is smoothed with the keyword 

“Addsph”.  I did not apply any specific keywords for the SMD solvation modeling.  All 

calculations were carried out using the Gaussian09 package.24  

The absolute value of the SHE has been debated to be between 4.11 V and 4.52 V.29  I 

used 4.28 V since the surface potential of water was considered.29f,29j  I note that the absolute 

potential of SHE in nonaqueous solution is different from that in water.29g  A consideration of the 

"liquid junction potential" (LJP) and the correction for reference electrode are necessary when 

converting Eo
Red in different solvent systems to water.30  For example, the LJP of acetonitrile-

water is 0.093 V.1a,31  However, I did not apply the LJP since the reference electrode correction 

for acetonitrile has almost the same value as LJP but with opposite sign and thus the two almost 

cancel out.10f  The widely used ion convention, IC (enthalpy of formation of the electron at non-

zero temperatures is equal to the integrated heat capacity of the electron) is applied for the 
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explicit electron in Scheme 1.32  Electron attachment energetics in the gas phase (ΔGE.A.) and 

aqueous solution (ΔGsol) in Scheme 1 can be summarized as follows (eq 2-4).  

 

ΔGsol = ΔGE.A. + ΔΔGsolv       (2) 

ΔGsol = -nFEo
abs        (3) 

Eo
red = Eo

abs - 4.28         (4) 

 

The ΔΔGsolv is the difference in the free energy of solvation.  The absolute reduction potential 

(Eo
abs) is applied to the standard reduction potential (Eo

red) together with Faraday constant (F) 

and number of moles of electrons transferred per mol of reaction (n).  All experimental oxidative 

stabilities from the literature are converted to Eo
red versus SHE unless explicitly indicated.  I note 

that the smaller clusters BnHn (n = 6-9) are reported in water while the larger clusters BnHn (n = 

10-12) are reported in acetonitrile.1a  Some experimental oxidative stabilities of B12X12
2- (X = H, 

F, Cl)33 were determined with the Fc/Fc+ reference electrode and I apply a 0.548 V correction to 

convert to SHE.10f,29a,34 

 

5.3 Results 

 Electron affinities of BnHn (n=5-13) in the gas phase.  The gas-phase electron 

attachment free energies (ΔGE.A.) of BnHn
0/-/2- (n = 5-13) are presented in Figure 1 where B12H12 

is the only species to give a bound second electron attachment (B12H12
- + e- → B12H12

2-, 

ΔGE.A.<0).  The trend of ΔGE.A. in this study is similar to the reverse trend of adiabatic ionization 

potential for the BnHn
2- → BnHn

- + e- step using the B3LYP/6-311+G(d,p)//B3LYP/6-31G(d).22a 
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Figure 1. Electron attachment free energies (ΔGE.A.) of BnHn
0/-/2- (n = 5-13) hypercloso boron 

clusters in gas phase obtained on the B3LYP/aug-cc-pvtz, M06-2X/aug-cc-pvtz, and 

G4 levels of theory.  The values in plot are the ΔGE.A. from the G4 level of theory. 
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Generally, the B3LYP functional yields similar attachment energies (ΔGE.A.) to the G4 level of 

theory for the BnHn + e- → BnHn
- step while the M06-2X functional produces attachment 

energies (ΔGE.A.) similar to the G4 level of theory for the reaction BnHn
- + e- → BnHn

2- (Figure 

1).  For the first and second electron attachment free energies, B3LYP and M06-2X functional 

yield results that are both within 5.8 kcal/mol of the G4 results for BnHn (n = 6-13).  The only 

exception is the B13H13 + e- → B13H13
- step with the M06-2X functional which differs by 9.9 

kcal/mol from the G4 result.  Pathak et al.35 reported the electron affinity (EA) of B12H12 as 4.56 

eV (105.1 kcal/mol) with the B3LYP/6-311++G(d,p) method while the EA for B12H12 (B12H12 + 

e- → B12H12
-) in our study is between 4.69 eV using B3LYP/aug-cc-pvtz and 4.92 eV for G4 

(Figure 1).  B10H10, B11H11, and B12H12 are superhalogen species, which means that their electron 

affinities are higher than the value of a halogen atom (3.0-3.6 eV, corresponding to 69.2-83.0 

kcal/mol).36  The second electron attachment energy of B5H5 at the G4 level (62.7 kcal/mol) is 

quite different from the DFT results (41.7 kcal/mol using M06-2X) while the first electron 

attachment energies are very similar among the three methods (Figure 1).  For the B5H5 cluster, I 

used the cc-pvtz basis set rather than the aug-cc-pvtz basis set (i.e. no diffuse functions) because 

diffuse functions can cause artifacts such as evaluation of the unbound second electron of small 

dianions.  Due to the large discrepancy of ΔGE.A. values generated using different methods and 

lack of literature data for the reduction process, I do not discuss B5H5 further (Figure 1).  

Cederbaum and co-workers discussed the nature of the second electron binding in B6H6
2-.37  In 

contrast to the step B5H5
- + e- → B5H5

2-, DFT/aug-cc-pvtz and G4 methods show good 

agreement for reaction B6H6
- + e- → B6H6

2- (Figure 1).  Electron attachment free energies of 

BnHn
- (BnHn

- + e- → BnHn
2-, n = 5-13) become less positive as the size of the cluster increases 

(Figure 1).  However, the ΔGE.A. value of B7H7
- is less positive than those of B8H8

- and B9H9
- 
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while the ΔGE.A. value of B10H10
- is less positive than that of B11H11

- (BnHn
- + e- → BnHn

2- in 

Figure 1).  Both the size and the geometry of the cluster play a role in the electron attachment 

process (Table 1).  If one normalizes the ΔGE.A. by the cluster size, B13H13 neutral presents the 

smallest free energy gain (ΔGE.A./(BH)n) for the first electron attachment (Table 1). 

 

Table 1. Free energies of electron attachment per BH unit (ΔGE.A./(BH)n kcal/mol) of BnHn (n = 

6-13) boron clustersa  

 BnHn(g) + e-(g) → BnHn
-(g) BnHn

-(g) + e-(g) → BnHn
2-(g) 

 B3LYP M06-2X G4/M06-2X B3LYP M06-2X G4/M06-2X 

B6H6 -11.6(-18.3) -11.4(-18.4) -12.1(-19.1) 6.9(-17.9) 6.2(-19.1) 6.1(-18.6) 

B7H7 -8.0(-13.4) -7.4(-13.0) -8.3(-13.8) 4.9(-15.4) 4.5(-16.1) 4.2(-16.1) 

B8H8 -9.3(-13.9) -9.3(-14.0) -9.5(-14.3) 5.4(-11.7) 5.3(-12.2) 5.2(-11.9) 

B9H9 -8.5(-12.5) -8.7(-12.9) -8.7(-12.9) 3.9(-11.0) 3.7(-11.5) 3.7(-11.2) 

B10H10 -8.7(-12.3) -8.8(-12.6) -9.2(-12.9) 1.5(-11.7) 1.0(-12.4) 1.1(-12.0) 

B11H11 -7.6(-10.8) -7.5(-10.8) -8.0(-11.3) 1.8(-9.8) 1.6(-10.2) 1.5(-10.1) 

B12H12 -9.0(-11.9) -9.0(-11.9) -9.5(-12.4) -1.4(-12.0) -1.8(-12.5) -1.8(-12.3) 

B13H13 -4.3(-5.9) -3.3(-4.9) -4.3(-5.9) 0.9(-8.5) 0.8(-8.7) 0.7(-8.7) 
aThe value in parentheses is ΔGsol/(BH)n with the CPCM/Pauling method. 

 

Solvation free energies of BnHn (n = 5-13).  The solvation free energies of BnHn
0/-/2- (n = 

5-13) depend linearly on cluster size except for the neutral B13H13 species, and the value of 

ΔGsolv greatly depends on the choice of cavity set (Figure 2).  The CPCM/UAKS cavity set gives 

the smallest ΔGsolv, while the SMD method gives the largest ΔGsolv, and the CPCM/Pauling 

cavity set yields values between these two (Figure 2).   
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Figure 2. The solvation free energies (ΔGsolv) of BnHn, BnHn
-, and BnHn

2- (n = 6-13) hypercloso 

boron clusters obtained with the CPCM/UAKS, CPCM/Pauling, and SMD solvation 

modeling. 
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The exceptional value of B13H13 is due to a much larger dipole moment (11.5 D with the M06-

2X(Pauling) method) than all other dipole moments for BnHn (n = 6-12) species (1.6, 4.2, 0.0, 

0.0, 0.6, 2.2, and 4.2 D, respectively).  Because of its polar nature (a result of the electron 

description which has a contribution from B12H12
2- with a capping BH2+ unit), B13H13 has a 

favorable solvation free energy in water.  The SMD method for B13H13 gives ΔGsolv = -6.7 

and -7.3 kcal/mol with B3LYP and M06-2X functionals, respectively, while the CPCM/UAKS 

and CPCM/Pauling methods yield positive values of ΔGsolv (Figure 2).  The ΔGsolv of BnHn
- (n = 

6-13) with CPCM/UAKS and CPCM/Pauling cavity sets are similar, while ΔGsolv obtained from 

the SMD method gives more negative ΔGsolv values by about 10 kcal/mol as compared to the 

CPCM results (Figure 2).  For the step BnHn
- + e- → BnHn

2- (n = 6-13), ΔGE.A. values from DFT 

methods and at the G4 level of theory agree within 5.0 kcal/mol (Figure 1) while ΔGsolv values 

for dianions differ by more than 20 kcal/mol depending on the size of BnHn (n = 6-13) (Figure 2).  

Thus, the solvation free energy differences (ΔΔGsolv) between BnHn
- and BnHn

2- become 

significant factors in deciding the final Eo
Red values (eq 2-4).  In a previous study of pKa2 values 

of diprotic acids (HA-(aq) → H+(aq) + A2-(aq)), the CPCM method with the Pauling cavity set 

gave better results than other cavity sets and also better than the SMD method (with SMD cavity 

set).13  In addition, ΔGsolv of dianions with the CPCM/Pauling cavity set reproduced the 

dissolution free energies of alkali metal dianion salts (M2X1).13,26  Therefore I decided to use the 

CPCM/Pauling combination to investigate the redox behavior of BnHn
0/-/2- and the 

disproportionation of BnHn
- (n=6-13). 

The Eo
Red of BnHn (n = 6-13).  Figure 3 gives Eo

red values for BnHn
0/-/2- (n = 6-13) with 

the CPCM/Pauling cavity set method.  The greatest variation in Eo
red among the four methods 

(B3LYP, M06-2X, G4/B3LYP, G4/M06-2X) is 0.35 V (for B6H6
- + e- → B6H6

2-).   
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Figure 3. Eo
red values of BnHn

0/-/2- (n = 6-13) hypercloso boron clusters computed on the 

B3LYP/aug-cc-pvtz, M06-2X/aug-cc-pvtz, and G4 level of theory followed by 

CPCM/Pauling cavity set method.  The values in plot are the Eo
red from the G4/M06-

2X(Pauling) method. 
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However, the variation among the methods for all other boron clusters is less than 0.16 V except 

for B13H13
0/- where the variation is 0.21 V (Figure 3).  The larger variation of Eo

Red among 

methods for B13H13
0/- comes from the smaller ΔGE.A. predicted by M06-2X relative to B3LYP 

and G4.  Klanberg and Muetterties1c reported the relative order of oxidative stability (E1/2) as 

B9H9
2- < B11H11

2- < B10H10
2- < B12H12

2- from polarographic studies.  Our Eo
red values for BnHn

0/- 

(BnHn + e- → BnHn
-, n= 6-13) and BnHn

-/2- (BnHn
- + e- → BnHn

2-, n = 6-13) follow the same order 

of experimental oxidative stabilities (Figure 3).  The reaction B7H7 + e- → B7H7
- is slightly 

nonspontaneous while the reaction B13H13 + e- → B13H13
- is quite nonspontaneous (Eo

Red, -0.1 

and -0.9 V respectively at G4/M06-2X(Pauling)) (Figure 3).  Our Eo
Red value for neutral B13H13 

indicates that this is the least electron-accepting boron cluster in aqueous solution (Figure 3).  It 

is interesting that the exceptional stability of B13H13 in the gas phase has been noted 

previously.22a  The reaction B8H8
- + e- → B8H8

2- is the only slightly nonspontaneous process of 

all the second electron attachments of the BnHn species (n = 6-13) (0.0 V at the G4/M06-2X 

level, Figure 3).   

For the step B12H12
- + e- → B12H12

2-, our Eo
red values are between 1.94 V and 2.24 V 

while 1.67 V and >1.4 V of oxidative stability (E1/2) have been reported (Figure 4).2a,38  

However, a recent cyclic voltammetry study suggests a value of 2.21 V in liquid SO2.33  The E1/2 

for B10H10
2- (1.09 V) agrees well with our Eo

red predictions (1.11 or 1.03 V, using M06-2X or 

G4/M06-2X methods, respectively, Figure 4).1a,38b  The polarographic study reported 0.29 V of 

E1/2 for B11H11
2- but the redox species was not well characterized.1c,39  Later, a voltammetry study 

reported E1/2 = 0.49 V for B11H11
2-.1c,39  Indeed, our Eo

red values are between 0.41 V and 0.63 V.  

The E1/2 of B9H9
2- is 0.09 V while our Eo

red values for B9H9
-/2- range from 0.01 to 0.21 V.1a,1d  

The oxidative stability for the B9H9
2- cluster is smaller than those of the boron clusters, B6H6

2- 
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and B8H8
2-.  Indeed, the hydrolytic instability of B9H9

2- has hindered the precise experimental 

determination of E1/2.40   

 

Figure 4. The Eo
Red values of B6H6

-/2-, B8H8
-/2-, B9H9

-/2-, B10H10
-/2-, B11H11

-/2-, and B12H12
-/2- 

obtained on the G4/M06-2X(Pauling) and B3LYP(Pauling) method including 

experimental oxidative stability (E1/2) of BnHn
2-.   
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A polarographic study of the oxidative stability (E1/2) of B6H6
2- has yielded a value 

of -0.09 V.1a,1d  However, a more recent study1e reports a much larger value of 1.06 V in ethanol.  

Our predicted Eo
red values for reaction B6H6

- + e- → B6H6
2- are between 0.37 and 0.72 V (Figure 

4).  The oxidative stability (E1/2 = 1.06) of B6H6
2- becomes slightly larger than that of B10H10

2- 

(E1/2 = 1.03, Figure 4).  If I use ethanol as the solvent (rather than water) with the CPCM/Pauling 

cavity set, the Eo
Red values for B6H6

-/2- are reduced to 0.16 (B3LYP) and 0.49 V (G4/M06-2X).  

Thus, I suggest that the experimental E1/2 value of -0.09 V is too small and the value of 1.06 V is 

too large.  Previous studies suggested that the oxidative stability of B7H7
-/2- is smaller than that of 

B6H6
2-.1a,1b,1d   Our computed Eo

red value for B7H7
-/2- (0.71 V, G4/M06-2X) is very similar to the 

B6H6
2- value (0.72 V, G4/M06-2X, Figure 3).  

The difference between the Eo
red of the neutral and monoanion boron hydride clusters is 

related to the stability toward disproportionation.  The Eo
red value of reaction B7H7 + e- → B7H7

- 

is the smallest for the first reductions of the BnHn species (n = 6-13) except for B13H13 while 

reaction B8H8
- + e- → B8H8

2- yields the smallest Eo
red value for the second reductions of the BnHn 

species (n = 6-13).  The Eo
red values of B7H7

0/- (B7H7 + e- → B7H7
-) show that the first reduction 

is more difficult than the second reduction (-0.10 - 0.71 V < 0.0, G4/M06-2X), which indicates 

potential inversion.  However, Klanberg el al.1d reported that B7H7
2- is the least stable dianion 

boron cluster and the most hydrolytically unstable.  Except for B13H13, the Eo
Red of reaction B7H7 

+ 2e- → B7H7
2- is the smallest value for the two electron attachments (0.31 V, G4/M06-2X).  The 

computed Eo
Red value (reduction potential of monoanion) of B8H8

- is 0.00 V which compares to 

the experimental E1/2 (oxidative stability of dianion) of 0.2 V (Figure 4).1a,1d  Since the calculated 

Eo
red value of reaction B8H8 + e- → B8H8

- is 0.69 V (G4/M06-2X), B8H8 is predicted to have the 

normal ordering of potentials in aqueous solution (0.69 - 0.00 V > 0.0).  The B3LYP functional 
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generally underestimates the oxidative stability of BnHn
2- relative to experimental results and to 

the G4/M06-2X result by more than 0.4 V (Figure 4).  Indeed, it has been reported that the 

B3LYP functional underestimates the experimental redox potential of transition metal 

complexes.10c  However, reasonable Eo
Red values (within 0.2 V of the experimental value) can be 

obtained when the G4/M06-2X method is applied (Figure 4). 

The disproportionation free energies (ΔGdpro) of the processes 2BnHn
- → BnHn

 + BnHn
2- (n 

= 6-13) reveal the stability of monoanion radicals (Figure 5).  For example, the BnHn species (n = 

8-11) shows positive ΔGdpro values with a normal ordering of potentials while those with n=7 and 

13 yields negative ΔGdpro values and potential inversion (Eo
1 – Eo

2 < 0 for reduction) (Figure 3 

and Figure 5).  The ΔGdpro of B6H6 and B12H12 are borderline potential inversion cases (-0.6 and -

0.4 kcal/mol, respectively, G4/M06-2X).  Thus, a positive value of ΔGdpro of BnHn indicates that 

the monoanion radical should be observed.  The M06-2X functional always results in the most 

negative ΔGdpro values for every disproportionation of the BnHn species (n = 6-13) in this study 

(Figure 5).  For example, the ΔGdpro values for B12H12
2- using B3LYP, G4/B3LYP, and G4/M06-

2X methods are between -0.4 and -1.1 kcal/mol but the result from the M06-2X functional is 

much more negative (-7.1 kcal/mol).  The variation of ΔGdpro is within 2.5 kcal/mol for BnHn 

species (n = 6-13) for all methods tested except for the M06-2X functional (Figure 5). 

Since the geometric changes of the BnHn species (n = 6-13) hypercloso boron clusters are 

subtle during the reduction process, and the solvation free energy (ΔGsolv) depends linearly on 

cluster size, the greatest effect on potential inversion comes from the electronic nature of the 

BnHn
- anions (n = 6-13) (Figure 2).  The best-known monanion radical is B8H8

- where the a 

fluxional nature is well established.34,50  This situation is different from other anions where 

fluxional behavior of the anion can induce potential inversion (i.e. ΔGdpro < 0).41 
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Figure 5. Disproportionation free energies (ΔGdpro) of BnHn
- (n = 6-13) hypercloso boron 

clusters computed on the B3LYP/aug-cc-pvtz, M06-2X/aug-cc-pvtz, and G4 levels of 

theory followed by the CPCM/Pauling cavity set method. The values in plot are the 

ΔGdpro from the G4/M06-2X method. 
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Speiser et al.42 reported that the radical monoanion B8Cl8
- is even more stable against 

disproportionation than B9Cl9
-.  The stable B8H8

-, B10H10
-, B11H11

-, and B12H12
- intermediates are 

used to explain the formation of reduction products in the literature.  Our positive ΔGdpro values 

by G4/M06-2X combination for 2BnHn
- → BnHn

 + BnHn
2- (n = 8,9,10,11) support the 

experimental observation of monoanion radicals (Figure 5).1d,2d,43 

Many studies interpret the stability of monoanion radicals using delocalization of the 

unpaired electron.1d,15b,19b,20,21b  The most stable monanion to disproportionation is B8H8
- which 

shows strong electron delocalization in contrast to B11H11
- (Figure 6).   

 

Figure 6. Spin densities of BnHn
- (n = 6-13) boron clusters obtained from the M06-2X/aug-cc-

pvtz level of theory (0.08 a.u. isodensity). 
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The monoanion radicals B7H7
-, B12H12

-, and B13H13
- show a normal ordering of potential 

(ΔGdpro<0) which indicates that the monoanion radical should disproportionate to the neutral and 

dianion species (Figure 5).  I interpret that the stability of B11H11
- for disproportionation without 

electron delocalization comes from the smaller formation enthalpy (ΔHf at 0 K, G4 level of 

theory) for B11H11
2- (-4.6 kcal/mol) than those of B10H10

2- (-5.6 kcal/mol) and B12H12
2- (-77.8 

kcal/mol).  

The free energy changes per BH unit (ΔGE.A./(BH)n and ΔGsol/(BH)n) for  BnHn
0/- and 

BnHn
-/2- (n = 6-13) are presented in Table 1.  The stabilization by the first electron attachment of 

B8H8 in aqueous solution (-14.3 kcal/mol with G4/M06-2X) is more negative than those of BnHn 

(n = 9-13) but less negative than for B6H6 (-19.1 kcal/mol, Table 1).   

The values of Eo
Red in solution and ΔGE.A. in the gas phase for the first electron 

attachment (BnHn + e- → BnHn
- (n = 6-12)) shows a linear relationship as found in the 

literature.11a,11c-11h,15a  The value of Eo
Red for B13H13

0/- (-0.94 V, G4/M06-2X) is about 0.2 V less 

than a value expected from a linear relationship (-0.7 V, Figure 7).  More favorable solvation of 

B13H13 than those of other neutral BnHn clusters induces this nonlinearity (Figure 2 and 7).    

The correlation between Eo
Red and ΔGE.A. for the second electron attachment (BnHn

- + e- 

→ BnHn
2- (n = 6-12)) is given in Figure 8.  Beyond the overall linear relationship, there are large 

deviations for several clusters, in particular BnHn
- (n = 6 and 11).  In order to understand the 

deviations, the decomposition of ΔGsolv (keyword=externaliteration) is useful.  As noted 

previously, values of ΔGsolv for dianions are much larger than for monoanions or neutral species 

so I limit our analysis to the dianions.  As the size of the cluster increases, the contribution of 

hydrogen atoms (ΔGsolv(H)) to the total ΔGsolv of BnHn
2- (n = 6-13) increases (Figure 9).   
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Figure 7. The correlation between gaseous electron attachment free energy (ΔGE.A. by G4) and 

reduction potential (Eo
Red by G4/M06-2X(Pauling)) in aqueous solution for BnHn + e- 

→ BnHn
-.  
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Figure 8. The correlation between gaseous electron attachment free energy (ΔGE.A. by G4) and 

reduction potential (Eo
Red by G4/M06-2X(Pauling)) in aqueous solution for BnHn

- + e- 

→ BnHn
2-. 
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Figure 9. The partitioning of solvation free energies (ΔGsolv) of BnHn
2- (n = 6-13) boron clusters 

obtained from the M06-2X/Pauling cavity set method (keyword=externaliteration) 

(ΔGsolv(B) = solvation free energy by all boron atoms, ΔGsolv(H) = solvation free 

energy by all hydrogen atoms, ΔGsolv(non-elec) = solvation free energy by dispersion 

and cavitation, and ΔGsolv(Addsph) = solvation free energy by smoothed surface for 

the cavity volume) 
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The contribution of the non-electrostatic terms (cavity and dispersion energy, ΔGsolv(non-elec)) 

slowly increases as the size of cluster increases while the ΔGsolv(B) exponentially decreases as 

the exposure of boron atoms in BnHn
2- to solvent decreases (Figure 9).  The ΔGsolv(B) for B6H6

2- 

(-44.6 kcal/mol) is more than two times ΔGsolv(B) for B7H7
2- (-21.0 kcal/mol, Figure 9).  This is 

caused by the significant increase in accessibility of boron atoms to solvent (Figure 9).  For the 

BnHn
2- species (n = 6-8), the ΔGsolv(B) contributes substantially to the total ΔGsolv of the dianion 

while ΔGsolv(B) of BnHn
2- species (n = 9-13) is relatively negligible.  The deviation of B11H11

2- 

from linearity (Figure 9) is due to the ΔGsolv(H) of the hydrogen attached to the seven-coordinate 

boron atom in B11H11
2- which is about 3 kcal/mol less than ΔGsolv(H) from other hydrogen atoms.  

The smaller ΔGsolv of the dianion leads to a smaller Eo
Red value than expected (Figure 8). 

Eo
Red of B12X12 (X = H, F, Cl, OH, and CH3).  The experimental redox chemistry of the 

persubstituted dodecaborates B12X12 has been reported.1a,5,9a,9c,9g,33,44  The Eo
Red for the B12X12

-/2- 

(X = H, F, Cl, OH, and CH3, Table 2) is in the order B12Cll2
2- > B12F12

2- > B12H12
2- > B12(CH3)12

2- 

> B12(OH)12
2- evaluated with the B3LYP and M06-2X functional (G4/M06-2X calculations 

could not be carried out for X ≠ H).  Ivanov et el.9a reported ca. 1.9-2.0 V for the oxidative 

stability of B12F12
2- in ethylene carbonate:dimethyl carbonate (50:50 in volume) solution and 

suggested that the salts of the radical monoanion B12F12
- might be isolable.  Our positive ΔGdpro 

for the reaction 2B12F12
- → B12F12 + B12F12

2- (14.4 kcal/mol, M06-2X) supports the possibility 

isolating B12F12
- (Table 3).  However, a more recent study of B12X12

2- (X = H, F, Cl, Br, and I) in 

liquid SO2 solution gives an oxidative stabilitity of 2.3 V for B12F12
2-, which is similar to the 

result with the M06-2X functional (Table 2).33  The oxidative stability of B12(CH3)12
2- has been 

reported as 0.44 V (and corrected to SHE as 0.6 V)9c,45 which can be compared to the values 0.39 

V (B3LYP) or 0.67 V (M06-2X) (Table 2).  The value of ΔGdpro (18.9 kcal/mol) with the 
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M06-2X functional supports the well-known stability of the B12(CH3)12
- monoanion radical 

(Table 3).9c   

 

Table 2. Eo
red values of B12X12

0/-/2- (X = H, F, Cl, OH, and CH3) boron clusters with the 

DFT/CPCM(Pauling) method 

Reduction (Eo
Red, V) B3LYPa M06-2Xa E1/2(V) σp

c 

B12(OH)12 + e- → B12(OH)12
- 0.79(-79.3) 1.20(-88.0)  -0.37 

B12(CH3)12 + e- → B12(CH3)12
- 1.52(-101.5) 1.80(-107.6)  -0.17 

B12H12 + e- → B12H12
- 1.93(-108.3) 2.12(-107.6)  0.00 

B12F12 + e- → B12F12
- 2.64(-129.6) 3.09(-139.2)  0.06 

B12Cl12 + e- → B12Cl12
- 2.92(-135.5) 3.41(-146.0) (ca 3.1)b 0.23 

     

B12(OH)12
- + e- → B12(OH)12

2- 0.39(5.1) 0.63(1.0) 1.3 -0.37 

B12(CH3)12
- + e- → B12(CH3)12

2- 0.39(-11.0) 0.98(-24.3) 0.6 -0.17 

B12H12
- + e- → B12H12

2- 2.24(-16.6) 2.14(-22.0) 1.7(2.2)b 0.00 

B12F12
- + e- → B12F12

2- 2.03(-31.7) 2.47(-40.1) 2.0(2.3)b 0.06 

B12Cl12
- + e- → B12Cl12

2- 2.54(-57.9) 2.98(-67.3) 2.6(2.7)b 0.23 

     

B12(OH)12 + 2e- → B12(OH)12
2- 0.59(-74.2) 0.92(-87.0)  -0.37 

B12(CH3)12 + 2e- → B12(CH3)12
2- 0.96(-112.5) 1.40(-131.9)  -0.17 

B12H12 + 2e- → B12H12
2- 2.09(-124.9) 2.13(-129.6)  0.00 

B12F12 + 2e- → B12F12
2- 2.34(-161.3) 2.78(-179.3)  0.06 

B12Cl12 + 2e- → B12Cl12
2- 2.73(-193.4) 3.20(-213.3)  0.23 

bThe ΔGE.A. and ΔGsolv of B12X12
0/-/2- are calculated with B3LYP and M06-2X functional. The 

value in parentheses is ΔGE.A. obtained with DFT functionals.  Due to the computational expense, 
G4 level of theory is not applied to B12X12 systems. bThe value in parentheses is obtained from 
the measurement in liquid SO2 solution, see reference 41. cThe Hammett σp parameter comes 
from March, J. Advanced Organic Chemsitry; John & Wiley: New York, 1985.  
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Table 3. Disproportionation free energies in the gas phase (ΔGgas, 2BnXn
-(g) → BnXn(g) + BnXn

2-

(g)) with DFT functionals (B3LYP and M06-2X) and in aqueous solution (ΔGdpro, 

2B12X12
-(aq) → B12X12(aq) + B12X12

2-(aq)) of B12X12 (X = H, F, Cl, OH, and CH3) 

hypercloso boron clusters with CPCM(Pauling) solvation modeling 

B12X12 
ΔGgas

a 

B3LYP 

ΔGgas
a 

M06-2X 

ΔGdpro 

B3LYP 

ΔGdpro 

M06-2X 

B12H12 91.7 85.7 -1.1 -7.1 

B12F12 97.9 99.1 14.0 14.4 

B12Cl12 77.6 78.6 8.8 10.0 

B12(OH)12 84.4 89.0 9.2 13.2 

B12(CH3)12 90.5 83.3 26.1 18.9 
aG4 level of theory is not applied due to the computational expense. 

 

The reported oxidative stability of B12Cl12
2-, (2.34 V, corrected to SHE as 2.6 V), can be 

compared to our Eo
Red values of 2.54/2.98 V for B12Cl12

-/2-(B3LYP/M06-2X, Table 2).1a,44  A 

recent cyclic voltammetry study in liquid SO2 solution reported a value of 2.15 V with the 

ferrocene/ferrocenium reference electrode (and corrected to SHE as 2.70 V), which is between 

the results obtained using the B3LYP and M06-2X functionals (Table 2).33  The first one-

electron reduction Eo
Red value from the neutral (B12Cl12 + e- → B12Cl12

-) evaluated with the 

B3LYP and M06-2X functionals yielded 2.92 and 3.41 V respectively, which can be compared 

to (corrected) the cyclic voltammetry value of 3.1 V (Table 2).33  The identification of B12Cl12 

was done by NMR and UV/Vis determinations.33,46  The Eo
Red values for the B12X12 species (X = 

H, F, Cl, and CH3) are between 1.20 V and 3.41 V using the M06-2X functional (Table 2).   

Knoth et al.38b reported that the oxidative stability decreased whenever hydroxyl groups 

replaced the hydride ions of B12H12
2-.  Recently, Van et el.9f reported the value of E1/2 as 0.45 V 
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for B12(OH)12
2- in CH3CN and 0.75 V in water versus the ferrocenium/ferrocene reference 

electrode couple (1.00 V in CH3CN and 1.30 V in water versus SHE47).  Our Eo
Red values for 

B12(OH)12
-/2- in water (using any cavity set) are much smaller than 1.00 V.  The largest 

calculated Eo
Red value of B12(OH)12

-/2- (0.63 V) comes from the M06-2X functional which is 0.67 

V smaller than the experimental value (1.30 V in water versus SHE, Table 2).  All of the other 

experimental oxidative stabilities are between the results using the B3LYP and M06-2X 

functionals (Table 2).  Therefore, I recommend a re-determination of E1/2 for B12(OH)12
2-. 

McKee22b reported that the order of the Hammett (σp) parameter for B12X12
2- agreed with 

the order of gaseous stability for the process B12H12
n- + 12HX → B12X12

n- + 12H2 (n = 0,1,2; X = 

H, F, OH, and CH3), B12F12
2- > B12H12

2- > B12(CH3)12
2- > B12(OH)12

2-.  The trend of Eo
Red values 

in this study also agrees well with the order of the Hammett (σp) parameter (Table 2).  The 

positive ΔGdpro of B12X12
- (X = F, Cl, OH, and CH3) in our study is in agreement with the 

stability of monoanion radical B12X12
- (X = F, Cl, OH, and CH3) that was observed 

experimentally (Table 3).9a-9c,9f,33,44,46   

 

Figure 10. Spin densities of B12X12
- (X=H, F, Cl, OH, and CH3) hypercloso boron clusters 

obtained on the M06-2X/aug-cc-pvtz level of theory (0.04 a.u. isodensity). 
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The unpaired spin density of the B12X12
- species (X = F, Cl, OH, and CH3) shows strong 

delocalization, which is similar to that of B12H12
- (Figure 6 and Figure 9).  The unpaired electron 

tends to be localized on the boron atoms of the cluster rather than on the functional groups of 

B12X12
- species (X = F, Cl, OH, and CH3), in agreement with the observations from previous 

studies (Figure 10).9c,9f,33 

 

5.4 Conclusions 

The reduction potentials (Eo
Red) of hypercloso boron hydrides BnHn (n = 6-13) and 

persubstitiuted dodecaboron hydrides B12X12 (X = F, Cl, OH, and CH3) have been studied at the 

G4 level of theory and DFT methods with implicit solvation modeling.  The Eo
Red values 

obtained from the G4/M06-2X method provide the best agreement with experimental oxidative 

stability (E1/2) of the BnHn
2- species (n = 6-12).  Experimental oxidative stabilities of the B12X12

2- 

species (X = F, Cl, OH, and CH3) are usually located between the B3LYP and M06-2X values of 

Eo
Red.  Our oxidative stabilities for B6H6

2- and B12(OH)12
2- deviate more than expected from the 

experimental values and I suggest that more experiments may be needed.  The B3LYP functional 

tends to underestimate Eo
Red values while the M06-2X functional tends to overestimate them.  

ΔGsolv depends greatly on the choice of the cavity radii set while the dependence on density 

functional is modest.  The CPCM/UAKS cavity set gives the smallest ΔGsolv and the SMD 

method gives the largest ΔGsolv for the BnHn
0/-/2- species (n = 6-13).  The stability of monoanion 

radicals of BnHn (n = 6-13) to disproportionation (2BnHn
- → BnHn + BnHn

2-) decreases in the 

order B8H8
- > B9H9

- > B11H11
- > B10H10

- while B7H7
- and B13H13

- are anticipated to undergo very 

spontaneous disproportionation due to potential inversion.  Spin density delocalization in the 

BnHn
- radical anions explains their stability but positive ΔGdpro without distinct delocalization of 
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spin density results for B11H11
-.  A good correlation between ΔGE.A. and Eo

Red is established for 

the first electron attachments of the BnHn species (n = 6-13) but the correlation for second 

electron attachments of the BnHn species (n = 6-13) deviates from a linear relationship in the case 

of B6H6, B11H11, and B13H13.  The solvation free energy differences between BnHn
- and BnHn

2- 

are significant factors in determining Eo
Red and or E1/2 in aqueous solution.  The partitioning of 

solvation free energies reveals why the correlation between ΔGE.A. and Eo
Red for some BnHn

-/2- 

species (n = 6, 7, and 11) deviates from a linear relationship. 
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Conclusion and Future Outlook 

 

With various computational techniques, the thermodynamical properties of condensed 

phase systems were investigated including reaction mechanism.  The key of dehydrogenation for 

the ionic solid, LiNH2BH3(s) was successfully proposed and supported with experimental data.  

However, the success of solid-state reaction study using gaseous ab initio computation comes 

from the non-ionic intermediates in reaction pathways.  The reaction energetics of the gaseous 

pathway needed a qualitative justification using the lattice energy change of the solid medium.  

The transition state search algorithm in crystal lattice will be highly demanding to make full 

description of reaction in solid media.  

Acid dissociations in aqueous solution could be successfully predicted when the medium 

effect only played a bystander role.  The determination and choice of the solute-solvent boundary 

is critical to make quantitative predictions for pKa2 while the pKa1 prediction is relatively 

insensitive to the solute-solvent boundary.   

Solvation free energies of the dianion were applied to the determination of lattice 

energies of alkali metal dianion salts and an equation using static radii of cations and anions was 

not successful for the alkali metal dianion salts.  Non-adiabatic electron binding for the dianions 

works well for the construction of a Born-Habor cycle for anions of small size.  The cohesive 

energy from the calculations using a periodic boundary condition revealed that any conventional 

pseudopotential approach could not reproduce well the formation enthalpy of alkali metal 

dianion solid salts.  A dispersion correction using a classical pair-wise potential could not be an 

alternative way when the polarization and induction between cation and dianion were 
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siginificant.  New density fuctional formalism is expected to deal with the strong polarization in 

solid medium.    

The ab initio computation with implicit solvation modeling reproduced well the 

experimental oxidative stability of hypercloso polyborane clusters when the consideration of 

solute-solvent boundary was appropriate.  Computational results revealed that some of 

experimental data should be reevaluated.  When a two-electron transfer is envolved, the similar 

reduction potentials of first and second electron transfer processes (potential compression) are 

not easly detected using cyclic voltammetry.  Ab initio computation with solvation modeling can 

be alternative way to characterize the intermediates and investigate the electron transfer 

mechanism.  
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Appendix 1 

Atomic Radii for Cavity Models 

 UFF UAKSa Pauling Klmat SMD 

Hydrogen 1.443 1.000 1.200 1.300 1.200 

Carbon 1.925 1.500 1.500 2.000 1.850 

Nitrogen 1.830 1.500 1.500 1.830 1.890 

Oxygen 1.750 1.500 1.400 1.720 1.520 

Fluorine 1.682 1.500 1.350 1.720 1.730 

Phosphorus 2.074 1.980 1.900 1.800 2.100 

Sulfur 2.018 1.980 1.850 .2160 2.490 

Vanadium 1.572 2.008 1.572 1.900  

Arsenic 2.115 2.115 2.000 1.900  

Iron 1.456 1.456 1.456 1.900  
aIn the atom topological model (UATM), the hydrogen atoms are enclosed in the same sphere of 
the heavy atom they are bound to, and the sphere radii are set according to the atomic number, 
the charge and the hybridization of the atom, possibly corrected for first neighbor effects. The 
UAKS valuesb are UATM basis radii optimized for PBE0/6-31G(d). The molecular environment 
modifies the actual radii. bBarone, V.; Cossi, M.; Tomasi, J. J Chem Phys 1997, 107, 3210. 
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Appendix 2 
 

-- Hydrolysis of CO3
2-, SO4

2-, and C8H8
2- -- 

The dissolution of M2CO3(s) (M=Li+, Na+, and K+) and hydrolysis of CO3
2-(aq) is the 

sum of following three steps.  

 

M2CO3(s) → 2M+(aq) + CO3
2-(aq)      (S1)  

H2O(l) → H+(aq) + OH-(aq)       (S2) 

H+(aq) + CO3
2-(aq) → HCO3

-(aq)      (S3) 

 

For eq S1, the free energy of dissolution (ΔGo
diss) is computed with ΔGlatt(M2CO3), 

ΔGsolv(M+), and ΔGsolv(CO3
2-).  Eq S2 is the autoionization of H2O(l), for which ΔGw=19.1 

kcal/mol at pH 7 (ΔGw = –RTlnKw).  Eq S3 is the reverse process of acid dissociation for HCO3
-

(aq).  The value of -ΔGaq
2 for HCO3

- is -14.1 kcal/mol using ΔGaq
2 = 1.364*pKa2 at 298.15K 

where pKa2=10.3 (R. P. Bell, The proton in chemistry, Cornell University Press, Ithaca, 1973).  

The overall free energy (ΔGo
diss’) of H2O(l) + M2CO3(s) → 2M+(aq) + HCO3

-(aq) + OH-(aq) is 

given by ΔGo
diss + ΔGw + (-ΔGaq

2), which becomes ΔGo
diss + 5.0 kcal/mol and the actual anion 

from the dissolution of M2CO3(s) at pH 7 is CO3
2-(aq).  The value of ΔGo

diss‘ for M2SO4(s) 

(M=Li+, Na+, and K+) is the sum of ΔGo
diss, 19.1 kcal/mol for ΔGw, and -2.7 kcal/mol for ΔGaq

2 

(eq S4).   

 

H2O(l) + M2SO4(s) → 2M+(aq) + HSO4
-(aq) + OH-(aq)   (S4)  

 



 174 

The hydrolysis of SO4
2-(aq) to HSO4

-(aq) is a non-spontaneous process at pH 7 and the 

actual anion from the dissolution of M2SO4(s) at pH 7 is SO4
2-(aq) (ΔGo

diss‘ = ΔGo
diss + 16.4 

kcal/mol).  The value of ΔGo
diss’ for M2C8H8(s) (M=Li+, Na+, and K+) is the sum of ΔGo

diss, 

2*19.1 kcal/mol for ΔGw, and -72.9 kcal/mol for -ΔGaq (eq S5). 

 

2H2O(l) + M2C8H8(s) → 2M+(aq) + C8H10(l) + 2OH-(aq)   (S5)  

 

For 2H+(aq) + C8H8
2-(aq) → C8H10(aq), the value of ΔGgas with the M05-2X/6-

311++G(3df,2pd), -264.0 kcal/mol of ΔGsolv(H+), and ΔGsolv of C8H10 and C8H8
2- with 

CPCM/Pauling cavity set produce ΔGaq (ΔGaq = ΔGgas + ΔΔGsolv).  At pH 7, the hydrolysis of 

C8H8
2-(aq) is very spontaneous process (ΔGo

diss‘ = ΔGo
diss -34.7 kcal/mol). 

1,3,5-clcyooctatriene (C8H10) is known to isomerization to 1,3,6-cyclooctatriene (C8H10) 

(Baldwin, J. E.; Kaplan, M. S. J. Am. Chem. Soc. 1972, 94, 4696-4699).  The hydrogenation 

reaction (3H2(g) + C8H10(g) → C8H16(g)) of 1,3,5-cyclooctatriene is -72.4 kcal/mol while the 

hydrogenation reaction of 1,3,6-cyclooctatriene is -79.9 kcal/mol (Turner, R. B.; Meador, W. R.; 

Doering, W. V. E.; Knox, L. H.; Mayer, J. R.; Wiley, D. W. J. Am. Chem. Soc. 1957, 79, 4127-

4133).  Using -30.1 kcal/mol for the heat of formation (ΔHf) of cyclooctane, the ΔHf of 1,3,5-

cyclooctatriene is 42.2 kcal/mol while the ΔHf of 1,3,6-cyclooctriene is 49.8 kcal/mol.  Thus, the 

1,3,5-cyclooctatriene isomer is 7.6 kcal/mol more stable than the 1,3,6-cyclooctatriene. 

 


