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Abstract

Almost a decade processor speed has been stuck at operatiregfiency 2-3GHz due
to excessive power consumption of CMOS logic gate at higheequency whereas predicted
speed at present was 10-15GHz. This leads the idea of multrealesign in today's proces-
sor architecture. However it increases the communication @head and there exist data
dependency which cannot fully exploit the advantage of mangore design. Further many
core design is increasing number of dark silicon and numbédromre cannot be increased after
certain limit. Therefore a novel approaches in processor gign using CML logic gate has
been proposed.

Handcrafted 16-bit CML microprocessor datapath has been daeped at operating fre-
guency 3.33GHz using 130nm CMOS technology. With the same tig®e size, CMOS gate is
incapable to operate beyond 1GHz whereas CML logic gates wegimized for 12GHz using
bias current of 70% of peak; current with a logic swing of 600mV. Considering critical pdt
delay, circuit has been slowed down to operate at 3.33GHz.

All the processor components - decoder, mux, register le, ALWas deliberately hand-
crafted due to lack of analog synthesizer tool. Reported sta power consumption of multi-
cycle CML processor datapath is 41.264W. However it is not tHeest case and could have
been reduced to 50% by implementing multi-input CML logic. Kpected chip area is 2.2mm
x 3.45mm and power density per unit area is 5.44V/ m 2. Estimated performance evalu-
ated is 892 MIPS. Supply voltage used is 2.8V. CML logic was deed as, logic-1 = 2.8V and
logic-0 = 2.2V. 1V reference voltage was used to constant bitlee current source and reset
signal uses 1.3V and 0.7V for high and low logics respectivellt has been observed that
it is possible to realize ultra-high speed processor usingisting technology with minimum

power consumption in CML logic.
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Chapter 1

Introduction

This thesis presents the design of a handcrafted 3.33GHz CMLlogessor datapath.
RISC architecture has been adopted in designing the multi/cle processor datapath and the
ISA is 16-bits long. It is the rst ever MCML processor that requires constant power dissi-
pation unlike CMOS processors. Also, once optimized, poweissipation does not increase
with increasing operating frequency. Optimizing CML logidor higher operating frequency
requires higher power than optimizing for lower frequencyTlherefore, once CML logic has
been optimized for a targeted maximum frequency, operatirthe circuit at lower frequency
will lose the bene ts in terms of power.

Due to larger switching noise associated with CMOS circuit€ML is a better choice for
high speed circuit realization [1]. BJT based CML gates aragter than MOSFET CML due
to higher g, and lower power but have been avoided for process di culty ahuncommonness

in designing digital circuits. Therefore MOSFET-CML (MCML) logic has been used.

1.1 Problem Statement

The problem solved in this thesisDesign a high speed low power processor datapath.

1.2 Background and Motivation

Processor speed has been stuck at 2-3GHz due to excessive paeasumption, as
indicated in Figure 1.1 for the last 10 years [2]. Therefore utti-core design has evolved to
increase performance. But the number of cores cannot be ieased after a certain limit and
there exists communication overhead. Further, due to data dependency, programs cannot

be fully parallelized, which inhibits proper exploitationof multi-core design.

1
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Figure 1.1: Operating frequency over time

Intel processor speed vs power have been obtained and pldtia Matlab as depicted

in Figure 1.2 [3].
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Figure 1.2: Operating Frequency vs. Power of Intel Processo

In Figure 1.2 it is observed that processor power consumptidnas been increased almost
exponentially at operating frequencies beyond 2GHz. Also radile is that, core i-5 has higher
operating frequency than core-i7 but the power consumptian core i-7 is almost double due
to a higher number of cores. So reducing the number of coredlwiot only reduce power

but can result in higher performance due to less data depenmbsy.



Power consumption can also be reduced by moving to deep subron technology. How-
ever, the main drawback to reducing feature size is it increas unit power density and chips

cannot sustain that power, as shown in Figure 1.3 [4].
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Figure 1.3: Power density per unit area

In CML, per unit power density is lower as it requires greatearea than CMOS due to
load resistances in CML logic. Therefore in CML, we can achke higher operating frequency
with less power density.

A previous mixed signal superscalar processor was develbpe1997, using 0.5m BIiC-
MOS process and required 3.6V and 2.1V power supplies. Theoeted operating frequency
was 533MHz and the design used a PowerPC architecture that ¢aimed three pipelines and
a large on-chip secondary cache to achieve a peak perfornané 1600 MIPS. The 15mm
x 10 mm die contained 2.7M transistors (2M CMOS and 0.7M bipat) and dissipated less
than 85W [5]. All logic circuits were implemented in three-lel emitter coupled logic (ECL)
and only RAM structures were implemented with CMOS circuits.

Although BJT has less switching noise and are faster than MOSansistors they are
expensive and not frequently used in digital circuits [1]. fis led to the idea to design a

high speed processor datapath using MCML logic. Further CM® SRAM cannot operate



at 3.33GHz using 0.12m technology. Therefore only high speed datapath was deve&d in

this thesis.

1.3 Contribution

CML logic architecture has been discussed in the literatusebut it is not guaranteed
that it can realize digital functions unless optimization las been performed [6]-[8]. Optimized
CML logic can steer full bias current at di erent input combinations, resulting in full voltage
swing that di erentiate logic states. Also, technology lesprovide only transistors, unlike
digital technology les that provides optimized CMOS logicgates. Therefore, due to lack of
analog synthesizer tools handcrafting of CML logic architdure is necessary and then opti-
mization is required for CML logic to realize digital functon for a targeted frequency. All the
basic components have been derived rst, with maximum opetiag frequency 12GHz using
130nm CMOS technology. Bias current was chosen to be 70% oéké, current that gives
us highest possible operating frequency without burning @ansistors when operate. Further,
biasing CML gates with 70% of peak; or less may incur 10% propagation delay but can save
more than 40% power [1] and [7]. Logic swing was determinedke 600mV, assuming it will
be advantageous than CMOS logic at this frequency that has ed swing 1V. These basic
CML logic designs were later used in realizing 16-bit 3.33GHatapath components. All the
processor components - mux, register le, ALU were delibergy handcrafted in Cadence
Virtuoso. Reported static power consumption of the multi-cgle CML processor is 41.264W
and power density per unit area is 5.44N/ m ? = 544W/ cn??, below traditional CMOS
processor power density per unit area, as indicated in Figurl.3. Estimated performance
of the multi cycle CML processor datapath is 892 MIPS and expted chip area is 2.2mm x
3.45mm.

This work has been accepted at IEEE International Symposiu@n Circuits and Systems

(ISCAS) 2012 Conference [9].



1.4 Organization

The thesis has been organized as follows: Chapter 2 provideskground and describes
high speed CML logic realization. Chapter 3 introduces dapath design. Chapter 4 describes
CML datapath component realization and veri cation. Chapter 5 represents processor ver-
i cation, performance and comparison. Chapter 6 draws cohusions and discusses future

work.



Chapter 2
Background and High Speed CML Logic Realization

Recently, interest in high speed digital circuit baseds on ®ML/BJT-CML is increasing
due to low power consumption [10]. Noise coupling between it circuitry and sensitive
analog blocks has always been a major obstacle in completsteyn on chip design (SoC) [11].
MOS current mode logic (MCML) is a promising alternative to onventional MOS in mixed
signal applications. Many e orts were exhausted to realizéhe potential of MCML [12]-
[17]. Even though MCML has been shown to dissipate less powwean CMOS at operation
frequencies of more than 300MHz, designers have been relatttn exchange MCML for
CMOS [14]. The high complexity of MCML and the lack of automabn tools made it

impossible to produce robust and power-e cient designs wld maintaining low cost and

reasonable time to market.

Current

1GHz

Frequency

Figure 2.1: Current consumptions for CMOS vs. CML logic

Figure 2.1 shows typical current consumption for CMOS and CM logics [18]. As

indicated, typically at slower frequency CMOS is bene cialhereas CML takes less power

6



at higher operating frequency. Figure 2.1 is based on assuiop, and not according to
circuit measurements, and is not shown in scale. It is suppabthat typically beyond 1GHz

CML is bene cial than CMOS.
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Figure 2.2: CMOS vs. CML power consumption

A divide by two circuits was realized in CMOS (W = 160nm, 160nm200nm, 600nm,
1Im, 1.5m, 2.5m, 3m, 7m and 10m for 0.5, 1, 1.2, 1.4, 1.5, 1.68,12, 2.3 and 2.5GHz
respectively) and CML (W = 160nm, 160nm, 160nm, 200nm, 250nn300nm each having
Wi = 120nm for 0.5, 1, 2, 2.5, 3 and 4GHz respectively) architeatet Channel length, L =
120nm was xed for both cases and power has been plotted in Erg 2.2. At 2.5GHz CMOS
D Ip- op propagation delay reaches 50% of input clock cyclevhereas CML D ip- op was
able to generate correct output till 6GHz. It is obvious that @IL dominates over CMOS
beyond 1.5GHz. Bene ts of MCML circuit topology over CMOS ardargely independent of
technology [6].

Many successful attempts have been made to expose the relaships between the
MCML gate delay and the various design parameters [19]-[21Ihese e orts have provided
insight into the design considerations and have been deswd briey for CML inverters
and universal CML logic. There is no straight forward methodo optimize CML logic and

modeling accurate propagation delay for CML logic with penrad paper is very hard to



derive due to higher order e ects. Therefore, we will rely osome approximation in the later

subsections and compare with the simulation results in dgsiing high speed CML gates.

2.1 CML Inverter

Vdd
C
et R
Out+ Out-
o o

A+_| T1 T2 I_A'

5

Vi
g LE]
Ibias

A 4

Vss

Figure 2.3: CML Inverter

Figure 2.3 shows a CML Inverter which is typically a di erental pair. There exists a
particular biasing voltageVi, (quiescent point), for whichl g, = 14, = lpias/2. For di erential
input, which is our logic swing V, it is necessary to tune the grcuit such that when logic-1
(Vin+ VI/2) is applied to A+ and logic-0 ( Vi, - V/2) is applied to A-, T1 turns on and T2

turns o resulting in 141=1pias, 142=0; steering all the current through T1. A Summary of

CML inverter operation has been given in Table 2.1

A+ A- Ton|To Out+ Out-
Vin- VI2 Vin + V/2 2,3 1 Vi, + V/2 Vin- VI2
Vi, + V/2 Vi, - V/I2 1,3 2 Vi, - V/I2 Vi, + V/2

Table 2.1: Inverter Operation



2.1.1 CML Inverter Optimization

If our supply voltage isVyq as indicated in Figure 2.3, and the output of the CML gate

drives another gate, then we must have to maintain:

Logic-1 = Vgq = Vi, + VI/2
and Logic-0 =Vy- V= V- V/2

Let us assume logic-1\{j, + V/2) is applied to A+ and logic-0 ( Vi,- V/2) is applied to
A-. Therefore, to keep T1 in its forward-active region and T2n its cut-o region, necessary

conditions are:

Vgst > Vin1; Vgdi < Vin1; Vast > Vgst Vit

VgsZ < Vth2; ng2 < Vth2

If we assume that the magnitude of the voltage swing is justige enough to steer all the
current from one side to the other then V = Vpuin, which is the minimum swing required

(just large enough to turn o T2),

<.cz<
7
N

|
<
=4
N

Ve = Vad Vimin Vin2 (2.1)
Vgsl = Vgl A
Vgsl = Vin+t Vmin=2 W

Vgsl = Vaa W (2.2)

( nCox:2)(W=L)(Vgsl Vin1) (2.3)



where | is electron mobility in nMOS device andC, is capacitance per unit area of gate
oxide, Cox= ox/ tox. Permittivity of SiO,, o« = 3.9 o; where permittivity of free space o =
8.8510 F/cm and t,, is thickness of gate oxide. For a short channel device, likeld m

feature size 1.25. For easiness of our pen and paper calcuation, sometsnvee will
assume either is 2.
For matching purposes, T1 and T2 have to be same feature sizgcls that an equal

amount of current ows on both sides at the quiescent point. Merefore equation 2.1 yields

Vin1 Vd Vimin - Wk

and, Vgst Mh: = Vaa V% Vaa+ Viin + W
= Vinin (2.4)

lbias = ( nCox=2)(W=L)(" Viin) (2.5)

Therefore, I hizs can be realized as a function of minimum logic swingViin , With I pjas
! Vmin. It means, the less logic swing we de ne, the less bias curteme need to realize
a CML inverter. The minimum amount of current that will be required to realize this logic
swing occurs when W is minimum. In other words, we can realizkis full swing at high
bias current which is true but we will burn more power. The mirmum amount of W, that

can provide just large enough (smallest) bias current to réae full swing is:

L = ( nCox=2)(Wr=L)(" Vmin) (2.6)

Again, let us consider a CML inverter circuit at its quiescentpoint, as indicated in
Figure 2.3. In determining our minimum logic swing Vmnin we need to consider how we
are going to forward bias the transistors, meaning what ourverdrive should be. Typically,
for overdrive votage,V,, 300mV, the transistor reaches soft saturation and whe¥,,

500mV, the transistor reaches hard saturation. Overdrive Wage is referred to asvoy = Vs

10



- ;. It is necessary to determine overdrive voltage becausewé apply logic-1 at A+ and
logic-0 at A- and try to turn o T2 but if T2 at quiescent point re ached velocity saturation
then (V)/2 is small enough to completely turn o T2. The conse quence will be we cannot
realize full swing. Making our logic swing large can turn T2 dout we will end up in greater
RC constant and high propagation delay. Therefore, we neederdrive voltage such that it
can push the transistor slightly in to the forward active regn. A careful consideration was
made such thatVy, = Vgs - Vi = 263.9mV. Therefore it is necessary to expose the relation

between logic swing and overdrive voltage. For an input vage Vgl at gate terminal of T1,

Vgsl = V g]. VX
Vgl = Vgsl + Vg

and V42

Vgsz + Vx

For di erential input voltage, which is our logic swing,

V = Vg Vg
Vo= Vga Vo
lar = (1=2) C ox(W=L)(Vga W)* =2 for simplicity (2.7)
laz = (1=2) C ox(W=L)(Vgs2 W)?
Piai Pid2 = v @2)(C awAL)
lgs + | o 2pld1:Id2 = (1=2)(C ox(W=L)) V?
| bias 2pld1:Id2 = (1=2)(C x(W=L)) V?2
2pld1:Id2 = lpas (1=2)(C ox(W=L)) V2
2qld1:(lbias d1) = lpas (1=2)(C ox(W=L)) V?2
A2 +A8glpias = 120 Tbias( C ox(W=L)) VZ+(1=4)(C ox(W=L))? V*

11



2 _ 2
A +a4la Tbas = |fas

lhias K V24 (1=4)K? V* K= Cox(WIL)

A2 AL lpas+ 120 loiasK VZ+(1=4)K?2 V4 = 0

q
[41 bias (1612 1612  + 161K V2 4K 2 V4)]=8

bias

la1

q
Idl = [2|bias \ (4| biasK K2 Vz)]=4

q q
lar = lbias=2 (174) V2 (lpias:K) [1 K V2=l ]

q q
Idl = Ibias:2 ( V:Z) (Ibias:K) [1 ( V:Z)Z:(Ibias:K)]

As Logic 1 was applied to A+ and Logic-0 at A-, then di erential input Vid > 0 resulting
ld1 > 1d2.

q

Ibias:2 +( V=2)q (I bias:K) | [1 ( V=2)2:(| bias:K)] (28)

la1

q q
Id2 = Ibias:2 ( V=2) (Ibias:K) [1 ( V=2)2:(Ibias:K)] (2-9)

At the biasing (quiescent) point,Vig = 0, resulting 141 = lg = lpias/2. Therefore equation

2.7 yields

lhas=2 = (1=2)C ox(W:L)(Vgsl Vt)2
Ibias:2 = (K:2)V02V

- —\/2
K = Ibias—vov

Plugging in the value of K in equation 2.8 we get

q
a1 lhias=2 + ( V2)(Ibias=Vov) [1  (( V=22)=Vov)?] (2.10)

a2 ( VD)l oaVo) L (VDo) (2.11)

| a2

12



Now if we want to steer full current through T1, resultinglg; = Ipias and I4, = 0, then

equation 2.10 yields

q
lbias = lbias=2+( VZ2)(Ibias=Vov) [1 (( V:Z):Vov)z]
q
lbias=2 = ( V:ZS)(Ibias: ov) [1 (( V:Z):Vov)z]
V V
1 = 1 2
Vov (4Vov)
_ Vi 1V,
(Vov) 7 (Vov),
Vv 2 27
= 1 v
Vov 4V02v
Vou 2 4V2 V2
V 4V02v
avy = 4vz vz o v
7V VLI
P—
V = 2Vov (2.12)

It means for V =+ P 2V, swing either one of the transistor will turn on pushing other

onetobeo andat V =- P 2V,, it will be reversed, as indicated in Figure 2.4.

Expressions

— ld1/lbias — Id2/Ibias

1.25

10—

.75

35

Y0

.25

o e

T T
0 100 200 300
edd (E-3)

Figure 2.4: Normalized current for CML inverter
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At the biasing point shown earlier,V,, = 263.9mV, therefore our minimum logic swing

from the biasing point will be V/2= P

2263.9mV = 373.21mV. In Figure 2.4 it is shown,
at +300mV swing from the biasing point, T1 passes all the biasurrent and at -300mV from
the biasing point, T2 completely turns on resulting in a totalogic swing V=600mV. 73mV

discrepancy occurs because it is a short channel device ands not 2, but rather close to

1.25. Equation 2.12 can further be extended by plugging,, in terms of bias current and

W.
p_
vV = ) ¥ov
A Iblas
V = 2
K
\
b2l
v = b s (2.13)
Cox

It means the more W/L ratio we have, the faster we can move in stehing region. But
making W larger will increase parasitic capacitance at higin operating frequency and the
RC constant will be dominating.

In order to achieve faster full swing, V = luss * R, we can increase bias current to
reduceR, . Bias current was tuned to 1.65mA for W=7 m and L=120nm, which is 70% of
peakf; current, and load resistancé?, was tuned to 348 .

Input gate capacitance of each CML basic component i€y, = 8fF. It is stated that
wire capacitance is 0.10ps/m [22]. Assuming 100m is required to connect next stage then
10ps delay should be added and typically 1fF is necessary tanmc 1ps delay. Therefore
10+8 = 18fF was added as output load capacitanced( ).

Propagation delay, P4 = 0.69RC, where C is the capacitance looking in to Drain of

T1/T2.

Peo = 0:69RL(Ciny + CL)

Pg = 0:69R.(Cgygr + Cymp + Cy)

14



= 01697V(ng1 + Cyp1 + CL) (214)

| bias

| | Cgdl

|| A

v CF\D __Cgsl (D Cdb1 § i

gmVgsl

Figure 2.5: CML inverter half-circuit small-signal model

Where Ciy Is intrinsic capacitance which equals the gate to drainQyg;) plus drain
to bulk (Cgp) capacitance as shown in Figure 2.5. Equation 2.14 meansgethigher the
bias current, the lower the propagation delay. But, bias cabe increased by increasing W,
and at higher frequency further increasing bias current wihot reduce propagation delay
and parasitic capacitance will dominate. Hence, optimizedidth obtained for the upper
level transistors are 7m and 4 m width for the current source, all having channel length =
120nm with bias current,| pjzs=1.65mA.

All these intuitive design considerations were included inegigning CML logic circuits
that can achieve maximum operating frequency of 12GHz withI2 m feature size. Supply
voltage used wasv/yy=2.8V, logic-1 = 2.8V, logic-0 = 2.2V, constant biasing voltage Vy =
1V to bias the current source and logic swing V = 600mV.

Figure 2.6 shows post vs. pre layout simulation of a CML invear operating at 12GHz
(input changes at 83ps) with 18fF input/output load capaciaince. Rising delay of inverter
in circuit level simulation is 17.47ps and extracted layoudelay is 24.79ps. The power
consumption of the CML inverter is P = Vyg*lpias = 2.8V * 1.65mA = 4.62mW, which is
constant. Operating this optimized CML inverter at 1IMHz and PGHz will dissipate the
same amount of power. Therefore power consumption is indepent of operating frequency.

Figure 2.6 also shows layout simulation varies with circuievel simulation by an amount of

15



Expressions

s R 0(84.21ps, 2.524V) }
= 1

|

T
100 200 300 400 500
time (s)

Figure 2.6: Post vs. pre layout simulation of CML inverter wih 18fF input/output load
capacitance (input changes at 83ps)

7.32ps. Layout of the CML inverter was also performed and theeported area is 15.960m
X 24.450 m, as indicated in Figure 2.7.

1s. 960

Figure 2.7: CML inverter layout

2.2 CML Universal Gate

A universal CML gate is represented in Figure 2.8 that can rdae AND, NAND, OR

and NOR functions. According to input logic combination as ingtated in Figure 2.8, the
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universal gate can realize an AND function. Reversing the outip will realize a NAND
function. Reversing all the inputs and outputs will realizean OR function and thus a NOR

can be realized as well.

Vvdd

ol 1

R, R,
Out-

@]
c
-~
¥

_o
A+_| T T2 |_A'
| Vx | T5
B*_| 3 :4:' I_B'

=
V8_| T6 ll.,i,s

Vss

Figure 2.8: Universal CML gate

Careful consideration was made to choosg,=2.5V and V=600mV, leading Logic-
1=2.8V and Logic-0=2.5V as shown earlier in CML inverter sémn. The biasing conditions
are same as before. If we assume Logic-1 has applied in A+ andyioe0 has been applied

in A- then,

Vgst > Vin1; Vgdi < Vin1; Vast > Vgst Vi

Vigs2 < Vinz; Vga2 < Vinz

For input B, levels have to be at leastVps amount down such that the conditionVgp 3
<V and Vgps < Vg, IS met when T3 and T4 operate (are in the forward active region
Therefore logic-1 for input B isVi, + V - Vps and Logic-0isVi, - V- Vps.

Due to the discrepancy of logic levels for the second input,lavel shifter is necessary

and has been embedded with in each gate as indicated in Figt®. The previous power
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Level Shifter vdd CMLAND gate

-

Figure 2.9: Universal CML gate with embedded level shifter

of the CML gate wasVyq*lpias and now with the level shifter it is Vyq*3l pias; total power
increased by a factor of 3.

T7 and T8 have to be the same size as T1 and T2 for matching purges, such that
T7/T8 can mimic the voltage drop Vps by T1/T2. To balance the di erential architecture,
T5 is necessary with T4; because T3 sees either T1 or T2 as adaand is also used for
preventing breakdown. T6, T9 and T10 are of same size and ctar® biasing voltage (VQ)
is applied to act as a current source.

There are three paths in the universal CML gate and it is necsary to make sure total
bias current (I,ias) ows in any of these path fromVyy to Vs depending on logic combination
from. Splitting of |jss iS NoOt acceptable because full swing realization will not bgossible.

Table 2.2 shows the path that will be turned on, depending omput logic combination
and realization of the CML AND function. It is notable that the entry at B+/B- is un-
shifted logic. It is applied to input B at the level shifter ard eventually it gets shifted down
by an amountVps and propagates to input B of CML AND. It is indicated in Table 2.2that

lowest level (29 level, input B) dominates in path selection.
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A+ A- B+ B- Out+ Out- To T on Path
Vag- V Vg Vag- V Vg Vaa- V Vg 1,2,3/5,4,6|T5, T4, T6
Vag- V Vg Vg Vaa- V Vaa- V Vdd 1,4,5/2,3,6|T2, T3, T6

Vg Vag- V Vaa- V Vg Vaa- V Vad 1,2,3|5,4,6| T5, T4, T6

Vyd Vya- V Vyd Vya- V Vyd Vego-V 1 2,4,5/1,3,6|T1, T3, T6

Table 2.2: CML AND Operation

2.2.1 Universal CML Gate Optimization

When a path turns on, it is necessary to steer all the bias cunt (I ,izs) to that path,
as stated before, to realize full logic swing, V = R_ * l,as. The more bias current we
have, the faster the swing realized. Intuitive techniquesot optimize the CML gate have
been shown in the CML inverter optimization subsection. It was found, using 130nm CMOS
technology, the highest operating frequency we can obtaiorfCML inverter is 12GHz with
upper transistor W=7 m, L=120nm for bias current of 1.65mA for which current soure size
is W=4 m, L=120nm. As we cannot exceed this operating frequency foagicular logic
swing V=600mV, supply voltage Vy3=2.8V, logic-1=2.8V, logic-0=2.2V parameters, the
same size has been used in CML universal gate for upper tratsrs. But in this case, it
has second level of input and here it contributes more par#isicapacitance, bias current has
been increased very little from 1.65mA to 1.753mA (for whicburrent source size is W=7m,
L=120nm) to operate at 12GHz.

For upper level (and 29 level) transistors, aroundV,,=200mV has been provided such
that a 300mV swing from the biasing point can turn o and on thetransistors. It should
be noted, at quiescent pointl,; 6 |,,, as indicated in Figure 2.10. The reason is, Out+
has 2 paths at Q point but Out- has 1 path toVss. Therefore, typically I,; = %Irz, as it
is observed in Figure 2.10. It is shown that,; = 517.5 A and |,, = 1.238mA out of total
bias current 1.753mA. Therefore, initially, Out+ tends to beclose to logic-0 (2.2V), which
is 2.371V and Out- tends to be close to logic-1 (2.8V), which@2V at Q point. As it can

be seen in normalized current plot of universal CML gate in Bure 2.10 thatly; 6 l4 at
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Figure 2.10: Normalized current for CML universal gate

biasing point. But full current steering was made possibleta300mV to +300mV swing,

which is our objective.

Expressions
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Figure 2.11: Post vs. pre layout simulation of CML AND with 18fFinput/output load
capacitance (input changes at 83ps)

Figure 2.11 shows post vs. pre layout simulation of the CML AND aje at 12GHz
(input changes at 83ps). Load capacitance,C() =18fF was added to mimic next stage
input capacitance,Cyy=8fF plus 10fF to mimic 100 m wire for connecting next stage similar

to the CML inverter [22]. The circuit level simulation showsrising delay is 35.6ps whereas
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extracted layout simulation has rising delay of 37.6ps. Bsacurrent | pj;s=1.759mA and 2
other current source supply 2.019mA each, for a total poweobesumption of 2.8V * (1.753

+2.019 + 2.019)mA = 16.2148mW.

E"U]'SUI* IBREEREEERERREREERRERE RN NN NN NN N

TTTTTIOTTT 35 40 2.900

Figure 2.12: CML AND layout

The reported area of CML AND gate is 30.150m x 42.900 m, as indicated in Figure
2.12 and this area should be the same for CML NAND/OR/NOR. Layout®f all these gates
have been performed and have been simulated but not includbdcause their architectures

are not di erent from CML AND, just the reverse of inputs or outputs.

2.3 CML XOR/XNOR Gate

A CML XOR gate is shown in Figure 2.13 with an embedded level dter. Table 2.3
brie y describes CML XOR operation and paths.

Logic-1 represented by, + V/2 = 2.8V and logic-0 is Vi,- V/2 = 2.2V, where V,
= 2.5V is the biasing (quiescent) voltage and V=600mV is the logic swing. Bias current
I hias=1.757mMA and two other current sources supply 2.019mA eaclaving total power

consumption of 2.8V * (1.757+2.019+2.019)mA = 16.226mW. Reer consumption of the
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| | —' T1 T2 |—|—| T3 T4 B-

B+

R IR K3

Figure 2.13: CML XOR gate

CML XOR is even less than the CML AND gate, which is impracticaln CMOS realization

but possible in CML architecture.

A+ | A- | B+ | B- | Out+ | Qut- | T on To

0 1 0 1 0 1 7,5,112,3,4,6
0 1 1 0 1 0 7,5,21,3,4,6
1 0 0 1 1 0 7,6,41,2,3,4
1 0 1 0 0 1 7,6,3/1,2,4,5

Table 2.3: CML XOR Operation

For the 00 combination, T1, T5 and T7 will turn on and | ;s Will ow down to Vss,
resulting in all other paths being turned o. For the 01 combmation, either T2 or T3 will
turn on; depending on A. As A+ is 0 and A- is 1, T5 will be on and T6 willbe o, and the
path will be T2, T5 and T7.

As the lowest level dominates the path, for the 10 combination6 will be on, and as B+
is 0 and B-=1, T4 will turn on and the path will be T4, T6 and T7. For 11 combinations,
T3, T6 and T7 will be turned on.

Figure 2.14 shows post vs. pre layout simulation of CML XOR ga with 18fF in-

put/output load capacitance at 12GHz (input changes at 83ps)It is observed that circuit

22



Expressions

2.9{Al
g
Lol
2.1
2.9{B1
e
-
2.1
2:8J0p
o 4(92.13ps, 2.748V) MOQ91.4bs, 2.743V)
§ : S5(118.6ps, 2.262V) M1257.7ps, 2.254V)
2.1
2.8 OutTay+ E—
; \/’_ 6(95.89ps, 2.753V) Mzauyps,'z.nsw
§ E 7(129.5ps, ZUQGZ.ZDS, 2.25V)
21 T T T T T T
0 50 100 150 200 250 300 350
time (s)

Figure 2.14: Post vs. pre layout simulation of CML XOR with 18 input/output load
capacitance (input changes at 83ps)

level rise delay is 33.7ps whereas extracted layout delaydis.5ps. Therefore, 7.8ps discrep-

ancy exists in between circuit level and device level simtiian.

28.590

Figure 2.15: CML XOR layout

Reported area of CML XOR is 28.590m x 45.630 m as indicated in Figure 2.15.
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2.4 CML Mux Realization

A CML mux has been realized at the transistor level as indicatl in Figure 2.16. The
architecture is very similar to the XOR and the power dissip#on is less than the CML
AND/XOR gate. Realizing a CML mux with transistors reduces powr at Ieast% over
realizing the mux by cascading CML AND gates. Realizing mux whttransistor has two fold
bene ts; one is less power and the other one is delay reduce;d]?b Table 2.4 describes CML

mux operation.

= G

2 input Mux Te
Out+=A+, Out-=A-, if S+=2.2V
Out+=B+, Out-=B-, if S+=2.8V

a1

Figure 2.16: CML Mux realization

B+ (V) | A+(V) | S+(V) | Out+(V) | Ton To
2.2 2.2 2.2 2.2 521(6,1,3,4
2.2 2.8 2.2 2.8 516,23 4
2.8 2.2 2.2 2.2 5216,1,3,4
2.8 2.8 2.2 2.8 511/6,2,3,4
2.2 2.2 2.8 2.2 6,4 151,23
2.2 2.8 2.8 2.2 6,4 15,22, 3
2.8 2.2 2.8 2.8 6,514,1,2,3
2.8 2.8 2.8 2.8 6,504,223

Table 2.4: CML Mux Operation
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Figure 2.17 shows post vs. pre layout simulation of CML mux wi 18fF input/output
load capacitance at 12GHz (input changes at 83ps). It is obsed that circuit level rise
delay is 28.01ps whereas extracted layout delay is 33.99pkherefore, 5.98ps discrepancy

exists in between circuit level and device level simulation

Figure 2.17: Post vs. pre layout simulation of CML Mux with 18 input/output load
capacitance (input changes at 83ps)

Figure 2.18: CML Mux layout

The reported area for the CML Mux is 36.510m x 47.520 m, as indicated in Figure
2.18. Total power consumption of the CML Mux is 2.8V * (2.019 +2.019 + 1.757)mA =
16.226mW.
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2.5 CML D-latch Realization

A CML D-latch has been realized in transistors, as indicateth Figure 2.20, with four

levels of hierarchy with a reset input, not by cascading CML ANDgates, in contrast to

CMOS architecture. This architecture not only reduces poweonsumption but also reduces

Figure 2.19: CML D-latch

delay. Very surprisingly power consumption is less than theML AND gate, which cannot

be realized in CMOS architecture. It is notable that, the lowst level dominates in selecting

upper level paths. RST+=1.3V (RST-=0.7V) turns on T9 (T7 o) a nd ties Q+ to Vss,

irrespective of any input combination.

CLK+ (V) | D+(V) | RST+(V) | Qui+(V) T on To
2.2 2.2 2.2 Q+ |8,7,6(3/4)]9,5, (473),1,2, 10, 11
2.2 2.8 2.2 Q+ |8,7,6,(3/4)]9,5,(473),1,2, 10, 11
2.8 2.2 2.2 2.2 8,7,5,2 9,6, 1,3, 4, 10, 11
2.8 2.8 2.2 2.8 8,7,5,1 9,6, 2,3, 4,10, 11
X X 2.8 2.2 8,9, 10, 11 1,2,3,4,5,6,7,8

Table 2.5: CML D-latch Operation

Table 2.5 brie y describes the operation of the CML D-latch.Initially Q+ tends to be

logic-0 (the reason explained for the CML AND gate). If the cldcis high, then whichever
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data comes at D+ is passes to the output Q+. Also, the present ate pushes lower level
transistors to retain their logic states when clock is not Ilgh. Therefore at beginning, reset

is not necessary in CML architecture.

Figure 2.20: Post vs. pre layout simulation of CML D-latch wh 18fF input/output load
capacitance at 6GHz (166ps)

Figure 2.20 shows post vs. pre layout simulation of CML D-lah with 18fF input/output
load capacitance at 6GHz. It is observed that circuit level se delay is 56.813ps whereas
extracted layout delay is 67.367ps. Therefore, 10.554psahiepancy exists in between circuit

level and device level simulation.

Figure 2.21: CML D-latch layout
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Power consumption of the CML D-latch is 2.8V * (2.019 + 2.019 +1.431)mA =
15.3132mW. Reported area for CML D-latch is 29.19én x 57.780 m, as indicated in Figure
2.21.

2.6 Speed, Power, Area and Delay of Basic CML Components

Table 2.6 summarizes post simulation power, area and delaythv18fF load (10fF for
wire 8fF for next stageCyy) capacitance of each CML basic components. In later chapger
higher level circuit realization has been performed usindgpése basic components to develop
a CML processor datapath.. Therefore, in measuring theoreal worst case delay it has
assumed that delay is additive, meaning if the output of a CMIAND gate drives the input
of a CML Mux, the total delay is the sum of the two. Total delay & any complex component
in simulation is found to match the number of basic componestin the critical path and

assigning delay to each of them.

| Component | Power (mW) | Area ( mx m) | Delay (ps) |

Inverter 4.62 15.96x24.45 24.79
AND/NAND 16.2148 30.15x42.90 37.6
OR/NOR 16.2148 30.15x42.90 46.09
XOR/XNOR 16.226 28.59x45.63 41.5
CML 2-to-1 Mux 16.226 36.51x47.52 33.99
CML D-latch 15.3132 29.19x57.78 67.367

Table 2.6: Power, Area and Delay of Basic Components (post tayt simulation with 18fF
load capacitance)

Layout of the processor datapath has not been performed bute circuit level simulation.
It is observed that post vs. pre layout simulation di ers maxmum 10ps and wire delay is
10ps (for 100 m wire connecting next stage and assuming wire delay is 0.50pm) [22].
Therefore 20fF load capacitance was added inside every CMigic in datapath simulation
to mimic post layout + wire delay (in intermediate stagesCyy = 8fF has already been
considered by simulation tool). Area was predicted by coumtg the number of gates * area

of each gate + 50% area for wiring.
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Chapter 3
Datapath

A multi-cycle 16-bit processor datapath has been designeding a RISC architecture
that can execute 15 di erent operations and a 4-bit opcode kBabeen used. Three di erent

types of instructions can be performed and instruction setrehitecture is given in Table 3.1.

Address bus (16-bit)
15-12 11-8| 7-4 3-0
Opcode R-type| Rd | Rs Rt
Opcode I-type | Rd | Rs | Immediate operand
Opcode J-type Address

Table 3.1: Instruction Set Architecture

Figure 3.1: Processor datapath
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The processor datapath is shown in Figure 3.1, where all th@mponents have been
realized in CML logic except the cache memory and control uni Correct operation of
the datapath has been veri ed by providing external controlstimulus in every clock cycle
and observing/providing data to/from memory. Fifteen di erent operations that can be
performed are listed in Table 3.2. The Processor datapath €e not contain any novel
approach. However this datapath can be re-structured suchah power consumption will be

less and operating frequency can be increased.

| Type | Opcode | Description | Cycle |
0000 ADD Rd=Rs+Rt 4
0001 sSuUB Rd=Rs-Rt 4
0010 AND Rd=Rs Rt 4
R-type | 0011 XOR Rd=Rs Rt 4
0100 SLT Rd=1 if Rs< Rt else Rd=0 4
0101 SEQ Rd=1 if Rs=Rt else Rd=0 4
0110 LW Rd=[Rs]+n; n=4bit 5
0111 SW [Rs+n]=Rd; n=4bit 4
I-type 1000 ADDI Rd=Rs+n; n=4bit 4
1001 MOVI Rd=n; n=8bit 4
1010 J LABEL PC = LABEL; n=12bit 2
1011 JZ PC=LABEL if Rd=0; n=8bit 4
J-type 1100 JNZ PC=LABEL if Rd 60; n=8bit 4
1101 JAL $RA=PC+1 &PC=LABEL; n=12bit 3
1110 JR PC=3$RA ; least 12-bit unused 2

Table 3.2: Opcode and 15 Di erent Operations

The datapath contains 16-bit program counter register, 16# instruction register, 16x16
register le, 16-bit ALU, 16-bit pc+1 register and 16-bit ALU out register. PC, IR, ALU _out,
PC+1 are 16-bit registers with enable input that controls the write operation. The 16-bit
ALU contains 16-bit CLA, BLA, AND and XOR. In the 16x16 register le, 4-bit rrl, rr2
and rr3 can address any of 16 register (16-bit each) and pragzes the content of addressed
register in 16-bit rd1, rd2 and rd3 through 3 16-bit 16-to-1 mx. 4-bit wrreg is used for
addressing the write register and 1-bit regvr is used to enable the write operation. It is

assumed, for menen=1 and rd-wr=0, that memory can be read and for menen=1 and
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rd_wr=1 memory can perform write operation. It takes 2-5 cycleto perform any of the 15
instructions as listed in Table 3.2 with brief description.

In Table 3.2 RA is register-15 implemented in hardware. Alsoegister-0, which contains
0 is implemented in hardware as well. The critical path delais 5 clock cycles for the LW

instruction and the pathisPC) IR) Regle ) ALU.out) MEM ) Regle.

3.1 First Clock Cycle of Every Instruction

The rst clock cycle is same for any instruction and the seléed path is shown in Figure
3.2, with control logic. As indicated in Figure 3.2, in the rg cycle menen = 1 and fetch
= 1 and data comes into IR register, assuming that memory is $& enough to be read in
one clock cycle. Also, at the same time, Ael = 01, B_sel=00 selects the content of PC and

1-bit value 1 (from rst input of 16bit _4_to_1 mux) and the ALU performs PC+1.

Figure 3.2: First clock cycle of any instruction
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3.2 R-type Instruction

Six di erent type of instruction can be performed in R-type @eration. They are ADD,
SUB, AND, XOR, SLT and SEQ. ADD, SUB, AND, XOR instructions perform adlition,
subtraction, binary bitwise AND and binary bitwise XOR respetively. SLT storesRy = 1
if Rs <Ry, elseRy = 0 (performs Rs - Ry and checks MSB). SEQ storeRy = 1 if Rs = Ry,
elseRy = 0 (performs Rs - Ry and checks Z ag). It takes four cycles to perform any R-type

instruction.

3.2.1 R-type ADD/SUB/AND/XOR

In the second cycle of R-type ADD/SUB/AND/XOR instructions, A _sel = 10, B.sel =
01 selects rd1 and rd2 and pc+1 = 1 signal enables PC+1 to be salin the PC+1 register.
Control signal func = 00, 01, 10 and 11 at second cycle perfasnADD, SUB, AND and

Figure 3.3: R-type ADD/SUB/AND/XOR

XOR respectively. The third clock cycle saves the ALU resulhithe ALU _OUT register and
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control signal is aluout = 1. Control signal jal = 1 passes the content of the ALUOUT
register through 16-bit 2-to-1 mux. At the fourth clock cyck regwr = 1 enables the register
le to be written which was addressed byRy[11:8] = wrreg[3:0] for control signal jalrd =
0. At the same cycle ponr =1 enables PC register to be updated at the end of fourth
clock cycle that can be used for next instruction. Second dgcto fourth cycle of R-type

ADD/SUB/AND/XOR is shown in Figure 3.3 with control logic.

3.2.2 R-type SLT

At the second cycle PC+1 (computed in rst cycle) gets update in the PC+1 register
and A_sel =10, B_sel = 01 selects rd1 and rd2 as operands to the ALU, as indicatedfigure

3.4. Function of the ALU is func = 01, meaning it performs subtaction at the second cycle.

Figure 3.4: R-type SLT

At third clock cycle the result is stored in ALU_OUT register, holding control signal aluout

= 1. Control signal jal = 1 passes the content of the ALUOUT register through the mux
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and the MSB gets ANDed with 1. IfRg < R then MSB = 1 and the AND result is 1 else
MSB = 0. This result geta unsigned extension to 16-bit data. Afourth clock cycle, regwr
= 1 enables the addressed register to be written by the data drPC is upadated as well as

indicated in Figure 3.4.

3.2.3 R-type SEQ

At the second cycle PC+1 gets updated in the PC+1 register andd1l and rd2 gets

selected as operands to the ALU and the ALU performs the subtri@en. At the third cycle

Figure 3.5: R-type SEQ

the ALU result gets updated in ALU_.OUT and also control signal z = 1 enables the Z register
to be updated. 1-bit zero ag register (Z) is used to hold thealue, either O or 1 to indicate
that the resultant bits are all zero or not, respectively. Tle content of the Z register (Z =
1 means rd1 = rd2 else rd16 rd2) is ANDed with 1-bit 1 at the third cycle. This result
gets unsigned extension to 16-bit data and fed to fourth ingwof 16-bit 4-to-1 mux. At the

fourth clock cycle regsrc = 11 selects that 4 input to that mux and reg_.wr = 1 enables
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the write operation to the register le addressed byR4[11:8] = wrreg[3:0], which is selected

by control signal jaLrd = 0, as shown in Figure 3.5.

3.3 I-type Instruction

Four di erent types of instruction can be performed as immeidte type operations. LW
computes the contents of theRs register and added to the sign extended 16-bit immediate
data. The computed address is used to point to a location in mery and the data at this
address is loaded into registeRy = [Rs] + n. Likewise, SW computes the address but stores
the content of the register addressed by 4-bRgy into memory location, Rs+n] = Ry4. ADDI
adds the content of registeiRg to 4-bit immediate operand n (sign extended) and stores it
to register Ry, Rg = Rs+tn. MOVI converts 8-bit immediate operand to sign extended 1-®it

data and moves it into registerRqy, Rq = n.

3.3.1 I-type LW

Figure 3.6: I-type LW
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LW takes 5 clock cycles to complete and the second to fth cl&ccycle is shown in
Figure 3.6. At the second cycle, Asel = 11 and Bsel = 01, selects sign extended rt[3:0]
bits and content of register rs[3:0] through rd2. It also péorms addition in second cycle.
At the third clock cycle the result is stored in ALUOUT register and at the fourth clock
cycle the computed address (result) points to an address &imn in memory and memory
is being when control signal lorAddr = 1 and menen = 1. Data from memory is written
into register le at the fth clock cycle and PC is updated while regwr = 1 and pc_wr = 1.

The destination register is addressed by rd[11:8] and muxieetion signal jalL.rd = 0.

3.3.2 I-type SW

At the second cycle control signal Asel = 11 and Bsel = 01 selects sign extended
least signi cant 4-bits and the content ofRg register as operands to the ALU and performs

addition. The computed address (result) is then updated in AU_OUT in the third clock

Figure 3.7: I-type SW
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cycle, as indicated in Figure 3.7. At the fourth clock cyclegontent of register le output
rd3 = data_to_mem is written to the memory (MEM) addressed by computed re#u( Rs+n)

when lorAddr = 1, mem_en = 1 and rd.wr = 1 and PC gets updated.

3.3.3 I-type ADDI

Figure 3.8: I-type ADDI

The second and third clock cycles for ADDI are the same as LW/SWbut this time
the sum is considered as a result rather than an address andsgepdated in ALU_OUT in
the third clock cycle. The result is then saved to registeR_d by selecting the path through

reg.src = 00 and regwr =1 at the fourth clock cycle as indicated in Figure 3.8.

3.3.4 I-type MOVI

The MOVI operation moves least 8-bit data into registelRy with sign extension as

indicated in Figure 3.9. At the second clock cycle control gmal A_sel = 00, Bsel = 10
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Figure 3.9: I-type MOVI

selects 16-bit 0 (from rst input of 4-to-1 mux) and sign-exénded 8-bit data as operands to
ALU and performs addition, meaning 8-bit data is added with O ad PC+1 is updated in
the PC+1 register. At the third clock cycle the ALU result is saed into ALU _OUT register
and control signal aluout = 1. At the fourth clock cycle data is written into register le

addressed byR4[11:8] = wrreg[3:0] and regyr =1 and PC is updated.

3.4 J-type Instruction

J-type can perform ve di erent types of jump instruction based on opcode. J LABEL
performs jump unconditionally and does not save the progragounter value. It takes 12-bit
as an immediate operand and can jump in [-2048 - +2047] bit memy location. JZ and
JNZ perform jump based on the contents oRy. If Ry = 0 then JZ performs jump and if
Rg = 1 then JNZ performs jump. If the condition is not satis ed then the program counter

increments by one. Both JZ and JNZ take n = 8-bits as an immediat operand and can
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jump in [-128 - +127] bit memory location. JAL instruction peforms the jump operation
unconditionally but it saves (jump and link) the incrementel program counter into $RA =
1111 register in the register le. $RA is the fteenth regisér in the register le that was
implemented in hardware. The JR instruction returns from ap location by loading the
program counter from $RA that was saved earlier by some otharstruction and can jump

(return) in between [-32768 - +32767] bit memory location.

3.4.1 J-type J LABEL

As indicated in Figure 3.10, J LABEL can be executed in two clockycles. The rst

Figure 3.10: J-type J LABEL

cycle is the same as any instruction. At the second clock cg¢lsign-extended 12-bit gets
selected through 16-bit 5-to-1 mux by control signal psel = 001. Also, at the second clock

cycle control signal pcwr =1 lets PC register be updated.
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3.4.2 J-type JZ LABEL

JZ LABEL can be executed in four clock cycles as indicated in gire 3.11. At the
second clock cycle computed PC+1 gets updated in the PC+1 nster and control signal

jz =1 is activated and remains high until the fourth clock cyée. Also in the second clock

Figure 3.11: J-type JZ LABEL

cycle Asel = 00 and Bsel = 01 selects 16-bit O ( rst input of 16-bit 4-to-1 mux) andthe
content of Ry register through rd2. Input to register le rr2 (which is R4q[11:8]) was selected
through mux signal bit jz j jnz. The ALU performs addition and if the result is O then ALU
output z will go high. At the third clock cycle z.en =1 activates z register to be updated.
At the fourth clock cycle z & jz = 1 (if z = 1) selects 16-bit 2-to-1 mux control bit to pass
Sign8 in the datapath and pcsel = 010 lets it pass through 16-bit 5-to-1 mux and LABEL

is updated in PC register.
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3.4.3 J-type INZ LABEL

JNZ can perform jump operation to 8-bit LABEL if R4 6 0, as indicated in Figure 3.12.

At the second cycle control signal jnz = 1 enableRy to be connected as input rr2 of register

Figure 3.12: J-type JNZ LABEL

le through 4-bit 2-to-1 mux. Input rr2 of reg le generates wntent of this register at rr2
signal. A sel = 00, B.sel = 01 selects 16-bit 0 and rr2 and func = 00 performs additioin

this cycle. At the third cycle zen = 1 let z register to be updated. At fourth clock cycle,
z & jnz determines whether PC+1 or Sign8 will be passed throhgl6-bit 2-to-1 mux and

pc_sel = 011 lets it pass. Also in this cycle pevr =1 lets PC register be updated.

3.4.4 J-type JAL

JAL can be performed in three clock cycles as indicated in Figa13.13. At the rst
cycle the instruction is fetched to IR register and PC is in@mented by 1 as stated before.

At the second clock cycle control signal jatd =1 selects wrreg[3:0] =R4[11:8], addressing
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Figure 3.13: J-type JAL

which register needs to be written. Also at this cycle PC+1 ragter gets updated because
of pc+1 = 1. At third clock cycle control signal jal = 1 selectsPC+1 to pass through the
16-bit 2-to-1 mux and regwr = 1 lets it be written to the addressed register. Also Signl2
(12-bit sign extended LABEL) gets selected in the 16-bit 5-td mux as control signal pcsel

= 001 and pcwr = 1 enables updating of PC register.

3.45 J-type JR

JR can be executed in two clock cycles as indicated in Figureld. At the second clock
cycle, input to Ref le rr3[3:0] = ra[1111] gets selected asoatrol signal swjr = 1. The
corresponding content of rr3 becomes available at the rd3-b& output and gets passed
through the 16-bit 5-to-1 mux as control signal is psel = 100. At the same time result
(return address coming through rd3) gets updated in PC reder and control signal is pcwr

=1.
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Figure 3.14: J-type JR

3.5 Control Signals

Control signals have been summarized for all fteen instraions and listed in Table 3.3

and Table 3.4 for every clock cycle.
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C pil (mj|r |f|s]|j|r [r |A|B|f p |a p J
y c|lo|e |djejw|lale |e |_ |_ |u c || C n
C ~rmj|_ |t |_ |l ]g|g|s |s |n + |u - z
I Al_ |(w|c|] |- |- |- |e |e |cC 1 |- S
e ridje |r [h]r S [ o] e

d|n dir |r u I

r c t
All 0O0/(0|1 0|12, 0|0|00|0O [0O1/00]|O00 0|0 00 0
1 0
Add [0|0|O0 |[O|O0O|O|O|0O0|0O |10|01|x 110 00 0
2 X 0
Add (0|00 |[O|/O0O|O|O|0O0|0O |10|01|x 0|1 00 0
3 X 0
Add |1 0|0 |[0O|/0O|0O|O0|00|1 |0O1]|00|O00 0|0 00 0
4 0
Slt 0O/0|0|0|O0O|O0O|O|0OO|O [10/01|01 110 00 0
2 0
Slt 0/0|0 |0|0O|O0|0O|20(0 [10/01|01 0|1 00 0
3 0
Slt 1/0/{0 |0|0|O0O|0 (20|21 |[01/00|O00 0|0 00 0
4 0
Seq (OO0 |O]|0O|0|0|11|0 |10|01|01 110 00 0
2 0
Seq (OO0 |O|0O|0|0|11|0 |10|01|01 0 (1 00 0
3 0
Seq |1 /0|0 |O]|O0O|O0O|0O (22|21 |[01/00|O00 0|0 00 0
4 0
Lw 0/0/0 (00|00 |01|0 |121]|01]|00 110 00 0
2 0
Lw 0/1/0(0/0|0|0|01|0 |121]01]|00 0|1 00 0
3 0
Lw 0/1/12(0/0|0|0|01|0 |11]01]|00 0|0 00 0
4 0
Lw 1/0[{0 |0|0O|O0O|0O (01|21 |[01/00|O00 0|0 00 0
5 0
Sw 0O0/0|0 |0|O0O|/O0O|O|0O0O|O [11/01|00 110 00 0
2 0
Sw 0/1/0 (0|/0|0|0|00|0 |121]01]|00 0|1 00 0
3 0
Sw 1/1{1|1/0|0|0|00|0 |01 /00|00 0|0 00 0
4 0

Table 3.3: Control Signal Table Part-1
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C pil (mj|r |f|s]|j|r [r |A|B|f p |a p J
y c|lo|e |djejw|lale |e |_ |_ |u c || C n
C ~rmj|_ |t |_ |l ]g|g|s |s |n + |u - z
I Al_ |(w|c|] |- |- |- |e |e |cC 1 |- S
e ridje |r [h]r S [ o] e

d|n dir |r u I

r c t
All 0O0/(0|1 0|12, 0|0|00|0O [0O1/00]|O00 0|0 00 0
1 0
Addi (0|0 |0 |[O|/O0O|O0O|O0|00|0O |21]/01/|00 110 00 0
2 0
Addi (0|0 |0 |[O|/O0O|O0O|O0|00|0O |21]/01/|00 0|1 00 0
3 0
Addi {1 {00 |00 (0|0 |00|1 |0O1]|00|O00 0|0 00 0
4 0
Movi ([O O |O |O|O|O|O|00|0 |0OO|210]|00 110 00 0
2 0
movi (O |0 |O0O |O|O0O|O0O|O0|00|0 |0O0|210]|00 0|1 00 0
3 0
Movi (1|0 |O0O O|O|O|O|00|1 |[O1|O00]|O0O0 0|0 00 0
4 0
J 1/0/0 0|0|0O|0|00|0 |0O1|00]|O0O0 0|0 00 0
2 1
JZ 0O/0|0 |0O|O0O|O|O|0OO|O [0O0|01]|00 110 01 0
2 0
JZ 0O0/0|0 |0O|O0O|O|O|0OO|O [0O0|01]|00 0|1 01 0
3 0
Jz 1/0/0 |0O|0|0O|0O| 00|00 |0O1|00]|O0O0 0|0 01 0
4 0
Jnz 0O/(0|0 |0O|O0O|/O|O|0OO|O [0O0|01]|00 110 01 1
2 1
Jnz 0O/0|0 |0O|O0O|/O|O|0OO|O [0O0|01]|00 0 (1 01 1
3 1
Jnz 1/0/0 0|0|0O|0O|00|0 |0O1|00]|O0O0 0|0 01 1
4 1
JAL [0|O0O|O0 |O|/O0O|O0O|2|00|0 |0O1]|00|O00 110 00 0
2 1
JAL |1 /0|0 |O|0O|0O|1|00|1 |O1]|00]|O00 0|0 00 0
3 1
JR 1/0/0 |0|0|2]|0 00|00 |0O0|O00]|O0O0 0|0 10 0
2 0

Table 3.4: Control Signal Table Part-2
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Chapter 4

Component Realization

The processor datapath is shown again in Figure 4.1 to indieathe components that
are necessary to realize in CML. This chapter will demonsti& how each of these datapath
components was realized using basic CML components develdgn Chapter 2. Each ba-
sic component included 20fF load capacitance in designingtdpath components to mimic
post layout simulation and wire delay. Proper handcraftingn Cadence Virtuoso Composer
Schematic has been done and Spectre simulation (equivaléatSPICE) was performed to
verify correct operation of each block. The tool used is AnajoArtist for Spectre simulation

and the technology used is 130nm CMOS. The processor datapa&bnsists of:

Figure 4.1: Datapath Components
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1. 4 16-bit register with enable input (PC, IR, ALU.OUT, PC+1)
2. Z register (1-bit register with enable input)
3. 4 16-bit 2-to-1 mux
4. 3 4-bit 2-to-1 mux
5. 3 16-bit 4-to-1 mux
6. 16-bit 5-to-1 mux
7. 16-bit ALU
8. 16x16 register le (REG FILE)
9. Sign 4 to 16 extension (sign 4)
10. Sign 8 to 16 extension (sign 8)
11. Sign 12 tol6 extension (sign 12)
12. 2 unsigned 1 to 16 extension (unsigned 16)
13. 4 1-bit AND gate

14. 1 1-bit OR gate

4.1 16-bit Register With Enable Input

A 1-bit register was developed by cascading CML d-latches. A&ML comes in com-
plementary form, there are two signals for any input/output The negative clock pulse was
provided to the rst d-latch and the positive pulse was giverto the second d-latch in or-
der to realize a positive edge triggered D ip- op. A two inpu mux was used in front of

the master-slave DFF to hold the state when enable is 0 and gathe data to input D of
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Figure 4.2: Block diagram of MS DFF, MS DFF-EN, 16-bit registe

DFF when enable is 1. The circuit diagrams of the master-sla\D ip- op, master-slave D
Flip- op with an enable input and 16-bit register with enable input are shown in Figure 4.2.

MS DFF burns 2 * 15.3132mW = 30.6264mW and MS DFF-EN takes 1&BmW +
30.6264mW = 46.8524mW. For simplicity, only 1-bit MS DFF-ENoutput is shown in Figure
4.3. The 16-bit register output will be the same and delay islentical as well because they are
parallel. In Figure 4.3, 101.41ps rise delay has been obsshwith 20fF load capacitance. In
simulation it is observed that the 16-bit MS DFF-EN (16-bit register) takes 16 * 46.8524mW
= 749.6384mW. Minimum setup time was found to be 40ps to opemat 6GHz.

Estimated area of the 16-bit register is 16 * (2*D latch area +2-tol mux area) = 16
* (2%(29.19 x 57.78) m + 36.51 x 47.52m) = 16%(94.89 m x 57.78 m) = 1518.24 m x
57.78 m. 50% additive area for wiring will be added later to the totharea of the processor
to get power density per unit area.

Therfore, in datapath 4 16-bit registers should dissipate %749.6384mW = 2998.55mW
with an area of 4 * (1518.24m x 57.78 m) = 6072.96 m x 57.78 m.
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Figure 4.3: 1-bit register output at 6GHz with 20fF load capatance (clock period 166ps)
4.2 Z Register (1-bit Register With Enable Input)

As indicated in section 4.1, the 1-bit register with an enabl@put has power consump-

tion of 46.8524mW and an area of 94.88n x 57.78 m and reported rise delay is 101.41ps.

4.3 4 16-bit 2-to-1 Mux

A 1-bit 2-to-1 mux has been shown in Figure 2.17, with a poweronosumption of
16.226mW and an area of 36.5In x 47.52 m, with rise delay of 33.99ps. A 16-bit 2-to-1
mux is 16 instances of 1-bit 2-to-1 mux with 16 times power ceamption of 259.616mW and
16 times area 584.16m x 47.52 m. Delay is same because they are parallel in architecutre.

Therefore, 4 16-bit 2-to-1 mux power consumption is 1038418W, area = 2336.64m
X 47.52 m and rise delay = 33.99ps. Due to static power consumptionpmputing power
for 16-bit 2-to-1 mux theoretically as 16 * 1-bit 2-to-1 mux poduces the same value as
simulating 16-bit 2-to-1 mux and getting the power from the ¢ol. However, in some cases
where larger number of basic CML components has been used,siaulate the component

directly to get power consumption from the tool.
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4.4 3 4-bit 2-to-1 Mux

As indicated in section 4.3, a 4-bit 2-to-1 mux power consumiph is 64.904mW and area
is 146.04 m x 47.52 m. Therefore 3 4-bit 2-to-1 mux power consumption is 194.7H&V,
with an area of 438.12m x 47.52 m and rise delay is 33.99ps.

45 3 16-bit 4-to-1 Mux

A 1-bit 4-to-1 mux was developed using 3 1-bit 2-to-1 mux, pvading SO as the control
bit for rst stage and S1 as the control bit for the second stag as indicated in Figure 4.4.
Expected power consumption is 3 * 1-bit 2-to-1 mux power = 3 *@.226mW = 48.678mW

and simulation power obtained is 2.8V * 17.38mA = 48.664mW, kich is almost identical.

Figure 4.4: 1-bit 4-to-1 mux

The expected area of a 1-bit 4-to-1 mux would be 3 * (36.510 x 47.52 m) = 109.53 m
X 47.52 m. Expected rise delay is 2 * 33.99ps = 67.98ps, due to two sesgof CML 2-to-1
mux, and simulated rise delay is 52.51ps, as indicated in kig 4.5.

Therefore, the 3 16-bit 4-to-1 mux power consumption is 3 * 16 48.664mW = 3 *
778.624mW = 2335.872mW, area is 3 * 16 * (109.5681 x 47.52 m) = 3 * (1752.48 m X
47.52 m) = 5257.44 m x 47.52 m and simulated rise delay is 52.51ps.
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Figure 4.5: 1-bit 4-to-1 mux output with 20fF load capacitace (input changes at 83ps)

4.6 16-bit 5-to-1 mux

A 1-bit 5-to-1 mux was developed using a 1-bit 4-to-1 mux and &-bit 2-to-1 mux
as shown in Figure 4.6. Expected power consumption is the suvhtwo = 48.664mW +
16.226mW = 64.89mW and simulated power is 2.8V * 23.18mA = 6204mW.

The 16-bit 5-to-1 mux power consumption is 16 * 64.904mW = 1@83464mW and ex-
pected area is 16 * (1-bit 4-to-1 + 1-bit 2-to-1) = 16 * (109.53m x 47.52 m + 36.51 m x
47.52 m) = 16 * (146.04 m + 47.52 m) = 2336.64 m x 47.52 m.

A 1-bit 5-to-1 mux output at where input changes at 166ps is slwn in Figure 4.7.

Simulated rise delay is 59.61ps, as indicated.
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Figure 4.6: 1-bit 5-to-1 mux

Figure 4.7: 1-bit 5-to-1 Mux output with 20fF load capacitare (input changes at 166ps)

4.7 16-bit ALU

A 16-bit ALU consists of a 16-bit CLA, 16-bit BLA, 16-bit AND, 16-bit XOR and 16-
bit 4-to-1 mux. For 16-bit inputs at A and B - addition, subtraction, AND and XOR are
performed irrespective to 2-bit function. Based on the fution input, the 16-bit 4-to-1 mux
passes the selected result to the output. The output bits aralso OR-ed and passed to Z

signal, which is connected to zero ag register.
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Figure 4.8: Block diagram of 16-bit ALU

A 16-bit carry look ahead adder was designed using the schdimahown in Figure 4.9,

where carry generation igj, carry propagation isp; and summation iss; for each 1-bit CLA.

Figure 4.9: 16-bit CLA block diagram

=X VYi: Pi=X; Vi

S=Xi ¥Yi G 1

Level-1 CLA output can be described as:

PO=p3 p2 plp0
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P1=p7 p6 p5p4
P2=p11 p10p9 p8
P3=p15 pl4pl3pl2
G0=g3+(p3 g2)+(p3 p2 g1)+(p3 p2 p1 go0)
G1=g7+(p7 g6)+(p7 p6 g5)+(p7 p6 p5 g4)
G2=g11+(p11 g10)+(p11 p10g9)+(pll p10p9 g8)
G3=9g15+(p15 g14)+(pl5 pl4agl3)+(p15pl4pl3gl2)
c1=g0+p0 cO
c2=g1+pl gO0+pl pOcO
c3=92+p2 gl+p2 pl1 gO0+p2 pl p0cO

Level-2 CLA output can be described as:

C1=G0+PO0O c0
C2=G1+P1 GO+P1 PO cO
C3=G2+P2 G1+P2 P1 GO+P2 P1P0OCcO

Power consumption for the 16-bit CLA obtained in circuit sinulation is 2.8V * 1.198A
= 3.3544W. Critical path sensitization in 16-bit CLA was triggered by providing all 0's in
16-bit A and B and then All 1's in input A and 1-bit 1 in Cj,. Simulation result shows rise
delay of 16-bit CLA is 224.7ps, as indicated in Figure 4.10.

The 16-bit CLA expected area is 16 * (1-bit CLA) + 4 * Level-1 CLA+ Level-2 CLA
=16 * (1 AND + 3 XOR) + 4 * (19 AND + 9 OR) + 10 AND + 6 OR = 16 * (30.15 m
X 42.9 m + 3 *(28.59 m x 45.63 m)) + 4 * 28 * (30.15 m x 42.9 m) + 16 * (30.15 m X
42.9 m) = 1854.72 m x 45.63 m + 3376.8 mx42.9 m+ 482.4 mx 42.9 m =5713.92 m
X 42.9 m.

A 16-bit BLA can be realized using the same architecture of kel-1 and Level-2, but

with a little di erence in the 1-bit BLA.

=X VYi: p=XitYyi

54



Figure 4.10: Critical path delay in 16-bit CLA is 224.7ps (iput changes at 500ps)
Si=Xi ¥i G

Power consumption of the 16-bit BLA found in simulation is BV * 1.198A = 3.3544W, which
is the same as the 16-bit CLA and critical path delay should bsame as well. Estimated area
of 16-bit BLA would be 16 * 1-bit BLA + 4 * Levlel-1 CLA + Level-2 CLA =16 * (1AND
+ 10R + 2XOR) + 3376.8 mx 429 m + 4824 mx 429 m =16 * 2 * (AND + XOR)
+3859.2 mx 429 m=232*(58.74 m x 45.63 m) + 3859.2 m x 42.9 m = 5738.88 m x
45.63 m.

16-bit AND power consumption would be 16 * 16.2148mW = 259.4368V, with an
expected area of 16 * (30.15n x 42.9 m) = 482.4 m x 42.9 m. Delay will be identical to
the 1-bit AND gate which is 37.6ps.

16-bit XOR power consumption would be 16 * 16.226mW = 259.6&8/VN, with an ex-
pected area of 16 * (28.59m x 45.63 m) = 457.44 m x 45.63 m. Rise delay of the 16-bit
XOR is 41.5ps.
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16-bit 4-to-1 mux power consumption is 16 * 48.664mW = 778.8th\W , area is 16 *
(109.53 m x 47.52 m) = 1752.48 m x 47.52 m and simulated rise delay is 52.51ps.

Total expected area estimated is, 5713.9fh x 42.9 m + 5738.88 m x 45.63 m +
4824 m x 429 m + 457.44 m x 45.63m + 175248 m x 47.52 m = 14145.12 m X
47.52 m.

Figure 4.11: 16-bit ALU Output (input changes at 300ps)

Estimated path-delay from input to output of the ALU is max(16-bit CLA, 16-bit BLA,
16-bit AND, 16-bit XOR) + 16-bit 4-to-1 mux = 224.7ps + 52.51ps = 277.21ps. But critical

path delay exists between the ALU input to Z ag where 4 stage oOR have been used.
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The Z ag is used only in 3 instructions out of 15 instructions In simulating 16-bit ALU
at 300ps using path sensitization as indicated in Figure Q1 generated correct output of
Out signals at 275.6ps and Z signal took 348ps. Therefore IBtructions can be executed
at 300ps (3.33GHz) and 3 instruction (where z ag is necessargan be executed in 350ps
(2.85GH?2).

In Figure 4.11 the ALU performs addition, ADD FFFF 0000 (with Ci,=1) and result
is all 0000 and Z = 1 when mux selection bit SOS1 = 00. Then for SQ = 01 it performs
subtraction, SUB 0000 FFFF and the result is 0001. For SO0S1=10performs 16-bit AND,
AND FFFF FFFF and the result is FFFF. For S0S1=11 the ALU performs 16-bit XOR,
XOR 0000 FFFF and the result is FFFF.

Estimated power consumption of 16-bit ALU is 3.3544W + 3.3544 + 259.4368mW +
259.616mW + 778.624mW + 15 * 16.2148mW = 8.2496988W and simatibn result shows 16-
bit ALU takes 2.8V * 2.944A = 8.2432W. Estimated area of ALU is 1445.12 m x 47.52 m.
Time it takes to generate correct operation sensitizing dital path is 275.6ps for 12 instruc-

tions and 348ps for 3 instructions.

4.8 16x16 Register File

16x16 register le consists of 4-to-16 decoder, 16-bit AND, 1B5-bit registers and 3
16-bit 16-to-1 mux, as shown in Figure 4.12.

The register le has 3 4-bit inputs, rrl, rr2 and rr3, to address any of the 16 registers
and corresponding 16-bit data will arrive at rd1, rd2 and rd3respectively. 4-bit wrreg[3:0]
is used to address any of the 16 register (16-bits each) andaavill be written when control
signal regwr is 1. Therefore, wrreg[3:0] input is fed to 4-to-16 decodmput. For wrreg[3:0]
= 0000 rst output bit of decoder will be high and rest of them will be low. For a particular
combination of wrreg[3:0], the equivalent BCD value outpuline of the decoder will be high

and rest of them will be low, as indicated in Figure 4.13.
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Figure 4.12: 16x16 Register File Schematic

4-t0-16 decoder delay is dominated by the 2 stage AND delay. Tdretical estimation
of rise delay = 75.2ps and simulated path delay observed iss& delay = 72.01ps. Simulated
power obtained for 4-to-16 decoder is 2.8V * 278.2mA = 778198V and expected area is 48
* AND gate area = 48 * (30.15 m x 42.9 m) = 1447.2 m x 42.9 m.

The output of the decoder is connected to a 16-bit AND and the sewed input of the
16-bit AND is reg.wr. Therefore, one of sixteen output lines of the 16-bit AND wlilbe
high if and only if the corresponding decoder line is high anekg wr is high, to make sure
that the selected register can be written only when regr is high. The output of 16-bit
AND was connected to the EN input of 16 registers. 16-bit AND poweronsumption is 16 *
16.2148mW = 259.4368mW, rise delay = 37.6ps, expected aredl6 * (30.15 m x 42.9 m)
=482.4 m x 42.9 m.

As stated in section 4.1, 16-bit register area = 1518.2h x 57.78 m, with power

conusmption of 923.44mW with rise delay = 101.41ps. There® 16 16-bit register area
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Figure 4.13: 4-to-16 Deocoder (input changes at 83ps)

=16 * (1518.24 m x 57.78 m) = 24291.84 m x 57.78 m and power consumption is 16 *
749.6384mW = 11.994W.

A 1-bit 16-to-1 mux was developed using 1-bit 4-to-1 mux asdicated in Figure 4.14.
The two least signi cant control bits, SO and S1, were conntsd to the rst stage of the

1-bit 4-to-1 mux and S2, S3 were connected to the second stage

Figure 4.14: 1-bit 16-to-1 Mux Schematic

Simulated power consumption obtained for the 1-bit 16-to-fnux is 2.8V * 86.92mA =

243.376mW. Expected area, from section 4.5, is 5 * (109.58 x 47.52 m) = 547.65 m x
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47.52 m. Simulated rise delay of 1-bit 4-to-1 mux is 52.51ps. Thdore expected rise delay

of 1-bit 16-to-1 mux is 105.02ps, whereas simulated rise aelis 85.39ps, as indicated in
Figure 4.15.

Figure 4.15: 1-bit 16-to-1 Mux Output (input changes at 144g)

For simplicity, 3 inputs DO, D1, D2 have been used instead o6linputs. DO, D1 and D2
were connected to the rst three inputs and fourth input was onnected to DO, fth input
to D1, sixth input to D2, seventh input to DO and so on and corret operation was veri ed
at where intput changes at 144ps.

16-bit 16-to-1 mux power consumption is 16 * 243.376mW = 3.8016W and expected
area is 16 * (547.65m x 47.52 m) = 8762.4 m x 47.52 m with rise delay = 85.39ps.
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Therefore, 3 16-bit 16-to-1 mux power consumption is 11.6BK with expected area of

26287.2m x 47.52 m.

Figure 4.16: 16x16 Register File Output at 3.33GHz

16x16 register le path delay would be 4-t0-16 decoder delay 16-bit AND delay +
16-bit MS DFF-EN delay + 16-bit 16-to-1 mux delay = 72.01ps + 3.6ps + 101.41ps +
85.39ps = 296.41ps. Estimated power consumption of registée is 4-to-16 decoder +
16-bit AND + 16 16-bit register + 3 16-bit 16-to-1 mux = 778.96mW + 259.4368mW +
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11.994W + 11.6872W = 24.719W. Estimated area of the 16x16 iistgr le is 4-to-16 decoder
area 1447.2m x 42.9 m + 16-bit AND area 482.4 m x 42.9 m + 16 16-bit register area
24291.84m x 57.78 m + 3 16-bit 16-to-1 mux area 26287.2m x 47.52 m = 52508.64 m x
57.78 m.

Figure 4.16 shows veri cation of the 16x16 register le at 3Wps clock period. An analog
test bench was set up such that at the rst clock cycle it write FFFF in register-0 but as
register-0 is implemented in hardware it will have O at the eh In consecutive cycles, data
written on registers 1, 2, 3, 4, 5 up to 15 were EEEE, DDDD, 8888333, 2222, 5555, 4444,
FFFF, AAAA, 9999, 8888, 7777, 6666, 5555, 0000 and then contrayrsal regwr goes low
meaning write cannot be performed any more. Thenrrl =2 =m®8=0, 1, 2, 3,4 and 5
was provided for simplicity and only 16-bit rd1 was probed tsee the result at register-0,
1, .. 5 which were 0000, EEEE, DDDD, 8888, 3333 and 2222. Thenthe following clock

cycle reset = 1 sets all the outputs to be logic-0.

4.9 Sign 4-to-16 extension (Sign 4)

Sign 4 to 16 extension was developed using a single stage wieen inverters. First,
4-bits were passed to the inverter and the output was ippedd work as a bu er, due to
the complementary form of CML logic. The fourth-bit was conacted as input to rest of the
inverters and those outputs were ipped as well.

Figure 4.17 shows the outputs of the sign 4 to 16 extension atare input changes at
72ps. The fourth-bit (D3) was copied to to input D4-D15 and fagment of output is shown
Out0-Out7. Simulated power consumption of sign 4 to 16 exteion is 2.8V * 26.4mA =
73.92mW and delay is same as 1-bit inverter but ipped, and siulation rise delay = 25.5ps.

Expected area is 16 * (15.96m x 24.45 m) = 255.36 m x 24.45 m.
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Figure 4.17: Sign 4 to 16 Extension Output (input changes atZps)

4.10 Sign 8-to-16 extension (Sign 8)

Sign 8 to 16 extension is similar to sign 4 to 16 extension, Wwithe only di erence being
that the eighth bit (D7) is copied to D8-D15 bits. Area, power onsumption and delay are

the same as the sign 4-to-16 extension.

4.11 Sign 12-t0-16 extension (Sign 12)

Sign 12 to 16 extension is similar to sign 4 to 16 extension Wwithe only di erence being
that the twelfth bit (D11) is copied to D12 - D15 bits. Area, pover consumption and delay

are same as sign 4 to 16 extension.
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4.12 2 unsigned 1-to-16 extension (Unsigned 16)

Unsigned 1-to-16 extension was developed using 16 invertesgnilar to sign 4 to 16
extension. The only di erence is the 1-bit input was conneed to DO and D1 - D15 were
tied down to logic 0 (2.V). The output was ipped to work as a bu er, and area, power and
delay are the same as sign 4 to 16 extension. Therefore 2 une 1-to-16 extension power
consumption is 2 * 73.92mW = 147.84mW and expected area is 2255.36 m x 24.45 m)
=510.72 m x 24.45 m.

Figure 4.18: Unsigned 1 to 16 Extension Output (input changest 83ps)

Figure 4.18 shows unsigned 1-t0-16 extension output whenrgput QO passes 1-bit input
DO and rest of the inputs are tied to Logic-0 which is 2.2V. Theuput glitch that is observed
uctuates only between 2.2228V - 2.2223V, 0.5mV only. The sutator tool usually zooms
in when plotting output, meaning glitch is not as signi cantas it looks like. Only the rst

four bits of output are shown in Figure 4.17.
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4.13 4 1-bit AND gate

4 1-bit AND gate power consumption is 4 * 16.2148mW = 64.8592mWhd area is 4 *

(30.15 m x 42.90 m) = 120.6 m x 42.9 m with rise delay = 37.6ps.

4.14 1 1-bit OR gate

One 1-bit OR gate power consumption is 16.2148mW having anear of 30.15m x

42.90 m with rise delay = 46.09ps as stated in Table 2.6.

Table 4.1 summarizes power, expected area and time to gerteraorrect operation for
the complete datapath components. Simulation results prested in this table included 20fF

load capacitance inside every basic components to mimic pdesyout simulation and wire

capacitance.
Component Power (mW) Expected Area Delay (ps)
( mx m)
PC, PC+1, ALU OUT, IR 2998.55 6072.96 x 57.78 101.41
z 46.8524 94.89 x 57.78 101.41
16-bit 2-to-1 mux (4 used)| 1038.464 2336.64 x 47.52 33.99
4-bit 2 to 1 mux (3 used) 194.712 438.12 x 47.52 33.99
16-bit 4 to 1 mux (3 used)| 2335.872 5257.44 x 47.52 31.39
16-bit 5 to 1 mux 1038.464 2336.64 x 47.52 59.61
16-bit ALU 8243.2 14145.12 x 47.52 275.6
16x16 Reg le 24719 52508.64 x 57.78 296.41
Sign 4 73.92 255.36 x 24.45 25.5
Sign 8 73.92 255.36 x 24.45 25.5
Sign 12 73.92 255.36 x 24.45 25.5
Unsigned 16 (2 used) 147.84 510.72 x 24.45 25.5
1-bit AND gate (4 used) 64.8592 120.6 x 42.9 37.6
1 OR gate 16.2148 30.15 x 42.90 46.09
Total 41.065W 84618 x 57.78 296.41ps
=2115.45 x 2311.2
Simulation Power 2.2mm x 2.3mm
& 41.264W | + 50% area for wiring 300ps
Frequency = 2.2mm x 3.45mm

Table 4.1: Component Power Dissipation, Expected Area and R
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As indicated in Table 4.1, estimated power obtained by summignup component power
dissipation is 41.065W whereas simulation power obtainesi41.264W which is almost iden-
tical. Most of the power is dissipated in the 16x16 registerle, which is 24.719W out of
41.264W. The 16x16 register le is also a time dominating cqmonent and critical path de-
lay is 296.41ps. Register le was simulated at 300ps and hasdnm veri ed as indicated in
Figure 4.16. However as stated earlier, for 12 instruction ALUritical path delay is 275.6ps
and for remaining 3 instruction where Z ag is used, criticapath delay is 348ps.

Table 4.1 should be identical to post layout simulation altbugh layout of the processor
datapath has not been performed but in circuit level (transtor level). However to mimic
post layout simulation and wire capacitance, 20fF load capdance was added inside every
building block. Typically post layout simulation varied with 10ps with circuit level as in-
dicated in Chapter 2 and 1fF can mimic 1ps delay. Also, assungirltO0 m is necessary to
connect next stage then additional 10fF (0.1ps/m) is necessary to mimic wire capacitance
[22].

An attempt has been made to estimate total area, counting theumber of basic compo-
nent used + 50% area for wiring. Expected total area, includg wire is, 2.2mm x 3.45mm
(2200 m x 3450 m) leading power dissipation per unit area to be 41.264W / (ZB *
3450)m 2 =5.44 W/ m 2.
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Chapter 5

Processor Veri cation and Performance

5.1 Processor Veri cation

A handcrafted 16-bit microprocessor datapath has been dgsed in CML logic as indi-
cated in Figure 5.1. An analog test bench was set up to providé-bit data from memory
using voltage sources (vpulse) and appropriate external mtool signals were provided to
perform veri cation. Three instructions have been veri ed providing consecutive data. At
the rst cycle reset was triggered and simulation was perfared at 300ps (3.33GHz) clock

period.

Figure 5.1: Handcrafted Processor Schematic
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Each instruction took 4 clock cycles to execute and the resus$ provided in a sequence
of Figure 5.2 - 5.4.

Instruction executed in cycle order:

Figure 5.2: MOVI instruction

Reset (rst cycle)

MOVI Ry = n; n 8-bit (I-type)

1001 0001 0001 0111 (applied at second cycle)

Explanation: Ry = Reg-1 = 23; move 23 in register-1. Appropriate external condl signal
has been applied at cycle = 2, 3, 4 and 5. Only selected signafgegister-1 has been probed
and expected result obtained at the beginning of sixth clockycle as shown in Figure 5.2

(fth bit of regl _4 of register-1 is shown in Figure 5.3).

ADDI Ry = Rs + n; n 4-bit (I-type)
1000 0111 0001 0111 (applied at sixth cycle)
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Figure 5.3: ADDI instruction

Explanation: Ry = Rs + n; add content of register Rs = 0001 (register-1 contains 23
performed in previous instruction) to n = 0111 and save the sailt in Ry = 0111. Therefore
register-7 will contain 23 + 7 = 30. Appropriate control signds were applied at cycle = 6, 7,
8 and 9. R4 = 30 = 11110 was observed at the beginning of tenth clock cyclas indicated

in Figure 5.3.

ADD Ry = Rs + R; (R-type)

0000 1101 0001 0111 (applied at tenth cycle)

Explanation: Ry = Rs + Ry; add content of registerRs = 0001 (register-1) with R = 0111
(register-7) and save the result irRy = 1101 (register-13). Appropriate control signals were
applied at cycle = 10, 11, 12 and 13 and content &4 = 13 (register-13) was observed, 23
+ 30 = 53 (110101) at the beginning of 1% clock cycle, as indicated in Figure 5.4.
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Figure 5.4: ADD instruction

Figure 5.5 shows static power consumption of CML processoatdpath over 13 clock
cycles (300ps clock period). Processor datapath peak powér51W reached at 306.5ps right

after reset signal and average power dissipated is 41.264&¥,indicated in Figure 5.4.

5.2 Performance

Performance metric MIPS was used to determine processor fmemance. 11 instructions
take 4 clock cycles to execute, so the probability of execngj any of these 11 instructions is
11/15. Similarly, 1 instruction (LW) takes 5 clock cycles toexecute and thus probability is
1/15. Likewise, 1 instruction (JAL) takes 3 clock cycles to eecute so probability is 1/15.
Two instructions (J LABEL, JR) take 2 clock cycles to execute iad probability is 2/15.

It has been stated earlier that 3 instructions (SEQ, JZ, and NZ) require processor

speed to be slowed down to operate at 2.87GHz (348ps) due to stgrath delay. However
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Figure 5.5: Static power consumption of CML processor datafh over 13 clock cycles

this problem can be solved by re-structuring the datapath. Asiming each instruction can

be performed at 3.33GHz (300ps), estimated clock per insttian (CPI) is:

11 1 1 2

= —+ — + — + —

CPI 4 15 > 15 3 15 2 15
= 3:733

Assuming 1 million instructions have been executed,

Execution time No: of instruction count clock period CPI

10° 30Qps 3:733clock=instruction

1:1199 10 3sec
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Instruction count

MIPS = Execution time 1C°
_ 108
~ 1:1199 10 3sec 108

892:93

5.3 Comparison

There is no common ground to compare the CML processor with aMDS processor.
The same feature size CMOS can never operate as fast CML logige small swing and
di erential architecture. The smaller swing we de ne, the &ster we can operate CML logic.
In CML there is no dynamic power, but only static power dissiation, and it is constant
and does not increase with increasing frequency as statedliea in Chapter 2. The highest
operating frequency for a particular technology (minimum dature size) can be achieved
through design intuition such that di erential pair can just turn-o one side and steer full
current in the other part based on input combinations that bee t CML over CMOS at
higher frequency.

These days, Intel's latest processors in 90nm, 65nm, 32nmopess technology can
achieve 2-4GHz operating frequency with typical power consption 150W - 200W and
MIPS varies from 6000 - 10000 on an average [3] and [23]. The Cigrocessor that was
developed in this thesis work has been implemented at the @it level with additional
load capacitance to mimic post layout simulation and wire day. Hardware/software co-
ordination has not been performed, nor has a compiler beenstned to implement program
code (assembly language) to measure execution time. Howetbeoretical estimation shows
the developed CML processor has MIPS = 892 with power consutign 41.264W. Today's
processors are mostly pipelined and superscalar in arcluiere. Re-structuring the multi-

cycle datapath of the CML processor into a pipeline can gaint deast 4 times the MIPS
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(3568), and making it superscalar can exceed 10000 MIPS whidurning 50-70W in 120nm
feature size.

Comparing just a single CMOS gate to CML gate is misleadingt is because of

1. Swing is not same. In CML we can de ne 100mV or 600mV swinghatever we want,
based on our requirement. Making the swing 100mV will burn$s power than a 600mV

swing. But in CMOS, swing is xed, 1V.

2. At higher frequency, as long as our swing is less than 1V, CM& advantageous over

CMOS.

3. At lower frequency (below 1GHz) it depends. Typically duea constant power dissipa-
tion CML is a worse choice than CMOS. Reducing swing to 100mV kess may bene t

CML over CMOS at lower frequency.

4. Same feature size CMOS cannot operate as fast as CML. THere, in order to compare
the two at a particular operating frequency we need smalleedture size for CMOS and

larger feature size for CML, and thus breaking the common guad to compare.

5. One possible way to compare CMOS with CML at the same featursize is not to
optimize CML at its highest operating frequency but at someower frequency, where
CMOS is capable to operate at, meaning frequency and featwsize are the same. But
in this case we are deliberately letting CML lose its bene tsAs stated in Figure 2.1,
CML power consumption does not increase exponentially, buather slowly, similar to
a horizontal line. Optimizing for lower frequency (where CI®S is capable to operate)
may reduce some power but not too much. CML's higher constapiower dissipation
at lower frequency will let CMOS gate to be favorable becaus&MOS static power is

almost zero and dynamic power will reduce due to lower openag) frequency.
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Chapter 6

Conclusions

The rst ever, 3.33GHz MCML microprocessor datapath has beedeveloped using
130nm CMOS technology. No prior work exists in literature in ésigning processor datapaths
using MCML logic. It is rstin its kind and power consumption is very low compared to
traditional CMOS processors. However, a prior attempt was na@ to develop a BICMOS
superscalar RISC microprocessor where three level ECL logjates have been used along
with CMOS gates in same integrated chip [5].

Reported power consumption of the developed MCML processigr41.264W with an
estimated area of 2.2mm x 3.45m. Expected power density paritarea is 5.44 W/ m 2. A
RISC architecture was adopted in developing the 16-bit pressor datapath. Out of fteen
instructions, twelve instructions can be performed at 3.33Hz and three instructions can be
performed at 2.87GHz, with an estimated MIPS of 892.

This thesis work indicates that it is possible to realize swgfast processors beyond
20GHz with minimum power consumption using today's technotfyy. Either a voltage con-
version is necessary that can be done by amplifying smallsa swings to 1V and then shifted

down or the total system could be implemented in CML to work vih CML processor [24].

6.1 Future Work

It is possible to come up with a CML synthesizer tool such thahe entire design can be
automated. The idea behind the statement is, CML gates whiclre analog can be optimized
for multiple operating frequencies and multi-input CML logcs by proper handcrafting, sim-
ilar to digital technology les. Implementing multi-input logic has two fold bene ts; delay

will be reduced but power consumption will be the same. Howev® provide enough biasing
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for each level of transistors, we have to increase our suppigltage. Once CML logics for
multi-input and multiple frequencies have been optimizedybproper handcrafting, the rest
of the process can be automated as is the case for digital aits. A CML synthesizer tool
should be able to pick di erent optimized CML logic such thatit meets the area and timing
constraints. It could be a time oriented interested topic floany PHD student in mixed signal

design.
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