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Abstract

We conducted both same-species and cross-species analysis utilizing the Genome Mapping and Alignment Program (GMAP) and an AS pipeline (ASpipe) to study AS in four genome-enabled species (Danio rerio, Oryzias latipes, Gasterosteus aculeatus, Takifugu rubripes) and one species lacking a complete genome sequence, Ictalurus punctatus. AS frequency was lowest in the highly duplicated genome of zebrafish (17% of mapped genes). The compact genome of the pufferfish showed the highest occurrence of AS (43% of mapped genes). An inverse correlation between AS frequency and genome size was consistent across all analyzed species. Approximately 50% of AS genes identified by same-species comparisons were shared among two or more species.

We have analyzed gene duplication patterns and duplication types among the available teleost genomes and found that a large number of genes were tandemly and intrachromosomally duplicated, suggesting their origin of independent and continuous duplication. This is particularly true for the zebrafish genome. Further analysis of the duplicated gene sets indicated that a significant portion of duplicated genes in the zebrafish genome were of recent, lineage-specific duplication events. Most strikingly, a subset of duplicated genes is enriched among the recently duplicated genes involved in immune or sensory response pathways.

Because of the rapid improvements in cost and quality of sequencing data, de novo sequencing and assembly is possible not only in large sequencing centers, but also in small labs. This project addressed the Message Passing Interface (MPI) version assembler software, MPI-Velvet. It can process high coverage data sets and quickly reconstruct the underlying sequences.
The catfish genome database, cBARBEL (abbreviated from catfish Breeder And Researcher Bioinformatics Entry Location) is an online open-access database for genome biology of ictalurid catfish (*Ictalurus spp.*). It serves as a comprehensive, integrative platform for all aspects of catfish genetics, genomics and related data resources. cBARBEL provides BLAST-based, fuzzy and specific search functions, visualization of catfish linkage, physical and integrated maps, a catfish EST contig viewer with SNP information overlay, and GBrowse-based organization of catfish genomic data based on sequence similarity with zebrafish chromosomes.
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Chapter 1
Introduction

1.1 Overview

Fishes are a tremendously diverse group of vertebrate aquatic animals, breathing through gills throughout their whole life and having fins and scales. With more than 23,500 species, ray-finned fishes (actinopterygians) are more than 95% of all living fish species. And also, more than 99.8% of ray-finned fishes were grouped into teleosts. Fish biodiversity is also very important to humans in terms of the economical, ecological, and cultural points. Several fish species and sequencing projects can provide the essential information of fish genomes organization and evolution. And those information can help us to underlying the evolutionary mechanisms in the fish lineage. Teleost fish, about half of the extant vertebrate species, exhibit tremendous biodiversity affecting their ecology, morphology, behavior, and many other biological aspects. This huge variability makes teleost fish extremely important for many biological related questions, especially of those related to evolution, gene regulation, and gene structure. There are several teleost fish species are particularly studied with huge genetic and genomic information. And some of them have been, are or will certainly be subjects of whole-genome sequencing projects (Figure 1.1 and Table 1.1), including zebrafish, Tetraodon [56], fugu [6], medaka [61], stickleback, and catfish. Access to entire genome sequences is revolutionizing our understanding of how genetic information is stored and organized in DNA, and how it has evolved over time.

Channel catfish (*I. punctatus*) is the most important freshwater aquacultured species in the United States. Within recent years, around 500-600 million pounds of catfish were harvested in the U.S., which represents about four billion dollars (Figure 1.2). Catfish production accounts for over 60% of all U.S. aquaculture production. It is anticipated that it
will become one of the most important aquaculture fish species in Asia as well. Channel catfish is the most economically important catfish species in the U.S. Blue catfish (I. furcatus) is also very important species because the hybrid between channel catfish and blue catfish can generate superior performance catfish in terms of several commercial traits [47]. It is possible to generate artificial breeds using introgression approach because these interspecific hybrids are fertile [76] [77]. Huge genetic/genomic catfish information have been generated in our lab, including large number of polymorphic markers [120] [146], high density linkage maps [136] [77] [67], BAC contig-based physical maps [147], over 63,000 BAC end sequences [146] [73], and a large number of ESTs [59] [21] [60] [66] [70] [138]. In addition to these traditional genome resources, the genome-scale gene-associated single nucleotide polymorphism (SNPs) in catfish is also available [75]. Also the high-density catfish SNP array is on the way, which will provide the material basis for genome association studies and whole genome-based selection in catfish.

1.2 Teleost fish species gene duplication

Gene duplication is believed to play a major role in evolution. Ohno argued that gene duplication is the most important evolutionary force behind evolutionary novelty for species
Table 1.1: Teleost fish species with genomic resources

<table>
<thead>
<tr>
<th>Scientific name</th>
<th>Common name</th>
<th>Genome size</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Danio rerio</em></td>
<td>Zebrafish</td>
<td>1.7 Gbp</td>
<td>zfin.org</td>
</tr>
<tr>
<td><em>Oryzias latipes</em></td>
<td>Medaka</td>
<td>1.7 Gbp</td>
<td>Kasahara et al, 2007</td>
</tr>
<tr>
<td><em>Takifugu rubripes</em></td>
<td>Fugu</td>
<td>0.4 Gbp</td>
<td>Aparicio et al, 2002</td>
</tr>
<tr>
<td><em>Gasterosteus aculeatus</em></td>
<td>Stickleback</td>
<td>0.7 Gbp</td>
<td>Jones et al, 2012</td>
</tr>
<tr>
<td><em>Tetraodon nigroviridis</em></td>
<td>Pufferfish</td>
<td>0.4 Gbp</td>
<td>Jaillon et al, 2004</td>
</tr>
<tr>
<td><em>Ictalurus punctatus</em></td>
<td>Channel catfish</td>
<td>1.0 Gbp</td>
<td>Lu et al, 2011</td>
</tr>
</tbody>
</table>

(Ohno 1970). Three main mechanisms are believed to generate gene duplications; unequal crossing over, retrotransposition, and chromosomal (genome) duplication [58] [54]. Of these, localized (or tandem) duplication resulting from unequal crossing over and genome duplication are believed to be the two dominant mechanisms contributing to vertebrate genome evolution [34] [103]. Over four decades ago, Ohno (1970) suggested that two rounds of large-scale gene duplication had occurred early in vertebrate evolution. Sequencing analysis of Hox gene clusters from a spectrum of vertebrate species provided critical evidence in support of Ohno’s hypothesis [50] [110] [88] [30] and indicated, in turn, an additional round of fish-specific genome duplication (FSGD) prior to the divergence of most teleost species [5] [131] [134] [28] [29]. Additional evidence supporting FSGD has been garnered from studies of pufferfish, Takifugu rubripes and Tetraodon nigroviridis. In these studies, hundreds of genes and gene clusters are present in duplicate in teleost fish but possessing only single copy in other vertebrates, illustrating fish-specific duplication of syntenic regions between humans and fish [56] [90] [112]. Ongoing examination of gene families across vertebrate evolution continues to provide general support for the three rounds of genome duplication (3R) hypothesis in teleost fish [142] [15] [153] [62] [4] [95]. In addition, chromosomal rearrangements scramble pieces of duplicated chromosomes around the genome hindering the identification of duplication signatures in a genome. Identifying these remnants of duplication evidence has been made possible with the development and maturation of computational tools.
1.3 Teleost fish species alternative splicing

Alternative splicing (AS) is a cellular mechanism in eukaryotes that produces multiple mature mRNA isoforms from a pre-mRNA molecule. It is not only one of the major mechanisms for generating diversity of gene products, but also an important mechanism for modulating gene expression and function [42] [83] [10]. AS is known to impact protein usage by altering signals for phosphorylation, glycosylation, and trafficking [49]. Recent research in mammalian species is drawing attention to the fact that AS and its regulatory pathways can have important physiological consequences for an organism, including in the areas of cancer progression and immune repertoire generation [116]. The extent of AS has been shown to vary greatly among organisms. In some cases, however, the differences can be attributed to the extent that the genome of the organism has been studied. Approximately 40% of human genes have two or more AS products [93] [94] [16] [100]. Brett et al. (2002) compared seven different eukaryote species with sufficient coverage of ESTs and mRNA data, and reported rates of approximately 45%, 30%, 15%, 15%, 10%, 10%, and 6% AS in human, mouse, cow, fly, rat, worm, and plants, respectively. Despite the enormous potential to generate tremendous splice isoforms, only a small fraction of the variants have been observed in nature. This implies a complicated regulation mechanism that guides the expression of certain
splice instead of a random combinatorial output. Several attempts have been made to reveal the mechanism of regulation of alternative splicing leading to the identification of conserved sequences, which are associated with exon skipping. Both computational and experimental studies are underway to understand the mechanism and regulation of alternative splicing.

1.4 Next-generation sequencing technology

An understanding of the organization, expression and function, and evolutionary history of the aquaculture genomes requires knowing their primary structure, the linear order of the nucleotide base pairs of the genomes. DNA sequencing is undoubtedly the most important technology in biology. Over the past three decades, DNA sequencing technology has gone through remarkable advances: from radioactivity-labeled to fluorescence-labeled in chemistry, from slab gel to capillary in geometry, and from electrophoresis to ordered array in signal detection. The automated Sanger method is considered as a first-generation technology, and newer methods are referred to as next-generation sequencing (NGS). NGS technologies include various strategies that rely on a combination of template preparation, sequencing and imaging, and genome alignment and assembly methods. There are several commercially available technologies including Roche/454, Illumina/Solexa, Life/SOLiD, Helicos BioSciences, and Pacific Biosciences (see Table 1.2). The Roche/454 genome sequencer FLX system is based on sequencing by synthesis (pyrosequencing) technology [86]. In this system, the DNA sample is first sheared into fragments. Then two adaptors provide priming sites for amplification and sequencing, as well as a special key sequence. For DNA amplification, the Genome Sequencer FLX System uses emulsion-based clonal amplification, called emPCR [33]. The single-stranded DNA library is immobilized by hybridization onto primer-coated capture beads. After amplification, the microreactors are broken, releasing the DNA-positive beads for the enrichment. For sequencing, the DNA beads are layered onto a PicoTiterPlate device, depositing the beads into the wells, followed by enzyme beads and packing beads. Across multiple cycles, the pattern of detected incorporation events reveals
Table 1.2: Comparison of next-generation sequencing platforms

<table>
<thead>
<tr>
<th>Platform</th>
<th>Sequencing chemistry</th>
<th>Template amplification</th>
<th>Read length (bp)</th>
<th>Run time (days)</th>
<th>Gb per run</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roche 454</td>
<td>Pyrosequencing</td>
<td>Emulsion PCR</td>
<td>500</td>
<td>0.4</td>
<td>0.45</td>
</tr>
<tr>
<td>Illumina</td>
<td>Reversible termination</td>
<td>Bridge PCR</td>
<td>200</td>
<td>4/9</td>
<td>25/50</td>
</tr>
<tr>
<td>SOLiD</td>
<td>Sequencing by ligation</td>
<td>Emulsion PCR</td>
<td>50</td>
<td>7/14</td>
<td>25/50</td>
</tr>
<tr>
<td>Helicos Bioscience</td>
<td>Reversible termination</td>
<td>Single molecule</td>
<td>32</td>
<td>8</td>
<td>37</td>
</tr>
<tr>
<td>Pacific Bioscience</td>
<td>Real-time</td>
<td>Single molecule</td>
<td>1,000</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

the sequence of templates represented by individual beads. Raw reads processed by the 454 platform are screened by various quality filters to remove poor-quality sequences, mixed sequences, and sequence without the initiating key sequence. Three different bioinformatic tools are available including GS de novo Assmebler, GS reference mapper, and GS Amplicon variant analyzer. The researchers can get meaningful results using these graphical analysis tools quickly. However, several limitations exist when using 454 technologies. A major limitation relates to resolution of homopolymer-containing DNA segments, such as CCCC and TTTT [115]. Because there is no terminating moiety preventing multiple consecutive incorporations at a given cycle, pyrosequencing relies on the magnitude of light emitted to determine the number of repetitive bases. But the key advantage of 454 platform is its long read length [89]. The 454 system can generate more than 1,000,000 individual reads, with high quality read length of 400 bases per run (see Table 1.2).

The Illumina/Solexa Genome Analyzer is based on sequencing by synthesis chemistry. Firstly, the input DNA is fragmented by shearing to short fragments (≤ 800bp). Then the DNA fragments are ligated at both ends to adapters that have a single-base overhang. After denaturation, DNA fragments are immobilized at one end on a solid support-flow cell. The adaptors on the surface also act as primers for the following PCR amplification. Then the DNA fragments are amplified by bridge PCR [1] [37]. After incorporation into the DNA strand, the terminator nucleotide, as well as its position on the support surface, is detected and identified via its fluorescent dye by the CCD camera. A base-calling algorithm
assigns sequences and associated quality values to each read, and a quality checking pipeline evaluates the Illumina data from each run, removing poor-quality sequences. The Paired-End Module enables paired-end sequencing up to 2×100bp. Also, the Genome Analyzer II runs much quicker and the output per run can reach 45-50 Gbp (see Table 1.2). Comparing with Sanger sequencing, the Illumina system is more cost-effective and much quicker. However, the error rates are higher and read length is shorter [89]. Usually, the error rate can be overcome by coverage [68]. The Applied Biosystems SOLiD System is based on sequencing by ligation technology [52]. The fragment or mate-paired library can be constructed in this technology, which depends on the researchers purposes. DNA fragments are ligated to adapters and bound to beads. DNA fragments on the beads are amplified by emPCR. This method is called two-base encoding [104]. Two-base encoding is a unique and powerful approach designed to clearly discriminate measurement errors. The SOLiD 3 Plus System can generate more than 60Gb of mappable sequence or greater than 1 billion reads per run. Also it is very cost-effective comparing with other sequencers. However, the current read length, however, significantly limits its applications [89]. Helicos Biosciences is the first company to offer a next-next generation DNA sequencing system for single molecules. PacBio utilizes total internal reflection microarray (TIRM) technology to detect signals [46]. They observe and record the DNA synthesis process by DNA polymerase in real time. The fluorescence resonance energy transfer (FRET) is utilized between donor and receptor [12]. Pacific Biosciences (PacBio) is another new generation sequencing company. The single-molecule real-time (SMRT) technology is used in this platform. The zero-mode waveguide (ZMW) technology, single-molecule sequencing by synthesis with nanostructure, is used for real-time observation of DNA polymerization [35].

1.5 Whole genome sequence assembly

An assembly is a hierarchical data structure that maps the sequence data to a putative reconstruction of the target. Through assembly, the short read sequence data can be grouped
into contigs and scaffolds. The next generation sequence assemblers can be divided into three groups based on the algorithm utilization, including the Overlap Layout Consensus (OLC) methods, the de Bruijn Graph (DBG) methods, and the greedy graph algorithms [91]. An overlap graph represents the sequencing reads and their overlaps [96]. The nodes in graph represent the reads and the edges represent overlaps. The de Bruijn graph was developed not from actual short DNA sequencing reads. The nodes in de Bruijn graph represent all possible fixed-length strings and the edges represent suffix-to-prefix prefix overlaps [151]. A repeat graph is an application of the K-mer graph [107]. K-mer graphs are more sensitive to repeats and read errors comparing with OLC assemblers. The greedy algorithms apply one basic operation: add one more read or contig onto given read or contig based on highest-scoring overlap to make the next join. The OLC approach was typical for Sanger-data assemblers. Several current assemblers were implemented with OLC algorithm, including Celera Assembler, Arachne, Newbler, and PCAP [97] [8] [55] [86]. OLC includes three phases: 1). Overlap discovery involves all-against-all, pair-wise read comparison; 2). Construction and manipulation of overlap graph to a read layout; 3). Multiple sequence alignment determines the precise layout and then the consensus sequence. The de Bruijn Graph approach is the most widely used in the short reads from the Solexa and SOLiD platforms. It relies on K-mer graphs, whose attributes make it attractive for huge amount of short reads. The K-mer graph would be a de Bruijn graph and it would contain an Eulerian path, a path that traverses each edge exactly once [108]. Obviously, K-mer graphs generation is much more complex from real sequencing data than ideal scenario. There are some problems when genomic repeats are introduced. For example, the repeats induce cycles in the K-mer graph would generate multiple possible reconstruction of the target.

1.6 Message Passing Interface (MPI)

The Message Passing Interface standard (MPI) is a message passing library standard used for the development of message-passing parallel programs [43]. The goal of MPI is to
facilitate an efficient, portable, and flexible standard for parallel programs using message passing. MPICH2, developed by the Argonne National Laboratory, is one of the most popular and widely deployed MPI implementations in cluster computing environments. Most MPI implementations consist of a specific set of routines (i.e., an API) directly callable from FORTRAN, C and C++ and from any language capable of interfacing with such libraries (such as C, Java or Python). The advantages of MPI over older message passing libraries are portability (because MPI has been implemented in almost every distributed memory architecture) and speed (because each implementation is in principle optimized for the hardware upon which it runs). MPICH2 provides an implementation of the MPI standard while supporting a large variety of computation and communication platforms like commodity clusters, high-performance computing systems, and high-speed networks [41].

MPI uses Language Independent Specifications (LIS) for calls and language bindings. The first MPI standard specified ANSI C and Fortran-77 bindings together with the LIS. The draft was presented at Supercomputing 1994 (November 1994) [17] and finalized soon thereafter. About 128 functions constitute the MPI1.3 standard which was released as the final end of the MPI1 series in 2008. At present, the standard has several popular versions: version 1.3 (shortly called MPI1), which emphasizes message passing and has a static runtime environment, and MPI2.2 (MPI2), which includes new features such as parallel I/O,
dynamic process management and remote memory operations. MPI2’s LIS specifies over 500 functions and provides language bindings for ANSI C, ANSI Fortran (Fortran90), and ANSI C++. Object interoperability was also added to allow for easier mixed-language message passing programming. A side effect of MPI2 standardization (completed in 1996) was clarification of the MPI1 standard, creating the MPI1.2. Figure 1.3 shows the hierarchical structure of the MPICH2 implementation, where there are four distinct layers of interfaces to make the MPICH2 design portable and flexible. The four layers, from top to bottom, are the message passing interface 2 (MPI-2), the abstract device interface (ADI3), the channel interface (CH3), and the low-level interface. ADI3 - the third generation of the abstract device interface - in the hierarchical structure (see Figure 1.3) allows MPICH2 to be easily ported from one platform to another. Since it is non-trivial to implement ADI3 as a full-featured abstract device interface with many functions, the CH3 layer simply implements a dozen functions in ADI3 [74]. As shown in Figure 1.3, the TCP socket Channel, the shared memory access (SHMEM) channel, and the remote direct memory access (RDMA) channel are all implemented in the layer of CH3 to facilitate the ease of porting MPICH2 on various platforms. Note that each one of the aforementioned channels implements the CH3 interface for corresponding communication architecture like TCP sockets, SHMEM, and RDMA. Unlike an ADI3 device, a channel is easy to implement since one only has to implement a dozen functions relevant for with the channel interface.
Chapter 2
Alternative splicing in teleost fish genomes: Same-species and cross-species analysis and comparisons

2.1 Abstract

Alternative splicing (AS) is a mechanism by which the coding diversity of the genome can be greatly increased. Rates of AS are known to vary according to the complexity of eukaryotic species, potentially explaining the tremendous phenotypic diversity among species with similar numbers of coding genes. Little is known, however, about the nature or rate of AS in teleost fish. We report here the characteristics of AS in teleost fish and classification and frequency of five canonical AS types. We conducted both same-species and cross-species analysis utilizing the Genome Mapping and Alignment Program (GMAP) and an AS pipeline (ASpipe) to study AS in four genome-enabled species (*Danio rerio*, *Oryzias latipes*, *Gasterosteus aculeatus*, *Takifugu rubripes*) and one species lacking a complete genome sequence, *Ictalurus punctatus*. AS frequency was lowest in the highly duplicated genome of zebrafish (17% of mapped genes). The compact genome of the pufferfish showed the highest occurrence of AS (43% of mapped genes). An inverse correlation between AS frequency and genome size was consistent across all analyzed species. Cross-species comparisons utilizing zebrafish as the reference genome allowed the identification of additional putative AS genes not revealed by zebrafish transcripts. Approximately 50% of AS genes identified by same-species comparisons were shared among two or more species. A searchable website, the Teleost Alternative Splicing Database, was created to allow easy identification and visualization of AS transcripts in the studied teleost genomes. Our results and associated database should further our understanding of alternative splicing as an important functional and evolutionary mechanism in the genomes of teleost fish.
2.2 Introduction

Alternative splicing (AS) is a cellular mechanism in eukaryotes that produces multiple mature mRNA isoforms from a pre-mRNA molecule. It is not only one of the major mechanisms for generating diversity of gene products, but also an important mechanism for modulating gene expression and function \[42\] \[83\] \[10\]. AS is known to impact protein usage by altering signals for phosphorylation, glycosylation, and trafficking \[49\]. Recent research in mammalian species is drawing attention to the fact that AS and its regulatory pathways can have important physiological consequences for an organism, including in the areas of cancer progression and immune repertoire generation \[116\]. The extent of AS has been shown to vary greatly among organisms. In some cases, however, the differences can be attributed to the extent that the genome of the organism has been studied. Approximately 40% of human genes have two or more AS products \[93\] \[94\] \[16\] \[100\]. Brett et al. (2002) compared seven different eukaryote species with sufficient coverage of ESTs and mRNA data, and reported rates of approximately 45%, 30%, 15%, 15%, 10%, 10%, and 6% AS in human, mouse, cow, fly, rat, worm, and plants, respectively. While the highest quality predictions of AS are generated from same-species transcript-genome alignments, these studies have traditionally been hindered by the lack of complete genome sequences, small transcript resources, or both. Cross-species approaches to detection of AS allow the utilization of a related genome sequence or transcript set to aid in analysis. Additionally, cross-species approaches offer an evolutionary assessment of conservation of AS events and mechanisms and may highlight important functional requirements for AS that have been maintained across species \[14\]. Alignment of mouse, rat, and human ESTs in cross-species fashion, allowed the identification of novel, previously unannotated exons and AS events that were subsequently validated by Reverse transcription PCR (RT-PCR) \[25\]. Similarly, cross-species approaches in legumes allowed the identification of novel and conserved AS events \[137\]. No systematic analysis of rates and types of AS has been conducted in teleost fish. Two groups have previously included a teleost species, zebrafish, in their analysis of
general vertebrate AS levels, both without further analysis of teleost results [117] [63]. Teleost species have only recently obtained sufficient levels of transcript sequences [138] and assembly of multiple whole genome sequences to allow meaningful analysis of AS. Given the diversity of fish species, the wide variety of fish genome sizes and complexities, and continued research into fish-specific genome duplication [119] [98], an investigation of teleost AS is particularly relevant to our understanding of teleost genome evolution. In this study, all available transcript sequences from 4 genome-enabled fish species fugu (Takifugu rubripes), medaka (Oryzias latipes), zebrafish (Danio rerio) and stickleback (Gasterosteus aculeatus) were aligned to their genome sequences for same-species analysis of AS using an analysis pipeline modified from Wang et al. 2008. We found that rates of AS vary widely across the studied species, even when normalizing for Expressed Sequence Tag (EST) gene coverage. Rates of AS appear to be inversely correlated with genome size. Cross-species alignments of medaka, fugu, stickleback, and channel catfish, a species currently lacking a genome sequence, onto the zebrafish genome allowed the identification of additional putative AS genes. Our results represent the first major genome-wide analysis of AS in teleost fish and a major step toward understanding genome structure and evolution in this large species group.

2.3 Materials and Methods

2.3.1 Datasets for AS analysis

The genome sequences from zebrafish, medaka, fugu and stickleback were downloaded from the Ensembl database. The zebrafish genome sequences version is Zv8. Other genome sequence data sets used in this study were current as of January 20, 2010. All EST/cDNA sequences from zebrafish, medaka, fugu, stickleback, and catfish were retrieved from GenBank and Ensembl genome databases.
Figure 2.1: Work flowchart for detecting AS events in teleost species

2.3.2 Alignment of transcripts to genome sequences

The EST/cDNA sequences of the four genome-enabled species were mapped to their respective genome sequences using the GMAP computer program [144]. Default parameters were used for GMAP. Then using the GMAP alignment output as the input for ASpipe 1.0, coordinates and scores for high-quality predicted intron/exon/alignment were extracted from the GMAP program outputs and uploaded into a local MySQL5.0 database. In order to decrease AS artifacts, highly stringent parameters were used. For same-species EST/cDNA alignment, the parameters were >95% sequence identity and 80% alignment coverage. For cross-species EST/cDNA alignment, the parameters were decreased to 80% sequence identity with alignment coverage remaining at 80% (Figure 2.1).

2.3.3 Alternative splicing types and alternative splicing identification

The coordinate information of predicted introns and exons were compared in pairwise fashion to identify AS candidates and particular types of splicing events following the
methodology of Wang et al. (2008). In the case of intron vs. intron comparisons, if two exons had the same 5’ end but different 3’ ends, this case was classified as Alternative Donor Site (AltD). If two exons had the same 3’ end but differed only in the 5’ ends, this case was classified as Alternative Acceptor Site (AltA). If both 3’ ends and 5’ ends differed but had overlapping introns, this case was classified as Alternative Position Site (AltP). For intron vs. exon comparisons, if the intron was completely replaced by an exon, this case was classified as Intron Retention (IntronR). Alternatively, if the exon was completely replaced by an intron, this case was classified as Exon Skipping (ExonS) (Figure 2.2).

AS events were identified by two approaches: 1) same species AS events identification was based on EST/cDNA alignment with their own genome sequence; 2) cross-species AS events were identified between the zebrafish genome and the transcript sequences of 4 other teleost species. For the first case, all the EST/cDNA of zebrafish, medaka, fugu and stickleback were aligned with their own genome sequences, respectively. Only those with identical coordinates of an alternatively processed intron/exon were regarded as same species AS events. For the second case, using the EST/cDNA from channel catfish, fugu,
medaka and stickleback, alignments were conducted on the zebrafish genome sequence before input into ASpipe for detection of AS events. Based on the AS genes identified using the same-species approach for fugu, medaka, stickleback and zebrafish, BLAST searches were conducted against the Uniprot database. Genes with the same Uniprot top hits were recorded and used to assess potential levels of conservation of AS genes in teleost species.

2.4 Results

2.4.1 Same-species transcript/genome alignments

The EST/cDNA information of four teleost species (zebrafish, medaka, fugu and stickleback) were extracted from NCBI and Ensembl databases for AS analysis (Figure 2.1). A total of 1,780,568 EST/cDNA from zebrafish, 638,483 EST/cDNA from medaka, 304,239 EST/cDNA from stickleback and 73,945 EST/cDNA from fugu were retrieved (Table 2.1). The Genome Mapping and Alignment Program (GMAP) was then used to align the EST/cDNAs with their respective genome sequences. The percentage of mapped transcripts varied from 61.2% to 93.2%. A majority of transcript information from fugu came from predicted Ensembl gene transcripts, leading to a high rate of successful mapping to its genome sequence. The number of identified transcription units (genes) were similar among medaka, fugu, and stickleback (21,613 to 25,443), but largerly higher in zebrafish (41,365), whose genome is characterized by high rates of gene duplications [114] [105]. Analysis of AS was naturally restricted to those transcription units with multiple ESTs (58.8-71.7%). There were large disparities in average numbers of ESTs per gene among the four species, reflecting the depth of transcript resources that have been generated to-date. Zebrafish, with the largest EST resources, averaged 28.9 ESTs/gene while fugu, with minimal transcripts available, averaged only 3.3 ESTs/gene. Additional information obtained from the GMAP alignments reflected the genome characteristics of the four species. Intron sizes were dramatically larger in zebrafish (average of 6,767.4 bp) than in the compact genome of fugu (average of 687.7 bp), with medaka and stickleback falling in between these two extremes (2,317.5 bp and 1,216.7
Similarly, average exon sizes ranged from 257.5 bp in zebrafish to 157.9 bp in fugu (Table 2.1).

Table 2.1: Transcript genome alignments and intron and exon features in 4 fish species

<table>
<thead>
<tr>
<th></th>
<th>Zebrafish</th>
<th>Medaka</th>
<th>Fugu</th>
<th>Stickleback</th>
</tr>
</thead>
<tbody>
<tr>
<td>EST/cDNA</td>
<td>1,780,568</td>
<td>638,483</td>
<td>73,945</td>
<td>304,239</td>
</tr>
<tr>
<td>Mapped to genome</td>
<td>1,120,795</td>
<td>522,516</td>
<td>68,928</td>
<td>186,324</td>
</tr>
<tr>
<td>(62.9%)</td>
<td>(81.8%)</td>
<td>(93.2%)</td>
<td>(61.2%)</td>
<td></td>
</tr>
<tr>
<td>Transcription Units (Genes)</td>
<td>41,365</td>
<td>25,443</td>
<td>21,613</td>
<td>23,188</td>
</tr>
<tr>
<td>Multi EST TU(Genes)</td>
<td>24,305</td>
<td>18,250</td>
<td>13,293</td>
<td>15,889</td>
</tr>
<tr>
<td>(58.8%)</td>
<td>(71.7%)</td>
<td>(61.5%)</td>
<td>(68.5%)</td>
<td></td>
</tr>
<tr>
<td>Average ESTs/gene</td>
<td>28.9</td>
<td>21.0</td>
<td>3.3</td>
<td>8.5</td>
</tr>
<tr>
<td>Number of Introns</td>
<td>180,717</td>
<td>198,676</td>
<td>257,697</td>
<td>214,516</td>
</tr>
<tr>
<td>Avg intron size (bp)</td>
<td>6,767.4</td>
<td>2,317.5</td>
<td>687.7</td>
<td>1,216.7</td>
</tr>
<tr>
<td>Long intron (≥ 1,000 nt)</td>
<td>51.0%</td>
<td>28.6%</td>
<td>15.1%</td>
<td>17.3%</td>
</tr>
<tr>
<td>Number of internal exons</td>
<td>147,318</td>
<td>174,879</td>
<td>240,429</td>
<td>196,533</td>
</tr>
<tr>
<td>Avg internal exon size (bp)</td>
<td>257.5</td>
<td>197.5</td>
<td>157.9</td>
<td>200.5</td>
</tr>
</tbody>
</table>

2.4.2 Rates of alternative splicing vary among teleost species

GMAP alignment outputs were fed into ASpipe to identify AS genes and categorize splicing mechanisms (Table 2.2). Interestingly, the largest number of AS events was identified from fugu (20,676) and the smallest number from zebrafish (12,222). Medaka and stickleback had similar numbers of AS events (13,246 and 12,241, respectively) to that of zebrafish. A similar pattern was observed when the number of unique AS genes was considered. A total of 9,336 unique genes were AS in fugu, compared to 7,036 in zebrafish. Not only was the number of unique AS genes greater in fugu than the other teleost species, but also the number of AS events per gene was larger. On average, 2.21 AS events per gene were identified from fugu, compared to approximately 1.6-1.7 events/gene in the other three species. Most striking was the comparison of percentages of AS genes among the four species. Greater than 43% of all fugu genes were detected to be AS, while only 17% of zebrafish genes were alternatively spliced. Based on our analysis, medaka and stickleback again fell in between these two extremes, with 31.2% and 32.4% of their genes being AS, respectively (Table 2.2).
Table 2.2: Comparison of AS types and frequencies in 4 fish species

<table>
<thead>
<tr>
<th></th>
<th>Zebrafish</th>
<th>Medaka</th>
<th>Fugu</th>
<th>Stickleback</th>
</tr>
</thead>
<tbody>
<tr>
<td>AltD</td>
<td>1,525 (12.5%)</td>
<td>1,427 (10.8%)</td>
<td>1,967 (9.5%)</td>
<td>1,203 (9.7%)</td>
</tr>
<tr>
<td>AltA</td>
<td>1,966 (16.1%)</td>
<td>2,272 (17.2%)</td>
<td>3,011 (14.6%)</td>
<td>2,046 (16.5%)</td>
</tr>
<tr>
<td>AltP</td>
<td>1,767 (14.5%)</td>
<td>2,391 (18.1%)</td>
<td>4,977 (24.1%)</td>
<td>2,427 (19.5%)</td>
</tr>
<tr>
<td>ExonS</td>
<td>4,180 (34.2%)</td>
<td>4,062 (30.7%)</td>
<td>7,255 (35.1%)</td>
<td>3,533 (28.4%)</td>
</tr>
<tr>
<td>IntronR</td>
<td>2,784 (22.8%)</td>
<td>3,094 (23.4%)</td>
<td>3,466 (16.8%)</td>
<td>3,212 (25.9%)</td>
</tr>
<tr>
<td>Total AS events</td>
<td>12,222</td>
<td>13,246</td>
<td>20,676</td>
<td>12,421</td>
</tr>
<tr>
<td>Unique AS genes</td>
<td>7,036 (17.0%)</td>
<td>7,929 (31.2%)</td>
<td>9,336 (43.2%)</td>
<td>7,513 (32.4%)</td>
</tr>
</tbody>
</table>

We next asked whether the differing coverage of ESTs/gene (Table 2.1) affected the detected frequency of AS genes. We, therefore, sought to normalize our analysis by EST levels. We plotted AS frequency against ESTs per gene for each of the four teleost species (Figure 2.3). Our results revealed that although AS frequency did generally increase with depth of EST coverage, the AS frequencies of the four species varied greatly regardless of EST level until coverage reached greater than 25 ESTs per gene. Taking, for example, genes with 4 ESTs/gene across all four species, greater than 80% of these genes were AS in fugu, compared to around 10% in zebrafish. These trends continued until the number of ESTs/gene rose largely. The number of fugu genes with EST coverage greater than 11 ESTs/gene and stickleback genes with greater than 35 ESTs/gene were too small for analysis, and, therefore, these categories were removed from consideration.

2.4.3 Similar distribution of alternative splicing types among teleost species

AS genes from the four teleost species were additionally characterized as to their type as defined in the Methods (Figure 2.2). Five types were quantified for each species, Alternative Donor (AltD), Alternative Acceptor (AltA), Alternative Position (AltP), Exon Skipping (ExonS), and Intron Retention (IntronR). Exon skipping was the most abundant AS type in all four species, varying from 28.4% to 35.1% of genes (Table 2.2). Intron retention was the next most prevalent type, comprising 16.8% -25.9% of the cases. The least abundant form
of AS in the tested species was the alternative donor type, accounting for only 9.5%-12.5% of the AS genes in each species (Figure 2.2).

### 2.4.4 Gene ontology of teleost AS genes does not indicate category enrichment

To assess whether AS genes from teleost species are evenly distributed across molecular functions, cellular components, and biological process categories, gene ontology assessments were carried out using BLAST2GO based on the UniProt database (Figure 2.5). Results were compared to those obtained using non-AS gene sets from each species (data not shown). Distributions of AS genes among the GO categories did not differ greatly from those of non-AS genes, indicating that AS genes, on the whole, are likely not highly enriched in any of the broader categories of cell structure, molecular function, or biological process across teleost species.

### 2.4.5 Conservation of AS genes among four teleost species

We also compared the Uniprot top-hit gene identities of the four species to determine the degree of conservation of the AS gene set across teleost genomes. The proportion of
putative AS genes with shared identities with one or more of the other three species varied from 47.2% in zebrafish to approximately 57% in both medaka and stickleback (Figure 2.6). Fugu, medaka, and stickleback, which share closer evolutionary relationships with each other than with the more distantly related zebrafish, shared larger numbers of AS gene identities with each other than with zebrafish. A total of 820 AS genes were shared among fugu, medaka, and stickleback. A smaller subset of 182 AS genes were detected in same-species alignments of all four teleost genomes. AS in these genes may play crucial roles that have aided in their maintenance throughout millions of years of evolutionary drift. The shared AS gene set identities and splicing mechanisms are included.

2.4.6 Cross-species alignments for AS detection

Cross-species alignments of transcripts to target genomes have been used to identify novel AS events as well as study conserved patterns of AS across multiple species. Additionally, cross-species alignments can allow the utilization and analysis of ESTs from species
lacking their own genome sequence. All available EST/cDNA sequences from channel catfish (no whole genome sequence), medaka, fugu, and stickleback were aligned against the zebrafish genome. Due to the stringent criteria necessary for accurate mapping of transcript sequences to the exon/intron boundaries of the zebrafish genome, only a small subset of highly conserved genes from each species were mapped (Table 2.3). The smallest number of genes (597) was mapped utilizing the transcript set from channel catfish which, unlike the other three species, lacks full-length Ensembl cDNA data. The largest number of genes was mapped from medaka (2,097). Similarly, ASpipe analysis revealed 39 AS genes based on the transcripts of channel catfish, and 132 AS genes based on medaka transcripts. A large percentage of the cross-species identified AS genes in zebrafish had not previously been identified by analysis with zebrafish ESTs alone. Percentages of novel AS genes identified with the cross-species transcripts varied considerably depending on species, from 31.8% of AS genes supported by medaka sequence evidence to 75.0% of AS genes from fugu (Table 2.3).

<table>
<thead>
<tr>
<th>Species</th>
<th>EST/cDNA</th>
<th>Mapped to genome</th>
<th>Genes number</th>
<th>AS Genes</th>
<th>Novel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel catfish</td>
<td>354,377</td>
<td>5,313 (1.5%)</td>
<td>597</td>
<td>39</td>
<td>20 (51.3%)</td>
</tr>
<tr>
<td>Medaka</td>
<td>638,483</td>
<td>58,976 (9.2%)</td>
<td>2,097</td>
<td>132</td>
<td>42 (31.8%)</td>
</tr>
<tr>
<td>Fugu</td>
<td>73,945</td>
<td>3,423 (4.6%)</td>
<td>1,099</td>
<td>84</td>
<td>63 (75.0%)</td>
</tr>
<tr>
<td>Stickleback</td>
<td>304,239</td>
<td>17,916 (5.9%)</td>
<td>1,117</td>
<td>87</td>
<td>54 (62.1%)</td>
</tr>
</tbody>
</table>

The distribution of AS types identified from cross-species alignments was similar to that found with the same-species approach. On average, exon-skipping was the most abundant AS type identified by both cross-species and same-species approaches, and alternative donor and alternative acceptor AS were the rarest in both cases (Table 2.4).

2.4.7 Teleost Alternative Splicing Database

An online database for teleost alternative splicing was created using the ASviewer format [137]. The database is publically available and can be found at [http://asviewer.acesag.auburn.edu/ASviewer/index.htm](http://asviewer.acesag.auburn.edu/ASviewer/index.htm). Users of the database can search for the number, type,
Table 2.4: AS events and types predicted from cross-species EST alignment with zebrafish

<table>
<thead>
<tr>
<th>Species</th>
<th>Events</th>
<th>AltD</th>
<th>AltA</th>
<th>AltP</th>
<th>ExonS</th>
<th>IntronR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel catfish</td>
<td>46</td>
<td>2 (4.3%)</td>
<td>4 (8.7%)</td>
<td>10 (21.7%)</td>
<td>24 (52.3%)</td>
<td>6 (13.0%)</td>
</tr>
<tr>
<td>Medaka</td>
<td>177</td>
<td>13 (7.3%)</td>
<td>12 (6.8%)</td>
<td>38 (21.5%)</td>
<td>68 (38.4%)</td>
<td>46 (26.0%)</td>
</tr>
<tr>
<td>Fugu</td>
<td>114</td>
<td>4 (3.5%)</td>
<td>12 (10.5%)</td>
<td>32 (28.1%)</td>
<td>34 (29.8%)</td>
<td>32 (28.1%)</td>
</tr>
<tr>
<td>Stickleback</td>
<td>115</td>
<td>14 (12.2%)</td>
<td>5 (4.3%)</td>
<td>26 (22.6%)</td>
<td>34 (29.6%)</td>
<td>36 (31.3%)</td>
</tr>
<tr>
<td>Avg % cross-species</td>
<td>7.6%</td>
<td>7.0%</td>
<td>23.9%</td>
<td>35.4%</td>
<td>26.2%</td>
<td></td>
</tr>
<tr>
<td>Avg% same-species</td>
<td>10.6%</td>
<td>16.1%</td>
<td>19.1%</td>
<td>32.1%</td>
<td>22.2%</td>
<td></td>
</tr>
</tbody>
</table>

and location of AS genes in channel catfish, fugu, medaka, zebrafish, and stickleback as well as visualizing the AS event (Figure 2.7). AS information will be added for additional species as warranted.

2.5 Discussion

Alternative splicing is recognized as one of the mechanisms by which the coding capacity and diversity of the genome can be amplified. Rates of AS have been shown to vary according to the complexity of eukaryotic species, potentially explaining the tremendous phenotypic diversity among species with similar numbers of coding genes. Little is known, however, regarding mechanisms and rates of AS in teleost fish, a major vertebrate group encompassing over 27,000 species and more than half of vertebrate diversity. In this study, we have conducted the first major genome-wide analysis of AS in teleost fish. Based on same-species and cross-species alignment approaches, we report here that rates of AS appear to vary widely across teleost species, even when accounting for differing EST gene coverage rates. Our analysis indicates that rates of AS are inversely correlated with genome size, potentially shedding light on coding mechanisms underlying differing genome evolutionary strategies within teleost fish. EST coverage rates varied largely among the analyzed teleost species, potentially impacting our ability to detect AS events. Wang et al. (2008) reported that apparent differences in AS frequency between legume species could be attributed to differences in numbers of ESTs available for analysis. Legume species with larger EST resources had higher detected AS frequencies. After normalizing for EST number per gene,
the observed frequency of AS was similar across all tested legume species. We observed a markedly different phenomenon in teleost species. EST coverage ranged from 3.3 ESTs per gene in fugu to 28.9 ESTs per gene in zebrafish. However, despite low transcript coverage, the highest frequency of AS was detected in fugu. Also, normalizing data for ESTs per gene did not diminish differences in AS frequency among the four species. Pronounced differences in AS frequency were observed at low to medium levels of EST gene coverage, with convergence of AS frequencies occurring only above 25 ESTs per gene (Figure 2.3). These differences in AS frequency, therefore, appear to reflect genuine differences in genomic architecture and protein coding strategy among teleost species. Indeed, detected AS frequencies for the four teleost species are inversely correlated with their genome sizes. Fugu (43.2% AS frequency) has a compact genome size of 0.4 Gb. Stickleback (32.4% AS) and medaka (31.2% AS) have intermediate genome sizes of 0.6 Gb and 0.7 Gb, respectively. Zebrafish, with only 17% of genes being detected as AS, has the largest genome by far-1.7 Gb [6] [135] [61] [53]. Fish species with smaller genomes may rely more heavily on AS to generate necessary protein diversity. Conversely, species such as zebrafish with larger, more duplicated genomes may not require the generation of as many AS transcripts to augment protein diversity [133]. Researchers have previously suggested an inverse relationship between rates of gene duplication and AS in animals [145] and, more recently, in plants [150] based on single gene or gene family investigations. However, the present genome-wide analysis of AS in several teleost species offers one of the first wide-ranging examinations of this relationship. Further work is needed to quantify more accurately levels of gene duplication in individual teleost species and to begin to examine the evolutionary interactions between duplication and AS across the teleost radiation. Our study also examined, in part, the utility of cross-species alignments for identification of novel and conserved AS events. Our results indicated that additional putative AS events could be detected applying the transcript sets of related species to a target genome. However, detection power appeared to be limited by transcript length (full-length cDNAs vs. short transcripts) and evolutionary distance between the aligned species.
Additional cross-species examination of AS patterns may be informative for transcript-rich, genome-poor species groups such as tilapias, carps and salmonids. Analysis of shared gene identities across the AS gene sets of the four examined teleost species may be informative in identifying biological processes for which AS-generated diversity is essential. In particular, we identified 182 genes that were alternatively spliced in the genomes of each of the four species. This gene set appeared to be moderately enriched for genes regulating developmental processes, anatomical structure formation, and immune system processes (Figure 2.5). Examples of conserved AS gene identities included Fc gamma binding protein, disheveled-associated activator of morphogenesis 1, ligand of numb protein X, ephrin A3, macrophage mannose receptor 1, rhamnose-binding lectin, and complement C3-1. The functional consequences of AS of these genes in teleost fish are unknown in all cases. Additional research is clearly needed to examine the mechanisms supporting maintenance of specific AS genes during teleost species evolution.
Figure 2.5: Gene ontology classification results of the AS genes identified from same-species
Figure 2.6: Venn diagram of shared AS genes among four teleost species
Figure 2.7: Teleost Alternative Splicing Database screenshot
Chapter 3

Profiling of gene duplication patterns of teleost genomes: Evidence for rapid lineage-specific genome expansion mediated by recent tandem duplications

3.1 Abstract

Gene duplication has had a major impact on genome evolution. Localized (or tandem) duplication resulting from unequal crossing over and whole genome duplication are believed to be the two dominant mechanisms contributing to vertebrate genome evolution. While much scrutiny has been directed toward discerning patterns indicative of whole-genome duplication events in teleost species, less attention has been paid to the continuous nature of gene duplications and their impact on the size, gene content, functional diversity, and overall architecture of teleost genomes. Here, using a Markov clustering algorithm directed approach we catalogue and analyze patterns of gene duplication in the four model teleost species with chromosomal coordinates: zebrafish, medaka, stickleback, and Tetraodon. Our analyses based on set size, duplication type, synonymous substitution rate ($K_s$), and gene ontology emphasize shared and lineage-specific patterns of genome evolution via gene duplication. Most strikingly, our analyses highlight the extraordinary duplication and retention rate of recent duplicates in zebrafish and their likely role in the structural and functional expansion of the zebrafish genome. We find that the zebrafish genome is remarkable in its large number of duplicated genes, small duplicate set size, biased $K_s$ distribution toward minimal mutational divergence, and proportion of tandem and intra-chromosomal duplicates when compared with the other teleost model genomes. The observed gene duplication patterns have played significant roles in shaping the architecture of teleost genomes and appear to have contributed to the recent functional diversification and divergence of important physiological processes in zebrafish. We have analyzed gene duplication patterns and duplication
types among the available teleost genomes and found that a large number of genes were
tandemly and intrachromosomally duplicated, suggesting their origin of independent and
continuous duplication. This is particularly true for the zebrafish genome. Further analysis
of the duplicated gene sets indicated that a significant portion of duplicated genes in the
zebrafish genome were of recent, lineage-specific duplication events. Most strikingly, a subset
of duplicated genes is enriched among the recently duplicated genes involved in immune or
sensory response pathways. Such findings demonstrated the significance of continuous gene
duplication as well as that of whole genome duplication in the course of genome evolution.

3.2 Introduction

Three main mechanisms are believed to generate gene duplications: unequal crossing
over, retrotransposition, and chromosomal (genome) duplication [58] [54]. Of these, localized
(or tandem) duplication resulting from unequal crossing over and genome duplication
are believed to be the two dominant mechanisms contributing to vertebrate genome evolu-
tion [34] [103]. Much energy has been devoted to the examination and modeling of the
whole genome duplication events believed to have shaped vertebrate genomes. Over four
decades ago, Ohno (1970) suggested that two rounds of large-scale gene duplication had
occurred early in vertebrate evolution. Sequencing analysis of Hox gene clusters from a
spectrum of vertebrate species provided critical evidence in support of Ohno’s hypothe-
sis [50] [110] [88] [30] and indicated, in turn, an additional round of fish-specific genome
duplication (FSGD) prior to the divergence of most teleost species [5] [131] [134] [28] [29].
Additional evidence supporting FSGD has been garnered from studies of pufferfish, Takifugu
rubripes and Tetraodon nigroviridis. In these studies, hundreds of genes and gene clusters are
present in duplicate in teleost fish but possessing only single copy in other vertebrates, illus-
trating fish-specific duplication of syntenic regions between humans and fish [56] [90] [112].
Ongoing examination of gene families across vertebrate evolution continues to provide general
support for the three rounds of genome duplication (3R) hypothesis [142] [15] [153] [62] [4] [95]
in teleost fish. By contrast, far less energy has been expended in understanding the larger and, arguably, more complicated landscape of gene duplication across model fish genomes and examining how genomes have been shaped and sized by gene duplication forces. Tandem duplication, in particular, is now recognized as a powerful, fast-acting evolutionary mechanism in the generation and expansion of gene families [103], accounting for greater than 10% of human genes [123]. Tandemly-arrayed genes (TAGs) are critical zones of adaptive plasticity, forming the building blocks for sensitive immune, reproductive, and sensory responses [113] [65] [133]. However, their extent and impact on teleost genome architecture has been routinely overlooked in the search for broader genome duplication patterns. While many teleost fish species are in advanced stages of genome sequencing and assembly, only four species currently possess well-annotated genomes with chromosomal-anchored sequence information allowing extensive analysis of gene duplication-zebrafish, *Danio rerio*, medaka, *Oryzias latipes*, green spotted pufferfish, *T. nigroviridis*, and stickleback, *Gasterosteus aculeatus*. These fish, however, represent an interesting cross section of teleost diversity, with genomes differing in size from 342 Mb in pufferfish to 1.5 Gb in zebrafish, and with great variations in effective population sizes and generation intervals ranging from 7 weeks to 2 years. Differences in life history may reasonably be expected to impact patterns of gene duplication and retention. According to the neutral theory of molecular evolution [64] a new paralogous allele, if selectively neutral, has a probability of $1/2N$ (where $N$ is effective population size) of being fixed in a diploid population, with fixation occurring, on average, over $4N$ generations. Differences in population size and generation interval among the teleost model species may also impact the extent and effectiveness of positive selection as seen previously in comparisons of duplicated genes between human and mouse [122]. Several recent studies have highlighted exceptional features of the zebrafish genome. These include reports of significantly higher rates of evolution in conserved noncoding elements [69], the largest numbers of tandemly-arrayed duplicates among all surveyed vertebrate species [103],
and the highest average duplication rate of all lineages in the vertebrate tree (9.04 duplica-
tions/million years [11]). Our own research has previously revealed a potentially related
phenomenon of lower levels of alternative splicing when compared to other teleost species [79]
and has explored the extensive nature of tandem duplications within some zebrafish gene
families, e.g. cc chemokines [105]. Indeed, the particularities of the zebrafish genome have
led many studies to use the more canonical pufferfish and medaka genomes in testing genome
and gene duplication models and theories. The zebrafish genome, however, may represent
some of the genome architecture of a large number of vertebrate species given its location
on a portion of the tree of life with tremendous species diversity. Its family, Cyprinidae,
alone accounts for over 2,400 extant species, i.e., 10% of all teleost fish or 5% of all verte-
brate animals, and represents the largest family of freshwater fish. Detailed examination and
comparative analysis of the nature and impact of duplications in the zebrafish genome may
be particularly important, therefore, in understanding the teleost radiation and in inform-
ing genomic studies in ostariophysan fishes. To study the nature and extent of duplication
among teleost species, here, we used a Markov clustering dynamic programming algorithm
to arrange gene duplicates within the four model fish genomes into sets. Further analyses
based on set size, duplication type, synonymous substitution rate ($K_s$), and gene ontology
emphasize shared and lineage-specific patterns of genome evolution via duplication. Most
strikingly, our analyses confirm the extraordinary duplication and retention rate of recent
duplicates in zebrafish and their likely role in the expansion of the zebrafish genome.

3.3 Materials and Methods

3.3.1 Gene set and duplicated gene search

The zebrafish, medaka, stickleback, and Tetraodon protein sequences used in this study
were obtained from Ensembl (www.ensembl.org; Ensembl Gene 63; Zv9 for zebrafish, HdrR
for medaka, BROAD S1 for stickleback, and TETRAODON 8.0 for Tetraodon) were used for
the gene duplication analysis. Sequences annotated as unknown, random, and mitochondrial
were removed, and only genes with known chromosome location were kept. For all genes with overlapping chromosomal locations, shorter genes were discarded and the longest coding form kept following similar methods used previously [123] [39]. Following filtering, there were 26,842 genes in the zebrafish genome, 18,027 genes in the medaka genome, 19,178 genes in the stickleback genome, and 14,038 genes in the Tetraodon genome (Table 3.1). These genes then were used for all-against-all blastp searches [2] using the BLOSUM62 matrix and the SEG filter to mask regions of low compositional complexity [143]. Next, all the gene pairs were sorted by gene name and a filter script was used to remove all the redundant pairs, including self matches and multiple matches. These unique and sorted BLAST results were used as the input of MCscan [130]. MCscan is based on a Markov cluster algorithm which retrieves multiple chromosomal regions using dynamic programming based on the similarity matrix generated from previous BLAST results. The default parameter was used (‘mul (0.4343), ceil (200)’) to generate the prerequisite .mcl file for MCscan. For the generated duplication sets, we examined the chromosomal locations of the family members for the following duplication type categories.

Table 3.1: Summary of gene duplications in four teleost model species

<table>
<thead>
<tr>
<th></th>
<th>Zebrafish</th>
<th>Medaka</th>
<th>Stickleback</th>
<th>Tetraodon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genes</td>
<td>26,842</td>
<td>18,027</td>
<td>19,178</td>
<td>14,038</td>
</tr>
<tr>
<td>Duplication sets</td>
<td>3,991</td>
<td>2,584</td>
<td>2,669</td>
<td>2,020</td>
</tr>
<tr>
<td>Average duplication set size (gene number)</td>
<td>4.3</td>
<td>5.4</td>
<td>5.4</td>
<td>5.4</td>
</tr>
<tr>
<td>Inter-chromosomal duplication sets</td>
<td>3,109 (77.9%)</td>
<td>2,249 (87.0%)</td>
<td>2,262 (84.8%)</td>
<td>1,645 (81.4%)</td>
</tr>
<tr>
<td>Intra-chromosomal duplication sets</td>
<td>1,264 (31.7%)</td>
<td>614 (23.8%)</td>
<td>573 (21.5%)</td>
<td>477 (23.6%)</td>
</tr>
<tr>
<td>Tandem duplication sets</td>
<td>612 (15.3%)</td>
<td>260 (10.1%)</td>
<td>373 (14.0%)</td>
<td>303 (15.0%)</td>
</tr>
<tr>
<td>Mixed duplication sets</td>
<td>994</td>
<td>539</td>
<td>539</td>
<td>405</td>
</tr>
</tbody>
</table>
3.3.2 Duplication categories

The copies of the duplicated gene sets may reside on the same chromosome (intra-chromosomal) or on different chromosomes (inter-chromosomal). Based on the locations and arrangements of the duplicated gene copies, we classified the duplicated genes into the following three categories: 1) Tandem duplication: duplicated gene copies are located next to each other on the same chromosome within a distance of less than 10 kb; 2) Intra-chromosomal duplication (Non-tandem): duplicated gene copies are located on the same chromosome with a distance of greater than 10 kb between all set members; and 3) Inter-chromosomal duplication (Non-tandem): duplicated gene copies are located on different chromosomes. Synonymous substitution ($K_s$) mutation rates for gene pairs For each pair of homologs, their protein sequences were aligned with CLUSTALW [132] and their protein alignment converted to DNA alignment with PAL2NAL [129]. The $K_s$ values were calculated using the PAML software package [148]. The Nei-Gojobori algorithm [99] was implemented in the PAML package.

3.3.3 Gene ontology calculation for gene pairs

Gene ontology enrichment was calculated using goatools [130]. The resulting data structure is based on a directed acyclic graph (DAG) which can be easily traversed from leaf to root. The over-representation and under-representation of certain GO terms were analyzed based on Fisher’s exact test. Also several multiple corrections were implemented including Bonferroni, Sidak, and false discovery rate. The latest version (Jun. 6th, 2011) obo-formatted file was downloaded from Gene Ontology website (http://geneontology.org).
3.4 Results

3.4.1 Duplicated gene sets among four model teleost species

Unigene sets gathered from the Ensembl databases of the four teleost fish were used for self-BLAST (all vs. all) followed by Markov clustering dynamic programming utilizing chromosomal coordinates as implemented in the program MCScan [130]. As shown in Table 3.1, a total of 3,991, 2,584, 2,669, and 2,020 duplicated gene sets were identified from zebrafish, medaka, stickleback, and green spotted pufferfish (*Tetraodon*), respectively. Based on chromosomal positions and relationships, the duplication sets were divided into three non-exclusive types: tandem duplication, inter-chromosomal duplication (non-tandem) and intra-chromosomal duplication (non-tandem). Definitions for the duplication types were as follows: 1) tandem duplication: duplicated gene copies located within 10 kb of one another (pairwise); 2) Intra-chromosomal duplication (Non-tandem): duplicated gene copies located on the same chromosome with a distance of greater than 10 kb between all members; and 3) Inter-chromosomal duplication (Non-tandem): duplicated gene copies located on different chromosomes. A portion of the duplicated sets combined several duplication types (e.g., duplicate set members present in both tandem and inter-chromosomal arrangements; Table 1). Inter-chromosomal duplications were the most prevalent among the three types across all four teleost species, accounting for around 80% of duplication sets and indicating the importance of genome-level duplication events in shaping teleost genome architecture. Intra-chromosomal and tandem duplication were the second and third most prevalent types, respectively. Zebrafish had the highest percentage of sets within these latter two categories, 47%, compared with 33.9%, 35.5%, and 38.6% in medaka, stickleback, and *Tetraodon*, respectively. In addition, zebrafish differed noticeably from medaka, stickleback, and *Tetraodon* in average duplication set size, with 4.3 genes per duplication set compared to 5.4 genes per set in the three other species.
3.4.2 Duplication set size prevalence differs between zebrafish and other teleost species

To better understand the distribution of duplicated genes within the four model teleost species, we examined the number of genes on a percentage basis found within duplication sets of varying size. While the relationship between duplication set size and percentage of duplicated genes was similar among the four species (Figure 3.1; Table 3.2), zebrafish again was the outlier, showing a pattern of more numerous small-scale duplications (set sizes 2-10). This pattern was consistent with our observation of smaller average set size in zebrafish, as was the larger number of duplications found in set sizes greater than 20 in medaka, stickleback, and Tetraodon.

3.4.3 Lineage-specific patterns of duplication events among four teleost species

We next asked whether the observed prevalence of small duplication sets in zebrafish reflected a faster evolutionary rate in the species as manifested in its duplicated genes. To answer the question, we first examined the mutational distance between the duplicated genes (pairwise) of each species using $K_s$, a measure of the number of substitutions per synonymous
site. We again noted a strikingly different $K_s$ distribution in zebrafish when compared with the three other model species (Figure 3.2). Over 24.4% of duplicated genes in zebrafish had $K_s$ values of $\leq 1.0\%$ compared to 1.3%, 0.97%, and 0.05% of duplicated genes in medaka, stickleback and *Tetraodon*, respectively.

To determine whether the abundance of small duplicate sets in zebrafish may be explained by recent evolution (low $K_s$) of these genes, we calculated average $K_s$ values for each duplicated set size in the size ranges where zebrafish has a greater percentage of duplicated genes (set size 1-10; Figure 3.3). Indeed, $K_s$ values in these sets are markedly lower in zebrafish than in medaka, stickleback, and *Tetraodon*. Interestingly, while a clear positive correlation existed between duplication set size and $K_s$ value in stickleback and Tetraodon, this pattern was obscured in medaka and not apparent in zebrafish. In fact, no gain in $K_s$ value was observed from set size 3 through set size 10 in zebrafish.

The relationship between $K_s$ and set size was even more evident when the duplicated set sizes were analyzed separately and individual pairwise $K_s$ values were plotted (Figure 3.4). As seen previously, zebrafish has an abundance of low $K_s$ ($K_s < 1$) duplicate pairs at all the

<table>
<thead>
<tr>
<th>Set size</th>
<th>Zebrafish</th>
<th>Medaka</th>
<th>Stickleback</th>
<th><em>Tetraodon</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1309 (15.2%)</td>
<td>970 (13.8%)</td>
<td>1005 (13.8%)</td>
<td>810 (14.7%)</td>
</tr>
<tr>
<td>3</td>
<td>805 (14.0%)</td>
<td>564 (12.1%)</td>
<td>593 (12.2%)</td>
<td>447 (12.2%)</td>
</tr>
<tr>
<td>4</td>
<td>598 (13.8%)</td>
<td>331 (9.4%)</td>
<td>328 (9.0%)</td>
<td>250 (9.1%)</td>
</tr>
<tr>
<td>5</td>
<td>390 (11.3%)</td>
<td>222 (7.9%)</td>
<td>213 (7.3%)</td>
<td>139 (6.3%)</td>
</tr>
<tr>
<td>6</td>
<td>276 (9.6%)</td>
<td>113 (4.8%)</td>
<td>127 (5.2%)</td>
<td>84 (4.6%)</td>
</tr>
<tr>
<td>7</td>
<td>192 (7.8%)</td>
<td>67 (3.3%)</td>
<td>87 (4.2%)</td>
<td>61 (3.9%)</td>
</tr>
<tr>
<td>8</td>
<td>125 (5.8%)</td>
<td>55 (3.1%)</td>
<td>42 (2.3%)</td>
<td>43 (3.1%)</td>
</tr>
<tr>
<td>9</td>
<td>72 (3.8%)</td>
<td>41 (2.6%)</td>
<td>45 (2.8%)</td>
<td>24 (2.0%)</td>
</tr>
<tr>
<td>10</td>
<td>63 (3.6%)</td>
<td>27 (1.9%)</td>
<td>34 (2.3%)</td>
<td>22 (2.0%)</td>
</tr>
<tr>
<td>11-20</td>
<td>134 (10.4%)</td>
<td>113 (11.6%)</td>
<td>106 (10.6%)</td>
<td>84 (11.1%)</td>
</tr>
<tr>
<td>21-30</td>
<td>20 (2.8%)</td>
<td>42 (7.5%)</td>
<td>41 (7.0%)</td>
<td>37 (8.3%)</td>
</tr>
<tr>
<td>31-40</td>
<td>2 (0.4%)</td>
<td>14 (3.4%)</td>
<td>25 (6.0%)</td>
<td>16 (5.0%)</td>
</tr>
<tr>
<td>41-50</td>
<td>1 (0.2%)</td>
<td>5 (1.6%)</td>
<td>3 (0.9%)</td>
<td>3 (1.3%)</td>
</tr>
<tr>
<td>51-100</td>
<td>4 (1.3%)</td>
<td>14 (7.3%)</td>
<td>11 (5.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>$\geq$100</td>
<td>0 (0.0%)</td>
<td>6 (6.5%)</td>
<td>9 (9.0%)</td>
<td>0 (0.0%)</td>
</tr>
</tbody>
</table>
studied set sizes when compared with the other three species. However, several other interesting patterns were evident in this analysis. Zebrafish and medaka maintain two roughly proportional peaks of $K_s$ values (approximate mean values of $K_s=2$ and $K_s=4$), indicating two broad age (divergence level) categories of duplicated genes in these species, irrespective of duplicate set number. In contrast, a single major peak (mean $K_s=4$) was observed in stickleback and *Tetraodon*, with a much smaller $K_s$ peak ($K_s=2$) appearing to generally diminish with increasing set size. The $K_s$ distributions of stickleback and *Tetraodon* are particularly striking in their similarity to one another and suggest a dramatically diminished role for recent duplications in shaping these species’ genomes when compared with zebrafish and medaka.

### 3.4.4 Tandem duplications are predominant among small, recent gene duplications in zebrafish

We next asked whether the large numbers of small, recent duplications observed in zebrafish were evenly distributed across duplication types or whether they were biased toward
Figure 3.3: The relationship between duplication set size and average $Ks$ value of duplicated genes from the four teleost species.

As seen in Figure 3.5, tandem gene duplicates had the lowest $Ks$ values in each species irrespective of duplication set size. Tandem duplicates from zebrafish had the lowest $Ks$ values observed in any species with little perceptible increase in mutational distance across the analyzed duplicated set sizes. Intra-chromosomal duplicates in zebrafish and medaka had intermediate $Ks$ values between tandem and inter-chromosomal duplication with an upward trend correlated with increasing duplication set size. By contrast, $Ks$ values for intra-chromosomal duplicates in stickleback and Tetraodon were virtually indistinguishable from those of inter-chromosomal duplicates in duplication sets of size $\geq 3$. These patterns again point to the static nature of these genomes, with diminished retention and/or minimal levels of recent intra-chromosomal or tandem duplication activity to shape their genome architecture.
Figure 3.4: The distribution of duplicated genes (pairwise comparisons) across increasing $Ks$ values for each duplication set size (2 to 10)
3.4.5 Functional bias of recent (low $K_s$) duplicates in zebrafish

In order to determine whether the expansion of recent, retained duplicates in zebrafish has contributed to the diversification of genes mediating particular physiological functions in the species, we carried out gene ontology analysis on the duplicated gene sets with $K_s$ values $\leq 1.0$. This $K_s$ range comprises the duplicated set with the most striking expansion when compared with the three other teleost models (Figure 3.3 and Figure 3.5). Three GO terms were enriched among these duplicates when compared to the larger set of duplicated zebrafish genes (Table 3.3)-MHC protein complex, olfactory receptor activity, and antigen processing and presentation. Similar enrichment was not detected in the other three species, precluded in part by their small set sizes in this $K_s$ range. The enriched categories, critical for immune and sensory capabilities, strongly suggest a functional bias in mechanisms of duplication and retention in zebrafish and further point to the importance of lineage-specific patterns of duplication in genome evolution and species diversification.

3.5 Discussion

Gene duplication has been described as an opportunity to explore forbidden evolutionary space [54], the idea that duplicated genes operating under temporary conditions of relaxed selection provide the raw material for evolution of new gene functions. While whole-genome duplication events are critical in shaping broader genome architecture, gene duplication, particularly tandem events, represent more recent, and potentially, adaptive signatures of evolution [39] which are expected to differ among vertebrate lineages [123] [78]. Indeed, Robinson-Rechavi and Laudet (2001), using zebrafish as their model, and others have shown evidence that evolutionary rates of duplicated genes in teleost fish far outstrip those of the mouse lineage. These differences, aside from adaptive consequences, can have profound effects on the degree of shared ancestry and synteny among vertebrate genomes. For example, only 50% of duplicated genes in zebrafish, and 70% in Tetraodon, have their origin in 1R/2R WGD events, compared to over 80% in mammalian, avian, and amphibian lineages. The
Figure 3.5: Average $K_s$ values for varying duplication set sizes and among the three different duplication types in the four model teleost species.
remaining fraction comes from FSGD and species-specific events [11]. Clearly, patterns of teleost gene duplication deserve closer scrutiny to better understand how this process continues to shape genome evolution. Therefore, here we examined the nature and extent of gene duplication in four model teleosts, zebrafish, medaka, stickleback and *Tetraodon*.

Table 3.3: Gene ontology enrichment in zebrafish duplicate pairs with low *Ks* values (*Ks*≤1.0)

<table>
<thead>
<tr>
<th>GO term</th>
<th>GO category</th>
<th>GO name</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0042611</td>
<td>Cellular component</td>
<td>MHC protein complex</td>
</tr>
<tr>
<td>GO:0004984</td>
<td>Molecular function</td>
<td>Olfactory receptor activity</td>
</tr>
<tr>
<td>GO:0019882</td>
<td>Biological process</td>
<td>Antigen processing and presentation</td>
</tr>
</tbody>
</table>

Our approach divided duplicated genes into sets based on duplication type and captured larger gene families as well as smaller, recent duplications. From the onset of our analysis, zebrafish stood out from the other three model species by most measures, with a larger percentage of sets involved in tandem and intra-chromosomal arrangements and numerous small duplication sets (Table 3.1, Figure 3.1). Our analysis of the mutational distance between duplicate pairs (*Ks*) across the teleost species (Figure 3.2), however, produced the most striking illustration of different patterns of duplication and retention. Over 24% of duplicate pairs in zebrafish had *Ks* values of ≤1.0 compared to around 1% or less in the other three species. These results are supported by previous studies which noted high evolutionary rates and duplicate retention rates in zebrafish [69] [11]. The abundance of low *Ks* duplicate pairs in zebrafish may stem from a greater number of birth events, fewer gene loss events among young duplicates, and/or maybe the homogenization effect of gene conversion. Gene conversion can obscure the antiquity of duplicated genes as recombination between paralogous sequences minimizes divergence [54] [102], and has been observed previously among zebrafish protocadherin tandem duplicates [101]. Also a small number of paralogs may be missed or misassembled in one or more of the teleost genomes. Our approach focused on surveying the broader architecture of duplication in the teleost genomes rather than relying on cross-species phylogenetic analysis for identification of orthologous relationships. Our analyses
are limited, therefore, in distinguishing between rapid lineage specific gains in zebrafish and excessive gene loss in other teleosts for particular duplicate sets. The bias in the low \(K_s\) duplicate pairs in zebrafish toward tandem duplication (Figure 3.5) provides support for these being recent duplication events. Close to 65% of these zebrafish duplicate pairs with \(K_s < 1.0\) are found in tandem arrangements compared with 15% of total duplicated sets (data not shown). In addition, gene ontology analysis revealed a bias in these duplicates toward physiological functions previously associated with rapid evolution and adaptation [122] [121] [26]. Indeed, the enriched categories (olfactory receptors, MHC) are well known for their rapid diversification through duplication, recombination, and gene conversion [121] [13] [3]. Taken together, our results suggest strikingly rapid evolution and high retention of recent duplicates in zebrafish in a manner likely to result in specialization of immune and sensory mechanisms. The differences observed in \(K_s\) distributions among the four teleost species (Figure 3.3 and Figure 3.5) raised several intriguing questions for further research: What is the effect of life history on the genome architecture of fish, and is there a link between genome size and duplication rate/retention rate in fish? Shiu et al. (2006) examined similar lineage-specific patterns when comparing human and mouse duplicates, suggesting that the larger population size and shorter generation interval in murine species could account for more effective natural selection and retention of duplicated genes. In the four investigated teleost genomes, zebrafish and medaka share similar life history patterns, generation intervals of 7-9 weeks and large effective population sizes, and similar \(K_s\) distributions (excluding \(K_s < 1.0\)). By contrast, Tetraodon and stickleback, generation intervals of 1-2 yrs and smaller effective population sizes, had a notable absence of young (low \(K_s\)) duplicates and shared remarkably similar \(K_s\) distributions (Figure 3.5) across their duplicated genes. These patterns of duplication rate and retention have been explored in the light of population size using genome sequence information in invertebrates [72] and previously, on a more theoretical basis [38] [81]. Previous observations of correlations between spontaneous duplication/deletion rates and effective population size and increasing retention of linked (tandem) duplicates at
intermediate population sizes appear to support such a connection between life history and
duplication profiles as suggested by our data. Another pattern deserving further attention as
additional teleost genomes become available is a potential association between duplication
timing/retention rates and genome size. Based on the limited data available from the four
model genomes here, patterns of duplication rate (especially as reflected by those pairs with
$K_s \leq 1.0$) reflect genome size with zebrafish with the largest genome at 1.5 Gb, followed by
medaka (700 Mb), stickleback (446 Mb) and *Tetraodon* (342 Mb). The drastically differing
patterns of duplicate formation and retention as detected here and by Blomme (2006) may
be reflected in evolution of non-coding elements as well [69] and, together, could contribute
to significantly higher genic content and associated genome size, as observed in zebrafish [51].
Previously, we highlighted the low levels of alternative splicing detected from zebrafish (17% of
mapped genes) compared with the other model teleost species [79]. By contrast, the
compact genome of *Tetraodon* showed alternative splicing in 43% of mapped genes. In that
study, an inverse correlation between genome size and alternative splicing was observed. Re-
searchers have previously suggested an inverse relationship between rates of gene duplication
and alternative splicing in animals [145] and, more recently, in plants [150] based on single
gene or gene family investigations. Our previous analysis of alternative splicing combined
with our present examination of gene duplication in the same teleost species appears to sup-
port this connection on a genome scale. Further study is warranted to investigate whether
the recent duplicates of zebrafish can provide the functional repertoire generated through
alternative splicing in other, smaller teleost genomes. Our findings indicate that varying
rates of gene duplication and retention can have a dramatic impact on the ancestry and
architecture of teleost genomes and contribute to functional diversification and divergence
of important physiological processes. These patterns may be reflective of differences in life
history across the teleost radiation and may ultimately influence genic content and genome
size. Further analyses of the genomes of additional, key teleosts (i.e. catfish, carp) in the
near future will allow us to test these theoretical relationships and analyze the particularities
of the zebrafish genome in the context of more recently diverged species. In Brown’s paper, the Copy number variation elements (CNVE) appeared to be consistent with extensive population substructuring (i.e., local adaption) among zebrafish population, with 4,199 (69%) of the identified CNVEs unique to one strain and only 457 (7.5%) CNVEs are common to all four groups [18]. Given this large amount of genome variation, analysis of genomes from additional zebrafish populations may reveal differing gene numbers within a given duplication set. This would be of great interest in helping to establish the rate of gene birth in zebrafish. However, only the reference genome sequences were available for the present analysis. We still feel the work is an important foundation for guiding analysis of duplication numbers in individuals and strains as sequencing costs rapidly allow such analyses.
Chapter 4

MPI-Velvet Next Generation Sequence Assembler

4.1 Abstract

Next generation sequence is undoubtedly the most important technology in biology, especially for the non-model species. Next generation sequence technological advances have dramatically improved sequencing throughput and quality. Like Illumina’s Genome Analyzer produces a significant larger volume of sequence data than traditional sanger sequencing. Compared to just a few years ago, it is now much easier and cheaper to sequence entire genomes. Because of the rapid improvements in cost and quality of sequencing data, de novo sequencing and assembly is possible not only in large sequencing centers, but also in small labs. However, when you get the genome sequence information from sequencing company, there are several questions will be prompted immediately. The first question is which alignment algorithm or which assembler you want to choose for your sequencing project? The second question is how to optimize your alignment algorithm based on both high speed and high accuracy. To answer these two questions, this project addressed the Message Passing Interface (MPI) version assembler software, MPI-Velvet. It can process high coverage data sets and quickly reconstruct the underlying sequences.

4.2 Introduction

Very short reads are not well suited to this traditional approach. Because of their length, they must be produced in large quantities and at greater coverage depths than traditional Sanger sequencing projects. The sheer number of reads makes the overlap graph, with one node per read, extremely large and lengthy to compute. With long reads, repeats in the data
are disambiguated by careful metrics over long overlaps that distinguish repeat matches from real overlaps, using, for example, high-quality base disagreements. With short reads, and correspondingly short overlaps to judge from, many reads in repeats will have only a single or no base differences. This leads to many more ambiguous connections in the assembly.

The fundamental data structure in the de Bruijn graph is based on kmers, not reads, thus high redundancy is naturally handled by the graph without affecting the number of nodes. In addition, each repeat is present only once in the graph with explicit links to the different start and end points. Depending on available information, it can be either resolvable or not, but it is readily identifiable. Mis-assembly errors are therefore more easily avoided than with overlap graphs. Finally, searches for overlaps are simplified, as overlapping reads are mapped onto the same arcs and can easily be followed simultaneously.

Despite the attractiveness of the de Bruijn graph data structure for short read assemblies, it has not been used extensively in current production-based assembly methods. Chaisson et al. [22] and Sundquist et al. [127] suggested ways of using these graphs specifically for short read assembly (100−200 bp), but not for very short reads (25−50 bp). More recently, programs such as SSAKE [140], SHARCGS [32], and VCAKE [57] implicitly use this framework, but at a local level. With the advent of highly cost effective very short reads, de Bruijn graph-based methods will grow in utility. However, it is necessary to develop efficient and robust methods to manage experimental errors and repeats.

Velvet, that manipulates these de Bruijn graphs efficiently to both eliminate errors and resolve repeats. These two tasks are done separately: first, the error correction algorithm merges sequences that belong together, then the repeat solver separates paths sharing local overlaps. Velvet is capable of assembling bacterial genomes, with N50 contig lengths of up to 50 kb, and simulations on 5 Mb regions of large mammalian genomes, with contigs of ∼3 kb [152].
4.3 Message Passing Interface (MPI)

MPI is a language-independent communications protocol used to program parallel computers. Both point-to-point and collective communication are supported. MPI is a message-passing application programmer interface, together with protocol and semantic specifications for how its features must behave in any implementation [80]. MPI's goals are high performance, scalability, and portability. MPI remains the dominant model used in high-performance computing today [128].

MPI is not sanctioned by any major standards body; nevertheless, it has become a *de facto* standard for communication among processes that model a parallel program running on a distributed memory system. Actual distributed memory supercomputers such as computer clusters often run such programs. The principal MPI1 model has no shared memory concept, and MPI2 has only a limited distributed shared memory concept. Nonetheless, MPI programs are regularly run on shared memory computers. Designing programs around the MPI model (contrary to explicit shared memory models) has advantages over NUMA architectures since MPI encourages memory locality.

Most MPI implementations consist of a specific set of routines (i.e., an API) directly callable from Fortran, C and C++ and from any language capable of interfacing with such libraries (such as C, Java or Python). The advantages of MPI over older message passing libraries are portability (because MPI has been implemented for almost every distributed memory architecture) and speed (because each implementation is in principle optimized for the hardware upon which it runs).

MPI uses Language Independent Specifications (LIS) for calls and language bindings. The first MPI standard specified ANSI C and Fortran-77 bindings together with the LIS. The draft was presented at Supercomputing 1994 (November 1994) [44] and finalized soon thereafter. About 128 functions constitute the MPI?1.3 standard which was released as the final end of the MPI1 series in 2008.
At present, the standard has several popular versions: version 1.3 (shortly called MPI1), which emphasizes message passing and has a static runtime environment, and MPI2.2 (MPI2), which includes new features such as parallel I/O, dynamic process management and remote memory operations [45]. MPI2’s LIS specifies over 500 functions and provides language bindings for ANSI C, ANSI Fortran (Fortran90), and ANSI C++. Object interoperability was also added to allow for easier mixed-language message passing programming. A side-effect of MPI2 standardization (completed in 1996) was clarification of the MPI1 standard, creating the MPI1.2.

4.4 MPICH2

MPICH - one of the most popular MPI implementations - were developed at the Argonne National Laboratory [80]. The early MPICH version supports the MPI-1 standard. MPICH2 - a successor of MPICH - not only provides support for the MPI-1 standard, but also facilitates the new MPI-2 standard, which specifies functionalities like one-sided communication, dynamic process management, and MPI I/O [40]. Compared with the implementation of MPICH, MPICH2 was completely redesigned and developed to achieve high performance, maximum flexibility, and good portability.
Fig. 4.1 shows the hierarchical structure of the MPICH2 implementation, where there are four distinct layers of interfaces to make the MPICH2 design portable and flexible. The four layers, from top to bottom, are the message passing interface 2 (MPI-2), the abstract device interface (ADI3), the channel interface (CH3), and the low-level interface. ADI3 - the third generation of the abstract device interface - in the hierarchical structure (see Fig. 4.1) allows MPICH2 to be easily ported from one platform to another. Since it is non-trivial to implement ADI3 as a full-featured abstract device interface with many functions, the CH3 layer simply implements a dozen functions in ADI3 [74].

As shown in Fig. 4.1, the TCP socket Channel, the shared memory access (SHMEM) channel, and the remote direct memory access (RDMA) channel are all implemented in the layer of CH3 to facilitate the ease of porting MPICH2 on various platforms. Note that each one of the aforementioned channels implements the CH3 interface for a corresponding communication architecture like TCP sockets, SHMEM, and RDMA. Unlike an ADI3 device, a channel is easy to implement since one only has to implement a dozen functions relevant for with the channel interface.

To address the issues of message snooping in the message passing environments on clusters, I seek to implement a standard MPI mechanism with confidentiality services to counter snooping threats in MPI programs running on a cluster connected an unsecured network. More specifically, I aim to implement cryptographic algorithms in the TCP socket channel in the CH3 layer of MPICH2.

### 4.5 Next generation sequence technology

Today’s commercial DNA sequencing platforms include the Genome Sequencer from Roche 454 Life Sciences, the Solexa Genome Analyzer from Illumina, the SOLiD System from Applied Biosystems, the Heliscope from Helicos, and the commercialized Polonator.
These platforms have been well reviewed [84], [85], [126], [106]. A distinguishing characteristic of these platforms is that they do not rely on Sanger chemistry [118] as did first-generation machines including the Applied Biosystems Prism 3730 and the Molecular Dynamics MegaBACE. The second-generation machines are characterized by highly parallel operation, higher yield, simpler operation, much lower cost per read, and (unfortunately) shorter reads. Today’s machines are commonly referred to as short read sequencers or next-generation sequencers (NGS) though their successors may be on the horizon. Pacific Biosciences machines [36] might produce reads longer than first-generation machines. First generation reads were commonly 500 bp to 1000 bp long. Today’s NGS reads are in the 400 bp range (from 454 machines), the 100 bp range (from the Solexa and SOLID machines), or less. Shorter reads deliver less information per read, confounding the computational problem of assembling chromosome-size sequences. Assembly of shorter reads requires higher coverage, in part to satisfy minimum detectable overlap criteria. High coverage increases complexity and intensifies computational issues related to large data sets.

4.6 Assembly software overview

4.6.1 What is Assembly?

An assembly is a hierarchical data structure that maps the sequence data to a putative reconstruction of the target. It groups reads into contigs and contigs into scaffolds. Contigs provide a multiple sequence alignment of reads plus the consensus sequence. The scaffolds, sometimes called supercontigs or metacontigs, define the contig order and orientation and the sizes of the gaps between contigs. Scaffold topology may be a simple path or a network. Most assemblers output, in addition, a set of unassembled or partially assembled reads. The most widely accepted data file format for an assembly is FASTA, wherein contig consensus sequence can be represented by strings of the characters A, C, G, T, plus possibly other characters with special meaning. Dashes, for instance, can represent extra bases omitted from the consensus but present in a minority of the underlying reads. Scaffold consensus
sequence may have N’s in the gaps between contigs. The number of consecutive N’s may indicate the gap length estimate based on spanning paired ends.

Assemblies are measured by the size and accuracy of their contigs and scaffolds. Assembly size is usually given by statistics including maximum length, average length, combined total length, and N50. The contig N50 is the length of the smallest contig in the set that contains the fewest (largest) contigs whose combined length represents at least 50% of the assembly. The N50 statistics for different assemblies are not comparable unless each is calculated using the same combined length value. Assembly accuracy is difficult to measure. Some inherent measure of accuracy is provided by the degrees of mate-constraint satisfaction and violation [109]. Alignment to reference sequences is useful whenever trusted references exist.

4.6.2 Current assembly software

Along with the next-generation sequencing (NGS) technologies, it gave rise to a new generation of assembly algorithm and software. There are some new class of assembler which are used to deal with the short, non-perfect reads generated form Illumina/Solexa, and ABI SOLiD platforms. Such as SSAKE [140], Velvet [152], VCAKE [57], ALLPATHS [20], Euler-SR [23], SHARCGS [32], Celera Assembler [31], CABOG [82], SOAP [71], Edena [48], ABySS [124], QSRA [19] and MIRA [27]. All the short read assembler is to combine small DNA sequence fragments into longer contigs. The common feather of these assembler is to build the DNA contigs based on fragments overlap. However, the algorithms of these assemblers are different. So, the runtime and output differences are significant different even using the same parameters and same input sequence information. How to optimize your alignment algorithm for both high speed and low error rate is very important for NGS assembly analysis.
4.6.3 The challenge of assembly

DNA sequencing technologies share the fundamental limitation that read lengths are much shorter than even the smallest genomes. WGS overcomes this limitation by oversampling the target genome with short reads from random positions. Assembly software reconstructs the target sequence. Assembly software is challenged by repeat sequences in the target. Genomic regions that share perfect repeats can be indistinguishable, especially if the repeats are longer than the reads. For repeats that are inexact, high-stringency alignment can separate the repeat copies. Careful repeat separation involves correlating reads by patterns in the different base calls they may have. Repeat separation is assisted by high coverage but confounded by high sequencing error. For repeats whose fidelity exceeds that of the reads, repeat resolution depends on “spanners”, that is, single reads that span a repeat instance with sufficient unique sequence on either side of the repeat. Repeats longer than the reads can be resolved by spanning paired ends, but the analysis is more complicated. Complete resolution usually requires two resources: pairs that straddle the repeat with each end in unique sequence, and pairs with exactly one end in the repeat. The limit of repeat resolution can be explored for finished genomes under some strict assumptions. For instance, it was shown that the theoretical best assembly of the E. coli genome from 20 bp unpaired reads would put 10 percent of bases in contigs of 10 Kbp or longer given infinite coverage and error-free reads [141].

The limit calculation is not straightforward for reads with sequencing error, paired-end reads, or unfinished genomes. Careful estimates of repeat resolution involve the ratio of read length (or paired-end separation) to repeat length, repeat fidelity, read accuracy, and read coverage. In regard to NGS data, shorter reads have less power to resolve genomic repeats but higher coverage increases the chance of spanning short repeats. Repeat resolution is made more difficult by sequencing error. Software must tolerate imperfect sequence alignments to avoid missing true joins. Error tolerance leads to false positive joins. This is a problem especially with reads from inexact (polymorphic) repeats. False positive joins can
induce chimeric assemblies. In practice, tolerance for sequencing error makes it difficult to resolve a wide range of genomic phenomena: polymorphic repeats, polymorphic differences between non-clonal asexual individuals, polymorphic differences between non-inbred sexual individuals, and polymorphic haplotypes from one non-inbred individual. If the sequencing platforms ever generate error-free reads at high coverage, assembly software might be able to operate at 100% stringency.

WGS assembly is confounded by non-uniform coverage of the target. Coverage variation is introduced by chance, by variation in cellular copy number between source DNA molecules, and by compositional bias of sequencing technologies. Very low coverage induces gaps in assemblies. Coverage variability invalidates coverage-based statistical tests, and undermines coverage-based diagnostics designed to detect over-collapsed repeats. WGS assembly is complicated by the computational complexity of processing larger volumes of data. For efficiency, all assembly software relies to some extent on the notion of a K-mer. This is a sequence of K base calls, where K is any positive integer. In most implementations, only consecutive bases are used. Intuitively, reads with high sequence similarity must share K-mers in their overlapping regions, and shared K-mers are generally easier to find than overlaps. Fast detection of shared K-mer content vastly reduces the computational cost of assembly, especially compared to all-against-all pairwise sequence alignment. A tradeoff of K-mer based algorithms is lower sensitivity, thus missing some true overlaps. The probability that a true overlap spans shared K-mers depends on the value of K, the length of the overlap, and the rate of error in the reads. An appropriate value of K should be large enough that most false overlaps don’t share K-mers by chance, and small enough that most true overlaps do share K-mers. The choice should be robust to variation in read coverage and accuracy. WGS assembly algorithms, and their implementations, are typically complex. Assembly operation can require high-performance computing platforms for large genomes. Algorithmic success can depend on pragmatic engineering and heuristics, that is, empirically
derived rules of thumb. Heuristics help overcome convoluted repeat patterns in real genomes, random and systematic error in real data, and the physical limitations of real computers.

4.7 Next generation sequence assembly algorithm

4.7.1 Overlap-layout-consensus

Intuitively, finding read overlaps should be the primary idea behind assembly. The overlap-layout-consensus framework is merely a three-step process [92]. First, the overlaps between reads are computed. Second, the order and orientation of reads in the assembly are determined. Third, the consensus allows the determination of the nucleotide at each position in the contigs. Assemblers implementing this idea are numerous, and were crafted to overcome the assembly hurdles in Sanger-technology projects before high-throughput systems were developed. These software are tailored for the assembly of long reads, such as Sanger reads. They include the Celera assembler [92] and Arachne [9]. Afterwards, the paradigm was adapted to the Roche/454 system. The Roche/454 sequencer is distributed with Newbler [87], as shown in Table 4.1 Also, EDENA is an overlap-layout-consensus assembler that can assemble short reads (35 bases) [48].

4.7.2 Greedy assemblers

Using overlaps between reads to build contigs is intuitive. Algorithms can be built upon this idea. A greedy algorithm iteratively grows contigs by choosing best overlaps first. Implementations of the greedy algorithm were the first to be introduced for the short read technologies: SSAKE [140], VCAKE [57], and SHARGCS [32].

4.7.3 Assembly with de Bruijn graphs

The introduction of the de Bruijn graph for the AP is motivated by redundant information in reads: a large depth of coverage implies that a lot of overlaps between reads occurs.
In presence of such redundant information, de Bruijn assemblers can solve the assembly problem with a memory usage bounded by the genome length [152].

<table>
<thead>
<tr>
<th>Assembler</th>
<th>Algorithm</th>
<th>Parallel</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler-SR</td>
<td>De Bruijn Algorithm</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>ALLPaths</td>
<td>De Bruijn Algorithm</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>SOAP</td>
<td>De Bruijn Algorithm</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>Velvet</td>
<td>De Bruijn Algorithm</td>
<td>No</td>
<td>C</td>
</tr>
<tr>
<td>ABYSS</td>
<td>De Bruijn Algorithm</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>QSRA</td>
<td>De Bruijn Algorithm</td>
<td>No</td>
<td>C++</td>
</tr>
<tr>
<td>RAY</td>
<td>De Bruijn Algorithm</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>CABOG</td>
<td>Overlap-layout Consensus</td>
<td>No</td>
<td>C</td>
</tr>
<tr>
<td>Newbeler</td>
<td>Overlap-layout Consensus</td>
<td>No</td>
<td>—</td>
</tr>
<tr>
<td>Shorty</td>
<td>Overlap-layout Consensus</td>
<td>No</td>
<td>—</td>
</tr>
<tr>
<td>Edena</td>
<td>Overlap-layout Consensus</td>
<td>No</td>
<td>—</td>
</tr>
<tr>
<td>MIRA</td>
<td>Overlap-layout Consensus</td>
<td>No</td>
<td>—</td>
</tr>
<tr>
<td>SHARCDS</td>
<td>Greedy Algorithm</td>
<td>NO</td>
<td>Perl</td>
</tr>
<tr>
<td>SSAKE</td>
<td>Greedy Algorithm</td>
<td>NO</td>
<td>Perl</td>
</tr>
<tr>
<td>VCAKE</td>
<td>Greedy Algorithm</td>
<td>NO</td>
<td>Perl</td>
</tr>
</tbody>
</table>

4.8 Materials and Methods

4.9 Results

4.9.1 Evaluation Environment

<table>
<thead>
<tr>
<th>Table 4.2: The test platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
</tr>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>Memory</td>
</tr>
<tr>
<td>OS</td>
</tr>
<tr>
<td>Network</td>
</tr>
<tr>
<td>SSD</td>
</tr>
<tr>
<td>RAID 0</td>
</tr>
</tbody>
</table>

As shown in Table 4.2, single Machine Configuration: HP ProLiant ML110G6 brand computer with a 2.4Ghz, 4 core, Intel Xeon processor, 2GB of RAM, and 160GB HDD,
running Ubuntu 10.04 (32 bit version). There is no cluster or network overhead. The machine is functioning as a local, stand-alone unit, and is considered to be a commodity machine due to it’s common hardware and affordable price. Cluster Configuration: 12 machines with hardware identical to the single machine using a Gigabit switch, comprise the twelve node cluster used for experiments. File Sizes: 25MB, 50MB, 100MB, 150MB, 200MB, and 250MB. Data Collected: All data collected for use in figures and graphs are an average of three experimental trials and are expressed in seconds. We choose an Intel X-25M 80GB solid state disk, and a SATA Raid tower with four WD50000AAKS disks as a RAID 0 array. The MPICH2-1.0.7 is chosen as the message passing interface (MPI) in the cluster.

### 4.10 Project Description

MPI-Velvet is implemented in C and uses the MPI protocol for communication between nodes. The latency and bandwidth of the cluster network can have a significant impact on the performance of a parallel application and require special consideration. Each communications message is given a unique identifier. The sending process does not wait for an immediate response, but rather saves the current state of the operation, keyed by the message ID, and continues to process other operations. When a response is received for a particular message, the saved state information is retrieved by using the message ID and the original task continues. This system allows many simultaneous operations on each cluster node, effectively hiding the latency of the network link. As the messages passed between cluster nodes tend to be very short, the messages are collected into larger, 1 kB packets to minimize the impact of communication overhead. The goal of this project is to improve the next generation sequence assembly efficiency using the MPI package. This research project investigates the MPI version Velvet sequence assembly within a trusted cluster. The performance of MPI-Velvet was tested based on different input data size and different computing nodes.
4.11 Materials and Methods

The MPI-Velvet was built based on the original Velvet assembly software. Velvet assembly software was implemented with C language. So, it was the more efficient approach using MPI component to achieve the parallel assembly software. The data workflow is showed in Fig. 4.2. In summary, there was four main steps to finish the data analysis using MPI-Velvet. **Step 1:** Master node to assign the job to the workers; **Step 2:** Workers node analysis data separately; **Step 3:** Send the results back to the Master node; **Step 4:** Get the optimal assembly result by sorting the statistical results.

4.12 Algorithm
Algorithm 1 MPI-Velvet algorithm

SET results be the current set of Velvet results
SET F = \{f_1, f_2, ...\} be the set of database fragments
SET Unsearched \subseteq F be the set of unsearched database fragments
SET Unassigned \subseteq F be the set of unassigned database fragments
SET W = \{w_1, w_2, ...\} be the set of participating workers
SET D_i \subseteq W be the set of workers that have fragment f_i on local storage
SET Distributed = \{D_1, D_2, ...\} be the set of D for each fragment

Require: |W| \neq 0
Ensure: |Unsearched| = 0

Unsearched ← F
Unassigned ← F
Broadcast queries to workers

while |Unsearched| \neq 0 do
    Receive a message from a worker w_j
    if message is a state request then
        if |Unsearched| = 0 then
            Send worker w_j the state SEARCH\_COMPLETE
        else
            Send worker w_j the state SEARCH\_FRAGMENT
        end if
    else if message is a fragment request then
        Find f_i such that f_i \in Unassigned
        if |D_i| = 0 then
            Add w_i to D_i
        end if
        Remove f_i from Unassigned
        Send fragment assignment f_i to worker w_j
    else if message is a set of search results for fragment f_i then
        Merge message with results
        Remove f_i from Unsearched
    end if
end while
4.13 Results

4.13.1 Performance comparison between sequential velvet and MPI-velvet

Fig. 4.3 shows the runtime between sequential Velvet and MPI-Velvet with different computing nodes including n=4, n=6, and n=12. Clearly, the execution time increased along with the computing node decrement. The best speedup performance was achieved by 12 computing nodes, which can reach 3.5X compared with single node. Meanwhile, the speedup performance was stable when n = 4 and n = 6 respectively, which is around 2X compared with single node (see Table 4.3). In terms of different data size, such as 25MB, 50MB, 100MB, 150MB, 200MB, and 250MB, the speedup performance was stable when n=4, which is around 2X faster than single computing node. The speedup performance demonstrated big variation using the input data size was different when n=12. As the Fig. 4.4 showed that, when the input data size was smaller than 150 MB, the speedup reached 3.5X at most compared with single computing node. The speedup for the MPI-Velvet was evaluated
using the Eq. 4.1.

$$\text{Speedup} = \frac{T_{\text{single node}}}{T_{\text{mpinode}}}$$  \hspace{1cm} (4.1)

Table 4.3: The execution time and speedup comparisons between sequential Velvet and MPI-Velvet using different datasets

<table>
<thead>
<tr>
<th>Data size (MB)</th>
<th>n=1(s)</th>
<th>n=4(s)</th>
<th>speedup</th>
<th>n=6(s)</th>
<th>speedup</th>
<th>n=12(s)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>52.8</td>
<td>28</td>
<td>1.9</td>
<td>24</td>
<td>2.2</td>
<td>15</td>
<td>3.5</td>
</tr>
<tr>
<td>50</td>
<td>105.6</td>
<td>58</td>
<td>1.8</td>
<td>52</td>
<td>2.0</td>
<td>35</td>
<td>3.0</td>
</tr>
<tr>
<td>100</td>
<td>216</td>
<td>112</td>
<td>1.9</td>
<td>91</td>
<td>2.4</td>
<td>61</td>
<td>3.5</td>
</tr>
<tr>
<td>150</td>
<td>324</td>
<td>165</td>
<td>2.0</td>
<td>166</td>
<td>2.0</td>
<td>147</td>
<td>2.2</td>
</tr>
<tr>
<td>200</td>
<td>432</td>
<td>215</td>
<td>2.0</td>
<td>227</td>
<td>1.9</td>
<td>227</td>
<td>1.9</td>
</tr>
<tr>
<td>250</td>
<td>564</td>
<td>316</td>
<td>1.8</td>
<td>355</td>
<td>1.6</td>
<td>302</td>
<td>1.9</td>
</tr>
</tbody>
</table>

4.13.2 Performance comparison among HDD, SSD, and RAID

The performance was tested on different devices including Hard Disk Drive (HDD), Solid State Disk (SSD), and RAID. The I/O performance and CPU usage using HDD, SSD and RAID was showed separately in Fig. 4.5, Fig. 4.6, and Fig. 4.7. There was no big
difference among HDD, SSD, and RAID in terms of the execution time. However, there was large variation among these three devices based on the I/O performance pattern. As Fig. 4.6 and Fig. 4.7 shown that there was a lot of the read and write activities at the beginning. However, there was little read activity and longer write time in SSD (See Fig. 4.6).

Table 4.4: The execution time and speed ratio comparisons various computing nodes using different datasets

<table>
<thead>
<tr>
<th>Node</th>
<th>50MB</th>
<th>Ratio&lt;sub&gt;100MB/50MB&lt;/sub&gt;</th>
<th>100MB</th>
<th>Ratio&lt;sub&gt;200MB/100MB&lt;/sub&gt;</th>
<th>200MB</th>
<th>Ratio&lt;sub&gt;200MB/50MB&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>58s</td>
<td>1.9</td>
<td>112s</td>
<td>2.0</td>
<td>220s</td>
<td>3.8</td>
</tr>
<tr>
<td>6</td>
<td>52s</td>
<td>1.8</td>
<td>91s</td>
<td>2.5</td>
<td>227s</td>
<td>4.4</td>
</tr>
<tr>
<td>8</td>
<td>48s</td>
<td>1.8</td>
<td>85s</td>
<td>2.4</td>
<td>205s</td>
<td>4.3</td>
</tr>
<tr>
<td>12</td>
<td>35s</td>
<td>1.7</td>
<td>61s</td>
<td>3.7</td>
<td>227s</td>
<td>6.5</td>
</tr>
</tbody>
</table>

4.13.3 Execution time comparison among different computing node with various input data size

The execution time comparison among various data size in different computing nodes was tested in this project. The result shows that the execution time decreased along with the increment of computing node when the data size was 50MB and 100MB. However, when the
Figure 4.6: Velvet I/O activities of SSD

Figure 4.7: Velvet I/O activities of RAID
Figure 4.8: Impact of the number of computing nodes on execution time. Data size is set to 50, 100, and 200 MB, respectively.

Data size reached to 200MB, the execution time was very stable in different computing node (See Fig. 4.8). Also, the data size we tested 2 times in depth. Interestingly, (See Table 4.4) the execution time ratio of 100MB/50MB was 1.7 to 1.9, which was very consistent among different computing node. While, the ratio of 200MB/100MB 2.0, 2.5, 2.4 and 3.7 in 4 node, 6 node, 8 node and 12 node respectively. It indicated that the execution time increased a lot along with the computing node increment when the input data size became larger.

4.13.4 Speedup comparison among different computing node with various input data size

The speedup comparison among various data size in different computing nodes was also tested in this project. The result showed that the speedup performance was the best when the input data size was 100MB. Also the speedup performance increased proportionally with
the computing node when the input data size was 50MB and 100MB. However, the speedup performance maintained stable stage when the input data size was 200MB (See Fig. 4.9).

4.13.5 I/O bandwidth monitoring with different computing node using same input data size

In order to monitor the read/write bandwidth with different computing node, the I/O performance was recorded when the MPI-Velvet computing performance was tested using the same input data size (100MB), as shown in Fig. 4.10, Fig. 4.11, and Fig. 4.12. The computing node was $n = 4$, $n = 6$, and $n = 12$ respectively. These monitoring results illustrated that when the computing node was small such as $n = 4$ and $n = 6$, there existed densely reading activity along with the whole procedure. While, there was much less reading activity when $n = 12$. 

Figure 4.9: The speedup ratio comparison among various datasize in different computing nodes
Figure 4.10: MPI-Velvet I/O bandwidth monitoring with 4 computing nodes

Figure 4.11: MPI-Velvet I/O bandwidth monitoring with 6 computing nodes
In order to monitor the read/write bandwidth with different input data size, the I/O performance was recorded when the MPI-Velvet computing performance was tested using the same computing node (n = 6), as shown in Fig. 4.13, Fig. 4.14, and Fig. 4.15. The input data size was 50MB, 100MB, and 200MB respectively. These monitoring results illustrated that when the input data size was small such as 50MB and 100MB, there existed less reading activity along with the whole procedure. While, there was densely reading activity when the input data size reached 200MB.

4.14 Conclusion

- The best speedup performance was achieved by 12 computing nodes, which can reach 3.5X compared with single node. Meanwhile, the speedup performance was stable
Figure 4.13: MPI-Velvet I/O bandwidth monitoring with 50MB data size

Figure 4.14: MPI-Velvet I/O bandwidth monitoring with 100MB data size
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Figure 4.15: MPI-Velvet I/O bandwidth monitoring with 200MB data size when n = 4 and n = 6 respectively, which is around 2X compared with single node. The speedup performance demonstrated big variation using the input data size was different when n=12. When the input data size was smaller than 150 MB, the speedup reached 3.5X at most compared with single computing node.

- The speedup comparison among various data size in different computing nodes was also tested in this project. The result showed that the speedup performance was the best when the input data size was 100MB. Also the speedup performance increased proportionally with the computing node when the input data size was 50MB and 100MB. However, the speedup performance maintained stable stage when the input data size was 200MB.
4.15 Future Work

- Hadoop implementation for MPI-Velvet. Similarly, the hadoop version for Velvet can be implemented using the same algorithm. The only difference between VelvetDoop and MPI-Velvet is the programming environment.

- Compare MPI-Velvet with VelvetDoop. A series of test will be run to compare the MPI-Velvet and VelvetDoop. The performance can be evaluated using these two different parallel programs.

- Use VelvetDoop as a hadoop benchmark to evaluate performance of hadoop clusters. After the VelvetDoop is generated, the reliability and scalability performance will be tested using a series of input sequence data in our local cluster system.
Chapter 5

The catfish genome database cBARBEL: an informatic platform for genome biology of ictalurid catfish

5.1 Abstract

The catfish genome database, cBARBEL (abbreviated from catfish Breeder And Researcher Bioinformatics Entry Location) is an online open-access database for genome biology of ictalurid catfish (*Ictalurus spp.*). It serves as a comprehensive, integrative platform for all aspects of catfish genetics, genomics and related data resources. cBARBEL provides BLAST-based, fuzzy and specific search functions, visualization of catfish linkage, physical and integrated maps, a catfish EST contig viewer with SNP information overlay, and GBrowse-based organization of catfish genomic data based on sequence similarity with zebrafish chromosomes. Subsections of the database are tightly related, allowing a user with a sequence or search string of interest to navigate seamlessly from one area to another. As catfish genome sequencing proceeds and ongoing quantitative trait loci (QTL) projects bear fruit, cBARBEL will allow rapid data integration and dissemination within the catfish research community and to interested stakeholders. cBARBEL can be accessed at http://catfishgenome.org.

5.2 Introduction

Catfish (*Ictalurus spp.*) is an important aquaculture species in the United States, accounting for over 60% of domestic aquaculture production. While channel catfish (*Ictalurus punctatus*) accounts for the large majority of farm-raised catfish, increasing numbers of channel catfish female X blue catfish (*Ictalurus furcatus*) male hybrids are being cultured. Facing
rising feed costs and stiff international competition, catfish producers require improvement in fish production and performance traits such as disease resistance, growth rate and feed conversion efficiency to maintain profitability. Efficient utilization of the natural diversity of trait phenotypes already present in different species, strains and hybrids of catfish for selection of superior broodstock, requires the identification of genetic underpinnings of trait differences. Toward this end and eventual marker-assisted selection (MAS), significant genome resources have been developed in catfish. These include over a half million expressed sequence tags (ESTs) [21] [59] [60] [66] [138] [70], a large number of genome sequences generated from bacterial artificial chromosome (BAC ends [73], genetic linkage maps [76] [136] [67], genome physical maps [111] [147], tens of thousands of microsatellite markers [120] [7], hundreds of thousands of single-nucleotide polymorphisms (SNPs) [139], over 10,000 full-length cDNA (fl-cDNA; [24]) and an alternative splicing database [79]. Additionally, USDA NIFA funding has been secured to allow catfish whole-genome sequencing and the development of high-density SNP chips for catfish. With these and many more genome-oriented projects from catfish currently underway, the catfish research community needed a central repository for storing and integrating genomic data and a bioinformatic entry location for public access to currently inaccessible specialized data sets. To meet this need, we have created a catfish genome database, cBARBEL, the Catfish Breeder and Researcher Bioinformatic Entry Location, a title that makes use of the distinctive whisker-like organs that give catfish their name. cBARBEL represents one of the first comprehensive bioinformatic databases for an aquaculture species, although genome sequencing is planned or proceeding in close to a dozen different species from this fast-growing sector. cBARBEL provides wide-ranging query functions to facilitate user access to a host of catfish genome resources and integrates a variety of previously scattered data types. Here, we present an overview of cBARBEL search tools, platforms and functions connecting catfish EST, fl-cDNA, SNP, BAC-end sequence (BES), molecular marker, linkage map and physical map data. cBARBEL can be accessed at http://catfishgenome.org/.
5.3 Materials and Methods

Several software packages were used in the construction of cBARBEL database prerequisites including:

- the operating system, Ubuntu 9.10 Linux system (http://www.ubuntu.com/);
- Apache web server version 2.0 (http://www.apache.org/);
- MySQL database management system, version 5.1 (http://www.mysql.com/);
- Selective Perl modules and configuration of Bioperl and PHP (www.perl.org; www.bioperl.org; http://php.net/).

The Generic Genome Browser (GBrowse) package (v1.7), a component of the Generic Model Organism Project (GMOD), was utilized for display of the catfish physical map, EST contig viewer and zebrafish comparative GBrowse. Another GMOD component, CMap [149], was used to display and align genetic and physical (FPC) maps.

5.4 Results

5.4.1 cBARBEL database schematic

The cBARBEL database schematic is shown in Figure 5.1, allowing visualization of potential data connections. The integration of existing and forthcoming catfish genome resources provided by the cBARBEL platform should speed research progress. Utilizing cBARBEL, for example, a user searching for a given gene in catfish is able to search with a similar sequence from a related species, such as zebrafish, identify matching catfish ESTs, identify the corresponding EST contig, identify SNP markers within that contig, visualize linkage map position of these markers and relate linkage and physical map locations through a comparative map system, all by navigating through a series of intuitive links. To do a similar search without cBARBEL would require interrogating a series of separate public and
local databases, relating disparate nomenclatures, would not include visualization and could take well over 30 min for an individual query.

cBARBEL currently is organized around three components: nucleotide sequence, genetic markers and maps. These components are brought together by search tools and multidirectional links. Features of each of these components are described briefly below

5.4.2 Sequence search function

Sequence similarity searches of catfish database cBARBEL database provides the catfish BLAST search function. It can be used to search all or subset of the catfish sequences including catfish EST, catfish BES, Full-length cDNA, and catfish all (Figure 5.2). The search results can link further not only NCBI server, but also can link to the corresponding location on physical map (BES) / EST contig viewer (EST) and zebrafish GBrowse.
Figure 5.2: The navigation of cBARBEL database allow user to easily switch different sections. The entries on the second line can let user to move directly to a specific cBARBEL page

5.4.3 Specific search function of catfish database

BLAST searches can be carried out to query all or a subset of catfish sequences including catfish ESTs, catfish BES, full-length cDNA and catfish all (Figure 5.3). Search results provide further links to NCBI records and location of the hit on the catfish physical map (BES), EST contig viewer (EST) and zebrafish GBrowse chromosomes (All).

The specific search function can provide data access using a variety of search terms (Figure 5.3). Catfish ESTs can be queried using GenBank accession numbers, marker names for those ESTs containing a SNP or microsatellite marker, and EST contig ID. Search results provide sequence links as well as deeper connections to the EST contig viewer, zebrafish GBrowse comparative alignments and linkage map position, where appropriate. Similar searches can be carried out for BES and fl-cDNA. Those looking for a marker of interest can use fuzzy or specific search terms. For example, a search such as 'AUEST' returns all mark information for EST microsatellite markers generated at Auburn University. The resulting marker table contains the accession number of the relevant sequence, primer information, marker status (polymorphic, not polymorphic, untested), linkage map position, physical map position (BES) and EST-contig (EST).
Figure 5.3: cBARBEL database sequence search function. It includes the catfish BLAST search function and the specific search function. Four different subjects were provided in BLAST search function, including catfish EST, catfish BES, Full-length cDNA, and catfish all. The specific search function can be used including EST specific search, BES specific search, Full-length cDNA specific search, and marker specific search.
5.4.4 Zebrafish GBrowse genomic viewer versus catfish genomic dataset

GBrowse is a GMOD tool that displays features of the genome aligned to a genomic sequence [125]. GBrowse is easily customized to allow a variety of data tracks and third-party data types to be visualized. Catfish whole-genome sequencing is underway, but, in the interim, we have aligned a number of catfish genome data types to the genome sequence of zebrafish, the closest evolutionarily related species with an available sequenced genome (Figure 5.4). The alignments (based on tblastx similarity) help to organize catfish data on a genome scale, and harnessing synteny between the two species has proven useful in gene isolation and QTL fine-mapping studies. As catfish genome assembly proceeds, this comparative approach should also prove useful in scaffolding catfish supercontigs. By default, cBARBEL presents a view of catfish EST contigs, catfish singleton ESTs, catfish BES, and catfish fl-cDNA aligned to zebrafish chromosomal sequences (Figure 5.4). For each of these tracks, clicking on a feature provides a related link to the NCBI server or a link to a local copy of the sequence information. Users can locate a specific region of interest by entering a specific sequence range or by dragging the selection box to specify a chromosomal region. Additionally, cBARBEL BLAST and specific search outputs include zebrafish GBrowse links to allow connectivity to other database sectors.

5.4.5 Catfish EST contig viewer

The GBrowse package was also utilized to create a catfish EST contig viewer displaying the alignment of individual ESTs on the contig consensus sequence. A SNP track was also added allowing visualization of SNP density and position within the EST contig (Figure 5.5). For the EST track, clicking on an individual feature provides a related link to NCBI-based sequence information. Clicking on SNP entries allows the user to navigate to further SNP information in the AutoSNP program including SNP allele frequency, type, and position. For the contig track, a link is provided to local sequence information. As with the zebrafish
Figure 5.4: Catfish genomic sequence view of the region of zebrafish chromosome. The tracks includes Catfish EST Contigs, Catfish Singleton EST, Catfish BES, and Catfish FLcDNA. For each of these tracks, a click on a feature provides a related link to NCBI server or link to the sequence information.
Figure 5.5: Catfish EST contig viewer. The tracks include Contig, EST, and SNP. For each of these tracks, a click on a feature provides a related link to NCBI server, link to the SNP viewer, or link to the sequence information.

5.4.6 Physical map and linkage map

We previously reported the construction of a fingerprint contig (FPC) BAC-based physical map with 3307 contigs spanning the catfish genome [147], and are currently engaged in efforts to integrate the physical map with catfish linkage maps using BES-associated microsatellites. This map was previously displayed using a Java-based program, WebFPC, which did not allow efficient search or data integration options. For example, BES associated with BAC clones could not be searched or visualized with WebFPC. To remedy these
issues, we adapted GBrowse to display both BAC contigs and BES information in a searchable, integrated format (Figure 5.6). BAC clones are displayed using their FPC position within a given contig. Custom scripts were developed to indicate the presence of BES within a clone using blue boxes and to allow BES sequence retrieval via NCBI link by clicking on the desired clone. As with other sections, cBARBEL BLAST and specific search outputs include physical map links where appropriate.

A linkage map of catfish has been constructed based on genotyping of EST-based microsatellites, SNP markers and BES-based microsatellite markers on backcross hybrid (channel X blue) families [67]. Efforts are ongoing to increase marker density using BES-associated microsatellites and SNP markers. Marker information for the 29 linkage groups is displayed in table format with marker name and map position (cM).

5.4.7 Catfish CMap - map integration

Integration of catfish linkage and physical maps is ongoing, based largely on the mapping of BES microsatellites from physical map contigs onto the catfish linkage map. While details of integration can be gathered in table format in other cBARBEL sections, we used CMap to provide visualization of LG-level map integration (Figure 5.7). Links are provided to each of the 29 linkage groups arrayed alongside corresponding physical map contigs using predetermined settings. A link is also provided to allow users to access numerous different display settings including the choice to view graphic representations of linkage groups alone. As with the linkage maps, data is continually updated as additional markers are genotyped.

5.4.8 Analysis tools and data mining tools

Under tools, cBARBEL provides the NCBI BLAST server, which the user can do the sequence similarity search. Also, it provides the domain search function, which can link to the domain search server (http://smart.embl-heidelberg.de/), The user can find the conserved domain region comparing other species. Users also can do the sequence alignment
Figure 5.6: Catfish physical map. This physical map presents the catfish BACs aligned to the corresponding contig sequence. It also provides the BES links to NCBI server. The blue ends represent the BES.
Figure 5.7: CMap-based visualization of early integration of catfish linkage and physical maps through mapping of BES microsatellites. Catfish linkage group 26 (LG26) is provided as an example on the left, and BES-associated contigs are shown on the right. CMap allows numerous options for viewing and comparing the catfish linkage and physical maps.
analysis using the alignment tool, which links to the clustalw server (http://www.ebi.ac.uk/tools/clustalw2/index.html). Moreover, the cBARBEL tool subsection provides the basic translation server, which links to the DNA translation server (http://www.vivo.colostate.edu/molkit/translate/). Along with these convenient tools, user can analysis the genetic and genomic sequence more efficient and also can get different level analysis output according user’s demand.

5.5 Conclusion

cBARBEL is intended to be a central database for catfish researchers. In addition to the sequence search function, catfish map, GBrowse function, and tools described above, a number of community resources are also available either as the data or the links to other sites. These include other catfish websites and research group, a list of upcoming meeting related to catfish researchers. All of the data in cBARBEL is free available. User can contact with Auburn cBARBEL project team or email the correspond author to request specific subset of the data.

cBARBEL is continuously updated to include new available data. These new data types are incorporated and linked to the existing data when appropriate. Some new data will soon be added to cBARBEL include Catfish Next generation sequence data generated by 454 and Illumina sequencer company.
Chapter 6
Conclusion

Alternative splicing (AS) is a mechanism by which the coding diversity of the genome can be greatly increased. Rates of AS are known to vary according to the complexity of eukaryotic species, potentially explaining the tremendous phenotypic diversity among species with similar numbers of coding genes. Little is known, however, about the nature or rate of AS in teleost fish. We report here the characteristics of AS in teleost fish and classification and frequency of five canonical AS types. We conducted both same-species and cross-species analysis utilizing the Genome Mapping and Alignment Program (GMAP) and an AS pipeline (ASpipe) to study AS in four genome-enabled species (Danio rerio, Oryzias latipes, Gasterosteus aculeatus, Takifugu rubripes) and one species lacking a complete genome sequence, Ictalurus punctatus. AS frequency was lowest in the highly duplicated genome of zebrafish (17% of mapped genes). The compact genome of the pufferfish showed the highest occurrence of AS (43% of mapped genes). An inverse correlation between AS frequency and genome size was consistent across all analyzed species. Cross-species comparisons utilizing zebrafish as the reference genome allowed the identification of additional putative AS genes not revealed by zebrafish transcripts. Approximately 50% of AS genes identified by same-species comparisons were shared among two or more species. A searchable website, the Teleost Alternative Splicing Database, was created to allow easy identification and visualization of AS transcripts in the studied teleost genomes. Our results and associated database should further our understanding of alternative splicing as an important functional and evolutionary mechanism in the genomes of teleost fish.

Gene duplication has had a major impact on genome evolution. Localized (or tandem) duplication resulting from unequal crossing over and whole genome duplication are believed
to be the two dominant mechanisms contributing to vertebrate genome evolution. While much scrutiny has been directed toward discerning patterns indicative of whole-genome duplication events in teleost species, less attention has been paid to the continuous nature of gene duplications and their impact on the size, gene content, functional diversity, and overall architecture of teleost genomes. Here, using a Markov clustering algorithm directed approach we catalogue and analyze patterns of gene duplication in the four model teleost species with chromosomal coordinates: zebrafish, medaka, stickleback, and Tetraodon. Our analyses based on set size, duplication type, synonymous substitution rate ($K_s$), and gene ontology emphasize shared and lineage-specific patterns of genome evolution via gene duplication. Most strikingly, our analyses highlight the extraordinary duplication and retention rate of recent duplicates in zebrafish and their likely role in the structural and functional expansion of the zebrafish genome. We find that the zebrafish genome is remarkable in its large number of duplicated genes, small duplicate set size, biased $K_s$ distribution toward minimal mutational divergence, and proportion of tandem and intra-chromosomal duplicates when compared with the other teleost model genomes. The observed gene duplication patterns have played significant roles in shaping the architecture of teleost genomes and appear to have contributed to the recent functional diversification and divergence of important physiological processes in zebrafish. We have analyzed gene duplication patterns and duplication types among the available teleost genomes and found that a large number of genes were tandemly and intrachromosomally duplicated, suggesting their origin of independent and continuous duplication. This is particularly true for the zebrafish genome. Further analysis of the duplicated gene sets indicated that a significant portion of duplicated genes in the zebrafish genome were of recent, lineage-specific duplication events. Most strikingly, a subset of duplicated genes is enriched among the recently duplicated genes involved in immune or sensory response pathways. Such findings demonstrated the significance of continuous gene duplication as well as that of whole genome duplication in the course of genome evolution.
Next generation sequence is undoubtedly the most important technology in biology, especially for the non-model species. Next generation sequence technological advances have dramatically improved sequencing throughput and quality. Like Illumina's Genome Analyzer produces a significant larger volume of sequence data than traditional sanger sequencing. Compared to just a few years ago, it is now much easier and cheaper to sequence entire genomes. Because of the rapid improvements in cost and quality of sequencing data, de novo sequencing and assembly is possible not only in large sequencing centers, but also in small labs. However, when you get the genome sequence information from sequencing company, there are several questions will be prompted immediately. The first question is which alignment algorithm or which assembler you want to choose for your sequencing project? The second question is how to optimize your alignment algorithm based on both high speed and high accuracy. To answer these two questions, this project addressed the Message Passing Interface (MPI) version assembler software, MPI-Velvet. It can process high coverage data sets and quickly reconstruct the underlying sequences.

The catfish genome database, cBARBEL (abbreviated from catfish Breeder And Researcher Bioinformatics Entry Location) is an online open-access database for genome biology of ictalurid catfish (Ictalurus spp.). It serves as a comprehensive, integrative platform for all aspects of catfish genetics, genomics and related data resources. cBARBEL provides BLAST-based, fuzzy and specific search functions, visualization of catfish linkage, physical and integrated maps, a catfish EST contig viewer with SNP information overlay, and GBrowse-based organization of catfish genomic data based on sequence similarity with zebrafish chromosomes. Subsections of the database are tightly related, allowing a user with a sequence or search string of interest to navigate seamlessly from one area to another. As catfish genome sequencing proceeds and ongoing quantitative trait loci (QTL) projects bear fruit, cBARBEL will allow rapid data integration and dissemination within the catfish research community and to interested stakeholders. cBARBEL can be accessed at http://catfishgenome.org.
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