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Abstract

There is a growing demand for large-scale distributed storage systems to support re-

source sharing and fault tolerance. Although heterogeneity issues of distributed systems have

been widely investigated, little attention has yet been paid to security solutions designed for

distributed systems with heterogeneous vulnerabilities. This fact motivates us to investigate

the topic of secure file assignment in heterogeneous distributed systems.

Firstly we propose a secure fragment allocation scheme called S-FAS to improve security

of a distributed system where storage sites have a wide variety of vulnerabilities. In the S-FAS

approach, we integrate file fragmentation with the secret sharing technique in a distributed

storage system with heterogeneous properties in vulnerability. Storage sites in distributed

systems are categorized into a variety of different types of storage node based on vulnerability

characteristics. Given a file and a distributed system, S-FAS allocates fragments of the file to

as many different types of nodes as possible in the system. Data confidentiality is preserved

because fragments of a file are allocated to multiple storage nodes. We develop storage

assurance and dynamic assurance models to evaluate quality of security offered by S-FAS.

Analysis results show that fragment allocations made by S-FAS lead to enhanced security

because of the consideration of heterogeneous vulnerabilities in distributed storage systems.

In order to consider performance while providing higher quality of security for large

scale distributed systems with heterogeneous features, we develop a Secure Allocation Pro-

cessing (SAP) algorithm for the S-FAS scheme to improve the security level and consider its

performance using the heterogeneous features of a large distributed system. To improve the

security, the design of SAP is guided by the experimental results from S-FAS; to improve

performance, we not only consider the heterogeneity of the storage nodes and the whole

system, but also the heterogeneous features of the requests. The SAP allocation algorithm

ii



considers load balancing, delayed effects caused by the workload variance of many consecu-

tive requests, and the heterogeneous features (such as CPU speed and network bandwidth)

of the storage nodes in the system.

In order to use practical implementations to demonstrate the ideas on actual systems

with real-world applications, we developed a prototype using the multi-threading technique

and C language for the S-FAS scheme with the SAP algorithm to guide the file allocation.

The prototype is built in the distributed cluster environment with heterogeneous storage

nodes, in which the Network File System (NFS) and Linux are installed. We did some

experiments on system throughput and testing against real world traces. The evaluation

results show that the proposed solution can not only improve the security level, but also im-

prove the throughput and performance of the distributed storage systems with heterogeneous

vulnerabilities by using the multi-thread technique.

To further explore the security solution while considering system availability, we propose

a solution called Reef by integrating fragment replication into the proposed S-FAS and SAP

solution for distributed systems with heterogeneous features. The Reef scheme is extended

based on the S-FAS scheme. In the proposed Reef scheme we consider the system failure

mode caused by hardware diversity when categorizing the storage nodes into different groups.

The storage assurance model for Reef is developed to evaluate the security quality offered

by Reef when all fragments have the same replication degrees. Then we developed a secure

fragment replication allocation process algorithm called R-SAP illustrating how to use the

proposed Reef scheme. The evaluation results show that the proposed Reef scheme and

R-SAP algorithm can improve both availability and security for distributed storage systems

with heterogeneous vulnerabilities.
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Chapter 1

Introduction

With the wide use and development of distributed computing, parallel computing and

cloud computing, the security issues for such applications have emerged as primary and even

bottlenecks for systems dealing with large amount of sensitive data. With the increasing

of the storage node number in distributed storage systems, the heterogeneous feature is

becoming more common. There are a lot of solutions exist to solve the security problems

based on different aspects of the systems. Although heterogeneity issues of distributed

systems have been widely investigated, little attention has yet been paid to security solutions

designed for distributed storage systems with heterogeneous vulnerabilities. Based on the

heterogeneous trend of distributed systems, we believe that there are methods to make

use of heterogeneity of such systems to improve system security while considering system

performance and availability. The objective of this dissertation work is to investigate how

to use heterogeneity among distributed storage nodes to improve system security and at the

same time to improve system performance and availability. This chapter first presents the

problem statement in Section 1.1. In Section 1.2, we describe the scope of this research.

Section 1.3 highlights the main objectives of this dissertation, and Section 1.4 outlines the

dissertation organization.

1.1 Problem Statement

In this section, we start with an overview of the security problem and techniques of

distributed systems. In Section 1.1.2, we describe the heterogeneity trend of larger and

scalable distributed storage systems. Section 1.1.3 specifically discusses the heterogeneous

1



vulnerabilities of distributed systems. Then, we present our another two design goals (except

security) of performance and availability in distributed storage systems in Section 1.1.4.

1.1.1 Security of Distributed Systems

Distributed systems which provide information sharing and large scale data storage,

have enormous impact on our society. The security demand for such distributed systems is

becoming increasingly important. The consequences of the failures of the distributed systems

can have high cost, from financial resources loss to even human lives loss. Modern large scale

distributed systems services must provide guarantees for protecting services against malicious

threats [99]. However, distributed systems are more vulnerable to threats than centralized

systems, since it is difficult to control processing activities of the distributed systems and

information can be accessed over networks [142].

A variety of factors have impact on distributed system security including network topol-

ogy, storage nodes, data placement, distributed system physical security environment, dis-

tributed system management structure, and interactions between different security mecha-

nisms [88]. Except the popular and traditional security techniques like authentication [135]

and access control [107] [86], many security approaches have been developed to improve se-

curity level of distributed systems corresponding to the above mentioned influential factors

on security. Some of the security techniques are based on the system architecture level.

For example, Benson, G. and Appelbe, W. et al. proposed a hierarchical model for dis-

tributed system security [18]; Naqvi, S. and Riguidel, M. developed a security architecture

for heterogeneous distributed computing systems [87]; Soshi, M. and Maekawa, M. proposed

a security architecture for open distributed systems [120]. Some security techniques are de-

veloped by building secure system models. For example, Noeparast, E.B. and Banirostam,

T. proposed a cognitive model of immune system for increasing security in distributed sys-

tems [90]; Ching Lin and Varadharajan, V. developed a hybrid trust model for enhancing
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security in distributed systems [73]; Varadharajan, V. and Black, S. proposed amultilevel

security model for a distributed object-oriented system [130].

Intrusion detection is a security technique to improve system security by identification of

unauthorized use, or intrusion attempt in computer network environment [113] [113] [146] [3] [103].

Intrusion detection is one of the most common security measures that enterprises use to

protect themselves from malware, worms and all other types of cyber attacks. Voko-

rokos, L. and Chovanec, M. et al. proposed a technique of security distributed intrusion

detection system based on multisensor fusion [132]. Their approach is based on behav-

ior prediction of attacker and legitimate user of computer network and they suggests use

of customized DIDS (distributed intrusion detection systems), which combines distributed

monitoring using external sensors and centralized data analysis for more accurately iden-

tification of security events. Many intrusion detection methods are based on different

agents [28] [57] [26] [152] [136] [111] [75] [58]. A variety of other intrusion detection techniques

have been proposed [83] [83] [49] [110] [104] [123].

Intrusion detection is not enough in many cases. It must have some idea of the attack

signature before it can defend against it in order for an intrusion detection system (IDS)

to be effective. Networks remain especially vulnerable to new forms of attacks, since it is

impossible to have a signature for an attack that hasn’t been seen yet. In addition, there are

120K malware incidents identified per day by these tools, with 5 - 20 new malware strains

missed every day. With all these new threats, not to mention the highly targeted Advanced

Persistent Threats, IDS is simply incapable of protecting the distributed system enough.

Fault tolerance is another important and common technique to improve distributed

system security and availability. It is the property that enables a distributed system to

continue operating properly in the event of the failure of (or one or more faults within) some

of its components [143] [51] [126] [105]. A variety of techniques providing fault tolerance for

distributed systems have been proposed [150] [147] [40] [77] [14] [55] [65]. Replication is one

of the methods to provide fault tolerance [31] [114] [119] [50].
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Although these techniques are able to provide a certain level of security for distributed

systems, the conventional security techniques lack the ability to express heterogeneity in

security services [142]. With the increasing of size and scalability modern large distributed

systems, heterogeneity is a more and more obvious trend.

1.1.2 Heterogeneity Trends

A distributed computing system is a collection of independent computers linked by a

computer network that appear to the users of the system as a single coherent system [2].

Cluster computing is a type of distributed computing. A computer cluster consists of a set

of loosely connected or tightly connected computers that work together so that in many

respects they can be viewed as a single system [1]. Currently distributed cluster computing

is becoming more popular in a lot of application fields both in academic and industry such

as bioinformatics, weather forecasting, social networks and other web-based applications.

One of the advantages for distributed computing systems is that they can easily grow in-

crementally by adding more machines to the systems as requirements on processing power

grow. The large data and high demand drive the sizes of distributed systems to increase

very quickly and to become more scalable and heterogeneous.

When the sizes of distributed cluster computing systems grow, the heterogeneous fea-

tures [4] also grow such as available bandwidth, processor speed, disk capacity, security,

failure rate, and pattern of failures among the storage nodes and network condition. On

the other hand heterogeneous features of the different applications that run on such systems

are increasing at the same time. The data for different applications may have different size,

access rate, and different quality of security and performance requirements.
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1.1.3 Heterogeneous Vulnerabilities

Heterogeneous distributed systems have been applied to security sensitive applications,

such as banking systems and digital government, which require new approaches to secu-

rity [142]. Heterogeneity issues of distributed systems have been widely investigated [19] [84] [15]

[85] [41]. There are a lot of factors that affect distributed system security both in hardware

and software [89]. The traditional security techniques for distributed systems include ac-

cess control, security threat detection, authentication, authorization, and fault tolerance et

al..There is an increasing demand to develop large-scale distributed storage systems support-

ing data-intensive services that provide resource sharing and fault tolerance. The confiden-

tiality of security-sensitive files must be preserved in modern distributed storage systems,

because distributed systems are exposed to an increasing number of attacks from malicious

users [101].

Although there exist many security techniques and mechanisms (for example, [81] and

[148]), it is quite challenging to secure data stored in distributed systems. In general, security

mechanisms need to be built for each component in a distributed system, then a secure way

of integrating all the components in the system must be implemented. It is critical and

important to maintain the confidentiality of files stored in a distributed storage system when

malicious programs and users compromise some storage nodes in the system.

The file fragmentation technique is often used in many distributed and parallel systems

to improve availability and performance. Several file fragmentation schemes have been pro-

posed to achieve high assurance and availability in a large distributed system [82][137]. In

real-world distributed systems, the fragmentation technique is usually combined with replica-

tion to achieve better performance at the cost of increased security risk to data stored in the

systems. A practical distributed system normally contains multiple heterogeneous servers

providing services with various vulnerabilities. Unfortunately, the existing fragmentation

algorithms do not take the heterogeneity issues into account.
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In addition to cryptographic systems, secret sharing is an approach to providing data

confidentiality by distributing a file among a group of n storage nodes, to each of which a

fragment of the file is allocated. The file can be reconstructed only when a sufficient number

(e.g., more than k) of the fragments are available to legitimate users. Attackers are unable

to reconstruct a file using the compromised fragments, if a group of servers are compromised

and fewer than k fragments are disclosed.

In a large-scale distributed system, different storage sites have a variety of ways to

protect data. The same security policy may be implemented in various mechanisms. Data

encryption schemes may vary; even with the same encryption scheme, key lengths may vary

across the distributed system. The above mentioned factors can contribute to different

vulnerabilities among storage sites. Although security mechanisms deployed in multiple

storage sites can be implemented in a homogeneous way, different vulnerabilities may exist

due to heterogeneities in computational units.

There are a bunch of work and research have been done on distributed system secu-

rity [64] [52] [60] [67] [16] [102]. However little attention has been paid to security solutions

designed for distributed storage systems by making use of the heterogeneous vulnerabilities.

This problem motivates us to focus on heterogeneity issues concerning security mechanisms

of distributed storage systems.

1.1.4 Another Two Design Goals: High Performance and Availability

The design goals of distributed systems include high security, performance, availability,

and the like. Many solutions have been proposed to achieve these goals in distributed sys-

tems. In the previous section, we summarized the current security techniques for distributed

systems. In this part, we introduce the past and current research on high performance and

availability in distributed systems.
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A handful studies has been done to improve performance for various types of distributed

systems to support different applications [125] [43] [23] [133] [76] [23] [140]. The heteroge-

neous features of distributed systems have been well investigated to improve performance.

For example, Jiong et al. proposed a solution to improve MapReduce performance through

data placement in heterogeneous Hadoop clusters. [140] Reliability and availability are

another two very important requirements for high quality service of distributed systems.

There are a wide range of approaches to improving system reliability [33] [21] and availabil-

ity [92] [13] [7] [53]. Data replication techniques are very popular solutions in distributed

systems to improve system availability. Many studies have been carried out to investigate

data replication techniques and their applications [29] [78] [153] [100] [106] [20]. In data repli-

cation scheme there is a very important parameter called replication degree which indicates

the number of replicated copies for each piece of data. The appropriate value of replica-

tion degree is very important from the availability’s perspective. If too many replica copies

are created in distributed system, the security risk is increased due to increased chances of

being be attacked by hackers. On the other hand, increasing replica numbers significantly

consume distributed system resources including storage space, power and maintenance cost.

A few studies have focused on determining the best replication degree for distributed sys-

tems [154] [94] [96].

A lot of work has been done to improve security, performance, or availability of high-

quality online services. Unfortunately, there is very little work that has been done to improve

security by making use of heterogeneity of distributed systems through file assignment.

1.2 Research Scope

To address the above mentioned limitations, we propose a file fragmentation and al-

location approach to improving assurance, scalability and performance of a heterogeneous

distributed system.
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We start to address security heterogeneity issues by dividing storage servers into different

server-type groups. Each server type represents a level of security vulnerability. In a server-

type group, storage servers with the same vulnerability share the same weakness that allows

attackers to reduce the servers’ information assurance. Although it may be difficult to classify

all servers in a system into a large number of groups, a practical way of identifying server

types is to organize these with similar vulnerabilities into one group. If one or more fragments

of a file have been compromised, it is still very hard for a malicious user to reconstruct the file

from the compromised fragments. Our solution is different from those previously explored,

because our approach utilizes heterogeneous features regarding vulnerabilities among servers.

To evaluate our method for fragment allocations, we develop static and dynamic assur-

ance models to quantify the assurance of a heterogeneous distributed storage system handling

data fragments. Experimental results show that increasing heterogeneity levels can improve

file assurance in a distributed storage system.

We investigate the possible parameters that influence both the system performance and

the proposed S-FAS scheme. There are three aspects in a distributed storage system that

influence its security and performance, workload, storage nodes and network interconnects.

There are different elements of each aspect of the system. We extracted the possible key

elements of each aspect by analyzing of the proposed S-FAS scheme.

Based on the both performance and security analysis, we developed a secure allocating

processing (SAP) algorithm for the S-FAS scheme to both improve the security level and

consider system performance by using the heterogeneous feature of large distributed systems.

The SAP allocation algorithm considers load balancing, delays caused by the workload vari-

ance of many consecutive requests, and the heterogeneous nature of storage nodes in a

system.

In order to use practical implementations to demonstrate the ideas on actual systems

with real-world applications, we developed a prototype using the multi-threading technique

and C language for the S-FAS scheme with the SAP algorithm to guide the file allocation.
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The prototype is built in the distributed cluster environment with heterogeneous storage

nodes, in which the Network File System (NFS) and Linux are installed. We did some

experiments on system throughput and testing against real world traces. The evaluation

results show that the proposed solution can not only improve the security level, but also im-

prove the throughput and performance of the distributed storage systems with heterogeneous

vulnerabilities by using the multi-thread technique.

To further explore the security solution while considering system availability, we pro-

pose Reef, which extends S-FAS by incorporating replicas of file fragments. Reef is designed

to improve the distributed storage system security and availability by integrating the frag-

mentation technique, secret sharing, and fragment replication. Reef considers heterogeneity

features of distributed storage systems during the replica placement phase. The Reef scheme

is an extension of the S-FAS scheme. The system model for Reef is similar to that of S-FAS

except that Reef address the system failures mode and aims to improve system reliability

in addition to security. We build a static assurance model to quantitatively evaluate the

system assurance for the Reef scheme. We also developed a replica allocation process algo-

rithm called R-SAP to demonstrate how does the proposed Reef scheme work. In the Reef

design, we addressed the distributed system security, performance, as well as availability.

To evaluate the assurance provided by Reef, we studied the impacts caused by replication

degree, system size, and the number of fragments.

In this dissertation study, we only focus on the static replica placement solution. Dy-

namic replica reallocation schemes are essential to achieve high performance and availability

of distributed systems, especially for internet based applications and services. In a dynamic

wide-area environment, client access patterns, network conditions, and service characteristics

are constantly changing. We plan to study and propose a dynamic replica reallocation ap-

proach for heterogeneous distributed system by extending Reef to address the heterogeneous

vulnerabilities in the large scale distributed systems.
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1.3 Objectives

The following are five main objectives that we plan to realize with this study:

1. We aim to address the heterogeneous vulnerability issue by categorizing storage nodes

of a distributed system into different server-type groups based on their vulnerabilities.

Each server-type group - representing a level of vulnerability - will contain storage nodes

with the same security vulnerability. We will propose a secure fragmentation allocation

scheme called S-FAS to improve security of a distributed system where storage nodes

have a wide variety of vulnerabilities.

2. We plan to develop the storage assurance and dynamic assurance models to quan-

tify information assurance and to evaluate the proposed S-FAS scheme. We will find

principles to improve assurance levels of heterogeneous distributed storage systems.

The principles will be general guidelines to help designers achieve a secure fragment

allocation solution for distributed systems.

3. We plan to develop a secure allocating processing (SAP) algorithm to improve security

and system performance by considering the heterogeneous feature of a large distributed

system.

4. In order to conduct the performance analysis for the S-FAS scheme and SAP allocat-

ing algorithm, we will develop a prototype for the S-FAS scheme and SAP algorithm.

We will also implement the prototype and conduct some experiments on the through-

put of the proposed scheme and algorithm. We will do some experiments on system

throughput and testing against real world traces.

5. Last, to further explore the security solution while considering system availability, we

will propose Reef, which extends S-FAS by incorporating replicas of file fragments.

Reef is aimed to improve the distributed storage system security and availability by

integrating the fragment replication technique, secret sharing, fragment replication.
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Reef will consider heterogeneity features of distributed storage systems during the

replica placement phase. The Reef scheme will be an extension of the S-FAS scheme.

The system model for Reef should be similar to that of S-FAS except that Reef address

the system failures mode and is aimed to improve system reliability in addition to

security. We plan to build a static assurance model to quantitatively evaluate the

system assurance for the Reef scheme. We will also develop a replica allocation process

algorithm called R-SAP to demonstrate how does the proposed Reef scheme work. In

the Reef design, we plan to address the distributed system security, performance, as

well as availability. To evaluate the assurance provided by Reef, we will study the

impacts caused by replication degree, system size, and the number of fragments.

The architecture of the core work of this dissertation is outlined in Fig. 1.1. Our original

motivation and objective for this research are security techniques for distributed heteroge-

neous systems. Performance and availability are another two very important desired pros-

perities in distributed systems. Security, performance and availability prosperities usually

conflict with each others. We discover that by making use of the heterogeneous features in

distributed systems we can improve not only security, but also performance and availability,

so we further address the performance and availability issues based on our proposed security

solution.

1.4 Dissertation Organization

This dissertation is organized in the following manner:

Chapter 2 reviews related work and presents the comparison of our work with existing

solutions.

Chapter 3 describes S-FAS - a secure fragmentation allocation scheme by make use

of the heterogeneous feature among storage nodes in distributed systems. In the S-FAS

approach, we integrate file fragmentation with the secret sharing technique in a distributed

storage system with heterogeneous vulnerabilities. Storage sites in a distributed systems are

11



 

Figure 1.1: The Architecture of The Core Work
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classified into a variety of different server types based on vulnerability characteristics. Given

a file and a distributed system, S-FAS allocates fragments of the file to as many different

types of nodes as possible in the system. Data confidentiality is preserved because fragments

of a file are allocated to multiple storage nodes. Storage and dynamic assurance models are

developed to evaluate the quality of security offered by S-FAS. Analysis results show that

fragment allocations made by S-FAS lead to enhanced security because of the consideration

of heterogeneous vulnerabilities in distributed storage systems.

Chapter 4 presents a Secure Allocation Processing (SAP) algorithm for the S-FAS

scheme to improve the security level and consider its performance using the heterogeneous

features of a large distributed system. To improve the security, the design of SAP is guided by

the experimental results from S-FAS; to improve performance, we not only consider the het-

erogeneity of the storage nodes and the whole system, but also the heterogeneous features of

the requests. The SAP allocation algorithm considers load balancing, delayed effects caused

by the workload variance of many consecutive requests, and the heterogeneous features (such

as CPU speed and network bandwidth) of the storage nodes in the system.

Chapter 5 presents a prototype using the multi-threading technique and C language for

the S-FAS scheme with the SAP algorithm to guide the file allocation. The prototype is

built in the distributed cluster environment with heterogeneous storage nodes, in which the

Network File System (NFS) and Linux are installed. Some experiments on system through-

put and testing against real world traces are presented. The evaluation results show that the

proposed solution can not only improve the security level, but also improve the throughput

and performance of the distributed storage systems with heterogeneous vulnerabilities by

using the multi-thread technique.

Chapter 6 proposed a solution called Reef to improve the distributed storage system

security and availability by integrating the fragmentation technique, secret sharing, and

fragment replication. Reef considers heterogeneity features of distributed storage systems

during the replica placement phase. The Reef scheme is an extension of the S-FAS scheme.
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The system model for Reef is similar to that of S-FAS except that Reef address the system

failures mode and aims to improve system reliability in addition to security. We build a static

assurance model to quantitatively evaluate the system assurance for the Reef scheme. We

also developed a replica allocation process algorithm called R-SAP to demonstrate how does

the proposed Reef scheme work. In the Reef design, we addressed the distributed system

security, performance, as well as availability. To evaluate the assurance provided by Reef, we

studied the impacts caused by replication degree, system size, and the number of fragments.

Chapter 7 presents the future work directions based on the ideas contained in the dis-

sertation.

Chapter 8 summarizes the main contributions of this dissertation.
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Chapter 2

Literature Review

In this chapter, we summarize the previous literatures that are most relevant to the

research in terms of security, performance, and availability in distributed cluster computing

systems. Section 2.1 introduces related work on security solutions in distributed systems;

Section 2.2 presents the related work on fragmentation techniques in distributed storage

systems; Section 2.3 introduces the secret sharing security solution; Section 2.4 presents the

related work on load balancing for high performance distributed cluster storage systems;

Section 2.5 presents the related work on replication scheme to improve performance and

availability for distributed systems. Section 2.6 presents our observations from the existing

solutions. Section 2.7 presents the comparison of our work with the existing solutions.

2.1 Security Techniques for Distributed Systems

Much research has been performed to improve security of distributed and high-performance

computing systems such as Grids. For example, Pourzandi et al. proposed a structured se-

curity approach that incorporates both distributed authentication and distributed access

control mechanisms [101].

Intrusion detection techniques have been widely used to provide basic assurance of

security in distributed systems. However, most intrusion detection techniques are inadequate

to protect data stored in distributed systems [63]. One of the most effective approaches to

improving information assurance in distributed systems is intrusion tolerance [35] [122] [137].

To enhance security assurance, researchers have developed a range of intrusion-tolerant tools

and mechanisms. The fragmentation technique summarized below is one of the intrusion

tolerance methods that can be used in combination with intrusion detection techniques.
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2.2 Fragmentation Techniques

A fragmentation technique partitions a security sensitive file into multiple fragments that

are distributed across different storage servers in a distributed system. A lot of fragmentation

schemes have been proven to be valuable tools for improving the security of data stored in

distributed systems (see [66]). Many fragmentation approaches aim to improve availability

and performance of distributed systems by applying data replication methods. For example,

Dabek et al. developed a wide-area cooperative storage system in which a fragmentation

scheme was implemented to improve availability and to facilitate load balancing [32].

Although combining a fragmentation and replication scheme can enhance performance

and availability, data replications may increase security risks due to an increasing number of

file fragments handled by distributed storage servers. A file is more likely to be compromised

when more replications of the file are stored in distributed storage servers.

Existing file fragmentation technologies are inadequate in addressing the issue of het-

erogeneous vulnerabilities in large-scale distributed systems. Our preliminary results show

that security can be improved in a distributed storage system when a fragmentation scheme

incorporates the heterogeneous-vulnerability feature with our S-FAS scheme.

2.3 Secret Sharing

Secret sharing–independently invented by Shamir and Blakley–is a method of distribut-

ing a secret among a group of participants, each of which is allocated a share of the secret.

The secret can be successfully reconstructed only when a sufficient number of shares are

collected and combined [98][112].

Shamir proposed the (k, n) secret sharing scheme that divides data D into n pieces in

such a way that D can be easily reconstructed from any k pieces. If fewer than k pieces are

disclosed, no one can reconstruct D from the revealed pieces.
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The secret sharing scheme has been extended and employed in different application do-

mains [116]. For example, Bigrigg et al. proposed an architecture called PASIS for secure

storage systems. The PASIS architecture integrates the secret sharing scheme with informa-

tion dispersal to improve security, integrity and availability [138][149]. In a storage system

with PASIS, even if an attacker compromises a limited (i.e., fewer than the threshold) sub-

sets of storage nodes, the confidentiality of data stored in the system is still preserved. The

aforementioned secret-sharing solutions designed for distributed storage systems ignore the

issue of heterogeneous vulnerabilities. This fact motivates us to extend the secret sharing

scheme by considering heterogeneity of vulnerabilities in the context of distributed storage

systems.

2.4 Load Balancing to Improve System Performance

We can classify existing load balancing approaches into different categories such as

static and dynamic or homogenous and heterogeneous. The focus of homogeneous load

balancing schemes is to improve the performance of homogeneous parallel and distributed

systems. On the other hand, heterogeneous load balancing approaches attempt to boost

the performance of heterogeneous clusters, which comprise a variety of nodes with different

performance characteristics in computing power, memory capacity, and disk speed. A static

load balancing scheme for Computational Fluid Dynamics simulations on a network of het-

erogeneous workstations has been studied by Chronopoulos et al [27]. Their load-balancing

algorithm takes both the CPU speed and memory capacity of workstations into account. To

dynamically balance computational loads in a heterogeneous cluster environment, Cap and

Strumpen explored heterogeneous task partitioning and load balancing. Xiao et al [139].

have investigated an approach that considers both system heterogeneity and effective usage

of memory resources, thereby minimizing both CPU idle time and the number of page faults

in heterogeneous systems.
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2.5 Replication Scheme for High Performance and Availability

Data replication is a fundamental technique to increase data availability, reliability and

robustness in distributed systems. A number of factors including replication degree, replica

placement and maintenance strategies have impact on the effect of data replication. There is

a lot of work have been done studying the impact from replication degree [72], replica place-

ment [45] [9] [115] [131], and replication maintenance [155]strategies and overhead [145] [46].

However, data replication brings the issue of data consistency and many strategies have been

proposed to solve the data consistency issue caused by data replication [6] [8] [5] [144] [12].

High performance is always highly demand in distributed systems. Many factors influ-

ence performance of a distributed system including quality of hardware, software, network

connectivity, data management and scheduling strategies, and etc.. High performance has

been investigated from various aspects [25] [24] [109] [118]. Data replication is one of the

approaches that not only improve availability, but also improve performance of a distributed

system. Many techniques have been developed to boost the performance of distributed

systems where data replication is applied [91] [34] [38] [151].

Availability is usually measured as a factor of the reliability of a distributed systems.

Availability is one of the desired properties [62] and different approaches have been pro-

posed to improve availability in distributed systems [54] [36] [42] [10] [128] [95]. Except data

replication technique, sophisticated management, load balancing and recovery techniques

are needed to achieve high availability amidst an abundance of failure sources that include

software, hardware, network connectivity, and power issues [44]. Data placement and repli-

cation strategies are among the top list of multiple design choices while data replication is

chosen to improve availability of a distributed system [44]. A variety of research has been

done to study efficient data placement [97] and replication strategies [127] [61].

Data replication can improve availability, but it brings the issue of data consistency. A

lot of work have been done to study the tradeoff between availability and data consistency.

However, there is very little work has been done to study the tradeoff between availability
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and security while replication scheme is used. The more replicas of a file or fragment are

stored, the bigger the risk is that the file or fragment is compromised by hackers. In this

dissertation, we will address the tradeoff issue between availability and security due to data

replication in heterogeneous distributed systems.

2.6 Observations

We observe that vulnerabilities of storage nodes in a distributed system are more het-

erogeneous due to the following four main reasons. First, storage nodes have different ways

to protect data. Second, a security policy can be implemented in a variety of mechanisms.

Third, the key length of an encryption scheme may vary across multiple storage nodes.

Fourth, heterogeneities exist in computational units of storage sites. There is very little

work has been done to boost security by making use of heterogeneous features in distributed

systems. We believe that future security mechanisms for distributed systems must be aware

of vulnerability heterogeneities.

With the previously mentioned limitations of existing techniques designed for distributed

systems, we propose our investigation results and solution for distributed systems with het-

erogeneous systems in this dissertation.

2.7 Comparison of Our Work with Existing Solutions

Our proposed security schemes, assurance evaluation models, secure file allocation algo-

rithms and prototype in this dissertation are different from existing solutions, because our

approach aim to incorporate the heterogeneous vulnerabilities of distributed systems into

file fragment allocation and secret sharing. Our solution captures heterogeneous features of

the nodes regarding vulnerabilities to improve security. At the same time, our techniques

also consider to boost performance and availability of distributed systems.
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Chapter 3

Secure Fragment Allocation Scheme S-FAS

In previous two chapters we present the introduction of this dissertation and the related

work. In this Chapter we introduce our first work of a fragment allocation scheme called

S-FAS in to improve security of a distributed system where storage sites have a wide variety

of vulnerabilities.

Distributed storage systems are becoming ubiquitous because of the large amount of

data required for search engines, multimedia websites, and data-intensive high-performance

computing [39] [48]. These distributed storage systems typically are at high risk and inef-

ficient concerning the high confidential and performance requirements of the storage data.

Security is one of the key qualities that most customers care about. Without a certain level of

security a storage system is useless for a lot of applications of high confidential requirements.

With more and more personal, commercial, governmental and scientific data needing to be

stored in distributed systems, it is important to enhance the security level of distributed

storage systems.

A handful of traditional or novel techniques developed to improve security in storage

systems include authentication, authorization, fragmentation techniques, secret sharing, era-

sure coding. These security techniques can significantly enhance the assurance level of the

distributed system.

With the increasing of the storage node number in distributed storage systems, the

heterogeneity feature is becoming more common.Vulnerabilities of storage nodes in a dis-

tributed system are heterogeneous in nature due to the following four main reasons. First,

storage nodes have different ways to protect data. Second, a security policy can be imple-

mented in a variety of mechanisms. Third, the key length of an encryption scheme may
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vary across multiple storage nodes. Fourth, heterogeneities exist in computational units of

storage sites. We believe that future security mechanisms for distributed systems must be

aware of vulnerability heterogeneities. Although heterogeneity issues of distributed systems

have been widely investigated, little attention has yet been paid to security solutions de-

signed for distributed storage systems with heterogeneous vulnerabilities. Since the existing

security techniques developed for distributed systems are inadequate for distributed systems

with heterogeneity in vulnerabilities, the focus of this study is heterogeneous vulnerabilities

in largescale distributed storage systems.

The goal of our research is to develop a Secure Fragment Allocation Scheme (S-FAS) to

fully make use of the feature of heterogeneous vulnerabilities among large scale distributed

storage systems where storage sites have a widevariety of vulnerabilities. In the S-FAS

approach, we integrate file fragmentation with the secret sharing technique in a distributed

storage system with heterogeneous vulnerabilities. Storage sites in a distributed systems are

classified into a variety of different server types based on vulnerability characteristics. Given

a file and a distributed system, S-FAS allocates fragments of the file to as many different

types of nodes as possible in the system. Data confidentiality is preserved because fragments

of a file are allocated to multiple storage nodes.

We develop storage assurance and dynamic assurance models to evaluate the quality of

security offered by S-FAS. Analysis results show that fragment allocations made by S-FAS

lead to enhanced security because of the consideration of heterogeneous vulnerabilities in

distributed storage systems.

The rest of the chapter is organized as follows: We discuss in Section 3.1 the system

and threat model. Section 3.2 describes the design of the S-FAS Scheme. In Section 3.3

we presents the static and dynamic assurance models for S-FAS.Then, Section 3.4 shows

assurance evaluation results of S-FAS. Finally, Section 6.7concludes the chapter and presents

our future research directions.
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Figure 3.1: A distributed storage system is comprised of a set of cluster storage subsystems.
Multiple fragments of a file can be stored either in storage nodes within a single cluster
storage subsystem or in nodes across multiple cluster storage subsystems. See Fig. 3.2 for
details on a cluster storage subsystem.

3.1 System and Threat Model

We firstly outline the system and threat models that capture main characteristics of

distributed storage systems. The system model is used as a basis to design the S-FAS

fragmentation allocation scheme, whereas the threat model helps us identify vulnerabilities

and certain potential attacks in distributed storage systems.

3.1.1 System Model

The S-FAS fragmentation allocation scheme was designed for a distributed storage sys-

tem (see Fig. 3.1) where each storage site is a cluster storage subsystem. Different cluster

storage subsystems may be connected within some subnetworks to form a larger scale dis-

tributed storage sysytem.
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Figure 3.2: A cluster storage subsystem consists of a number of storage nodes and a gateway.
Storage nodes are divided into different server-type groups, each of which represents a level
of security vulnerability.

Fig. 3.2 depicts a cluster storage subsystem, which consists of a number of storage nodes

and a gateway. Considering heterogeneous vulnerability in large-scale storage systems, we

divide storage nodes into different server-type groups, each of which represents a level of

security vulnerability .

Before presenting details on the system model, let us summarize all notations used

throughout this chapter in Table 3.1.

In this study, we consider a distributed storage system containing L cluster storage

subsystems, i.e., R1, R2, ..., RL. Cluster storage subsystems Ri consists of Hi storage nodes,

i.e., Ri = {ri1, ri2, ..., riHi
}. All the storage nodes connected in cluster Ri have heterogeneous

vulnerabilities.

Since all the nodes, including a master node, are fully connected in a cluster storage

subsystem, we model the topology of a cluster storage system as a general graph. Cluster
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Table 3.1: Notation used in the system and models.
Notations Meaning
N Number of server nodes in the system
U The whole system considered
L Number of subsystems in the whole system
Hi Number of server nodes in the subsystem i
F A file stored in the system
Fi Fragment i of file F
Tj Server type j in the system
K The total number of server types
Sj The size of a certain server type in a cluster
m Threshold for the secret sharing scheme
n The total number of fragments for each file

in the secret sharing scheme
Ri Cluster storage subsystem
rij Node j in subsystem i
X The event that a set of storage nodes is

chosen to be attacked
Y The event that if X occurs, at least m fragments

can be compromised using the same attack method.
Z The event of a successful attack to a certain

fragment of a file
V The event file F is compromised under one attack method
PN The successful probability of an attack on a node
Pf The successful probability to compromise

a fragment in a compromised node
P (X) The probability of event X occurring
P (Y ) The probability of event Y occurring
P (Z) The probability of event Z occurring
P (V ) The probability of event V occurring
α An allocation mapping of file F
SA(α) The storage assurance of an allocation mapping α of file F
DA(α) The dynamic assurance of an allocation mapping α of file F
q Number of fragments needed to reconstruct a file

transmitted from outside of the subsystem
g Number of fragments compromised out of the q fragments

transmitted from outside of the subsystem
PL The probability that a fragment is

intercepted during its transmission
PD The probability that a file F is intercepted

because of the compromised transmitted fragments
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storage subsystem Ri has a gateway, which hides the cluster’s internal architecture from

users by forwarding file requests to storage nodes.

Data in cluster storage subsystem Ri can be accessed through its master node. When

a read request is submitted to cluster Ri, the master node is responsible for reconstructing

file fragments and returning the file to users. When a write request of a file is issued, the

master node updates all the fragments of the file.

Legitimate users access cluster storage subsystems through master nodes; malicious

users may bypass the master nodes to access storage nodes without being authorized. See

Section 3.1.2 below for details on the threat model.

3.1.2 Threat Model

It is not reasonable to assume that if a malicious user breaks into a storage node,

fragments of a file stored on the node are thereby compromised. Normally, a malicious user

needs two steps to compromise fragments of a file stored on a server. First, the malicious

user must successfully attack the server. Second, fragments are retrieved by the malicious

user.

Let PN be the probability that a storage server is successfully attacked; let Pf be the

probability that authorized users retrieve fragments stored on the server, provided that the

server has been compromised. We define event Z as a successful attack on a fragment (i.e.,

unauthorized disclosure of the fragment). Since the above two consecutive attack steps

are independently, the probability that event Z occurs is a product of probability PN and

probability Pf . Thus, the probability that a fragment is disclosed to an unauthorized attacker

can be expressed as:

P (Z) = PN ∗ Pf . (3.1)

In a dynamic allocation environment, a malicious user can use a compromised node

to collect other needed fragments of the file when the fragments are passing through the

compromised node.
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If encryption keys are disclosed to attackers, unauthorized interceptions of encrypted

files stored on the attacked node may occur. Given two storage nodes with different vulner-

abilities, successful attacks of the nodes are not correlated. This statement is true for many

potential threats, because compromising one storage node does not necessarily lead to the

successful attack of the second one.

3.2 S-FAS: A Secure Fragment Allocation Scheme

In this section, we first outline the motivation for addressing the heterogeneity issues

in the vulnerability of distributed storage systems. Next, we describe a security problem

addressed in this study. Last, we present a secure fragment allocation scheme called S-FAS

for distributed storage systems.

3.2.1 Heterogeneity in the Vulnerability of Data Storage

Since the existing security techniques developed for distributed systems are inadequate

for distributed systems with heterogeneity in vulnerabilities, the focus of this study is hetero-

geneous vulnerabilities in large-scale distributed storage systems. Vulnerabilities of storage

nodes in a distributed system are heterogeneous in nature due to the following four main rea-

sons. First, storage nodes have different ways to protect data. Second, a security policy can

be implemented in a variety of mechanisms. Third, the key length of an encryption scheme

may vary across multiple storage nodes. Fourth, heterogeneities exist in computational units

of storage sites. We believe that future security mechanisms for distributed systems must

be aware of vulnerability heterogeneities.

3.2.2 A Motivational Example

If the above heterogeneous vulnerability features are not incorporated into fragment

allocation schemes for distributed storage systems, a seemingly secure fragment allocation
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Figure 3.3: A distributed storage system contains 16 storage nodes, which are divided into 4
server-type groups (or server groups for short), i.e., T1, T2, T3, and T4. Servers in each group
have the same level of security vulnerability.

decision can lead to a breach of data confidentiality. The following motivational example

illustrates a security problem caused by ignoring vulnerability heterogeneities.

Let us consider a file F with three partitioned fragments: fa, fb, and fc, and a distributed

storage system (see Fig. 3.3) that contains 16 storage nodes divided into 4 server-type groups

(or server groups for short), i.e., T1, T2, T3, and T4. Storage nodes in each server group offer

similar services with the same level of vulnerability. In this example, server group T1 consists

of nodes r1, r5, r9, r13, i.e., T1 = {r1, r5, r9, r13}. Similarly, we define the other three server

groups as: T2 = {r2, r6, r10, r14}, T3 = {r3, r7, r11, r15}, and T4 = {r4, r8, r12, r16}.
Fig. 3.4 shows that it is possible to make insecure fragment allocation decisions that

do not take vulnerability heterogeneity into account. The decision made using a hashing

function (see Eq. 11 in [82]) randomly allocates the three fragments of file F to three

different nodes, each of which belongs to one of the three server sets illustrated in Fig. 3.4.

For example, the three fragments fa, fb, and fc are stored on nodes r1, r6, and r8, respectively.
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This fragment allocation happens to be a good solution, because r1, r6, and r8 have different

vulnerabilities as the three nodes belong to different server groups (i.e., T1, T2, and T4). A

malicious user must launch three successful attacks (one for each server group) in order to

compromise all three fragments.

The above fragment allocation scheme fails to address the threat described in previous

described Threat Model. This is because an attacker can first retrieve one fragment of F

by compromising a single node, then the attacker simply waits for the other two fragments

to be passed through the compromised node. To solve this security problem, Zanin et al.

developed a static algorithm to decide whether a particular storage node is authorized to

handle a file fragment of F [149]. Zanin’s algorithm can generate an insecure fragment

allocation because heterogeneous vulnerabilities are not considered. For example, the three

fragments are respectively stored on nodes r4, r8, and r12, which share the same vulnerability

in server group T4 (see Fig. 3.4). Rather than three attacks, one successful attack against

server group T4 allows unauthorized users to access the three fragments of file F . Two

other insecure fragment allocations are: (1) allocating fa, fb, fc to nodes r1, r5, and r9,

respectively; and (2) allocating fa, fb, fc to nodes r7, r11 and r15, respectively. These three

fragment allocation decisions are unacceptable, because the fragments are assigned to a group

of storage nodes with the same vulnerability, meaning that an attacker who comprised one

node within a group can easily compromise the other nodes in the group. The attacker can

reconstruct F from fa, fb, and fc stored on the comprised server group.

3.2.3 Design of the S-FAS Scheme

To solve the above security problem, we have to incorporate vulnerability heterogeneities

into fragment allocation schemes. Specifically, we design a simple yet efficient approach to

allocating fragments of a file to storage nodes with various vulnerabilities. Since allocating

fragments of a file into different storage clusters can degrade performance, our S-FAS scheme

attempts to allocate fragments to storage nodes within a cluster. If the number of nodes
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Figure 3.4: Possible insecure file fragment allocation decision made using a hashing function
(see Eq. 11 in [82]): Server set 1 handles fragment fa, server set 2 handles fragment fb,
and server set 3 handles fragment fc. Server set 1 contains storage nodes r1, r4, r7, r10,
r13, and r16; server set 2 contains storage nodes r2, r5, r8, r11, and r14; and server set 3
contains storage nodes r3, r6, r9, r12, and r15. It is possible that fragments fa, fb, and fc
may be allocated to storage nodes that belong to the same server-type group. For example,
the three fragments are respectively stored on nodes r4, r8, and r12, which share the same
vulnerability in server group T4. Rather than three attacks, one successful attack against
server group T4 allows unauthorized users to access the three fragments of file F .
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with different vulnerabilities cannot meet the aforementioned criterion, file fragments must

be allocated across multiple clusters. To improve the assurance of a distributed storage

system while maintaining high I/O performance, each cluster storage subsystem has to be

built with high vulnerability heterogeneity. This causes the fragments of a file to be less

likely distributed across multiple storage clusters.

Because of the following two reasons, the S-FAS scheme can significantly improve data

security when fragments are stored in a large-scale distributed storage system. First, S-

FAS integrates the fragmentation technique with secret sharing. Second, S-FAS addresses

the issue of heterogeneous vulnerabilities when file fragments are allocated to a distributed

storage system.

The S-FAS scheme makes fragment allocation decisions by following the four policies

below:

• Policy 1: All the storage nodes in a distributed storage system are classified into multi-

ple server-type groups (server group for short) based upon their various vulnerabilities.

Each server group consists of storage nodes with the same vulnerability level.

• Policy 2: To improve security of a distributed storage system, S-FAS allocates frag-

ments of a file to storage nodes belonging to as many different server groups as possible.

In doing so, it is impossible to compromise the file’s fragments using a single successful

attack method.

• Policy 3: The fragments of a file are trying to be allocated to nodes with a wide range

of vulnerability levels all within a single cluster storage subsystem. The goal of this

policy is to improve performance of the storage system by making the fragments less

likely to be distributed across multiple clusters.

• Policy 4: The (m,n) secret sharing scheme is integrated with the S-FAS allocation

mechanism.
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If a file’s fragment-allocation decisions are guided by the above four policies, successful

attacks against less than m server groups have little chance to gain unauthorized accesses of

files stored in a distributed system. In other words, if the number of compromised fragments

of a file is less than m, attackers are unable to reconstruct the file from the fragments that

are accessed by the unauthorized attackers. The S-FAS scheme can improve information

assurance of files stored in a distributed storage system without enhancing confidentiality

services deployed in cluster storage subsystems of the distributed system, because S-FAS is

orthogonal to security mechanisms that provide confidentiality for each server group in a dis-

tributed storage system. Thus, S-FAS can be seamlessly integrated with any confidentiality

service employed in distributed storage systems in order to offer enhanced security services.

3.3 Static and Dynamic Assurance Models

We developed assurance models to quantitatively evaluate the security of a heteroge-

neous distributed storage system in which S-FAS handles fragment allocations.

3.3.1 Static Storage Assurance Model

For encrypted files, their encryption keys are partitioned and allocated using the same

strategy that handle file fragments. Once a storage node in set U is compromised, file

fragments and encryption key fragments stored on the node are both breached. If a malicious

user wants to crack a file, at least m nodes within U must be successfully attacked.

We first investigate the probability that a file is compromised using one attack method.

Let X be the event that a set of storage nodes is chosen to be attacked. Let Y be the event

that if X occurs, at least m fragments can be compromised using the same attack method.

As we already defined, event Z represents a successful attack to a certain fragment of a file.

Applying the multiplication principle, we calculate the probability that V - an event that
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file F is compromised under one attack - occurs as:

P(V) =

k∑
j=1

P(X)P(Y)P(Z) (3.2)

where P (X), P (Y ) and P (Z) are probabilities that events X, Y and Z occur when the

total number of different server-type groups (server group for short) is K. The probability

P (V ) is proportional to probability P (Z), which largely depends on the quality of security

mechanisms deployed in the storage system, as well as the attacking skills of hackers.

Note that when k equals 1, there is no vulnerability difference among storage nodes.

Supposing that all the fragments of a file can be compromised using one successful attack

method, the probability that Y occurs becomes 1. Then, we can express P (V ) as:

P(V) =

k∑
j=1

P(X)P(Z) (3.3)

Let Sj be the number of storage nodes in server type Tj set and N be the total number

of nodes in a distributed system. The probability that nodes in set Tj are randomly attacked

can be derived as P(X) =
Sj
N
.

Probability P (Y ) in Eq. 3.2 can be calculated as follows:

P (Y) =

n∑
i=m

C i
Sj
Cn−i

N−Sj

Cn
N

, (j = 2, . . .K) (3.4)

where Cn
N is the total number of possibilities of allocating fragments of a file, and the product

of C i
Sj

and Cn−i
N−Sj

is the number of possibilities that a file is compromised using a successful

attack method which means at least m (It may be m+ 1, m+ 2, ..., n) fragments of the file

are compromised.

To simplify the model, one may assume that security mechanisms and attacking skills

have no significant impacts on information assurance of the entire distributed storage system.

This assumption is reasonable because of two factors. First, S-FAS is independent of security
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mechanisms that provide confidentiality for server groups in a distributed storage system.

Second, if empirical studies can provide values for probability P (Z), the probability P (V )

can be derived from P (Z) and the model (see Eq. 3.4) that calculates P (Y ). Since the study

of the distribution of P (Z) is not within the range of this work, in this paper the impact of

probability P (Z) on P (V ) is ignored by setting the value of P (Z) to 1.

Now we can derive Eq. 3.2 from Eq. 3.4 as below:

P(V) =
K∑
j=1

(
Sj

N
P(Z)

n∑
i=m

Ci
Sj
Cn−i

N−Sj

Cn
N

)
(3.5)

The confidentiality of file F is assured if F is not compromised. Thus, we can derive

the assurance SA(α) of the storage system from Eq. 3.5 as:

SA (α) = 1− P (V)

= 1−
K∑
j=1

(
Sj
N
P(Z)

n∑
i=m

Ci
Sj
Cn−i

N−Sj

Cn
N

) (3.6)

3.3.2 Dynamic Assurance Model.

During read and write operations, some fragments of a file may be transmitted among

different storage clusters or subnetworks. We assume that data transmissions within a cluster

are secure, while connections among clusters and subnetworks may be insecure. Let PL be

the probability that a fragment is intercepted during its transmission on an insecure link. We

consider a common case in which some fragments of file F are allocated outside a cluster. The

probability PD that a fragment of F is intercepted during its transmission can be expressed

as:

PD = μ1μ2PL + μ3 [1− PL] PL (3.7)

where μ1 = 1 indicates that connections among storage clusters are insecure and μ1 = 0

means the connections are secure. μ2 = 1 indicates that fragments are transferred among
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different clusters, otherwise μ2 = 0. Similarly, μ3 = 1 means that fragments are transmit-

ted across different subnetworks. When μ1, μ2, and μ3 equal to 0, there is no fragment

transmission risk. If q fragments need to be collected outside a cluster processing read/write

operations, then probability Pq(g) that g out of q fragments are intercepted can be expressed

as:

Pq (g) = Cg
qPD

g(1− PD)
q−g (3.8)

Now we model the dynamic assurance of an allocation mapping α of file F . For simplic-

ity, let us focus on a time period during which there is only one attempt to attack storage

nodes where F is stored. During this time period, we assume that only one read or write

operation is issued to access F . There are two cases where file F can be compromised. First,

a malicious user can reconstruct F from m compromised fragments using the same attack

method. Second, although less than m fragments are compromised, other g fragments are

intercepted during their transmissions. Hence, we can derive the dynamic assurance DA(α)

from the storage risk (see Eq. 3.5) and the transmission risk (see Eq. 3.8), as shown here:

DA(α) = 1−(
P (V ) +

(
q∑

g=(m−i)

Pq(g)

)
K∑
j=1

(
Sj

N
×

m−1∑
i=0

Ci
Sj

Cn−i
N−Sj

Cn
N

)) (3.9)

3.4 Evaluation of System Assurance

The assurance models described in Section 3.3 indicate that system assurance is affected

by the number K of storage types, the number N of storage nodes in the system, and the

number Sj of nodes in the jth storage type. In addition, threshold m and the number n of

fragments in a file also have an impact on system assurance. Now, we quantitatively evaluate

the impacts of these factors on the information assurance of distributed storage systems. We

first obtain a comprehensive evaluation of S-FAS in terms of data storage assurance and
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Figure 3.5: Heterogeneous system and homogeneous system using secret sharing scheme. In
all the four test cases, N is set to 60. K is set to 1, 4, 5, and 6, respectively. When K is 1,
there is only one server group in the system.

dynamic assurance of S-FAS. We compare our approach with a traditional fragment alloca-

tion scheme that does not consider vulnerability heterogeneities. We evaluated a distributed

storage system with the threshold value m. The default number n of fragments of a file is

set to 12 and Sj=
N
K

for all j from 1 to K.

3.4.1 Impact of Heterogeneity on Storage Assurance

If all storage nodes in the evaluated distributed system are identical in terms of vul-

nerability, the probability that fragments of a file can be compromised using one successful

attack method is 1. Fig. 3.5 shows the impact of the number K of storage types on system

assurance. Results plotted in Fig. 3.5 suggest that for a distributed system with homoge-

neous vulnerability, threshold m has no impact on system assurance. When it comes to a
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Figure 3.6: The impact of the system size N on storage assurance.

distributed system with heterogeneous vulnerabilities, the system assurance increases signif-

icantly with the increasing values of K and threshold m (see Fig. 3.5). Such a trend implies

that a high heterogeneity level of vulnerability gives rise to high confidentiality assurance.

3.4.2 Impact of System Size on Storage Assurance

To quantify the impact of system size N on data assurance of a file stored in the

system, we gradually increase system size from 45 to 70 by increments of 5. We keep k at

3 and also vary m from 4 to 8. Fig. 3.6 reveals that the storage assurance of the system is

not very sensitive to the system size, indicating that storage assurance largely depends on

the vulnerability heterogeneity level rather than system size. Thus, large-scale distributed

storage systems with low levels of vulnerability heterogeneities may not have higher assurance

than small-scale distributed systems. These results suggest that one way to improve system

assurance is to increase vulnerability heterogeneity while increasing the scale of a distributed
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Figure 3.7: The impact of server-group size on data storage assurance. The server-group
size means the number of storage nodes in a server-type group. Note that the storage nodes
within a server group share the same level of vulnerability. The server-group size varies from
12 to 18 with an increment of 1.

storage system. A high heterogeneity level in vulnerability helps in increasing threshold m,

making it harder for attackers to compromise multiple server groups and reconstruct files.

3.4.3 Impact of Size of Server Groups on Storage Assurance

Fig. 3.7 illustrates the impact of server-group size on data storage assurance. Note that

the server-group size is the number of storage nodes in a server-type group, in which all the

storage nodes share the same level of vulnerability. We vary the server-group size from 12

to 18 with an increment of 1. We observe from Fig. 3.7 that when threshold m is small (e.g,

m = 4), the assurance of systems with large server-group sizes is slightly higher than that of

systems with small server-group sizes. Interestingly, the opposite is true when the threshold

m is large (e.g, m > 4). Given a fixed number of storage nodes in a distributed storage
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Figure 3.8: The impact of the number n of fragments of a file on storage assurance. The
number n of fragments increases from 11 to 20. The parameters k and N are set to 3 and
75, respectively.

system, increasing the server-group size can decrease the number of server groups, which in

turn tends to reduce vulnerability heterogeneity. The results shown in Fig. 3.7 match the

results in the previous experiments in which a low level of vulnerability heterogeneity (or

larger server-group sizes ) results in degraded storage assurance.

3.4.4 Impact of Number n of File Fragments on Storage Assurance

Fig. 3.8 illustrates the impact of the number n of fragments of a file on storage assurance.

In this experiment, we increase the number n of fragments from 11 to 20 and measured data

storage assurance using our model. The parameters k and N are set to 3 and 75, respectively.

We also vary threshold m from 4 to 7. Results depicted in Fig. 3.8 confirm that the system

assurance is reduced with the increasing value of fragment number n. The results indicate

that a large number of file fragments leads to low data storage assurance of the file. This
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assurance trend is reasonable because more fragments are likely to be allocated to storage

nodes with the same vulnerability. If one storage node is compromised by an attacker,

fragments stored on nodes with the same vulnerability can also be collected by the attacker,

who is more likely to be able to reconstruct the file from the disclosed fragments.

In addition, Fig. 3.8 shows that increasing the value of threshold m can improve storage

assurance. This pattern is consistent with the results obtained in the previous experiments.

3.4.5 Impact of Threshold m on Storage Assurance

Figs. 3.5-3.8 clearly show the impact of thresholdm on storage assurance of a distributed

system. More specifically, regardless of other system parameters, the storage assurance

always goes up with the increasing threshold value m. The results indicate that the more

fragments an attacker needs in order to reconstruct a file, the higher data storage assurance

can be preserved for the file in distributed storage systems. These results suggest that to

improve data storage assurance of a file, one needs to partition the file and allocate fragments

in such a way that an attacker must compromise more server groups (the best case is m server

groups) in order to reconstruct the file.

3.4.6 Impact of PL on Dynamic Assurance

Now we are in a position to evaluate dynamic assurance of distributed storage systems.

The three parameters μ1, μ2, and μ3 in Eq. 3.7 have an important impact on dynamic assur-

ance because these parameters indicate whether there is risk during fragment transmissions.

Please refer to Sections 6.5.1 to 3.4.5 for details on the impacts of a set of parameters on

data storage assurance.

PL - the probability that a fragment might be intercepted by an attacker during the

fragment’s transmission through an insecure link - has a noticeable impact on dynamic

assurance of a distributed storage system provided that threshold m is small (e.g., smaller

than 9). Fig. 3.9 shows the dynamic assurance of a distributed system when PL is varied
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Figure 3.9: Impact of PL - the probability that a fragment might be intercepted by an
attacker during the fragment’s transmission through an insecure link. PL is varied from 0 to
8 ∗ 10−3 by increments of 1 ∗ 10−3. Threshold m is varied from 7 to 10
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Figure 3.10: Impact of q - the number q of fragments transmitted to and from a storage
cluster. q is chosen from 0 to 6 with an increment of 1. Threshold m is set from 7 to 10)

from 0 to 8∗10−3 by increments of 1∗10−3. We also vary threshold m (i.e., m is varied from

7 to 10) to evaluate the sensitivity of dynamic assurance on parameter PL under different

threshold m.

Fig. 3.9 demonstratively confirms that when threshold m is equal to or smaller than 8,

a large value of PL results in low dynamic assurance of the system. The results are expected

since a high value of PL means that the transmitted fragments are likely to be intercepted

by an attacker. Once the attacker has collected enough fragments of a security-sensitive file,

the file could be reconstructed. When threshold m is larger than 8, the dynamic assurance

is not noticeably sensitive to the probability PL that a fragment is compromised during its

network transfer.
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3.4.7 Impact of q on Dynamic Assurance

Like parameter PL, the number q of fragments transmitted to and from a storage cluster

also has an impact on the dynamic assurance of a distributed storage system. Intuitively,

Fig. 3.10 shows that when the number of fragments of a file that must be transmitted

through insecure links is increasing, the dynamic assurance of the file drops. Interestingly,

when threshold m is larger than 8, the dynamic assurance becomes very insensitive to the

number q of fragments. This observation suggests that when the threshold is small, the

S-FAS fragment allocation scheme must pay particular attention to lower the value of q in

order to maintain a high dynamic assurance level.

In addition, we observe from Fig. 3.10 that dynamic assurance is always lower than the

corresponding storage assurance (where q=0 in Fig. 3.10). This trend is always true because

in a dynamic environment, file fragments have to be transmitted through insecure network

links where malicious users may intercept the fragments in order to reconstruct files.

3.5 Chapter Summary

It is critical to maintain the confidentiality of files stored in a distributed storage system,

even when some storage nodes in the system are compromised by attackers. In recognizing

that storage nodes in a distributed system have heterogeneous vulnerabilities, we investigated

a secure fragment allocation scheme by incorporating secret sharing and heterogeneous vul-

nerability to improve security of distributed storage systems.

We addressed the security heterogeneity issue by categorizing storage servers into differ-

ent server-type groups (or server group for short), each of which represents a level of security

vulnerability. With heterogeneous vulnerabilities in place, we developed a fragment alloca-

tion scheme called S-FAS to improve security of a heterogeneous distributed system. S-FAS

allocates fragments of a file in such a way that even if attackers compromised a number of

server groups but fewer than k fragments are disclosed, the file cannot be reconstructed from

the compromised fragments.
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To evaluate the S-FAS scheme, we built the static and dynamic assurance models in

order to quantify the assurance of a heterogeneous distributed storage system processing

file fragments. We developed a SAP file allocation algorithm based on the analysis of the

assurance model as well as the proposed S-FAS scheme. In order to measure the performance

of the S-FAS scheme and the algorithm, we built a prototype in a real-world distributed

storage system.

We demonstrated how S-FAS incorporates the vulnerability heterogeneity feature into

file fragment allocation for distributed storage systems. Experimental results show that

increasing heterogeneity levels can improve file assurance in a distributed storage system.

The experimental results of our prototype implementation offer us inspiration on how to use

S-FAS to efficiently improve security and performance in distributed storage systems with

heterogeneous vulnerabilities.

There are three future research directions of this study. First, we will make an effort

to improve the performance of the SFAS fragment allocation scheme in a heterogeneous

distributed system. Second, we will integrate the data replication technique with S-FAS

to enhance reliability and performance of the fragment allocation scheme for distributed

systems. Third, we will implement a distributed storage system prototype where S-FAS is

deployed. In this prototype, we will evaluate performance of S-FAS in a real-world system.
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Chapter 4

Secure Allocation Processing (SAP) Algorithm for S-FAS

In previous chapter we present a fragment allocation scheme called S-FAS to improve

security of a distributed system where storage sites have a wide variety of vulnerabilities.

However the S-FAS scheme mainly focus on security considerations, the heterogeneous fea-

tures can also be leveraged to improve performance.

In this Chapter we develop a secure allocating processing (SAP) algorithm for the S-FAS

scheme to improve the security level and consider its performance using the heterogeneous

feature of a large distributed system. The SAP allocation algorithm considers load balanc-

ing, delayed effects caused by the workload variance of many consecutive requests, and the

heterogeneous feature of the storage nodes in the system.

The rest of the chapter is organized as follows: We discuss in Section 4.1 the motivation

to develop the SAP algorithm. Section 4.2 describes the factors that affect performance and

security in distributed systems. Section 4.3 describes a static allocation algorithm integrated

with the S-FAS scheme. In Section 4.4, a sample allocating process is illustrated. Section

5.4 summarizes this chapter and outlines some future work directions.

4.1 Motivation for the Secure Allocation Processing (SAP) Algorithm

There are tradeoffs among desired features(e.g., security and performance) of distributed

storage systems. Most existing solutions improve the security of the systems at the cost

of system performance. However, both high security and performance are among the top

client desired features in many widely deployed data centers operated by Google, Amazon

and Yahoo, etc.. The exploration and development of solutions that can improve not only

system security, but also system performance is in high demand.
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In our previous research [124] we proposed a scheme, S-FAS, to address security het-

erogeneity issues by dividing storage servers into different server groups. We focus on the

development of a file fragmentation and allocation approach to improving the assurance and

scalability of a heterogeneous distributed system. If one or more fragments of a file have been

compromised, it is still very hard for a malicious user to reconstruct the file from the compro-

mised fragments. Our solution is different from previous approaches, because ours captures

heterogeneous features regarding to vulnerabilities among servers. In a server group, storage

servers with the same vulnerability share the same weakness allowing attackers to reduce

the servers’ information assurance. Although it may be impractical to classify all servers in

a system into a large number of groups, a reasonable way of identifying server types is to

organize servers with similar vulnerabilities into one group. We built static and dynamic

assurance models to evaluate the security level of our S-FAS scheme. Analysis results show

that the system assurance level can be improved by the S-FAS scheme compared with the

traditional methods without the consideration of heterogeneous features.

The time cost to reconstruct a file from its fragments is obviously greater than that of the

non-fragmentation storage method; and performance degradation becomes inevitable [129].

In this research we investigate impact of secure fragmentation scheme on system performance.

Similar research work on file assignment can be found in the literature [71] [30]. These studies

showed that not only the queuing cost, and file heat of the file (represents the product of file

access rate and the access service time) [30] [108], but also the variance of service time can

influence the performance of homogeneous systems where each site has the same performance

characteristics. In our investigated heterogeneous distributed systems, the variance in service

time caused by heterogeneous servers with different performance characteristics has a large

influence on the overall system performance.

We investigate the possible parameters that influence both the system performance and

the proposed S-FAS scheme. There are three aspects to a distributed storage system that

influence its security and performance, workload, storage nodes and network interconnects.
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There are different elements of each aspect of the system. We extracted the possible key

elements of each aspect by analyzing of the proposed S-FAS scheme.

Based on the both performance and security analysis, we developed a secure allocat-

ing processing (SAP) algorithm for the S-FAS scheme to both improve the security level

and consider system performance by using the heterogeneous feature of large distributed

systems. The SAP allocation algorithm considers load balancing, delays caused by the

workload variance of many consecutive requests, and the heterogeneous nature of storage

nodes in a system. We developed a prototype of S-FAS using the multi-threading technique

to implement the SAP algorithm to guide file allocations. The experiment results show

that the proposed security solution can not only improve security, but also improve the

throughput of a distributed storage system with heterogeneous vulnerabilities by virtue of

the multi-threading.

In this study, we made the following contributions:

• First, we develop a secure allocating processing (SAP) algorithm to improve security

and system performance by considering the heterogeneous feature of a large distributed

system.

• Second, in order to conduct the performance analysis for the S-FAS scheme and SAP

allocating algorithm, we developed a prototype for our S-FAS scheme.

• Third, we implemented the prototype and conducted some experiments on the through-

put of the proposed scheme and algorithm.

• Fourth, we evaluated our solution by implementing some real world traces.

4.2 Factors Affecting Performance and Security

There are three main sources affecting the processing delay of a request from a client:

workload, storage nodes, and network interconnects.
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Before presenting details on the SAP algorithm, let us summarize all notations used

throughout this section in Table 4.1.

Table 4.1: Notation used in the SAP Algorithm.
Notations Meaning
S the size of file F
u server type in the system
Si the size of server type i in a cluster
|F | the total number of files
|Fi| the total number of fragments in file |Fi|
Fij the jth fragment of the ith file
Burdenij the work load that the jth fragment of the

ith file brings to the node where it is stored
DataSizeij the jth fragment size of the ith file
bN Bandwidth of the connected

network of the Nth node
λij the access rate of the jth fragment

of ith file
Nuv the vth node of server type u

u,v= 0,1...
Iij Decreasing sorted list of fragments

to be allocated (Fragments of
the same file are consecutive
and belong to the same row)

TLoad (Nuv) total available load of node Nuv

CLoad (Nuv) current load of node Nuv

RLoad (Nuv) N number of element vector
recording the total available
storage capacity for all nodes

CurrentN[u] the current available node in the
uth type of servers

LoadBNuv the most load that shoud be
assigned to node Nuv

Concerning the workload, the service time, Si, for each file Fi, and the access rate of

this file, Ai, are the two main characteristics that affect the performance on the file. These

two characteristics are usually combined in a joint metric called ”heat” to evaluate the active

rate of a file [68]. The service time is directly influenced by file size and two parameters-m

and n-in the threshold (m, n). Since we consider the performance of heterogeneous systems,
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service time Si for file Fi is not fixed, because different allocation nodes are chosen to store

the fragments of the file.

In order to fully benefit from the performance capabilities of a homogeneous distributed

or parallel system, one has to insure that the load must be uniformly distributed among

all storage nodes. Otherwise, some disks may become performance bottleneck, severely

increasing the response time of requests, and reducing the overall system throughput [68].

As such reducing the time cost on network and slave nodes may be achieved by minimizing

the utilization of each node and by minimizing the variance of service times among all the

nodes. Most of the current published work on this topic concentrated on minimizing the

nodes utilization by balancing load across all disks while ignoring the minimization of the

variance of service time in the context of heterogeneous distributed systems. When fragments

of a wide variety of sizes are intermixed on each node, small fragment requests are likely to

wait for large fragment requests accesses that were queued ahead of the smaller ones. This is

inefficient, especially when the load is heavy and the queuing delays dominate the response

time. Thus, in addition to load balancing, the performance of a distributed system can be

improved by reducing the variance of service times among fragment storage nodes. System

network interconnects also affect performance of heterogeneous distributed systems. Thus,

our file fragment allocation algorithm has to take the network delays into account.

Experimental results described in section show that diversity of a system with heteroge-

neous features can possibly increase the system security. To make use of the heterogeneous

nature of vulnerabilities in storage nodes, the SAP algorithm should allocate the fragments

of a file to as many types of storage nodes as possible to improve the system security.

While considering the impact of different bandwidths of networks, we define the coeffi-

cient wN (See weight in Eq. 4.1). Equation 4.1 is used to determine load to be distributed to

the Nth node concerning the network speed variance of different storage node. This equation

helps to guarantee that storage nodes connected by fast networks handle more I/O loads.

48



wN =
bN∑N
i=1 bN

(4.1)

Based on workload analysis, we use burden(see Eq. 6.7 below) to evaluate the workload

that a fragment brings to the storage node that stores the fragment.

Workloadij = λij ∗DataSizeij (4.2)

In order to balance the loads imposed on different nodes in the system, we distribute

the workload expressed by Eq. 6.8 where a number of fragments of multiple files are stored

in node N.

Workload N = wN ∗
i=d∑
i=1

j=|Fi|∑
j=1

λij ∗DataSizeij (4.3)

4.3 SAP Allocation Algorithm

We developed a static allocation algorithm integrated with the S-FAS scheme. we focus

on the static algorithm rather than its dynamic counterpart, because we plan to consider

the movement of data in our future work.

Initially, all nodes within the same server type are listed in a decreasing order of pro-

cessing speed under a certain workload. All files are sorted in list I in a descending order

of fragment sizes. Then, the nodes are allocated to the file fragments in order to optimize

both performance and security. Fig. 4.2) shows the data flow of the SAP algorithm. The

algorithm includes the partitioning and sorting part(see Fig. 4.1), and fragment allocation

steps(see Algorithm 1).
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Inputs

Output

Divide each file into n fragments for all the |F| files

Compute the burden for all fragments

Sort fragments in decreasing order based on their 
burdens (Fragments of the same file are consecutive

and belong to the same row)

Decreasing sorted two-dimension list Iij of 
fragments based on their burdens of the input files

1. |F| number of files
2. Secret sharing scheme (m, n)

Figure 4.1: The SAP fragment Partition and Sorting Step. The chosen secret sharing scheme
(m, n) is employed.

50



Start

Decreasing Sorted Two- 
Dimension Fragment List  

Server Configuration 
File

SAP-
Check for the 

Available Server for 
Fragment 

Distribute        to the Chosen Server

Yes
        No

Break
        No

Is This the Last 
Fragment in List       ?

   Yes

End

ijI

ijI

ijI

ijI

Figure 4.2: The SAP Data Flow.
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Algorithm 1 SAP Allocating Process Step:
Input:
Iij
CLoad (Nuv)
TLoad (Nuv)

Step1. Sort all nodes in a two-dimension list in decreasing order based on their vulnera-
bility type and processing speed.

Step2. Allocate each fragment in list I to servers
i=1
for u = 0 and u < K do
CurrentN[u] = 0

end for
u = 0
v = CurrentN[u]
CurrentN [u] = u
use the equations for wN and NBurdenij to calculate LoadB Nij

for i = 1 and i < |F | do
//Allocate all fragments of file i
for j = 1 and j < |Fi| do
if CLoad (Nuv) ≥ LoadBNuv then
CurrentN [u] + +

end if
CLoad (Nuv)= CLoad (Nuv)+Burdenij

u++
v = CurrentN[u]
if u = K then
u = 0

end if
end for

end for

Output:
The updated fragment list for multi-thread fragment writing
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Figure 4.3: Allocation Load Sample

4.4 An Allocation Example for SAP

Let us use an example to demonstrate the process of assigning storage nodes to file

fragments. There are three files and each file has four fragments to be allocated(see Fig. 4.3).

The data size, fragment size, access rate, and file heat are listed in Table 4.2. Here we assume

the size unit of fragment or file is megabyte(MB). The access rate is measured by how many

times’ requests to a file per second. Heat is defined as in [68] to evaluate the active rate

of a file. Here we assume the heat value of the hottest file in a system to be 100, and the

heat values of other files are comparably set to values from 0 to 100. Because our analysis

is independent of the unit of each item as previously described, we do not list the units in

Tables 4.2, 4.3 and 4.4.

We assume that there are three server types, each of which contains three servers. The

network bandwidth of each server is listed in the second column in Table 4.3. According the
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Table 4.2: Features of Example Files

Aspects of the File F1 F2 F3
FileSize 80 60 40
Fragment Size 20 15 10
AccessRate 3 6 5
Heat 60 90 50

Equations 4.1, 6.7 and 6.8, we can calculate each node’s upper bound of affordable burden

(see the third column in Table 4.3) for these files to be allocated.

Table 4.3: Features of a Heterogeneous Storage System Example

Nodes Bandwidths Weight BurdenAfford–Upbound
N11 1 40
N12 2 80
N13 3 120
N21 4 160
N22 1 40
N23 2 80
N31 3 120
N32 3 120
N33 1 40

Fig. 4.4 shows the allocation results made by the SAP algorithm described in Fig. 4.1

and Algorithm 1.

Table 4.4 summarizes the allocated burden and the overloaded load imposed on each

node in the system. The negative and positive symbols mean that final allocated burdens

exceed or below expected bounds. The nodes that afford a little bit of more load for these

bunches of files, it may be assigned less amount of load while allocating other bunches of

files. The allocation result deviation will be neutralized during the whole system’s working

process.

4.5 Chapter Summary

It is critical to maintain the confidentiality of files stored in a distributed storage system

without significantly degrading performance. We developed a SAP file allocation algorithm
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Figure 4.4: Alocation Result

based on the analysis of the assurance model and the proposed S-FAS scheme proposed

in our previous research. In order to evaluate the performance of the S-FAS scheme and

the algorithm we built a prototype. We implemented the prototype using C programming

language and conducted some experiments on the throughput of the proposed scheme and

algorithm. At last we evaluated our solution by implementing some real world traces.

There are a few future research directions of this study. First, we will integrate a data

replication technique to be integrated with S-FAS to enhance reliability and performance of

the fragment allocation scheme for distributed systems. Second, we will develop a dynamic

file allocation algorithm for a distributed system where data replicas are achieved and main-

tained. Third, we will make an effort to extend the SAP algorithm to address security issues

into a cloud storage system. Last but not least, we will continue to upgrade our prototype

for future scalability testing.
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Table 4.4: Allocation Result by the SAP Algorithm

Nodes BurdenAllocated BurdenOverBound
N11 60 20
N12 90 -10
N13 140 -20
N21 150 +10
N22 60 +20
N23 50 +30
N31 90 +30
N32 110 +10
N33 50 -10
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Chapter 5

S-FAS Prototype

In previous chapter we present a secure allocating processing (SAP) algorithm for the

S-FAS scheme to improve the security level and consider its performance using the hetero-

geneous feature of a large distributed system.

In order to use practical implementations to demonstrate the ideas on actual systems

with real-world applications, we developed a prototype using the multi-threading technique

and C language for the S-FAS scheme with the SAP algorithm to guide the file allocation.

The prototype is built in the distributed cluster environment with heterogeneous storage

nodes, in which the Network File System (NFS) and Linux are installed. We did some

experiments on system throughput and testing against real world traces. The evaluation

results show that the proposed solution can not only improve the security level, but also im-

prove the throughput and performance of the distributed storage systems with heterogeneous

vulnerabilities by using the multi-thread technique.

The rest of the chapter is organized as follows: We present in Section 5.1 the detailed

design of the prototype. Section 5.2 describes the evaluation of the prototype on system

throughput in distributed systems. In Section 5.3 we introduce the performance evaluation

by testing against real world traces. Section 5.4 concludes this chapter and presents our

future research directions.

5.1 Prototype Design

Fig. 5.3 illustrates system architecture of a heterogeneous distributed system, where

nodes are classified into three main groups - computing nodes (clients), storage nodes, and

a storage server. The storage server is responsible for allocating file fragments using our
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Storage Server Client

Server Type K
Storage Nodes

Server Type1
Storage Nodes

Network Interconnect

...

Client

Figure 5.1: System architecture.The storage server manages metadata. The storage nodes
are logically grouped into different server types. Client nodes can directly access storage
servers through the network connection.

SAP algorithm, managing metadata, and dealing with incoming file requests(e.g., reads or

writes) from clients. The storage nodes are divided into several groups; nodes in each group

share similar heterogeneous vulnerability. The client nodes can directly access storage servers

through the network interconnections.

Fig. 5.4 shows the modules implemented in the prototype, which is comprised of the

following components.

• The first part is a set of configuration files for servers, files, and all fragments of all file

fragments stored in storage nodes.

• The second component is the active lists for servers (see the data structure of the

example server node, which forms the above server list) , files, and all fragments in the

memory of storage node.
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Figure 5.2: The Prototype design.The upper part of this figure represents the disks of a
storage server where the storage node configuration file, file configuration file, and fragment
configuration file are stored. The middle part is the memory part of the storage server node,
where the key allocating module parts such as the SAP algorithm, multi-thread writing,
and the three active link lists are stored. The three active lists records the most updated
information for storage nodes, stored files and fragments in the system. The lower layer in
the figure represent the client nodes in the system.
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• The third part is the SAP algorithm and multiple threads located in the storage server.

• The last component is composed of distributed storage nodes which are used to store

file fragments.

The prototype runs on the storage server node and directly communicates with the

client nodes. The upper layer in Fig. 5.4 represents the disks of the storage node, where the

server configuration file, the file configuration file, and the fragment configuration file are

stored. The middle layer is residing in the main memory part of the server node where the

key allocation modules such as the SAP algorithm, multiple writing threads, and the three

active link lists are stored. The three active lists record the most recent information of the

server, stored files and fragments in the system. The bottom layer in the figure represents

the client nodes in the system.

5.1.1 Architecture and Modules

This prototype was designed to improve the performance using the S-FAS scheme and

SAP algorithm applied in distributed storage system.

Architecture

Fig. 5.3 illustrates the architecture of Security Improved Distributed Storage System

(SIDSS) , where nodes are divided into three main groups - compute nodes (clients), storage

nodes, and a storage server. The storage server is responsible for handling file allocating using

our SAP algorithm, managing the metadata and dealing with the incoming file requests for

data reads or writes from the clients. The storage nodes are divided into a few groups based

on their heterogeneous vulnerability features. Client nodes can directly access storage servers

through the network interconnect.
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Figure 5.3: The architecture of the system.The storage server manages metadata (e.g., con-
figuration files for server nodes, stored files and fragments. The Storage node also runs the
NFS).The storage nodes are logically grouped into different server types (server nodes of the
same server type share the similar vulnerabilities.) Client nodes can directly access storage
servers through the network interconnect.
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Figure 5.4: The allocating module. The allocating module runs on the storage server node
and directly communicate with the client nodes. The upper part of this figure represents the
disks of the storage node where the server configuration file, file configuration file and the
fragment configuration file are stored. The middle part is the memory part of the storage
server node, where the key allocating module parts such as the SAP algorithm, multi-thread
writing and the three active link lists are stored. The three active lists records the most
updated information for server, stored file and fragments in the system. The lower layer in
the figure represent the client nodes in the system.
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Allocating Module

Fig. 5.4 illustrates the architecture of the file allocating module, which is comprised of

the following four parts.

• The first part is the configuration files for servers, files and all fragments of all files on

the disk of storage server.

• The second part is the active lists for servers(see the data structure of the example

server node which forms the server list above) , files and all fragments in the memory

of storage node.

• The third part is the SAP algorithm and multi-thread writing part, which is also active

in the memory of the storage server.

• Distributed storage nodes: the storage node where the fragments of files is finally

stored.

Reads and Writes Processing Module

Fig. 5.5 illustrates the architecture of the reads and writes or trace processing module,

which is mainly comprised of the following four parts.

• The first part is the configuration files for servers, files and all fragments of all files on

the disk of storage server.

• The second part is the active list of all fragments in the distributed system.

• The third part is the SAPreading and SAPwriting part, which is also active in the

memory of the storage server. Distributed storage nodes: the storage node where the

fragments of files are finally stored
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Figure 5.5: The reads and writes/tracing module.The reads and writes/tracing module runs
at the storage server node. The SAP reading and/or writing part deal with the requests
from clients or trace records.
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5.1.2 Data Flow

Before we describe the data flow for our prototype we would like to give some assumption

that may help understand this project better. The main object of this project is to evaluate

the performance of our proposed S-FAS security improving scheme. The allocating means

we need to put some new data into the system and store there. The read processing happens

when the client assume the data they request is already stored in the system. We consider

the write operation here in our current prototype only as update.

For the reads/writes processing, when clients request an operation on a file that is not

exist in the system, a reminder telling that the file is not exist yet will return to clients. In

future work, we may consider adding the function of dealing with files that are not exist in

the system for write operation.

Allocating Module Data Flow

The allocating module works at the condition we need to put more files(data) into the

system. This module mainly runs at the storage server node. After the storage server node

receives an allocating for new storage request, there are the following few steps to be carried

out to fullfill the new storage request.

• Step A(includes marked item 1, 2, 3, 4 in the Fig. 5.4 ). The allocating module

initializes the server list according the configuration file information on the disk of the

storage node, and file list according the allocating request from the client;

• Step B(includes marked item 5, 6, 7, 8, 9, 10 in the Fig. 5.4). . Then the allocating

module runs the SAP allocating algorithm to get the arrangement plan of the new

data, at the same time the fragment list and fragment configuration file are updated.

• Step C(includes marked item 11, 12 in the Fig. 5.4). Then the multi-thread writ-

ing function is run to write the fragmented new data to the arranged storage server

according the arrange information in the fragment list.
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Reads and writes Processing Module Data Flow

The reads and writes/tracing module runs at the storage server node. The SAP reading

and/or writing part deal with the requests from clients or trace records. Firstly this module

identify whether the request is read or write. Then it will check the active fragmentation

list to locate the position this operation need to visit. Then it will finish the operation of

read or write following the request.

For a normal read operation, this module needs 5 steps to finish the read task:

• Step A(includes marked item 1 in the Fig. 5.4). The SAP reading get the metadata of

the request data(it may be a whole file or some part of a file) from the fragment list.

• Step B(includes marked item 2 in the Fig. 5.4). The SAP reading then creates multi-

threads to read the fragments of the requested data into the storage server.

• Step C(includes marked item 2 in the Fig. 5.4). Then the SAP-Reading merges the

fragments following the original order to get the requested data reconstructed and

ready to reply to the client.

• Step D(includes marked item 3 in the Fig. 5.4). The last step for a read operation is

just like the non-fragmented traditional read operation–send the requested data back

to the client.

The SAP-writing deals with the write operation similarly with the normal write opera-

tion except the extra work that need to do because of the fragmentation of the files.

5.2 Experimental Evaluation on System Throughput

5.2.1 Evaluation Methodology

To evaluate the performance of our SAP algorithm, we implement a prototype (see

Section VI) and analyze the performance of the prototype. We pay attention to two system
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parameters, namely, data size and the number of fragments for each file. We conducted an

experiment to test the file allocation process by varying workload conditions and fragment

number in the prototype.

• File size: In our experiments, the test file size varied from 950MB(996147200 bytes) to

2300MB(2411724800 bytes). The details can be found in the corresponding figures(file

size unit: byte, throughput: byte/millisecond).

• Fragment number of a file: We varied the fragment number from 3 to 15. All the upper

bounds are smaller than 16, because there are 16 storage nodes in our testbed. The

prototype performs better when each storage node stores at most one fragment from

each file.

• Number of Storage Nodes Effect on Performance: In order to analyze the number

of storage nodes effect on performance for different sizes of data, we evaluate our

prototype by experiments with scalable data sizes and storage numbers.

5.2.2 Experiment Results

Fig. 5.6 shows the impact of file size on system throughput measured in Byte/Sec. From

Fig. 5.6 we observe that compared with the traditional scheme, our approach significantly

improves the throughput. The performance improvement is attributed to the multi-threading

method used to handle multiple fragments of a file in prototype. The results show evidence

that multiple threading is an efficient way of implementing the SAP algorithm. A second

observation drawn from Fig. 6 is that increasing file size can reduce the system throughput.

This trend is observed for the two tested schemes. The results obtained from this exper-

iment indicate that file partitioning and multiple threading can significantly improve the

performance of a heterogeneous distributed system.

Fig. 5.7 shows the impact of the fragment number on the throughput. From Fig. 5.7

we can see that the throughput increases when the number of fragments goes up. A large
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Figure 5.6: Impact of file size on system throughput.
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Figure 5.7: Impact of fragment number on system throughput.
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number of fragments in a file can improve the read and write performance of the system

with respect of the file, because many storage nodes can access fragments in parallel. With

multiple threads in place, multiple storage nodes are able to provide a high aggregated

bandwidth.

Figs. 5.6 and 5.7 illustrate that file fragmentation and multiple threading are two

key techniques to improve performance of the SAP file allocation algorithm designed for

heterogeneous distributed systems.

Fig. 5.8 shows that system throughput decreases with increasing of file size. For different

sizes of distributed storage systems, the performance decrement coming from the increasing

of file size on system throughput are different, indicating that an optimal system size can be

determined for certain file sizes.
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Figure 5.10: File Size and Number of Storage Nodes Impact on System Throughput(2)

Fig. 5.9 and Fig. 5.10 reveal the impact of file size and number of storage nodes on

system throughput. We observe that when the data size is small, the system throughput

increases with the increasing of system size and the number of storage nodes in the system.

When the data size reaches to a certain level, the storage assurance decreases with the

increasing value of the system size. One of the potential reasons might be the overhead of

data partitioning.

5.3 Read and Write Performance

To evaluate system performance of S-FAS and SAP, we replay a few real-world traces,

which include parallel web-server, parallel scientific database for remote-sensing data, and

data mining.
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Figure 5.11: File Size Impact on Read-Only Trace Processing Time.

We evaluate three scenarios: the read only, write only, and the read-write cases using

the Cholesky trace representing I/O intensive applications. We measure the time used for

each I/O operation in the trace and assess trace-replay time presented in the y-axis.

The following six tests can be grouped into two sets: the first three tests have different

file size, and the last three tests are focused on fragment number.

From Fig. 5.11 shows that the S-FAS scheme spends more time to process the read-only

applications, due to the extra time cost introduced by fragment reconstruction. However,

SAP significantly improves the performance using the read-open-first strategy. In the read-

open-first strategy, regardless of a partial file access or entire file access, all the fragments of

the file on the server storage node are accessed to speed up future reads.

For write-only applications, Fig. 5.12 indicates that the S-FAS scheme maintains the

same performance as the traditional method. This is because the extra time cost for fragment
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Figure 5.12: File Size Impact on Write-Only Trace Processing Time.

is very little when it comes to writes. Thus, S-FAS benefits write-only applications by their

security level without significantly degrading performance.

The last three tests are focused on the impact of fragment number on the S-FAS per-

formance. we compare the results between the regular read-write method and the open-first

method for the read-only, write-only, and read-write applications.

We vary the fragment number from 3 to 15 while keeping the file size unchanged in the

three tests. Fig. 5.14 shows that with the increasing of fragment number, the time spent

to process the request for the same file size remains a constant. This is mainly because

the requested data size in the trace is small compared with the entire size file. Most of the

requested data size is even smaller than a fragment of the files. In most cases to serve a

request, there is no need to access multiple file fragments. In our future study, we will inves-

tigate a way to improve system performance when multiple file fragments are concurrently

accessed.
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Figure 5.13: File Size Impact on read and Write Trace Processing Time.
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Figure 5.14: Fragment Number Impact on Read-Only Trace Processing Time.
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Figure 5.15: Fragment Number Impact on Write-Only Trace Processing Time.
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Figure 5.16: Fragment Number Impact on Read and Write Trace Processing Time.
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5.4 Chapter Summary

It is critical to maintain the confidentiality of files stored in a distributed storage sys-

tem without significantly degrading performance. We developed the SAP file allocation

algorithm, the performance of which is evaluated by an assurance model. We also proposed

the S-FAS scheme, whose prototype was implemented using C programming language. In

addition, we conducted experiments to measure the throughput of the proposed scheme and

algorithm. Finally, we replay a few real world traces on our prototype to evaluate system

performance.
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Chapter 6

Reef-A Replication Solution to Improve Availability

In the previous Chapters, we proposed the S-FAS scheme and SAP allocation solution,

which can improve distributed storage systems’ security and performance. In this Chapter

let us illustrate a technique called Reef to improve the availability, security, and performance

of distributed systems by integrating fragment replication into our S-FAS and SAP solution.

Recall that S-FAS does not maintain replica fragment. Replication of persistent data is

crucial to achieving high availability in storage systems. Reliability can be improved through

multiple redundant sites, which makes well-designed cloud computing suitable for business

continuity and disaster recovery. Replication degree is important for system performance

and resource efficiency. In this chapter we describe a way of integrating replication with

S-FAS that addresses heterogeneity issue of distributed systems.

If a distributed system only stores one copy for each fragment, it will be very vulnerable

especially in a risky network environment. Redundancy is a common method to improve

system availability; however, increasing the number of replicas for each file/fragment makes

the file/fragment more likely to be compromised. Evidence shows that heterogeneous features

can be well used to improve storage security. The goal of this part of our dissertation is

to find a solution to improve both availability and security for distributed systems with

heterogeneous features.

The Reef scheme is an extension of the S-FAS scheme. The system model of Reef is sim-

ilar to that of S-FAS, except that Reef considers system failures caused by hardware diversity

when categorizing storage nodes into different groups in the storage node deployment phase.

The static storage assurance model described in this chapter aims to provide the analysis of

the Reef scheme. Some useful principles to help improve system assurance are draw from the
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analysis of the Reef scheme. The evaluation and analysis results provide the guidance for

the design of a secure allocation process algorithm called R-SAP for a scheme that integrates

fragment replication. The design logic of R-SAP is very close to the design logic of SAP

except that the R-SAP needs to consider one further step of distributing different replicas

of each file’s fragments.

The rest of the chapter is organized as follows: We discuss in Section 6.1 the importance

of availability for distributed systems and how to make heterogeneity valuable to availability.

Section 6.2 describes the system model for the replication scheme and a motivation example

for the design of the Reef Scheme. In Section 6.3 we introduce the desired prosperities and

design of Reef. In Section 6.4, we propose Reef’s static assurance model. Section 6.5 shows

the evaluation and analysis results by varying important parameters in the Reef scheme and

provides hints on how to apply the proposed Reef scheme efficiently. Then, in Section 6.6 we

present a Replication Secure Allocation Process algorithm called R-SAP for Reef. Finally,

Section 6.7concludes the chapter and presents our future research directions.

6.1 Improve Availability in S-FAS Solution

In this section, we present the importance of availability in distributed systems and the

current high availability solutions for distributed systems. Like tradeoff between security and

performance (see Chapter 3), tradeoff also must be made between security and availability

for high availability techniques for distributed systems. We illustrate how to make use of

heterogeneous features in distributed systems to make good tradeoff between security and

availability.

6.1.1 Availability in Distributed System

Availability is a storage system property that is both highly desired and yet minimally

implemented. When some storage nodes in a distributed storage system are down, the entire

system might grind to a halt [141] [93]. Downtime is clearly very expensive; for example,
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in the on-line business world, millions of dollars per hour are lost when systems become

unavailable. Replication techniques are commonly employed to enhance the availability of

data-intensive services [69]. There are static and dynamic data placement strategies to build

data replication services [17] [70] [59] [74].

Replication degree indicates the number of replicas maintained for each file/fragment in

a replication mechanism. Files may have different access rates; the locations of their guests

may very different [96]. If there are too many replicas existing in a distributed storage

system, the storage space will be wasted [94]. The storage servers need extra time to search

the corresponding replicas of a file. Thus storage system availability is increased at the cost

of degraded system performance. To achieve a better availability and system performance,

different files should have different replication degrees. There are also some scenarios exist

that most of the files have similar access rates and their users’ geographic locations are

similar. In such cases, there is no need to vary the replication degree of the stored files.

6.1.2 Make Heterogeneity valuable to Availability

In Chapter 3 we already discussed that with the increasing number of the storage node

in distributed storage systems, the heterogeneity level tend to increase. Recall that our pro-

posed S-FAS scheme and SAP allocation algorithm make use of the heterogeneous feature to

improve security and performance. The risk of a file to be hacked or accessed by unauthorized

users is increasing when the replication degree goes up. We address the issue of whether it is

possible to improve availability and security by making use of heterogeneous features among

storage nodes in distributed systems? Hardware failure is one of the factors that influence

availability. Heterogeneous prosperities in hardware lead to various hardware failure rates,

which further affect availability. When a replication mechanism is used to improve availabil-

ity, one has to distribute the replicas to the storage nodes that give rise to high availability,

system performance, and security. Intuitively, the availability can be improved if the replicas

of a file or fragment are distributed to storage nodes with diverse hardware configurations.
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The security risk of different replicas also have impact on availability. Our proposed S-FAS

scheme categorize storage nodes into different groups based on their various vulnerabilities.

The storage security is improved by distributing the fragments of a file into various storage

groups. With one set of successful attack techniques to a certain storage group, a hacker

might compromise all the replicas stored on the compromised nodes. The file is still safe as

long as the number of unique replica is less than the secret sharing threshold. Ideally the

replicas of a fragment should be distributed to the same storage group or few storage groups.

In order to further investigate the above basic idea aiming to improve availability and

security for distributed heterogeneous systems, we describe our design, model, evaluation,

and an allocation algorithm in the rest of this chapter.

6.2 System Model and Architecture

The system model in this chapter is the same as that for S-FAS (see in chapter 3, 3.1.1);

the system architecture is the same as that of SAP described in Figure 5.1. As we present

in previous section, the availability is improved if the replicas of the same file or fragment

are distributed to storage nodes with diverse hardware configurations. In the Reef system

model, when we logically categorize storage nodes into different groups depending on the

diversity of hardware and vulnerability. Nodes sharing the similar security vulnerabilities

are placed into one group; within one group, choose the nodes that have diverse hardware.

Thus, to consider security, we firstly apply the same strategy as that in S-FAS and distribute

replicas of multiple fragments into different storage groups. Then, we place the replicas of

the same fragment into storage nodes within one storage group where nodes are sharing

similar security vulnerabilities and have diverse hardware. The availability can be improved,

because it is very rare that all of the storage nodes with different hardware fail at the same

time.

Before we describe the Reef design, we summarize all notation used in this chapter in

Table 6.1.
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Table 6.1: Notation used in the system and models.
Notations Meaning
N Number of server nodes in the system
U The whole system considered
L Number of subsystems in the whole system
Hi Number of server nodes in the subsystem i
F A file stored in the system
Fi Fragment i of file F
Fix The xth replica of fragment i of file F
t The number of replicas for each fragment of file F
tx The number of replicas for the xth fragment of file F
Tj Server type j in the system
K The total number of server types
Sj The size of a certain server type in a cluster
m Threshold for the secret sharing scheme
n The total number of fragments for each file

in the secret sharing scheme
Ri Cluster storage subsystem
rij Node j in subsystem i
X The event that a set of storage nodes is

chosen to be attacked
Y The event that if X occurs, at least m different fragments’ replicas

can be compromised using the same attack method.
CM(Y ) The total combinatorial number of Y event.
CM(n ∗ t) The total combinatorial number of different distribution of

allocating the n ∗ t replicas into the system which has N nodes.
Z The event of a successful attack to a certain

fragment of a file
V The event file F is compromised under one attack method
PN The successful probability of an attack on a node
Pf The successful probability to compromise

a fragment in a compromised node
P (X) The probability of event X occurring
P (Y ) The rate of CM(Y ) dividing CM(n ∗ t)
P (Z) The probability of event Z occurring
P (V ) The probability of event V occurring
α An allocation mapping of file F
SA(α) The storage assurance of an allocation mapping α of file F

6.2.1 Replication Scheme for Heterogeneous Distributed Systems

Replication scheme is commonly employed to enhance the availability of distributed

systems. A large number of stories have been carried out to investigate the relationship
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between availability and a number of factors including replication degree, replica placement,

and replication maintenance overhead. In this project we focus on studying the replication

degree and replica placement impact. We aim to find a solution to improve availability and

security for heterogeneous distributed systems.

In this part of the study we consider two cases, where the replicas of file fragments are

duplicated. We provide the analysis of the first case when each file fragment has the same

number of replicas.

• Case 1: Each file fragment has the same number t of replicas.

• Case 2: File fragments have various number (i.e., t1, t2, ..., tx) copies of replicas.

The appropriate replica placements are of growing importance to improve availability

and efficiency. Appropriate replicas can be used to balance resource consumption for the

underlying infrastructure. Both static and dynamic replica placement strategies have been

investigated in the past [121] [79] and dynamic placement of replicas.

Many factors (e.g., system components, system topology, application types, clients’

distribution and access patterns) have impacts on the efficiency of replica placements [47] [80].

We mainly study the impact on availability and security caused by heterogeneous components

of the distributed systems including storage nodes, networks, and application types and

access rates.

The heterogeneity of storage nodes includes hardware, software and applied security

strategies. Different storage hardware have different lifetimes, potential weaknesses, and ca-

pabilities; hence the heterogeneity of hardware has impact on system failures and availability.

Considering the security and protection strategies, we discuss a few reasons that may cause

different vulnerabilities of the storage nodes. First, storage nodes have different ways to pro-

tect data. Second, a security policy can be implemented in a variety of mechanisms. Third,

the key length of an encryption scheme may vary across multiple storage nodes. Fourth,

heterogeneities exist in computational units of storage sites. We believe that future security
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mechanisms for distributed systems must be aware of heterogeneous vulnerabilities. The

main object for this study is to improve system security and availability in a heterogeneous

distributed system, so we pay attention to the heterogeneity factors affecting security and

availability.

6.2.2 A Motivation Example

Recall that the security of the stored files can be improved by making use of the het-

erogeneous strategies for security on different storage nodes. In this study we analyze how a

fragment replication scheme may increase storage risk by using random or hashing method

replica placement in distributed heterogeneous systems. The following motivation example

lays out the foundation for us to develop the secure fragment replication scheme.

We consider a heterogeneous distributed storage system (see Fig. 6.1) that contains 25

storage nodes categorized into 5 server-type groups (or server groups for short), i.e., T1,

T2, T3, T4, and T5. Storage nodes in each server group offer similar services with the same

set of vulnerabilities. In this example, server group T1 consists of nodes r1, r6, r11, r16, r21,

i.e., T1 = {r1, r6, r11, r16, r21}. Similarly, we define the other four server groups as: T2 =

{r2, r7, r12, r17, r22}, T3 = {r3, r8, r13, r18, r23}, T4 = {r4, r9, r14, r19, r24}, and T5 = {r5, r10, r15, r20, r25}.
We assume that a file F is divided into three fragments and each fragment has two copies

(i.e., fa1, fa2, fb1, fb2, fc1, fc2). Fig. 6.2 shows the replica placement decisions that do not

take heterogeneous vulnerabilities into account. The decision made using a hashing function

(see Eq. 11 in [82]) randomly allocates the six fragments of file F to six different nodes, each

of which belongs to one of the six server sets illustrated in Fig. 6.2. For example, the six

fragment replicas fa1, fa2, fb1, fb2, fc1 and fc2 are stored on nodes r2, r7, r4, r9, r18, and r23,

respectively. Here r2 and r7 belong to storage node group 2; r4 and r9 belong to storage node

group 4; and r18 and r23 belong to storage node group 3. This replica placement happens

to be a good decision, because the replicas of a certain fragment are distributed to the

storage nodes within the same storage node group. At the same time, different fragments’
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replicas are distributed to different storage node groups which have various vulnerabilities.

A malicious user must launch three successful attacks (one for each server group) in order

to compromise all the three fragments.

On the other hand, let us consider a case where the six fragment replicas fa1, fa2, fb1, fb2,

fc1 and fc2 are stored on nodes r19, r14, r9, r4, r5, and r24 respectively. Once a malicious user

successfully launch server group 4, the replicas fa1, fa2, fb1, fb2, and fc2 can be compromised

and thus the file F is accessible by the hacker. This is because r19, r14, r9, r4, and r24 belong

to the same storage node group 4.

Except diverse security vulnerabilities, storage nodes with different hardware configura-

tions have different limitations, lifetimes, and environmental challenge tolerance. Distribut-

ing the replicas of a fragment into heterogeneous storage nodes tends to increase availability,

because this approach reduces the possibility that the heterogeneous nodes collapse at the

same time due to some environmental causes.

Fig. 6.2 shows the possible insecure file fragment allocation decision made by a hashing

function(see Eq. 11 in [12]). In this placement decisions, replica fa1 could be distributed

into Server set 1, replica fa2 could be distributed into Server set 2, Replica fb1 could be

distributed into Server set 3, Replica fb2 could be distributed into Server set 4, Replica fc1

could be distributed into Server set 5, Replica fc2 could be distributed into Server set 6.

Server set 1 contains storage nodes r1, r6, r11, r16, and r21; server set 2 consists storage

nodes r2, r7, r12, r17, and r22; and server set 3 contains storage nodes r3, r8, r13, r18, and r23;

server set 4 is compromised of storage nodes r4, r9, r14, r19, and r24; server set 5 contains

storage nodes r5, r10, r15, r20, and r25. It may occurred that at least three different replicas

of the six fragment replicas fa1, fa2, fb1, fb2, fc1 and fc2 are allocated to storage nodes that

belong to the same server-type group. For example, fa1, fa2, fb1, fb2, fc1 and fc2 are stored on

nodes r19, r14, r9, r4, r5, and r24 respectively. Nodes r19, r14, r9, r4, and r24 are the member

of server group 4. If a malicious user successfully attacks server group 4, replicas fa1, fa2,

fb1, fb2, and fc2 will be compromised, making the file F is reconstructed by the hacker. In
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Figure 6.1: A distributed storage system 2 contains 25 storage nodes, which are categorized
into 5 server-type groups (or server groups for short), i.e., T1, T2, T3, T4, and T5. Servers in
each group have the same level of security vulnerability.
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86



such a case, one successful attack against server group T4 will break the confidentiality of

file F .

In this example, the system availability is improved at the cost of system security.

Increasing the number of fragment replicas leads to high risk of having the fragment com-

promised by hackers. Both security and availability are among the top desired prosperities

of the distributed system service, so fragment assignment schemes that consider both avail-

ability and security are of great demand. In the rest of this chapter we propose a fragment

assignment solution that improves both security and availability. Our solution is designed

for heterogeneous distributed systems. Our solution is not applicable for the distributed

systems where heterogeneity is not a feature.

6.3 Reef: A Fragment Replication Scheme for S-FAS

In this section, we first outline the desired properties in our solution including security,

availability and performance. Next, we describe the corresponding policies applied in the

design of our solution to improve system security, availability, and performance.

6.3.1 Design Goal of Reef

The design goal of Reef is to improve security, availability, and performance through

file fragment assignments in heterogeneous distributed systems. In Chapter 3 we show that

system security can be improved by our S-FAS scheme. Chapter 4 and 5 demonstrate

that the S-FAS and SAP solution can improve both system security and performance. The

file assignment techniques proposed in the previous chapters largely rely on heterogeneous

features of large-scale distributed systems running modern applications on them. In the Reef

scheme, we address three desired properties including security, availability, and performance.

Based on the above analysis, we summarize the design objectives of Reef below:

• Security: Our motivation example indicates that the replication scheme decreases

system security. This is because the risk that a file is compromised increases due
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to the increased number of replicas stored in risky distributed systems. In many

circumstances, the risk that the storage nodes are successfully attacked is out of control.

Thus, our Reef aims at boosting security even under conditions that some of the storage

nodes are compromised.

One way to improve security is to release as little information as possible through

compromised storage nodes. In a fragment replication scheme, an ideal file assignment

is to store all replicas of a fragment into one group of storage nodes. Different groups

of storage nodes take charge of the replica storage for different fragments. Thus,

with one set of successful attacks to any storage group, only one fragment of a file is

compromised, meaning that hackers are unable to construct the file.

• Availability:

To improve availability of a distributed storage system, we incorporate the fragment

replication in Reef. Each fragment has a few duplicated replicas. The replication degree

(a.k.a., number of replicas for each fragments) may be different among fragments,

because fragments may have different access rates [117] [134].

To improve availability, the Reef scheme attempts to make the hardware as diverse

as possible within a server group. Since the scheme make an effort to distribute the

replicas of a fragment to one server group, the replicas of the fragment are assigned

to heterogeneous storage nodes in the group. Thus, Reef can increase availability by

decreasing the possibility that the homogeneous storage nodes fail at the same time.

• Performance:

A handful of studies focused on the performance improvement of data replication strate-

gies [56] [37] [11] [22]. Our storage node group categorization is a logical classification

in a distributed system. The storage nodes within the same group might physically

belong to different subsystems. When fragments located in different subsystems are

transferred through network, it is risky and takes more time than the case that all
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needed fragments are stored in one subsystem. Thus considering system performance,

firstly all replicas should be distributed to the storage nodes that are close to the clients;

secondly the replicas of a file should be distributed to less subsystems to reduce the

risk of network transferring and time cost.

6.3.2 Design of the Reef Scheme

The design object for Reef is a simple yet efficient approach to distributing replicas of

fragments for a file into storage nodes with various vulnerabilities and at same time to keep

the file more secure, with higher availability and performance.

The storage node deployment of a distributed system directly and fundamentally in-

fluences the system prosperities including performance, security, availability and scalability

etc. To improve the assurance of a distributed storage system while maintaining high I/O

performance, each cluster storage subsystem has to be built with high heterogeneity in vul-

nerability. This provides the possibility that the fragments of a file are less likely distributed

across multiple storage subclusters.

Based on the study results of our proposed security solution of S-FAS for non-replication

scheme: fragmentation is one of the techniques that improve storage security; secret sharing

is also an efficient technique to improve storage security; the special fragment distribution

strategies is another key method for security improvement for the S-FAS scheme. The

difference between non-replication and replication schemes is that there are multiple replicas

for every fragment of a file. In addition to the above mentioned security techniques for

non-replication scheme, we distribute the multiple replicas of each fragment of a file during

the replica distribution phase. We illustrate our security solution for replica distributions in

policies 3 to 6 in the Reef scheme.

The strategies to improve performance for non-replication scheme and replication scheme

are very similar from the following perspectives: distributing replicas or fragments into the

storage nodes that are close to clients; reducing replicas or fragments transferring across
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different subsystems; and distributing replicas or fragments to storage nodes with high CPU

process speed and reliability.

One goal in our design is to reduce the replica or fragment transfer time across different

subsystems for the replication scheme. There are different approaches for the non-replication

and replication schemes. For our non-replication scheme (see the proposed solution in S-

FAF), we attempt to allocate fragments of a file to storage nodes within a subcluster. If

the number of nodes with different vulnerabilities cannot meet the aforementioned criterion,

some fragments of the file must be allocated across multiple clusters. To illustrate the useful

high performance strategy for the replication scheme, We define a file’s complete-replica

set, which includes at least one replica copy for every fragment of the file. In order to

reduce replica transferring, Reef distributes at least one complete replica set of a file to a

subsystem that close to clients. Otherwise, at least one fragment replica must be transferred

between two subsystems when users issue any read or write requests for the stored files in

the distributed systems.

The replication scheme is integrated into a distributed system to improve system avail-

ability. Each file is divided to multiple fragments and each fragment has multiple replicas.

Disasters, unexpected downtime, and normal system maintenance can make some of storage

nodes out of service. Increasing the number of replicas stored in a distributed system can

improve the system availability.

The Reef scheme makes storage node deployment for distributed systems and replica

placement decisions by following the seven policies in the four categories below:

Storage Node Deployment (The policies in this category can be ignored, if Reef is

used in exist heterogeneous distributed systems. Reef can be fully used by following some

policies below during the storage node deployment phase.).

• Policy 1: All the storage nodes in a distributed storage system are classified into multi-

ple server-type groups (server group for short) based upon their various vulnerabilities.

Each server group consists of storage nodes with the same set of vulnerabilities. We
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place servers with diversified hardware configurations into one server group to make

the hardware as diverse as possible to improve the availability while the downtime is

caused by hardware.

Availability

• Policy 2: The replication scheme is integrated with the fragment assignment module

to improve system availability. Every file is divided to multiple fragments and each of

which has multiple replicas.

Security

• Policy 3(Please ignore this policy if policy 1 is implemented): All the storage nodes

in a distributed storage system are classified into multiple server-type groups (server

group for short) based upon their various vulnerabilities. Each server group consists

of storage nodes with the same set of vulnerabilities.

• Policy 4: To improve security of a distributed storage system, S-FAS allocates frag-

ments of a file to storage nodes, which are members of many different server groups.

• Policy 5: The replicas of a fragment are assigned to the same group of storage nodes.

The goal of this policy is to improve the storage assurance of a file by making it less

likely happen to compromise enough unique fragments of a file through one set of

successful attack techniques for a certain group of storage nodes.

• Policy 6: The (m,n) secret sharing scheme is incorporated into the S-FAS allocation

mechanism.

Performance

• Policy 7: In order to reduce replica transfer overhead, Reef assigns at least one complete

replica set of a file to a subsystem that is close to clients.
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If the allocation decisions for the fragment replicas of a file are guided by the above

seven policies, successful attacks against less than m server groups have little chance to gain

unauthorized accesses of files stored in a distributed system. In other words, if the number

of compromised unique replicas of a file’s fragments is less than m, attackers are unable

to reconstruct the file from the replicas fragments accessible to hackers. The Reef scheme

can improve information assurance of files stored in a distributed storage system without

enhancing confidentiality services deployed in distributed storage systems, because Reef is

orthogonal to security mechanisms offering confidentiality for each server group in distributed

storage systems. Thus, Reef can be seamlessly integrated with any confidentiality service

employed in distributed storage systems in order to offer enhanced security services. At

the same time, the integrated fragment replication scheme, the corresponding deployment of

storage nodes, and the distribution of replicas help to improve availability, fault tolerance,

performance, as well as scalability .

6.4 Static Assurance Model for Reef

In this section, we developed a static assurance model to quantitatively evaluate the

security of a heterogeneous distributed storage system, in which Reef handles fragment

allocations. To simplify the model, we develop the static storage assurance model for the

case where all fragments share the same number t of replicas.

The modeling approaches to building the static assurance models for Reef and S-FAS

are the same. The models include multiplication principle, probability theory, and combi-

natorics. We analyze the steps in the entire process of an successful attack to a distributed

system. Here we use the multiplication principle to describe the attacking process. To de-

scribe the success rate of each step within the attacking process, we apply the probability

theory and combinatorics to evaluate the process.

As we describe in Table 6.1, most of the definitions we used in Reef are exactly the

same as the definitions in S-FAS (Please refer to Chapter 3 for details). Nevertheless, the
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definition of Y and P (Y ) in Reef is different from those used in S-FAS. In the Reef model, Y

means the event that if X occurs, at least m different fragments’ replicas(fragments in S-FAS

) can be compromised using the same attack method. Specifically in the storage assurance

model for Reef, we define P (Y ) as the ratio of the combinatorial number of Y event to

the combinatorial number of distributing the n ∗ t replicas to the N nodes in a distributed

system.

Since attackers might apply a similar approach to compromise both non-replica-based

and replica-based distributed storage system, the calculation of P (V ) in the Reef model is

the same as that in S-FAS in Chapter 3 (Please refer to Eq. 3.2 and Eq. 3.3). The definitions

and calculations, of P (X) and P (Z) in the static assurance model for Reef are also the same

as those presented in S-FAS in Chapter 3.

The main difference between the S-FAS model and the Reef model is that each file frag-

ment has multiple replicas in Reef. The placement of multiple replicas for all the fragments

of a file is a more complicated than the placement of all the fragments of a file. Recall that

Y is the event that if X occurs, at least m different fragments’ replicas can be compromised

using the same attack method. The number of compromised replicas ranges from m to

n ∗ t(in S-FAS, it ranges from m to n), because every fragment has t replica copies. The

compromised fragments may have different (e.g., 1, ..., t) copies of replicas that are stored

in the compromised nodes. In the following part, we derive probability P (Y ).

To calculate the combinatorial number of event Y , we consider a special case W , where

if one picks y replicas from the x fragments’ replicas, the y pieces are the replicas of the x

different fragments.

We denote T (x, y) as the combinatorial number of case W . In the chosen jth storage

server group that includes Sj storage nodes, if event Y occurs, the number of nodes storing

replicas of file F may range from m to Sj (m <= Sj), because there might be a portion of

nodes in the jth group storing replicas of file F .
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Now we can draw the combinatorial number (CM(Y )) of Y from the above expression

as below:

CM(Y ) =

Sj∑
y=m

[T (m, y) + T (m+ 1, y) + T (m+ 2, y) + ...+ T (n, y)] (6.1)

When t >= y, we have the following further reasoning and expression of T (x, y) (we do not

give the general formula when t < y and it is not that hard to calculate T (x, y) if we have

the concrete values for all the related parameters).

T (1, y) = Cy
t

T (2, y) = Cy
2t − C1

2 ∗ T (1, y) = C2
2 ∗ Cy

2t − C1
2 ∗ Cy

t

T (3, y) = Cy
3t − C2

3 ∗ T (2, y)− C1
3 ∗ T y

1

= C3
3 ∗ Cy

3t − C2
3 ∗ Cy

2t + C1
3 ∗ Cy

t

...

T (x, y) = Cx
x ∗ Cy

xt − Cx−1
x ∗ Cy

(x−1)t + ...

=

x−1∑
i=0

(−1)i ∗ Cx−i
x ∗ Cy

(x−i)t

(6.2)

The combinatorial number CM(n ∗ t) of distributing the n ∗ t replicas of file F to the

N nodes in a distributed system can be expressed as:

CM(n ∗ t) = Ct
N ∗ Ct

N−t ∗ Ct
N−2t ∗ ... ∗ Ct

N−(n−1)t
(6.3)

Based on the definition of P (Y )–the rate of the combinatorial number of event Y dividing

the combinatorial number of distributing the n ∗ t replicas to the N nodes, we can derive

P (Y ) from both CM(Y ) and CM(n ∗ t) as:
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P (Y ) =
CM(Y )

CM(n ∗ t)

=

Sj∑
y=m

[T (m, y) + T (m+ 1, y) + T (m+ 2, y) + ... + T (n, y)]

Ct
N ∗ Ct

N−t ∗ Ct
N−2t ∗ Ct

N−3t ∗ ... ∗ Ct
N−(n−1)t

(6.4)

Recall that P (V ) is the probability that file F is compromised under a successful attack.

Now we can derive P (V ) from Eq. 6.4 as below:

P (V ) =

K∑
j=1

{Sj

N
∗ P (Z) ∗

Sj∑
y=m

[T (m, y) + T (m+ 1, y) + ... + T (n, y)]

Ct
N ∗ Ct

N−t ∗ Ct
N−2t ∗ ... ∗ Ct

N−(n−1)t

} (6.5)

The confidentiality of file F is assured if file F is unable to be reconstructed by an

attacker. Given a fragment assignment decision α, we can derive the storage assurance

SA(α) for file F stored in a distributed storage system as:

SA(α) = 1− P (V )

= 1−
K∑
j=1

{Sj

N
∗ P (Z) ∗

Sj∑
y=m

[T (m, y) + T (m+ 1, y) + ... + T (n, y)]

Ct
N ∗ Ct

N−t ∗ Ct
N−2t ∗ ... ∗ Ct

N−(n−1)t

}
(6.6)

6.5 Evaluation of System Assurance

In addition to the influential factors (i.e., K, N , n and m) in the S-FAS scheme, replica-

tion degree t affects the assurance model for the Reef scheme described in Section 6.4. The

rest of this sub-section presents our quantitative evaluation on the impacts of these factors

on the information assurance of distributed storage systems.

6.5.1 Impact of Replication Degree on Storage Assurance

The first affecting factor we considered is the replication degree t of the scheme. Ob-

viously, increasing the number of replicas improves the availability of a distributed system.

With more replicas stored across multiple nodes in the system, the system provides good
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Figure 6.3: Replication Degree Impact on Assurance

I/O throughput. Fig. 6.3 shows the impacts of replication degree on the static assurance of

a distributed storage system.

In this experiment, the secret-sharing threshold is increased from 1 to 4. We evaluate

the static assurance of a 50-node distributed system, where there are five difference server

types. The number of replicas is set to 1, 2, and 4 respectively. Fig. 6.3 confirms that

with the increasing value of the replication degree, the assurance of the distributed system

is decreased. This observation suggests that we should consider limiting the boundary of

replication degree to control the storage assurance at an acceptable level.

6.5.2 Impact of System Size on Storage Assurance

System size or the number of storage nodes (N) in a distributed system is one of the

very important parameters for the system. We further study the system size impact on

storage assurance. In the second experiment, we keep the number of replicas to 2. The value
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of N is set to 30, 40, and 50. The other parameters are kept the same as those in the first

experiment. Fig. 6.4 presents the preliminary results of the impact of system size in the Reef

replication scheme.

Fig. 6.4 shows that the storage assurance increases with the increasing of system size.

This result indicates that for our proposed Reef scheme, even the diversity level represented

by the K is kept unchanged, the storage assurance can be enhanced by increasing the storage

nodes within the set of same storage types.

This security trend of the duplicated scheme is significantly different from that of the

non-replicas-based scheme in S-FAS, where increasing the system size has no impact on the

storage assurance if the diversity level (K ) is a constant. This observation demonstrates that

Reef is very useful for large-scale distributed systems, where replicas are deployed to improve

reliability. We can increase the storage assurance by adding extra nodes to a distributed

system even if the diversity level of the system does not increase.

Interestingly, when the secret-sharing threshold is set to 4, the static assurance of the

distributed system becomes less sensitive to the system size. We conclude that when the

secret-sharing threshold is very low, static assurance can be improved by increasing the

number of nodes in the system.

6.5.3 Impact of Number n of File Fragments on Storage Assurance

The number of fragments for each file in our integrated secret sharing scheme is another

very important parameters affecting storage assurance. Now we study the impact of the

fragment number n on storage assurance.

In the design of the experiment, the number n of fragments is increased from 5 to 7.

The parameters k and N are set to 5 and 50, respectively. We also vary threshold m from

1 to 4.

Fig. 6.5 shows that the system assurance is reduced with the increasing value of fragment

number n. The trend of the Reef scheme is the same as the trend of S-FAS. This is because
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Figure 6.5: Number of Fragments Impact on Assurance

with the increasing of fragment number n, the possibility that more fragments of a file are

allocated to storage nodes of the same group is increased. Compared to S-FAS, Reef is more

sensitive to the number n of file fragment. The reason is that each replica of a fragment in

Reef has the same level of influence on storage assurance as a single fragment in the S-FAS

scheme.

Thus, we can reach a conclusion that increasing the number of fragments for files stored

in a distributed system reduces the static assurance of the system.

6.6 R-SAP: The Allocation Algorithm for Reef

In this section, we present a replication allocation process algorithm called R-SAP de-

signed for the Reef scheme. We first describe the design goals related to system security,

availability, and performance. Next, we propose the R-SAP algorithm.
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6.6.1 Factors Affecting Security, Availability and Performance

Three design goals of a distributed storage systems are system security, availability and

performance. System parameters that have significant performance impacts include: storage

nodes and their hardware, software, process speed, storage capability, security vulnerability

and connected network, intranet and internet connection quality. In addition to system

parameters, other affecting factors are workload and data stored in distributed systems and

its data features such as data size, access rate, fragment number, replication degree and the

locations of the replicas. Table 6.2 lists all notations used throughout this section in the

R-SAP algorithm.

All the related definitions (such as wN , please refer to Eq. 4.1), analysis of the impacts

on performance from the above factors in R-SAP are the same as those in SAP(Please refer

to Section 4.2 in Chapter 4 for the details).

Since Reef incorporates replicas, we extend SAP’s workload model to capture the work-

load conditions in the Reef case. We use Workload(see Eq. 6.7 below) to evaluate the

workload that a replica of fragment impose to the storage node serving the fragment.

Workloadihx = λihx ∗DataSizeihx (6.7)

To address the load balancing issue, the R-SAP algorithm evenly distributes the load

expressed by Eq. 6.8 across to multiple nodes (1, ..., N).

Workload N = wN ∗
d∑

i=1

|Fi|∑
h=1

t∑
x=1

λihx ∗DataSizeihx (6.8)

6.6.2 The Design of R-SAP

In this section we describe the design of R-SAP that is integrated with the Reef scheme.

We focus on the static algorithm rather than its dynamic counterpart, because we plan to

extend R-SAP to address the dynamic data placement issue in our future study.
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Table 6.2: Notation used in the SAP Algorithm.
Notations Meaning
S the size of file F
u server type in the system
Si the size of server type i in a cluster
|F | the total number of files
|Fi| the total number of fragments in file |Fi|
F ihx the xth replica of the hth fragment of the ith file
Workloadihx the work load that the x replica of the hth fragment of the

ith file brings to the node where it is stored
DataSizeihx the xth replica of the jth fragment size of the ith file
bN Bandwidth of the connected

network of the Nth node
λihx the access rate of the xth replica of jth fragment

of ith file
Nuv the v th node of server type u

u,v= 0,1...
Iihx Decreasing sorted list of fragments

to be allocated (Fragments of
the same file are consecutive
and belong to the same row)

TLoad (Nuv) total available load of node Nuv

CLoad (Nuv) current load of node Nuv

RLoad (Nuv) N number of element vector
recording the total available
storage capacity for all nodes

CurrentN[u] the current available node in the
uth type of servers

LoadBNuv the most load that shoud be
assigned to node Nuv

R-SAP consists of two steps: sorting the replicas in a decreasing order in a three-

dimensional list Iijx based on the workload of the replicas(Fig. 6.6)); and dispatching all the

replicas in the list Iijx to distributed nodes ( Fig. 6.7).

The detailed steps of R-SAP are outlined in Algorithm 2.
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|F| number of files
Secret sharing scheme 

(m, n)

Start

Decreasing Sorted Three-
Dimension Replica List ih xI

(1) Partition Each File into n fragments;
(2)  Replicate the Fragments (Based on Replication Degree);
(3) Compute the Workload for All Replicas;
(4) Sort Replicas of All Fragments in Decreasing Order

Figure 6.6: Creating a Three-dimension Decreasing Ordered Replica List

Algorithm 2 Replication Secure Allocation Process(R-SAP):

Input:
Iihx
Storage Nodes in a Two-dimension List
for i = 1 and i < |F | do
//Allocate all File i
for h = 1 and h < |Fi| do
//Allocate all Fragment h of File i;
//Try to Distribute Fragment into Diverse Server Groups.
for x = 1 and x < t do
//Allocate all Replica x of Fragment h for File i;
//Try to Distribute Replicas of a Fragment into the Same or Less Server Groups.

end for
end for

end for
Output:
The Updated Replica List for Multi-thread Replica Writing
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Figure 6.7: Data Flow of the R-SAP Algorithm
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6.7 Chapter Summary

It is critical to maintain a high availability of files stored in a distributed storage system,

even when some storage nodes in the system are out of service.

In this Chapter we proposed a solution called Reef to improve the distributed storage

system security and availability by integrating the fragment replication technique, secret

sharing, fragment replication. Reef considers heterogeneity features of distributed storage

systems during the replica placement phase. The Reef scheme is an extension of the S-FAS

scheme. The system model for Reef is similar to that of S-FAS except that Reef address

the system failures mode and aims to improve system reliability in addition to security.

We build a static assurance model to quantitatively evaluate the system assurance for the

Reef scheme. We also developed a replica allocation process algorithm called R-SAP to

demonstrate how does the proposed Reef scheme work. In the Reef design, we addressed the

distributed system security, performance, as well as availability. To evaluate the assurance

provided by Reef, we studied the impacts caused by replication degree, system size, and the

number of fragments.

In this dissertation study, we only focus on the static replica placement solution. Dy-

namic replica reallocation schemes are essential to achieve high performance and availability

of distributed systems, especially for internet based applications and services. In a dynamic

wide-area environment, client access patterns, network conditions, and service characteristics

are constantly changing. We plan to study and propose a dynamic replica reallocation ap-

proach for heterogeneous distributed system by extending Reef to address the heterogeneous

vulnerabilities in the large scale distributed systems.
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Chapter 7

Future Research Plan

In the previous research, we addressed the heterogeneous vulnerability issue by dividing

storage nodes of a distributed system into different server-type groups based on their vul-

nerabilities. Each server-type group - representing a level of vulnerability - contains storage

nodes with the same security vulnerability. We proposed a secure fragmentation allocation

scheme called S-FAS to improve security of a distributed system where storage nodes have

a wide variety of vulnerabilities.

To quantify information assurance and to evaluate the proposed S-FAS scheme we de-

veloped storage assurance and dynamic assurance models. We discovered some principles

to improve assurance levels of heterogeneous distributed storage systems. The principles

are general guidelines to help designers achieve a secure fragment allocation solution for

distributed systems.

In order to consider the system performance for S-FAS applied system, we developed a

secure allocating processing (SAP) algorithm to improve security and system performance

by considering the heterogeneous feature of a large distributed system.

In order to conduct the performance analysis for the S-FAS scheme and SAP allocating

algorithm, we developed a prototype for our S-FAS scheme. We implemented the prototype

and conducted some experiments on the throughput of the proposed scheme and algorithm.

To further study the influential factors on different desired metrics in distributed sys-

tems using the S-FAS scheme and SAP allocation algorithm, we have done experiments and

analysis against different popular and important real world traces. All the experiment and

analyzing results have provided guidance to upgrade the current S-FAS scheme with higher

performance and availability using fragment replication and energy efficiency strategies for
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different kinds of applications in our future work. Based on the work we have done, we split

our future research work into the following tasks.

7.1 Task1: Dynamic Replica Reallocation in Heterogeneous Distributed Sys-

tems Based on Reef Scheme

Currently the design of Reef is static replica placement solution. Dynamic replica reallo-

cation is essential for high performance and availability, especially for internet based applica-

tions and services, because of constantly changing client access patterns, network conditions,

and service characteristics in the wide-area environment. There is already some research work

done on replication and dynamic reallocation without considering the heterogeneity of the

nodes in distributed systems. Heterogeneous systems have their own characteristics such as

non-uniform/correlated machine failures, so that schemes designed for distributed systems

with high diversity should be different from the homogeneous systems. I plan to study and

propose a dynamic replica reallocation protocol for heterogeneous distributed system based

on S-FAS.

7.2 Task2: Considering Energy as a System Resource to Design Optimal Dy-

namic Replica Reallocation Adaptive Schemes

As the size and computing power of large server clusters continue to increase, the energy

consumption and heat emission of those systems are becoming very important concerns. In

a different yet related front, embedded or mobile devices powered by batteries heavily rely

on energy conservation to provide meaningful services. For those systems, computing cy-

cles and network/disk bandwidth, traditionally considered as system resources, are more

like expenses. They all consume the fundamental system resource: energy. This calls for

studies on issues like energy-aware load distribution. It also opens the door for power and

energy differentiation in addition to the traditional service differentiation. Service accesses

are to be differentiated based on both their service quality specifications and their respective
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energy consumptions. Different applications have their own most desirable service qualities

at different energy costs. I will tune the fragment replica combined S-FAS scheme to dif-

ferent applications to achieve the optimal energy efficiency under different service quality

requirements.

7.3 Task3: Resource Scheduling and Management Considering Heterogeneity

Nature in Cloud Computing

As a new emerged and fast developing application of distributed computing, cloud

computing is the delivery of computing as a service rather than a product, whereby shared

resources, software, and information are provided to computers and other devices as a utility

over a network. In such complex and rich resource distributed systems, heterogeneity is

more obvious and common than the traditional applications. Adaptive resource scheduling

is required to efficiently utilize vast system resources in response to dynamically changing

user requests. Resource scheduling and management will be an interesting and important

research area in order to design optimal architectures for different applications in cloud

computing. I plan to explore solutions not only considering heterogeneity nature in cloud,

but also the service patterns for applications and different customer requirements.
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Chapter 8

Conclusion

This chapter concludes this dissertation by summarizing our main work and contribu-

tions.

8.1 Dissertation Summary

In this dissertation study, we have investigated techniques to improve security, per-

formance, and availability of heterogeneous distributed storage systems by focusing on the

heterogeneous vulnerabilities among storage nodes.

8.1.1 S-FAS: A Secure Fragment Allocation Scheme

In the first part of this study, we proposed S-FAS, which is a Secure Fragment Allocation

Scheme. We built the static and dynamic assurance models to evaluate the S-FAS scheme.

To analysis results show that fragment allocations made by S-FAS lead to enhanced security

thanks to the consideration of heterogeneous vulnerabilities in distributed storage systems.

The S-FAS scheme makes fragment allocation decisions by following the four policies

below:

• Policy 1: All the storage nodes in a distributed storage system are classified into multi-

ple server-type groups (server group for short) based upon their various vulnerabilities.

Each server group consists of storage nodes with the same vulnerability level.

• Policy 2: To improve security of a distributed storage system, S-FAS allocates frag-

ments of a file to storage nodes belonging to as many different server groups as possible.
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In doing so, it is impossible to compromise the file’s fragments using a single successful

attack method.

• Policy 3: The fragments of a file are allocated to nodes with a wide range of vulner-

ability levels all within a single cluster storage subsystem. The goal of this policy is

to improve system performance by making the fragments less likely to be distributed

across multiple clusters.

• Policy 4: The (m,n) secret sharing scheme is integrated with the S-FAS allocation

mechanism.

8.1.2 SAP: An Secure Fragment Allocation Process Module

We investigated a Secure Allocation Process (SAP) module to improve security and

performance using the heterogeneous features of a distributed system. SAP considers load

balancing, delayed effects caused by the workload variance of many consecutive requests,

and the heterogeneities of the storage nodes in a distributed system.

8.1.3 A Prototype: The Implementation of S-FAS scheme and SAP Algorithm

We developed a prototype using the multi-threading technique for the S-FAS scheme

with the SAP module to guide file fragment allocations. We conducted some experiments

to evaluate SAP’s performance. The results show that our solution can not only improve

security, but also enhance the I/O throughput of heterogeneous distributed storage systems.

We also replayed real traces on our prototype to evaluate SAP’s performance impacts on

data-intensive applications.

8.1.4 Reef: An Replication Scheme to Improve Availability

It is critical to maintain a high availability of files stored in a distributed storage system,

even when some storage nodes in the system are out of service.
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In this Chapter we proposed a solution called Reef to improve the distributed storage

system security and availability by integrating the fragment replication technique, secret

sharing, fragment replication. Reef considers heterogeneity features of distributed storage

systems during the replica placement phase. The Reef scheme is an extension of the S-FAS

scheme. The system model for Reef is similar to that of S-FAS except that Reef address

the system failures mode and aims to improve system reliability in addition to security.

We build a static assurance model to quantitatively evaluate the system assurance for the

Reef scheme. We also developed a replica allocation process algorithm called R-SAP to

demonstrate how does the proposed Reef scheme work. In the Reef design, we addressed the

distributed system security, performance, as well as availability. To evaluate the assurance

provided by Reef, we studied the impacts caused by replication degree, system size, and the

number of fragments.

In this dissertation study, we only focus on the static replica placement solution. Dy-

namic replica reallocation schemes are essential to achieve high performance and availability

of distributed systems, especially for internet based applications and services. In a dynamic

wide-area environment, client access patterns, network conditions, and service characteristics

are constantly changing. We plan to study and propose a dynamic replica reallocation ap-

proach for heterogeneous distributed system by extending Reef to address the heterogeneous

vulnerabilities in the large scale distributed systems.

8.2 Contributions

In this dissertation study we made five main contributions. We aim to achieve security,

performance, and availability in heterogeneous distributed storage systems.

1. We addressed the heterogeneous vulnerability issue by dividing storage nodes of a

distributed system into different server-type groups based on their vulnerabilities. Each

server-type group - representing a level of vulnerability - contains storage nodes with

the same security vulnerability. We proposed a secure fragmentation allocation scheme
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called S-FAS to improve security of a distributed system where storage nodes have a

wide variety of vulnerabilities.

2. We developed storage assurance and dynamic assurance models to quantify information

assurance and to evaluate the proposed S-FAS scheme. We discovered principles to

improve assurance levels of heterogeneous distributed storage systems. The principles

are general guidelines to help designers achieve a secure fragment allocation solution

for distributed systems.

3. We developed a secure allocating processing module or SAP to improve security and

system performance by considering the heterogeneous features of distributed systems.

4. In order to conduct the performance analysis for the S-FAS scheme and SAP allocating

algorithm, we developed a prototype for our S-FAS scheme. We implemented the

prototype and conducted some experiments on the throughput of the proposed scheme

and algorithm.

5. To improve the distributed storage system availability, we proposed the Reef scheme by

integrating fragment replicas into our S-FAS and SAP for heterogeneous distributed

systems. We developed a secure fragment allocation process module – R-SAP – to

demonstrate the effectiveness of the proposed Reef scheme. The evaluation results

show that the proposed Reef scheme and R-SAP can improve both availability and

security of heterogeneous distributed systems.
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