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Abstract

With high performance mobile computing devices like tablets and smart-phones virtually swiping the VLSI chip market, the industry is facing the perpetual challenge of optimizing between power and performance, more than ever before. Although, existing Power Distribution Network (PDN) designs take into consideration issues like $IR$ drop and crosstalk noise, they practically ignore the actual power loss in the network. In this work we try to bridge that gap, and propose a scheme for delivering power to different parts of a large integrated circuit, such as modules on a System on Chip (SoC), at a higher than the regular voltage. This increase in voltage lowers the current on the grid, and thereby reduces the $I^2R$ loss in the on-chip power distribution network. The idea, though novel for VLSI devices, is inspired from the distribution system of commercial long distance power supply networks. We propose to use on-chip DC-DC converters to downscale voltage close to the delivery points, much like what is done in commercial power networks using transformers. This scheme can increase the efficiency of power delivery significantly over the current designs. Theoretical estimates, confirmed through SPICE simulations, show that when distributed at $3V$ (a voltage close to the nominal output of a Li-ion battery), and then down-converted to $V_{DD}$ of $1V$, instead of distributing at $1V$, the efficiency of the circuit can go up from a mere $60\%$ to more than $90\%$. 
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Chapter 1

Introduction

Since the invention of Integrated Circuits (IC) in 1959 \[8\], its design and architectural development bifurcated into two distinctly different paths. For the first group, enhancing performance was synonymous to higher clock speed, and that has been at the core of their design process. This class of high-performance ICs has increased clock frequency many fold over the years, using power-hungry circuit techniques and microarchitectures, and at the cost of increased power consumption. However, this boundless power consumption has finally become too expensive to continue with. The other group of ICs has emerged as a result of customer demand for miniaturization and portability. Portable devices, until recently, represented the low end of the performance spectrum with power constraints always dominating over speed. Extended battery life and reduced system cost constraints drove the design process. However, strong demand has been growing for higher performance in portable equipment. Today, people expect from their tablets almost the same computing capability as a desktop system.

Now, traditional circuits and architectures in high performance ICs, because of the power hungry nature of these technologies, are not applicable to ICs designed for portable systems. Alternatively, circuits and architectures that have been developed for portable devices, because of the typical low throughput characteristics of these technologies, are not effective in high performance ICs. Therefore, today the IC industry is experiencing a contradiction, a shift in requirements at both the high performance and portability ends of the market. Power dissipation is no longer a secondary issue in high performance ICs. Similarly, enhancing throughput is as important as lowering the power, area, and weight in many
portable devices. The generation, distribution, and dissipation of power are now at the forefront of current problems faced by IC designers. A dichotomy exists in the design of modern microelectronic systems: they must be simultaneously low power and high performance [37].

1.1 Motivation

The history of semiconductor industry dates back to 1833, when Michael Faraday discovered that electrical conduction in silver sulfide crystals increases with temperature, opposite to that observed in copper and other metals [3]. However, the industry really got into motion in 1947, when by the team of William Shockley, John Bardeen and Walter Brattain at Bell Laboratories invented the transistor [11]. Later, in 1959 Robert Noyce of Fairchild Semiconductor invented Integrated Circuits (IC) [8]. Since then, capturing the true capability of transistors, ICs revolutionized the silicon industry (Figure 1.1).

Over the years, both the performance and the complexity of integrated circuits have increased dramatically. In 1965, Intel co-founder Gordon Moore observed and formulated that transistor density is doubling every 18 months (Figure 1.2) [26]. In 1970, this phenomenon became famous as Moore’s Law, and has driven technology innovation across the industry since then (Figure 1.3) [27, 28].

However, the industry is now at a critical junction where it appears that an unprecedented number of challenges threaten the continuation of Moore’s Law. According to [37] the three most formidable challenges are:
• Technology Challenge: Carrying out the lithography process for technologies of 50nm and beyond.

• Power Challenge: Sub-microwatt power dissipation per MIPS concurrently with thousands of MIPS performance.

• Design productivity challenge: Improvement in design productivity at a rate of 50% or higher per year.

These challenges need to be solved in order to be able to continue the historical trends dictated by Moore’s Law, at least for another couple of decades.

This is not a new scenario though. Design of chips has undergone a series of revolutions all along its history. Each of these revolutions has been a response to the challenges posed by evolving semiconductor technology. In the 1980s, the exponential increase in chip density drove the adoption of language-based design and synthesis, providing a dramatic increase in designer productivity. Again in the 1990s, with the beginning of million gate designs, designers realized that there was a limit to how much new RTL could be written for a new chip project. As a result, IP and design reuse became accepted as the only practical way to design large chips with relatively small design teams. In the last few years, design for low
power has started to change again how designers approach complex SoC designs [21]. Deep sub-micron technologies pose a new set of design problems. We can now implement billions of gates on a reasonably small die, leading to a power density and total power dissipation that is at the limits of what packaging, cooling, and other infrastructure can support. As technology has shrunk to 90\textit{nm} and below, the leakage current is increasing dramatically, to the point where, in some 65\textit{nm} designs, leakage current is nearly as large as dynamic current [37].

Today’s most powerful microprocessors can dissipate 100 – 150 watts, for an average power density of 50 – 75 watts per square centimeter. Apart from packaging and cooling challenges, this kind of power density also causes reliability issues. The mean time to failure decreases exponentially with temperature. Moreover, timing degrades and leakage increases with increased temperature. For very large server farms, infrastructure costs (power, cooling) are already equaling the cost of the computers themselves. For battery-powered portable devices, the numbers are smaller but the problem is just as serious. According to ITRS,
battery life for these devices peaked in 2004. Since then battery life has actually declined, as features have been added faster than power (per feature) has been reduced [21].

These changes are having a paramount effect on IC design. Designers are using aggressive approaches at every step of the design process, from software to architecture to implementation. Designers are designing multi-processor chips instead of chips with a single, ultra-high speed processor. Through power gating, blocks in a chip are powered down when not in use. Multi-threshold libraries are being used that can trade off leakage current for speed. Designers are moving from a monolithic approach of powering the whole chip with a single supply voltage to multiple supply architectures. Different blocks are running at different voltages, depending on their individual requirements. In some cases, designers are using scaling techniques to change the supply voltage and clock frequency to critical blocks depending on their workload and required performance.

However, though all these researches are being carried out to find power reduction techniques for different levels of design abstraction, the power distribution network for the chips is mostly left out in this endeavor. The prospect of potential power savings in the power distribution network itself is not getting enough consideration.

1.2 Problem Statement

In this thesis we propose a scheme for delivering power to different parts of a large integrated circuit, such as modules on a System on Chip (SoC), at a higher than the regular voltage. This increase in voltage lowers the current on the grid, and thereby reduces the $I^2R$ loss in the on-chip power distribution network.

1.3 Contribution

While extensive research is being carried out to find power reduction techniques for different levels of design abstraction, the prospect of potential power savings in the power distribution network itself seems to lack attention.
We know that power loss in a resistive conductor is: \( P = I^2 R \), where R is the resistance of the wire. In our proposed solution, we will deliver power to different parts of a large integrated circuit, at a higher than regular voltage (i.e., lower current) to reduce this \( I^2 R \) loss in the on-chip power distribution network.

Our idea is inspired from the widely used power distribution scheme in commercial and home networks, where power is transported from source to destination via transmission lines that carry small currents, albeit at high voltages, consequently saving enormous amounts of power that would have otherwise amounted to heating losses in the long distance wires.

We have simulated the regular power distribution network and our proposed high-voltage network for 4, 9, 16, 25, 64, 100 and 256 loads. We have analyzed the results and compared the power consumed by the network designs. We have efficiency improvement of 20 – 30\%, and the trend clearly points out that it will only increase with even larger networks.

Therefore, we expect that this scheme will eventually contribute in increasing the efficiency of power delivery significantly over the technique currently in use.

1.4 Thesis Organization

The rest of this thesis is broadly divided into six chapters. The organization of the chapters is as follows:

Chapter 2 is the background review of the thesis. It contains discussion on power consumption in CMOS circuits and methods applied to minimize and manage them.

Chapter 3 discusses present day on-chip power distribution networks (PDN). It talks about problems with the present day network, and present and prior works and methods to improve it. It also introduces the issue of \( I^2 R \) power loss in the network.

Chapter 4 introduces the proposed high-voltage on-chip power distribution network and what inspired the idea. It discusses DC-DC converters. It also describes the construction of the high-voltage PDN and its probable advantages.
Chapter 5 contains a description of the experimental setup for our scheme, the results and a discussion on them.

Chapter 6 discusses the challenges in implementing the concept and some recent developments in overcoming those challenges. It also discusses future works to be done to take the idea further ahead.

Chapter 7 finally summarizes and concludes the thesis.
Chapter 2
Power in Integrated Circuits

Traditionally, power was only a secondary concern for integrated circuit designers. Until recently, analysis and management of power consumption was considered only after timing, area and cost requirements were met [21, 23]. However, the situation has completely changed now. Power is one of the first and most important design criteria today. Deep sub-micron technologies now enable us to implement billions of gates on a small die, but that leads power density and total power dissipation to the limits of what packaging, cooling, and other structures can support. Apart from packaging and cooling challenges, this kind of power density also causes reliability issues. The mean time to failure decreases exponentially as temperature increases. Moreover, timing degrades and leakage increases with increased temperature. Therefore, today every design has a pre-allocated power budget, which must not be exceeded for the successful implementation of a chip [21].

This chapter contains a holistic discussion on the aspects of power in modern day integrated circuits. In the first section, power consumption in integrated circuits has been broken down to its components and explained. The second section talks about the measures that are taken in the industry to reduce and manage power consumption.

2.1 Power Consumption

Power consumption in modern day CMOS circuit has two main components:

- Dynamic Power
- Static Power
All of the power consumed in a chip can be attributed to these two broad categories [16, 21, 46, 39]. In other words,

\[ P_{Total} = P_{Dynamic} + P_{Static} \]  \hspace{1cm} (2.1)

Where,

\( P_{Total} \) = Total Power Consumed by the circuit

\( P_{Dynamic} \) = Dynamic power consumed by the circuit due to switching of load capacitance and short-circuit current between \( V_{DD} \) and Ground

\( P_{Static} \) = Static power dissipated due to various leakage currents

2.1.1 Dynamic Power

Dynamic power is defined as the power consumed when the device is in active state. It has been the dominant source of the power dissipation in VLSI circuits [37]. Dynamic power again has two components: dynamic dissipation due to switching capacitances (\( P_{Switching} \)) and dynamic dissipation due to short-circuit current (\( P_{Short–Circuit} \)) [23]. So, dynamic power can be written as:

\[ P_{Dynamic} = P_{Switching} + P_{Short–circuit} \]  \hspace{1cm} (2.2)

Dynamic Power due to Switching Capacitances

The primary source of dynamic power consumption is the power required to charge/discharge the output capacitance on the logic gates. Power is consumed every time the output of a gate is changed.

Dynamic power due to switching capacitances is described with the following formula:

\[ P_{Switching} = \alpha \cdot f \cdot C_L \cdot V_{DD}^2 \]  \hspace{1cm} (2.3)
where,

\[ \alpha = \text{Activity factor} \]

\[ f = \text{Operating frequency} \]

\[ C_L = \text{Load capacitance} \]

\[ V_{DD} = \text{Supply voltage} \]

**Activity Factor:** Activity factor is the probability of the circuit nodes’ transitions from 0 to 1, which is the only time the circuit consumes switching power. For example, a clock signal, because it rises and falls every cycle, has an activity factor of 1. Most data signals have a maximum activity factor of 0.5 because they transition only once each cycle. For random data the activity factor is usually 0.25 or less [46].

**Dynamic Power Due to Short-Circuit Current**

Short-circuit power refers to the component of dynamic power that is dissipated as current flows from \( V_{DD} \) to ground when both the pull-up and pull-down networks are partially ON while a transistor switches. This current is also known as 'crowbar' current [21].
Short-circuit power dissipation increases as the input edge rates become slower because both networks are ON for more time. On the other hand, it decreases as load capacitance increases because with large loads the output only switches a small amount during the input transition. Short-circuit power is strongly sensitive to the ratio $v = V_t/V_{DD}$. In the limit that $v > 0.5$, short-circuit current is eliminated entirely because the pull-up and pull-down networks are never simultaneously ON. In nanometer processes, $V_t$ can scarcely fall below 0.3V without excessive leakage, and $V_{DD}$ is on the order of 1V, so short-circuit current has become almost negligible [36, 37].

2.1.2 Static Power

Static power is the power consumed when the device is powered up but no signals are changing value. In CMOS devices, static power consumption is due to leakage currents [16, 21]. There are four major sources of leakage currents in a CMOS gate:

Sub-threshold Leakage ($I_{Sub}$)

The sub-threshold current is the drain-source current of an OFF transistor [36]. This is the current that flows from the drain to the source of a transistor operating in the weak inversion mode. Sub-threshold leakage occurs when a CMOS gate is not turned completely off. A decent approximation of this current can be given by:

$$I_{SUB} = \mu C_{ox} V_{th}^2 W \frac{V_{GS}-V_T}{nV_{th}} e^{\frac{V_{GS}-V_T}{nV_{th}}}$$  \hspace{1cm} (2.4)

where,

$W, L =$ Dimensions of the transistor

$V_{th} =$ Thermal voltage

$n =$ A function of the device fabrication process which ranges from 1.0 to 2.5
This equation tells us that sub-threshold leakage depends exponentially on the difference between \( V_{GS} \) and \( V_T \). Therefore, as we scale \( V_{DD} \) and \( V_T \) down for reducing dynamic power, we make leakage power exponentially worse. In fact decreasing the threshold voltage by 100 mv increases the leakage current by a factor of 10 [21].

Decreasing the length of transistors increases the leakage current as well. Therefore, in a chip, transistors that have smaller threshold voltage and/or length due to process variation contribute more to the overall leakage.

Sub-threshold leakage current increases exponentially with temperature. This greatly complicates the problem of designing low power systems. Even if the leakage at room temperature is acceptable, at worst case temperature it can exceed the design goals of the chip.

**Gate Leakage** \( (I_{Gate}) \)

Gate leakage current flows directly from the gate through the oxide to the substrate due to gate oxide tunneling and hot carrier injection. Gate leakage occurs as a result of tunneling current through the gate oxide. The gate oxide thickness \( (T_{ox}) \) is only a few atoms thick now - this is so thin that tunneling current can become substantial. Its magnitude increases exponentially with the gate oxide thickness \( T_{ox} \) and supply voltage \( V_{DD} \). In fact, every 0.2nm reduction in \( T_{ox} \) causes a tenfold increase in \( I_{GATE} \) [37]. In previous technology nodes, leakage current was dominated by sub-threshold leakage. But starting with 90nm, gate leakage has been nearly 1/3 as much as sub-threshold leakage. In 65nm it was predicated to equal sub-threshold leakage in some cases. However, presently high-k dielectric materials are used to keep gate leakage in check. This appears to be the only effective way of reducing gate leakage [31].

**Reverse Bias Junction Leakage** \( (I_{Rev}) \)

Reverse bias junction leakage occurs from the source or drain to the substrate through the reverse-biased diodes when a transistor is OFF [21]. It is caused by minority carrier drift
and generation of electron/hole pairs in the depletion regions. For instance, in the case of an inverter with low input voltage, the nMOS is OFF, the pMOS is ON, and the output voltage is high. Subsequently, the drain-to-substrate voltage of the OFF nMOS transistor is equal to the supply voltage. This results in a leakage current from the drain to the substrate through the reverse-biased diode. The magnitude of the diode leakage current depends on the area of the drain diffusion and the leakage current density, which is in turn determined by the process technology [36].

**Gate Induced Drain Leakage (I\textsubscript{GIDL})**

Gate induced drain leakage is the current which flows from the drain to the substrate induced by a high field effect in the MOSFET drain caused by a high drain to gate voltage (V\textsubscript{DG}) [16, 36].

### 2.2 Methods for Power Reduction/Management

Power consumption is one of the primary concerns for today’s circuit designers. The generation, distribution, and dissipation of power are now at the forefront of current problems faced by IC designers. Failure to meet the power budget for a chip exposes it to failure from packaging and cooling challenges, reliability issues, timing degradation and increased leakage. As discussed in the earlier section, total power consumption in CMOS is divided into dynamic power and static/leakage power. To make a system power efficient, both need to be minimized. However, there is an inherent contradiction in reducing dynamic and static power. We reduce supply voltage to reduce dynamic power from switching load capacitances, but this diminishes performance of the chip. In order to maintain performance, along with supply voltage we need scale down threshold voltage as well. However, this reduction in turn increases leakage or static power [8]. In the industry, numerous strategies, methods and measures are taken to deal with this situation. Following is a categorized discussion of these methods taken for power management at different levels of the design process.
2.2.1 Reduction of Dynamic Power

The primary component of dynamic power is power dissipated through switching capacitances, and it is described as:

\[ P_{\text{Switching}} = \alpha \cdot f \cdot C_L \cdot V_{DD}^2 \] (2.5)

All the parameters - activity factor, frequency \( f \), load capacitance \( C \) and supply voltage \( V \) are manipulated by the designers to save on dynamic power [21]. Switching power is linearly proportional to activity factor (data dependent), frequency and load capacitance. So, reducing those parameters reduce dynamic power linearly. But, the supply voltage has the greatest effect on switching power, as reducing it reduces switching power quadratically. However, reducing supply voltage also reduces performance by slowing down the gates.

Clock Gating

Clock gating is a popular approach for lowering dynamic power [22]. The distribution network of the clocks are responsible for a significant fraction of the dynamic power in a chip. In fact up to 50% of the dynamic power can be spent by the clocks, as they have the highest toggle rate in the system. Now, driving the frequency to zero drives the power consumed to zero. In the clock gating method power consumption is reduced by turning off clocks when they are not required Modern design tools support automatic clock gating. They can identify circuits where clock gating can be inserted without changing the function of the logic [16, 21, 36].

Gate-Level Power Optimization

There are a number of logic optimizations that the tools can perform to minimize dynamic power [37]. Figure 2.4 shows two examples of possible optimizations. At the upper part of the figure, an AND gate output has a particularly high activity. But as it is followed
by a NOR gate, it is possible to re-map the two gates to an AND-OR gate plus an inverter. This way the high activity net becomes internal to the cell. Now the high activity node (the output of the AND gate) is driving a much smaller capacitance, reducing dynamic power.

At the bottom of the Figure 2.4, an AND gate is first mapped in a way so that a high activity net is connected to a high power input pin, and a low activity net to a low power pin. Then, by remapping the inputs so the high activity net is connected to the low power input, dynamic power is reduced. Gate level power optimization is also achieved through cell sizing and buffer insertion [37].

**Cell sizing:** In this method, the design tool selectively increases and decreases cell drive strength all along the critical path to achieve timing goal, and then reduce dynamic power to a minimum.

**Buffer insertion:** Here, instead of increasing the drive strength of the gate itself, the tool inserts buffers to lower power consumption.
Multi-Voltage Design

In modern SoC designs, different blocks have different performance objectives and constraints. Each component of a system needs to run at the lowest voltage required to meet the system timing constraints. All blocks on a chip, such as peripherals, do not need to run as fast as the speed-critical blocks. For instance, the processor may need to run as fast as the technology allows, and thus needs a relatively high supply voltage. On the other hand, a USB block might run at a fixed, relatively low frequency. For such blocks we can use lower supply voltage and save power. This approach is known as Multi-Voltage strategy [21].

Dynamic power is proportional to $V_{DD}^2$. Thus, lowering $V_{DD}$ on selected blocks helps reduce power significantly. Unfortunately, lowering the voltage also increases the delay of the gates in the design. Multi-Voltage has the following strategies for its implementation:

**Static Voltage Scaling (SVS):** Different blocks or subsystems are given different, fixed supply voltages.

**Multi-level Voltage Scaling (MVS):** An extension of the static voltage scaling case where a block or subsystem is switched between two or more voltage levels. Only a few, fixed, discrete levels are supported for different operating modes.

**Dynamic Voltage and Frequency Scaling (DVFS):** An extension of MVS where a
larger number of voltage levels are dynamically switched to follow changing workloads. Dynamic Voltage and Frequency Scaling (DVFS) is a highly effective method to minimize the energy dissipation and maximize the battery service time, without any appreciable degradation in the quality of service (QoS) [37]. Although the DVFS method is currently a very effective way to reduce the dynamic power, it is expected to become less effective as the process technology scales down. The current trend of lowering the supply voltage in each generation decreases the leeway available for changing the supply voltage [35].

**Adaptive Voltage Scaling (AVS):** An extension of DVFS where a control loop is used to adjust the voltage.

**Voltage Scaling**

Voltage Scaling is an aggressive technique for dynamic power reduction by reducing the supply voltage and clock frequency based on workload [36]. For example, processors can be provided a high supply voltage and correspondingly high clock frequency during tasks that require peak performance. For tasks that require lower performance, power can be saved by providing a lower voltage and slower clock. This approach is known as voltage scaling. It can be effective where there is significant voltage headroom. It can be applicable to the Low-Leakage technology nodes, since these run at higher voltage than the equivalent generic or high-speed processes. Ignoring the effects of leakage power, clocking a block at half the frequency halves the dynamic power but takes twice as long to complete the work. Where scaling the voltage is possible the quadratic dynamic power reduction permits energy savings to accumulate over the duration of the task. However, the static leakage power cannot of course be ignored. Reducing the frequency and taking longer to complete a unit of work also means that the active leakage will be scaled in proportion to the inverse of frequency. In addition, each voltage scaled block requires additional power rail and all regulated supply rails have some lost efficiency from generating that voltage with real world power controllers. Voltage scaling introduces complications into both the system design and the implementation.
flow, but can be valuable for portable battery-powered products. Dynamically scaling the supply voltage to a processor or multi-media subsystem, for example, may significantly improve battery lifetime in the final product.

2.2.2 Reduction of Static/Leakage Power

As mentioned before, lowering supply and threshold voltage for reducing dynamic power unfortunately increases static leakage power [16, 21]. Therefore, circuit designers need to strike a balance between the two in order to achieve maximum possible power reduction. The main techniques used today for reducing leakage current are:

Multi-Threshold Design

Multi-Threshold design is the technique of reducing leakage by using high threshold ($V_{TH}$) cells wherever performance goals allow and low threshold ($V_{TL}$) cells where necessary to meet timing. As geometries have shrunk to 90nm, and below, using libraries with multiple $V_T$ has become a common way of reducing leakage current [21].
Figure 2.5 shows some representative curves for leakage vs. delay for a multi-$V_T$ library. Sub-threshold leakage depends exponentially on $V_T$, but delay has a much weaker dependence on $V_T$. Many libraries today offer two or three versions of their cells: Low $V_T$, Standard $V_T$, and High $V_T$. The implementation tools can take advantage of these libraries to optimize timing and power simultaneously. Usually there is a minimum performance which must be met before optimizing power. In practice this usually means synthesizing with the high performance, high leakage library first and then relaxing back any cells not on the critical path by swapping them for their lower performing, lower leakage equivalents. If minimizing leakage is more important than achieving a minimum performance then this process can be done the other way around: we can target the low leakage library first and then swap in higher performing, high leakage equivalents in speed critical areas.

**Power Gating**

Power gating is a second mechanism of reducing leakage where the power supply to a block of logic is shut down when it is not active [16, 37]. Leakage power dissipation grows with every generation of CMOS process technology. To reduce the overall leakage power of the chip, it is highly desirable to add mechanisms to turn off blocks that are not being used.

The basic strategy of power gating is to provide two power modes: a low power mode and an active mode. The goal is to switch between these modes at the appropriate time.
Figure 2.7: Power consumption in a system without (left) and with (right) basic power gating.

and in the appropriate manner to maximize power savings while minimizing the impact to performance. In power gating terminology SLEEP events initiate entry to the low power mode, and WAKE events initiate return to active mode [36].

Power gating can be implemented in either a ring or a grid style power network. There is also a hybrid-design where the grid style is implemented at the top-level and the ring style implementation is applied to certain power-gated hard macros and/or power domain blocks. The hybrid style combines the advantages of the ring and grid style; however, power planning becomes more complex. Power gating is the most effective method for reducing leakage power in standby or sleep mode. However, this method comes with overhead such as the silicon area taken by the sleep transistors, the routing resources for permanent and virtual power networks, and the complex power-gating design and implementation processes which impact design risk and schedule. Besides the overhead, power gating introduces power integrity issues such as \( IR \) drop on the sleep transistors and ground bounce caused by in-rush wake-up current. It also introduces wake-up latency, the time needed to restore full power for normal operation. All these issues must be addressed during the implementation of power gating designs [37].
Variable Threshold CMOS (VT-CMOS)

Variable Threshold CMOS is another effective way of mitigating standby leakage power. By applying a reverse bias voltage to the substrate, it is possible to reduce the value of the term \(V_{GS} - V_T\), effectively increasing \(V_T\). This approach can reduce the standby leakage by up to three orders of magnitude. However, VT-CMOS adds complexity to the library and requires two additional power networks to separately control the voltage applied to the wells. Unfortunately, the effectiveness of reverse body bias has been shown to be decreasing with scaling technology [21].

Stack Effect

The Stack Effect, or self-reverse bias, can reduce sub-threshold leakage when more than one transistor in the stack is turned off. This is primarily because the small amount of sub-threshold leakage causes the intermediate nodes between the stacked transistors to float away from the power/ground rail. The reduced body-source potential results in a slightly negative gate-source drain voltage. Thus, it reduces the value of the term \(V_{GS} - V_T\), effectively increasing \(V_T\) and reducing the sub-threshold leakage. The leakage of a two transistor stack has been shown to be an order of magnitude less than that of a single transistor [29]. This stacking effect makes the leakage of a logic gate highly dependent on its inputs [21].

Long Channel Devices

From the equation for sub-threshold current, it is clear that using non-minimum length channels will reduce leakage. Unfortunately, long channel devices have lower dynamic current, degrading performance. They are also larger and therefore have greater gate capacitance, which has an adverse effect on dynamic power consumption and further degrades performance. There may not be a reduction in total power dissipation unless the switching activity of the long channel devices is low. Therefore, switching activity and performance goals must be taken into account when using long channel devices [21].
Chapter 3
Present Day On-Chip Power Distribution Network

An on-chip power grid provides the voltage supply for all integrated devices on a silicon chip. It is an important component that directly impacts chip functionality of today’s large-scale integrated circuits (e.g., [21]). Power distribution used to be an afterthought in the design process before the issues of deep sub-micron brought in new challenges [14]. As the power density of high-performance ICs is continuously increasing, the on-chip power grid network is becoming increasingly complex. Though analyzing the distribution network is emerging as a challenging task, power grid analysis has become a critical design task. An inadequate or poorly-designed power grid will result in excessive drop and fluctuation in the voltages supplied to devices, triggering performance degradation and signal integrity problems [33, 43].

The power distribution subsystem of a chip consists of metal wires or planes on the chip. It also includes bypass capacitors to supply the instantaneous current requirements of the system. According to [46], an ideal power distribution network has the following properties:

- Maintains a stable voltage with little noise
- Satisfies average and peak power demands
- Provides current return paths for signals
- Avoids wear out from electromigration and self-heating
- Consumes minimal chip area and wiring
- Easy to lay out
Real networks must balance these competing demands, meeting targets of noise and reliability as inexpensively as possible. The noise goal is typically ±10%; for example, a system with nominal $V_{DD} = 1.0V$ may guarantee the actual supply remains within 0.9V-1.1V. Reliability goals demand enough vias and metal cross-sectional area to carry the supply current.

Figure 3.1 shows the power consumption versus time for a typical microprocessor. While the processor is active, the power depends on the operations and data. It also spikes near the clock edges when the large clock loads switch. In idle mode, clock gating turns off the clock to unused units and drives the power significantly down. As the supply voltage is nearly constant, the supply current $I$ (also called $I_{DD}$) is proportional to the instantaneous power demand. As this current flows through the resistance $R$ of the power distribution network, it causes a voltage droop proportional to $IR$. Moreover, as the changing current flows through the inductance of the printed circuit board and package, it also causes a voltage drop proportional to the rate of change: $L \frac{di}{dt}$. We begin this chapter by examining the physical design and structure of a present day on-chip power distribution network. In the second sub-section, we discuss problems with the network such as: $IR$ drops, $L \frac{di}{dt}$ noise, and electromigration. Then prior works and recommendations on improving the network are discussed. In the final sub-section, we will introduce the emerging issue of $I^2R$ power loss in the distribution network.
3.1 Structure of the On-Chip Distribution Network

The on-chip power distribution network consists of power and ground wires within the cells and more wires connecting the cells together. These wires are typically wider than minimum to provide lower resistance and better electromigration immunity. These wires are normally connected between adjacent cells by abutment. Standard cell designs and datapaths both can use rows of cells sharing common power and ground lines. In a small, low-power design, these rows can be strapped together with even wider vertical metal wires. Figure 3.2(a) [46] shows an abstract diagram of this strapping. In this example, the nMOS and pMOS transistors in adjacent rows are separated by a routing channel, so spacing between the wells is not a problem. In modern processes, the routing is typically done over the cell in upper-level metal. Therefore, the rows of cells can be packed more closely together and well spacing limits the packing density. Alternatively, every other row can be mirrored (flipped upside down) so that the wells of adjacent rows abut, as shown in Figure 3.2(b) [46].
In a larger or high-power design, the resistance of the horizontal power and ground buses routed on thin lower-level metal will cause too much $IR$ drop [48]. Instead, the power should be delivered using a grid of metal on all layers. The top levels of metal are thickest and carry the bulk of the current, but a robust grid on all layers is important to bring the current down to the transistors. Where layers connect, multiple vias should be used to carry the high currents [14].

### 3.1.1 Power Distribution Network Model

Figure 3.3 shows a lumped model of the power distribution network for a system, including the voltage regulator, the printed circuit board planes, the package, and the chip. The network also includes bypass capacitors near the voltage regulator, near the chip package, possibly inside the chip package, or on chip. The voltage regulator seeks to produce a constant output voltage independent of the load current. Near the regulator is a large bulk capacitor (typically electrolytic or tantalum). Power and ground planes on the printed circuit board carry the supply current to the package, contributing some resistance and inductance [30]. Finally, the chip connects to the package through solder bumps or bond wires with additional resistance and inductance. The on-chip bypass capacitance consists of the symbiotic capacitance and possibly some explicit decoupling capacitance. It typically has negligible inductance because it is located so close to the switching loads [12]. The model presented so far is a lumped approximation that is convenient for analysis and facilitates
gaining intuition about chip behavior. Chip designers also are concerned about the variation in supply voltage across the chip. This requires a distributed model, which we can approximate with a mesh of small elements as shown in Figure 3.4 [18, 46]. The mesh represents the resistance and inductance of the on-chip power supply grid. Symbiotic or explicit decoupling capacitors are distributed across the chip. At each node, a current source represents the local current demand of the circuitry. The solder bumps or bond wires to the package are modeled with additional resistance and inductance. In this model, the package is treated as a perfect $V_{DD}$ connected to the corners of the grid.

The power grid extends across the entire chip or voltage domain. Ultimately, it must connect to the package through the I/O pads. When a pad ring is used, the connections are all near the periphery of the chip. Thus, the biggest $IR$ drops occur near the center of the chip where the current flows through the longest wires and greatest resistance. C4 solder bumps distributed across the die are much better for power distribution because they can deliver the current from the low-resistance power plane in the package directly to the area of the chip where the current is needed. Thus, less on-chip metal resources are needed for power distribution. The power system is usually done hierarchically to manage complexity, but in the end the overall design must satisfy the noise budgets specified for the chip [15].
Figure 3.5: Schematic of power grid in CMOS designs [41].

3.2 Issues with the Current Distribution Network

The power delivery system consists of - a power supply, a power load, and interconnects lines connecting the supply to the load. The power supply is assumed to behave as an ideal voltage source providing nominal power and ground voltage levels, $V_{DD}$ and $V_{Gnd}$. The power load is modeled as a variable current source $I(t)$. The interconnect lines connecting the supply and the load are not ideal; the power and ground lines have finite parasitic resistances $R_p$ and $R_g$, respectively, and inductance $L_p$ and $L_g$, respectively. Resistive voltage drops $V_R = IR$ and inductive voltage drops $V_L = L \frac{dI}{dt}$ develop across the parasitic interconnect impedances, as the load draws current $I(t)$ from the power distribution system.

The voltage levels across the load terminals, therefore, change from the nominal level provided by the supply, dropping to $V_{DD} - IR_p - L_p \frac{dI}{dt}$ at the power terminal and rising to $V_{Gnd} + IR_g + L_g \frac{dI}{dt}$ at the ground terminal, as shown in Figure 3.6. This change in the supply voltages is referred to as power supply noise [29]. Power supply noise adversely affects the circuit operation in several ways.
3.2.1 IR Drops

Due to the resistance of the interconnects constituting the network, there occurs a voltage drop across the network; this is commonly referred to as the IR drop [46, 47]. IR drop is predominantly caused by the parasitic resistance of metal wires constituting the on-chip power distribution network [34]. The resistance of the complete power supply network includes the resistance of the on-chip wires and vias, the resistance of the bond wires or solder bumps on the package, the resistance of the package planes or traces, and the resistance of the printed circuit board planes. Because the package and printed circuit board typically use copper that is much thicker and wider than on-chip wires, the on-chip network dominates the resistive drop. IR drops arise from both average and instantaneous current requirements. The instantaneous current may be much larger than the average drop because current draw tends to locally spike near the clock edge when many registers and gates switch simultaneously. Bypass capacitance near the switching gates can supply much of this instantaneous current, so a well-bypassed power supply network only needs low enough resistance to deliver the average current demand, not necessarily the peak.

3.2.2 $L \frac{dl}{dt}$ Noise

Although the resistance of package is quite small, the inductance of package leads is significant, which causes a voltage drop at the pad locations due to time-varying currents drawn by devices on the die. This voltage drop is referred to as the $\frac{dl}{dt}$ drop or $L \frac{dl}{dt}$ drop [34].
This is also known as Simultaneous Switching Noise (SSN) or ground bounce. The inductance of the power supply is typically dominated by the inductance of the bond wires or C4 bumps connecting the die to the package. A typical bond wire has an inductance of about 1nH/mm, while a C4 ball is on the order of 100pH. Recall that the inductance of multiple inductors in parallel is reduced. Modern packages devote many (often 50% or more) of their pins or bumps to power and ground to minimize supply inductance [20]. The two largest sources of current transients are switching I/O signals and changes between idle and active mode in the chip core. $L \frac{di}{dt}$ noise is becoming enough of a problem that some high-power systems must resort to microarchitectural solutions that prevent the chip from transitioning between minimum and maximum power in a single cycle. For example, a pipeline may enter or exit idle mode one stage at a time rather than all at once to spread the current change over many cycles.

### 3.2.3 Electromigration in Power Interconnects

Electromigration (EM) is the flow of metal ions under the influence of high electric current densities, resulting in the depletion and accumulation of metal ions along the interconnects. Although metal migration causes voids and hillocks along the interconnects, electrical connectivity may still be maintained through the barrier metal layer which is resistive and more immune to electromigration. In power grid wires, the increased resistance due to EM can result in larger $IR$ drops and degradation in gate delay. Degradation and failure
of a device are very complex and are commonly modeled as statistical phenomena using empirical models based on experiments and/or simulations. The primary stress factors that accelerate EM induced degradation and failure of interconnects are the temperature and the current density through the interconnect [19].

3.2.4 Signal Delay Uncertainty

The drain current of a MOS transistor increases with the voltage difference between the transistor gate and source. When the rail-to-rail power voltage is reduced due to power supply variations, the gate-to-source voltage of the nMOS and pMOS transistors is decreased, thereby lowering the output current of the transistors. The signal delay increases accordingly as compared to the delay under a nominal power supply voltage. Conversely, a higher power voltage and a lower ground voltage will shorten the propagation delay. The net effect of the power noise on the propagation of the clock and data signals is, therefore, an increase in both delay uncertainty and the delay of the data paths. Consequently, power supply noise limits the maximum operating frequency of an integrated circuit [38].

3.2.5 On-chip Clock Jitter

A phase-locked loop (PLL) is often used to generate the on-chip clock signal. An on-chip PLL generates an on-chip clock signal by multiplying the frequency of the system clock signal. Various changes in the electrical environment of a PLL, power supply level variations in particular, affect the phase of the on-chip clock signal. A feedback loop within the PLL controls the phase of the PLL output and aligns the output signal phase with the phase of the system clock. Ideally, the edges of the on-chip clock signal are at precisely equidistant time intervals determined by the system clock signal. The closed loop response time of the PLL is hundreds of nanoseconds. Disturbances of shorter duration than the PLL response time result in deviations of the on-chip clock phase from the ideal timing. These deviations
are referred to as clock jitter. The clock jitter is classified into two types: cycle-to-cycle jitter and peak-to-peak jitter [38].

3.2.6 Noise Margin Degradation

In digital logic styles with single-ended signaling, the power and ground supply networks also serve as a voltage reference for the on-chip signals. If a transmitter communicates a low voltage state, the output of the transmitter is connected to the ground distribution network. Alternatively, the output is connected to the power distribution network to communicate the high voltage state. At the receiver end of the communication line, the output voltage of the transmitter is compared to the power or ground voltage local to the receiver. Spatial variations in the supply voltage create a discrepancy between the power and ground voltage levels at the transmitter and receiver ends of the communication line. The power noise induced uncertainty in these reference voltages degrades the noise margins of the on-chip signals. As the operating speed of integrated circuits rise, crosstalk noise among on-chip signals has increased. Sufficient noise margins for the on-chip signals have therefore become a design issue of primary importance [38].

3.3 Prior Work on Improving the Network

Significant work is being done to improve and develop the on-chip power distribution network. Dynamic $IR$ drop and $L \frac{di}{dt}$ are by far the main problems with present day power distribution network. In fact, the other issues faced by the network are direct or indirect byproducts of these two. Following are the two major methods used in the industry to minimize the problems:

3.3.1 Wire Sizing

Wire-sizing is probably the most common method to reduce the overall peak voltage drop by reducing the resistivity of interconnect lines. Although with up-sizing of the widths
3.3.2 De-coupling Capacitances

In addition to the wire-sizing technique, in order to reduce the effect of switching noise on the power distribution network, decoupling capacitors are often added near the switching devices [42]. These capacitors act as local charge reservoirs for switching circuits and reduce the effect of the power supply glitches and ground bounce. Determining the optimal values and locations of the on-chip decoupling capacitors is essential in maintaining a robust power supply network. Similar to the wire-sizing, the portion of the substrate area assigned to the decoupling capacitances is limited and designers should always consider the tradeoff between the reduction of the switching noise and the increase in chip area due to insertion of the decoupling capacitors [13].

More capacitance results in longer charge time (latency) at wake-up. Therefore, the optimization of decap insertion in the power-gating design becomes very important to achieve maximum noise reduction with minimum added capacitance at the virtual power network. This can be done by identifying noise hot spots using dynamic $IR$ drop analysis tools and
then inserting just enough capacitance at the hot spots to reduce the noises meeting defined noise target. Recommendations:

- Add as much decoupling capacitance as permitted in the permanent power network at positions close to the switch cells. This achieves the maximum effectiveness and minimum impact on the wake-up latency and in-rush current. It is convenient to integrate the decap into the switch cell to simplify decap insertion.

- To fix dynamic $IR$ drop violations in the post-layout stage, it is preferable to add decoupling capacitance to the permanent power network close to the violation spots, if the violations are related to the permanent power network. The rest of the violations have to be fixed by adding decap to the virtual power network at the violation spots.

Apart from this, as possible solutions for static $IR$ drop [14], suggests the following:

- Rearrange blocks

- More $V_{DD}$ pins

- Connect the bottom portion of grid to the top portion

Although, these methods alleviate the situation, the problem of supply voltage droop is not really solved. To ensure all the loads in the grid network get the supply voltage required for desired performance, sufficient number of repeaters/feed points are added to the network.

3.4 $I^2R$ Power Loss across the Distribution Network

While extensive research is being carried out to find power reduction techniques for different levels of design abstraction, the prospect of potential power savings in the power distribution network itself seems to lack attention. We know that, power loss in a resistive conductor is: $P = I^2R$, where R is the resistance of the wire. Now, just like IR voltage drop
over the power distribution network, the high level of current passing through the present
day distribution network also causes power loss in the network. Previously, the current
density and interconnect resistance being low, this power loss was negligible. However, now
technology scaling has increased wire resistance, and current density greatly. So, this power
loss is becoming significant, and in the future, with exceedingly large number of cores on
chips it will probably be one of the major limiting factors for the industry.

Also, at present integrated circuits use packaging techniques like Ball Grid Array (BGA) [24]
or Land Grid Array (LGA) [32] to power the chip, and to connect it to the PCB board. These
techniques utilizes large number of solder balls (BGA) or pins (LGA) for connection between
the chip and its package. In both BGA and LGA a large fraction, between 20% to 30% [4],
of the balls/pins are used as power feeds. This way power is fed at maximum number of
nodes possible to minimize the current.
However, as we start to get SoCs with hundreds and possibly thousands of cores on them, maintaining this ratio of power pins will become physically impractical. This will increase the current flowing through the circuit as each pin will have supply power to larger loads. Thereby this will also increase $I^2R$ loss.

We expect that, by decreasing the current flowing through the network, our proposed high-voltage scheme will increase the efficiency of power delivery significantly and solve the problem for future.
We have seen that an on-chip power distribution network is predominantly resistive in nature. Therefore, as current flows through, the network causes voltage drop (IR) and power loss ($I^2R$). As a result of continuous technology scaling we are now well within the much sought nanometer paradigm. But, this technological progress is strongly affecting the on-chip power distribution network, and rather adversely. As technology is scaling, the inherent resistance of interconnect wires is going up, and current density is increasing. This is making the voltage drop and the power loss issue worse. The voltage drop issue is well established and a lot work is going under to solve/improve it. However, though the power is quadratically related to current, the aspect of power loss in the network has not created much concern in the industry or in the academia. But, with exceedingly large and complex circuits like thousand core SoCs within sight, in order to keep Moore’s Law going, we need to deal with this issue right now. In this chapter, we first briefly state what inspired us to think about the novel concept of High-Voltage On-Chip power distribution network. Then, DC-DC converters, the essential device on which our proposed scheme is based, is discussed. After that we introduce the construction of our proposed power distribution network. Finally, we talk about expected power saving and other probable benefits from the scheme.

4.1 Inspiration: Joules Law and Long-Distance Power Transmission Grid

Joules First Law or The Law of Resistive Heating:
Passage of an electric current through a conductor releases heat, and the amount of heat released is proportional to the square of the current such that:
Figure 4.1: A typical long-distance power distribution network [5].

\[ P = I^2R \] (4.1)

Basically, the law states that power lost or dissipated in a current carrying conductor is linearly related to the resistance of the conductor and quadratically related to the amount of current flowing through it [45].

**Long Distance Power Distribution Network:**

Designers of long-distance transmission systems for electrical power have always been aware of the \( I^2R \) power loss, and take appropriate measures to minimize the power loss and make the power distribution efficient. In electric power transmission, high voltage is used to reduce power loss.

A given quantity of electric power can be transmitted through a transmission line either at low voltage and high current, or with a higher voltage and lower current. Transformers can convert a high transmission voltage to a lower voltage for use by customer loads. Since the power lost in the wires is proportional to the conductor resistance and the square of the current, using low current at high voltage reduces the loss in the conductors due to heating [5].

As transmission efficiency is greatly improved by devices that increase the voltage in the line conductors, power can be transmitted with acceptable losses. The reduced current
flowing through the line reduces the heating losses in the conductors. According to Joule’s Law, energy losses are directly proportional to the square of the current. For example, raising the voltage by a factor of 10 reduces the current by a corresponding factor of 10 and therefore the $I^2R$ losses by a factor of 100, provided the same sized conductors are used in both cases [5]. This increase of voltage is usually achieved in AC circuits by using a step-up transformer. High-voltage direct current (HVDC) is used to transmit large amounts of power over long distances or for interconnections between asynchronous grids. HVDC systems require relatively costly conversion equipment which may be economically justified for particular projects such as submarine cables and longer distance high capacity point to point transmission but are infrequently used at present [5]. Transmitting electricity at high voltage reduces the fraction of energy lost to resistance, which varies depending on the specific conductors, the current flowing and the length of the transmission line. For example, a 100 mile 765 kV line carrying 1000 MW of energy can have losses of 1.1% to 0.5%. A 345 kV line carrying the same load across the same distance has losses of 4.2% [1].

4.2 DC-DC Voltage Converters

While AC-DC converters convert Alternating Current (AC) to Direct Current (DC), DC-DC converters can be approximately analogous to DC transformers. As transformer steps up or steps down AC current, DC-DC converters do that for DC current.

4.2.1 Definition

A DC-DC voltage converter/regulator is a circuit that generates a regulated DC output voltage from a (possibly) unregulated DC input voltage with a different voltage magnitude and/or polarity [23].
4.2.2 Types of Operation

DC-DC converters can carry out 3 types of operation:

**Buck Converter:** A buck converter is a step-down converter that converts a higher input voltage to a fixed lower output voltage. For our scheme, we are interested in buck converters [23].

**Boost Converter:** A boost converter is a step-up converter that converts a lower input voltage to a fixed higher output voltage [23].

**Buck-Boost Converter:** A buck-boost converter is a voltage regulator that converts lower or higher input voltages to a fixed output voltage [23].

4.2.3 Classification of DC-DC Converter Designs

**Linear DC-DC Converters**

Linear regulators are used to generate a DC output voltage with a lower magnitude and the same polarity as compared to a DC input voltage. Linear regulators utilize resistive voltage division to produce an output supply voltage lower than an input supply voltage. Linear converters have intrinsically low efficiency, particularly if the input-to-output voltage conversion ratio is high. Linear regulators are found in many types of ICs due to the easy design, low circuit complexity, and small area consistent with an on-chip implementation [17]. Linear (series-pass) DC-DC converters are popular due to the simple structure and small physical area. Linear DC-DC converters operate on the principle of resistive voltage division. The operation of a simple linear voltage converter is illustrated in Figure 4.2 [23].

As shown in Figure 4.2, in an ideal linear converter, the current supplied to the load is equal to the current drawn from the primary power supply $V_{DD1}$. The highest efficiency
η_{max} attainable with an ideal (lossless) linear converter is, therefore

\[ η_{max} = \frac{V_{DD2}}{V_{DD1}} \quad (4.2) \]

where, \( V_{DD2} \) is the DC output voltage supplied to the load and \( V_{DD1} \) is the DC input supply voltage. As given by the equation, a linear DC-DC converter can only offer high energy efficiency (regardless of how ideal the circuit components are) if the difference between the input (\( V_{DD1} \)) and output (\( V_{DD2} \)) voltages is small [17].

**Switched-Capacitor DC-DC Converters**

Switched-capacitor DC-DC converters (or charge pumps) are used to generate a DC output supply voltage with a different magnitude and/or an opposite polarity as compared to a DC input supply voltage. Switched-capacitor DC-DC converters (or charge pumps) are widely used in ICs to modify the amplitude and/or polarity of the primary power supply voltage of a system. Similar to a linear regulator, the efficiency of a switched-capacitor regulator is typically low. Alternatively, the area occupied by a switched-capacitor regulator is higher than a linear regulator. Unlike a linear regulator, a switched-capacitor DC-DC converter can change the polarity and increase the amplitude of an input supply voltage. Switched-capacitor regulators are, therefore, preferred in on-chip low-to-high voltage conversion or polarity reversing applications. On-chip switched-capacitor DC-DC converters are widely
used to supply non-volatile memory circuits (flash and electrically erasable programmable read only memories), dynamic random access memories (DRAMs), and analog portions of mixed-signal circuits. A schematic representation of a switched-capacitor DC-DC converter that doubles the input voltage is shown in Figure 4.3.

As mentioned before, a primary disadvantage of a switched-capacitor DC-DC converter is the poor efficiency characteristics. The operation of a switched-capacitor regulator relies on periodically charging/discharging the charge pump capacitors through resistive switches. The internal power losses of a switched-capacitor regulator are, therefore, typically high. Another disadvantage of a charge pump circuit is the poor output regulation. In order to maintain a steady DC output voltage, a certain amount of charge should be maintained across each charge pump capacitor. The only control mechanism that can be employed in a charge pump regulator to maintain a specific amount of charge in the charge pump capacitors under varying load current conditions is to vary the conductance of the switches charging/discharging the charge pump capacitors. This strategy, however, typically requires high energy consuming feedback circuitry, further degrading the efficiency of the switched-capacitor regulator. An energy-efficient feedback control scheme applicable to switched-capacitor regulators does not yet exist. Switched-capacitor circuits are, therefore, typically used in applications with relaxed supply voltage constraints (such as DRAMs) that do not require tight voltage regulation.
Switching Regulators

Switching regulators are capable of modifying both the amplitude and polarity of the input voltages. The primary advantages of a switching regulator are the high conversion efficiency and good output voltage regulation characteristics as compared to a linear or switched-capacitor DC-DC converter. The primary drawback of switching regulators, however, is the inductive elements (inductors and/or transformers) required for energy storage and filtering. Filter inductors are, to date, prohibitive in the fabrication of an on-chip switching DC-DC converter.

A switching DC-DC converter generates a DC output supply voltage with a different magnitude and/or polarity than the DC input voltage. Among DC-DC converter topologies, switching voltage regulators are the most widely used due to the high efficiency and good output voltage regulation characteristics. Unlike a linear or switched-capacitor DC-DC converter, the efficiency of switching DC-DC converter approaches 100% as the transistor switches are made more ideal.

Switching DC-DC converters can be divided into two primary categories. The first category of switching DC-DC converters utilizes transformers. Switching DC-DC converters with transformers are called isolated switching DC-DC converters. The primary use of transformers in switching DC-DC converters is the DC isolation of the input and output grounds. Provided that the primary power supply operates at a relatively high voltage and/or is noisy, isolation of the load from the input supply is necessary to maintain reliable operation of the load. Another advantage of isolated switching DC-DC converters is the relatively easy and straightforward generation of multiple DC output voltages from a single DC input voltage. A single control circuit can be used to generate several different DC supply voltages by simply utilizing a multiple winding transformer, provided that the voltage regulation requirements of the load circuits are not excessively tight.

A second category of switching DC-DC converters utilizes inductors (no isolating transformers) for energy storage and signal filtering. These switching DC-DC converters without
transformers are called non-isolated switching DC-DC converters. Such converters are widely used in both low power and low voltage applications. Buck and boost types of non-isolated switching DC-DC converters are widely used to generate voltage levels required by microprocessors, digital signal processors, memory modules, and hard disks in modern computer systems.

4.3 Construction of the Proposed Network

A typical present day on-chip power distribution network has three main components - an off-chip AC-DC converter, an off-chip DC-DC converter, and the actual chip, which can be a SoC with number of cores/modules on it. This setup is shown in Figure 4.5. In
this setup, the AC-DC converter gets power from an external AC source and converts it to a high-voltage DC current. This DC current is then fed into the DC-DC converter, which steps it down to the low-voltage that the on-chip cores actually run on. Even for portable devices that run on battery, though the battery supply voltage is around 3V - 3.5V, it is converted down to the low voltage by the off-chip DC-DC converter. Now, we know that power is the product of voltage and current. If power is $P$, voltage is $V$ and current is $I$ then,

$$P = VI \tag{4.3}$$

Because the regular design supplies the chip with low voltage, to meet the chips power requirement, current through the on-chip power distribution network has to be high. As a result, the $I^2R$ loss in todays regular power distribution network is also comparatively very high.

Now, we propose a unique power distribution network where we remove the off-chip DC-DC converter from the design (Figure 4.6), and feed the chip with a higher than regular voltage. Our scheme proposes to use on-chip DC-DC converters [23] to downscale the voltage at delivery points close to the cores, much like what is done in commercial/home power networks using transformers.

From Law of Conservation of Energy, for an ideal DC-DC converter with 100% efficiency input and output power must be the same. That is,

$$P_{\text{input}} = P_{\text{output}} \implies V_{\text{input}}I_{\text{input}} = V_{\text{output}}I_{\text{output}} \tag{4.4}$$

So, if we step up the output voltage so that it becomes $n$ times the input voltage, output current would become $\frac{1}{n}$ of the input current. This in turn, will reduce the $I^2R$ power loss in the network resistances to $\frac{1}{n^2}$ of its regular value. Therefore, this on-chip step-down voltage conversion, instead of doing it off-chip, should allow us to considerably reduce the
current ($I$) flowing through the on-chip power network. As a result, we expect our scheme to save significant amount of power by reducing the $I^2R$ power loss in the power distribution network.

### 4.4 Selection of the Distribution Voltage

We have seen in the preceding sub-section that power being the product of voltage and current, for a fixed load power if we step up voltage by $n$ times, the resulting current becomes $\frac{1}{n}$ of the original value. The result is $I^2R$ power loss reduces by a factor of $\frac{1}{n^2}$.

So, if there is no limiting factor on the distribution voltage, then we increase power saving by increasing distribution voltage. This power saving results in increased efficiency of the circuit. For a distribution voltage $V$, if load power is $P_{\text{Load}(V)}$, Power lost in the grid is $P_{\text{Grid}(V)}$ and total power is $P_{\text{Total}(V)}$, then,

$$Efficiency = \frac{P_{\text{Load}(V)}}{P_{\text{Total}(V)}} \times 100 \quad (4.5)$$

$$= \frac{P_{\text{Load}(V)}}{P_{\text{Load}(V)} + P_{\text{Grid}(V)}} \times 100 \quad (4.6)$$
Now, if distribution voltage is increased from $V$ to $nV$, then power lost in grid, $P_{\text{Grid}(V)}$ will decrease to $\frac{P_{\text{Grid}(V)}}{n^2}$. So, the efficiency would changed to

$$Efficiency = \frac{P_{\text{Load}(V)}}{P_{\text{Load}(V)} + \frac{P_{\text{Grid}(V)}}{n^2}} \times 100$$  \hspace{1cm} (4.7)

$$= \frac{n^2 P_{\text{Load}(V)}}{n^2 P_{\text{Load}(V)} + P_{\text{Grid}(V)}} \times 100$$  \hspace{1cm} (4.8)

Therefore, if $n$ is increased towards infinity efficiency of the circuit will approach 100%. We can use this characteristics to increase efficiency of a fixed sized circuit. We will attempt to verify this relationship between distribution voltage and efficiency from our experimental results.

However, in reality there are several technical factors like dielectric breakdown etc. that limit the upper boundary of the distribution voltage

4.5 Advantages of the Scheme

Our proposed scheme lowers the current flow through the distribution network to a fraction of its regular value by stepping up the supply voltage. This current reduction is the source of all the expected advantages of the scheme listed below.

**Power Saving and Increased Efficiency:**

The first and the most anticipated reward from a possible implementation of this scheme is power saving. We have seen from Joule’s Law that resistive power loss ($I^2R$) has a quadratic relation with current. Also, due to Law of Conservation of Energy, with ideal DC-DC converters stepping up the supply voltage by $n$ times should give us power reduction of $\frac{1}{n^2}$. With non-ideal DC-DC converters this power saving will be less. However, with DC-DC converters with decent efficiency, we can expect significant reduction in power loss over the network. In other words, efficiency of the chips will increase vastly.
Apart from reducing power loss and increasing circuit efficiency, the proposed method is also expected to alleviate the following issues with present day on-chip power distribution networks.

**Reduced IR drop:** As current through the network reduces to a fraction of its original value, voltage (IR) drop across the network would automatically reduce. Moreover, with the DC-DC converters adjacent to the loads, the overall issue of loads getting required voltage for optimal performance would probably become negligible. Whatever voltage drop occurs across the nodes, the converter would ensure that the loads are fed with optimal supply voltage (e.g., 1V).

**Reduced Electromigration:** By reducing current the scheme should also alleviate the electromigration problem in the power distribution network.

**Reduced Signal Delay Uncertainty:** As the proposed scheme reduces IR drop, it should reduce the Signal Delay Uncertainty problem.

**Reduced Noise Margin Degradation:** By reducing IR drop across the network, the scheme should reduce the degradation of the noise margin for the on-chip signals.
Chapter 5
Experimental Setup and Results

In the first section of this chapter, we briefly discuss Linear Technology Corporation and the DC-DC converter that we used for evaluating our proposed scheme with presently available technology. In the second section, we describe our experimental setup for all the cases we have simulated. Finally, we take a look at the results from all the simulations and discuss their implications.

5.1 LTC3411-A: Step-down DC-DC Converter from Linear Technology

5.1.1 Linear Technology

Linear Technology Corporation, a member of the S & P 500, has been designing, manufacturing, and marketing a broad line of high performance analog integrated circuits for major companies worldwide for three decades [7]. The company was founded in 1981 by Robert H. Swanson, Jr. and Robert C. Dobkin. Its corporate headquarters are in Milpitas, California [6]. The Company's products provide an essential bridge between the analog world and the digital electronics in communications, networking, industrial, automotive, computer, medical, instrumentation, consumer, military, and aerospace systems. Linear Technology produces power management, data conversion, signal conditioning, RF and interface ICs, μModule subsystems, and wireless sensor network products [7].

5.1.2 LTC3411-A: Step-Down DC-DC Converter

The LTC3411-A is a constant frequency, synchronous step-down DC-DC converter [44]. It operates from a 2.5V to 5.5V input voltage range and has a user configurable operating
frequency up to 4MHz, allowing the use of tiny, low cost capacitors and inductors 1mm or less in height. The output voltage is adjustable from 0.8V to 5.5V. Internal synchronous power switches provide high efficiency. The LTC3411-A’s current mode architecture and external compensation allow the transient response to be optimized over a wide range of loads and output capacitors [44].

The LTC3411-A can be configured for automatic power saving Burst Mode operation \( (I_Q = 40A) \) to reduce gate charge losses when the load current drops below the level required for continuous operation. For reduced noise and RF interference, the SYNC/MODE pin can be configured to skip pulses or provide forced continuous operation. To further maximize battery life, the P-channel MOSFET is turned on continuously in dropout (100% duty cycle). In shutdown, the device draws less than 1\( \mu \)A [44].

**Current Applications:**

- Notebook Computers
- Digital Cameras
- Cellular Phones
- Hand-held Instruments
- Board Mounted Power Supplies

For our experiment we have used the Linear Technology provided LTC3411-A converter circuit configured for 1V output voltage at 1A current. For ease of use, we created an LTSPICE symbol for the circuit and replicated that at all required locations on our high-voltage power distribution network.

### 5.2 Experimental Setup

For evaluating the prospect of our proposed scheme, we simulated both the regular power distribution network and the proposed high-voltage distribution network in SPICE
and compared the results. We have simulated and comparatively analyzed the setup for network sizes of 1, 4, 9, 16, 25, 64, 100 and 256 loads.

We have used LTSPICE, the SPICE simulator from Linear Technology, for all our simulations. We have assumed low power 1 watt loads, ideally running at 1V supply voltage and drawing 1A current. We have modeled the loads as current sources. As for interconnect resistances, we considered them to be 0.5Ω. We got this value consulting ITRS 2012 Datasheet [40]. We know that,

$$R = \rho \cdot \frac{L}{T \cdot W}$$  \hspace{1cm} (5.1)

In our calculation, Interconnect resistivity, $\rho = 2 \times 10^{-6} \ \Omega \cdot \text{cm}$
Interconnect thickness, $T = 1 \times 10^{-6} \ \text{m}$
Interconnect width, $W = 50 \times 10^{-6} \ \text{m}$
Interconnect length, $L = 5 \times 10^{-3} \ \text{m}$

We have three cases in our experiment:

5.2.1 Present Day On-chip Power Distribution Network

In this case, power is delivered all over the circuit at 1V(Figure 5.1). We have simulated this network for 1, 4, 9, 16, 25, 64, 100 and 256 load networks to evaluate and find power consumption trend and efficiency of the design.

5.2.2 High-Voltage On-chip Power Distribution Network Considering Ideal DC-DC Converters

Here, power is delivered all over the circuit at 3V. We have taken the value 3V as it is very close to the supply voltage of a Lithium Ion battery operating at 90% efficiency. Here, at each load point the DC-DC converter steps down the voltage to 1V and feeds it to the loads (Figure 5.2). In this case, we assume the converters are ideal as in they are 100% efficient and do not consume any power. We repeated the simulation for all the combinations
of 1, 4, 9, 16, 25, 64, 100 and 256 load networks to evaluate and find power consumption trend and efficiency of the design.

5.2.3 High-Voltage On-chip Power Distribution Network With Non-Ideal DC-DC Converters

Here also power is delivered all over the circuit at 3V, and at each load point the DC-DC converter steps down the voltage to 1V and feeds it to the loads (Figure 5.2). However, in this case, we consider the converter’s actual efficiency into calculation. We again simulated networks with 1, 4, 9, 16, 25, 64, 100 and 256 loads to evaluate and find power consumption trend and efficiency.
5.3 Results and Analysis

5.3.1 Present Day On-chip Power Distribution Network

In the regular PDN, for the 1-load network, load power is 1W, interconnect power is 0.13W and so the total power is 1.13W. As network size is increased, interconnect power grows very fast becoming an increasingly larger component of total power. For the 256 load network, load power is 256W, and interconnect power becomes 169.4W (Figure 5.3), making the total power 425.4W.

Also, as the component of interconnect power increases with network size, efficiency of the circuit decreases greatly. For the 1 load system, system efficiency is 88.50%. However, for the 256 load network it falls to 60.18% (Figure 5.4). Which is not an acceptable value from a design perspective.
Table 5.1: Power consumption break down and efficiency of the regular PDN (distribution voltage = 1V).

<table>
<thead>
<tr>
<th>Number of Loads</th>
<th>Load Power (W)</th>
<th>Interconnect Power (W)</th>
<th>Total Power (W)</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.13</td>
<td>1.13</td>
<td>88.50</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.67</td>
<td>4.67</td>
<td>85.65</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>1.69</td>
<td>10.69</td>
<td>84.19</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>3.57</td>
<td>19.57</td>
<td>81.76</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>7.02</td>
<td>32.02</td>
<td>78.08</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
<td>23.76</td>
<td>87.76</td>
<td>72.93</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>49.32</td>
<td>149.32</td>
<td>66.97</td>
</tr>
<tr>
<td>256</td>
<td>256</td>
<td>169.4</td>
<td>425.4</td>
<td>60.18</td>
</tr>
</tbody>
</table>

Figure 5.3: Grid power consumption in the regular PDN (distribution voltage = 1V).

5.3.2 High-Voltage On-Chip Power Distribution Network Considering Ideal DC-DC Converters

In the high-voltage distribution network with ideal DC-DC converters, interconnect power grows very slowly. Thus, even for large networks total power is not affected that much. Here, for the 1-load network, load power is 1W, interconnect power is 0.01W and so the total power is 1.01W. Even for large network sizes grid power loss remains small. For the 256 load network, load power is again 256W, but the interconnect power is only 18.82W (Figure 5.5), making the total power 274.82W.

As interconnect power starts with a small figure and does not grow much, comparatively speaking; system efficiency is very high in this case, and it remains high even for very
Table 5.2: Power consumption break down and efficiency of the high-voltage PDN (distribution voltage = 3V) with ideal converter.

<table>
<thead>
<tr>
<th>Number of Loads</th>
<th>Load Power (W)</th>
<th>Interconnect Power (W)</th>
<th>Total Power (W)</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.01</td>
<td>1.01</td>
<td>98.58</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.07</td>
<td>4.07</td>
<td>98.17</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>0.19</td>
<td>9.19</td>
<td>97.96</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>0.40</td>
<td>16.40</td>
<td>97.58</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>0.78</td>
<td>25.78</td>
<td>96.97</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
<td>2.64</td>
<td>66.64</td>
<td>96.04</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>5.48</td>
<td>105.48</td>
<td>94.80</td>
</tr>
<tr>
<td>256</td>
<td>256</td>
<td>18.82</td>
<td>274.82</td>
<td>93.15</td>
</tr>
</tbody>
</table>

large networks. The system efficiency for 1 load in the high-voltage distribution system, considering ideal converters, is 98.58%. But most importantly, even for a huge circuit with 256 loads, the simulated efficiency is 93.15% (Figure 5.6).

5.3.3 High-Voltage On-Chip Power Distribution Network Considering Non-Ideal DC-DC Converters

In this case, the actual efficiency of the DC-DC converters is taken into consideration. This naturally increases the power consumed by the distribution network. Even then, interconnect power increases from 0.02W for the 1 load circuit to 63.3W (Figure 5.7) for the 256
Figure 5.5: Grid power consumption in the high-voltage PDN (distribution voltage = 3V) with ideal converter.

Figure 5.6: Efficiency of the high-voltage PDN (distribution voltage = 3V) with ideal converter.

load circuit. This is an excellent result as it keeps total power consumed by the 256 load circuit to a relatively low 319.3W.

A similar trend can be seen in the efficiency paradigm. In this case, system efficiency for the 1 load network is 98.04%, and for the 256 load network it becomes 80.18% (Figure 5.8), which is again an excellent performance for a such a huge circuit with readily available technology.
Table 5.3: Power consumption break down and efficiency of the high-voltage PDN (distribution voltage = 3V) with non-ideal converter.

<table>
<thead>
<tr>
<th>Number of Loads</th>
<th>Load Power (W)</th>
<th>Interconnect Power (W)</th>
<th>Total Power (W)</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.02</td>
<td>1.02</td>
<td>98.04</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.11</td>
<td>4.11</td>
<td>97.32</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>0.39</td>
<td>9.39</td>
<td>95.85</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>1.21</td>
<td>17.21</td>
<td>92.97</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>2.68</td>
<td>27.68</td>
<td>90.32</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
<td>9.12</td>
<td>73.12</td>
<td>87.53</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>18.97</td>
<td>118.97</td>
<td>84.05</td>
</tr>
<tr>
<td>256</td>
<td>256</td>
<td>63.3</td>
<td>319.3</td>
<td>80.18</td>
</tr>
</tbody>
</table>

Figure 5.7: Grid power consumption in the high-voltage PDN (distribution voltage = 3V) with non-ideal converter.

5.4 Discussion

From the results of our simulations, we see that interconnect power and its contribution to the total power consumption by the system increases as the network grows larger. However, while the rate of this increase is very high in the regular PDN, it is very low in case of high-voltage PDN considering ideal DC-DC converters. Even if we consider the efficiency of the DC-DC converters, interconnect power loss grows significantly slow in the proposed scheme.
Figure 5.8: Efficiency of the high-voltage PDN (distribution voltage = 3V) with non-ideal converter.

<table>
<thead>
<tr>
<th>Number of Loads</th>
<th>Regular PDN (W)</th>
<th>H-V PDN (Ideal Converter) (W)</th>
<th>H-V PDN (Non-Ideal Converter) (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.13</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>4</td>
<td>0.67</td>
<td>0.07</td>
<td>0.11</td>
</tr>
<tr>
<td>9</td>
<td>1.69</td>
<td>0.19</td>
<td>0.39</td>
</tr>
<tr>
<td>16</td>
<td>3.57</td>
<td>0.40</td>
<td>1.21</td>
</tr>
<tr>
<td>25</td>
<td>7.02</td>
<td>0.78</td>
<td>2.68</td>
</tr>
<tr>
<td>64</td>
<td>23.76</td>
<td>2.64</td>
<td>9.12</td>
</tr>
<tr>
<td>100</td>
<td>49.32</td>
<td>5.48</td>
<td>18.97</td>
</tr>
<tr>
<td>256</td>
<td>169.40</td>
<td>18.82</td>
<td>63.3</td>
</tr>
</tbody>
</table>

In case of the regular PDN, interconnect power is 0.13W for the 1-load system but 169.40W for the 256-load system. For the high-voltage PDN with ideal converters, interconnect power for 1-load is 0.01W and even for 256 loads it is merely 18.82W. Considering the converter power consumption, interconnect power increases from 0.02W for 1 load to 63.3W for 256 loads (Figure 5.9).

We also notice that, as a result of interconnect power growing fast with the increase in network size, the present day regular distribution network becomes inefficient for large systems with a huge number of cores. In our simulation, the efficiency dropped from 88.50% for 1 load to 60.18% for 256 loads.

However, in case of high-voltage distribution system with ideal DC-DC converters, the efficiency is much higher and remains almost the same regardless of network size. For 1 load
it is 98.58% and for 256 loads its 93.15%. Even when the inefficiency of the converters is considered, the system efficiency increases to 80.18% for 256 loads (Figure 5.10).

From our simulation results, regular power distribution networks can be predicted to become inefficient for large SoCs of future with hundreds of cores. However, through proper implementation of our proposed scheme with efficient DC-DC converters integrated in the circuit, we can solve that problem and design efficient circuits in future.

Now, we attempt to verify the relationship we derived in Equation 4.7, between distribution voltage and efficiency of a fixed size power grid.

From Table 5.1 that for a 256 load grid when distribution voltage (V) is 1V - load power is 256W, grid power loss is 169.4 and efficiency is 60.18%.
Now, according to Equation 4.7, if we increase the distribution voltage to 3V for $n = 3$ then the grid power loss should come down to
$$\frac{169.4}{3^2} = 18.82\text{W}$$
and the efficiency should increase to
$$\frac{256}{256+\frac{169.4}{3^2}} \times 100 = 93.15\%$$

From Table 5.3 we can see that for a distribution voltage of 3V (with ideal converters), indeed grid power loss comes down to 18.82W and efficiency increases to 93.15%. Thus, the relationship established in equation 4.7 is demonstrated to be correct.

Finally, in order to get a better idea about distribution voltage and efficiency of a grid, we use Equation 4.7 and Table 5.1 to plot efficiency of a 256 load grid for distribution voltages of 1V, 2V, 3V, 4V and 5V (Figure 5.11).

Figure 5.10: Comparison of efficiency.

Figure 5.11: Effect of distribution voltage on grid efficiency for a 256 load grid.
Chapter 6
Challenges, Developments and Future Work

From our simulation results we learned that, our proposed scheme is capable of successfully solving the problem of designing highly efficient power distribution networks for large chips with hundreds of cores. However, implementation of the scheme almost solely depends on the development and availability of DC-DC converters with required efficiency. This chapter discusses the challenges, recent developments and further work that need to done in this regard.

6.1 Challenges

The decisive barrier that stands between the proposed scheme and reality is the challenge of designing power and area efficient DC-DC converters that can be integrated on the chips. The challenge is really three fold.

The first design challenge currently impeding the implementation of our scheme is the efficiency of the DC-DC converters. It has to be efficient in both power and area. In the proposed scheme, as the number of cores on the SoC goes up, so does the number of on-chip DC-DC converters. Therefore, if the converters are not sufficiently power and area efficient, they will unfortunately nullify the benefit of the scheme. At present, the converters capable of supplying required amount of output current are often not that efficient.

Secondly, the converters need to be able to supply the output current and power drawn by the load cores (micro-processors, GPU, etc.). Also they need to maintain the above mentioned efficiency while driving such loads. Until now, DC-DC converter with sufficient efficiency and large output drive are not available.
The final and main challenge in implementing the scheme is the fabrication of on-chip DC-DC converters. It faces an imposing challenge because it requires on-chip integration of inductive and capacitive devices for energy storage and output signal filtering. Integrated capacitors and inductors beyond certain values are unacceptable due to the tight area constraints.

6.2 Recent Developments

At present, there exists no such DC-DC converter that fulfills all the aforementioned requirements. However, technology is moving forward faster than ever, and what seemed impossible just yesterday is already a reality today. In the last couple of years there have been few spectacular developments in the area of on-chip DC-DC converters.

In [25], the authors describe a DC-DC converter, designed in 0.18 µm CMOS technology, that has output voltage adjustable in the range of 1.3V - 1.6V from the input voltage of 3.3V. The output current driving capability of the converter is up to 26 mA. They report power efficiency for the unregulated and regulated output to be 87% and 75%, respectively.

Authors of [23] also reported two designs for high-to-low DC-DC converters integrated onto the same die as a high performance microprocessor. The first design performs a voltage conversion from 3.6V to 0.9V, while supplying 250mA of current, with an efficiency of 87.8%. The second design demonstrated an efficiency of 79.6% for a voltage conversion from 5.4V to 0.9V while supplying 250mA of DC current.

6.3 Future Work

While the experimental simulations in this work have demonstrated the potential of the proposed high-voltage power distribution scheme, our work is far from over. Much work needs to be put in, especially to overcome the challenges of design and fabrication of efficient on-chip DC-DC converters, to make the proposal a reality. We need to work on developing DC-DC converters that meets the following general guidelines:
• Have the capability of driving output loads of reasonable size (e.g., 1W).

• Have power efficiency of 90% or higher.

• Be small enough to meet the tight area requirements modern high-density ICs.

• Can be fabricated on-chip as a part of the SoC.

Though the recent developments mentioned earlier, do not quite meet all of these requirements, they definitely make us hopeful and give the direction to go forward.
Chapter 7
Conclusion

As performance oriented portable computing devices and power aware high-performance computers have set themselves as the future the VLSI industry, optimizing between power and performance has become absolutely essential. In this thesis, we have first discussed power consumption in CMOS circuits, and the measures taken to resolve this challenge. Then we have analyzed the present day on-chip Power Distribution Network (PDN). We have seen that, though the existing distribution network designs take into consideration issues like $IR$ drop and crosstalk noise, they practically ignore the power loss in the network. We have proposed a novel scheme of high-voltage power delivery, which holds great promise for designing high efficiency on-chip power distribution networks. In the new scheme we propose delivering power to different modules/cores on a System-on-Chip (SoC), at a higher voltage and lower current, and thereby reduce the $I^2R$ loss in the on-chip power distribution network. We have demonstrated our claim of power saving by simulating representative circuit models of regular and proposed distribution networks in SPICE, and comparing the results. The SPICE simulations show that, for a 256 load network, when distributed at 3V (a voltage close to the nominal output of a Li-ion battery), and then down-converted to $V_{DD}$ of 1V, instead of distributing at 1V, the efficiency of the circuit can go up from a mere 60% to more than a staggering 90%. The proposed scheme actually showed incremental power saving as the complexity of the SoC went up. The scheme, because of its high-voltage feature, is also expected to diminish other issues like $IR$ drop, electromigration, and cross-talk in the distribution network. Though the potential of this scheme for power reduction was validated by this work, its development is far from over. We need to work on to resolve the fabrication challenges, and on designing efficient on-chip DC-DC converters. However, expecting viable
implementation of required on-chip DC-DC converters in near future, this scheme can reduce losses in the power grid to the level required for designing thousand core processors in future.
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