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Abstract

Superprocesses are certain measure-valued Markov processes, whose distributions can be characterized by two components: the branching mechanism and the spatial motion. It is well known that some basic superprocesses are scaling limits of various random spatially distributed systems near criticality.

We consider the Lebesgue approximation of superprocesses. The Lebesgue approximation means that the processes at a fixed time can be approximated by suitably normalized restrictions of Lebesgue measure to the small neighborhoods of their support. From this, we see that the processes distribute their mass over their support in a deterministic and "uniform" manner. It is known that the Lebesgue approximation holds for the most basic Dawson–Watanabe superprocesses but fails for certain superprocesses with discontinuous spatial motion.

In this dissertation we first prove that the Lebesgue approximation holds for superprocesses with Brownian spatial motion and a stable branching mechanism. Then we generalize the Lebesgue approximation even further to superprocesses with Brownian spatial motion and a regularly varying branching mechanism. We believe that the Lebesgue approximation holds for superprocesses with Brownian spatial motion and any "reasonable" branching mechanism. Our present results may be regarded as some progress towards a complete proof of this very general conjecture.
Acknowledgments

I owe my deepest gratitude to my advisor Dr. Olav Kallenberg, who has put lots of his time and effort in trying to develop me into a proper researcher in probability. His taste, style, and work ethic have all influenced me immensely, and they will continue to influence me in the future. I also sincerely thank Dr. Ming Liao, Dr. Jerzy Szulga, and Dr. Erkan Nane for serving in my committee and providing me much help when needed. Finally, I am grateful for the moral support of my family: My parents Anqing He and Ruizhen Hao, my sister Ni He, and my wife Yajie Chu. I am extremely lucky to have them and I simply cannot imagine my life without them.
# Table of Contents

Abstract .................................................................................................................. ii
Acknowledgments ...................................................................................................... iii
List of Notation .......................................................................................................... vi

1 Introduction ............................................................................................................ 1
  1.1 A short introduction to superprocesses ............................................................. 1
  1.2 Summary of contents ......................................................................................... 7

2 Some Basics of Superprocesses ............................................................................. 10
  2.1 Moment measures ............................................................................................. 10
  2.2 Cluster representation ...................................................................................... 11
  2.3 Historical superprocesses and random snakes ................................................ 13
  2.4 Hausdorff dimensions and Hausdorff measures ............................................. 16
  2.5 Lebesgue approximations ............................................................................... 21

3 Lebesgue Approximation of Dawson-Watanabe Superprocesses ................. 26
  3.1 Introduction ..................................................................................................... 26
  3.2 Preliminaries ................................................................................................... 28
  3.3 Lebesgue approximation ................................................................................... 31
  3.4 Proofs of lemmas ............................................................................................ 39

4 Lebesgue Approximation of $(2, \beta)$-Superprocesses .................................... 44
  4.1 Introduction ..................................................................................................... 44
  4.2 Truncated superprocesses and local finiteness ............................................. 46
  4.3 Hitting bounds and neighborhood measures ............................................... 54
  4.4 Hitting asymptotics ......................................................................................... 60
  4.5 Lebesgue approximations ............................................................................... 66
# 5 Lebesgue Approximation of Superprocesses with a Regularly Varying Branching Mechanism

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>Introduction</td>
<td>72</td>
</tr>
<tr>
<td>5.2</td>
<td>Truncation of superprocesses</td>
<td>74</td>
</tr>
<tr>
<td>5.3</td>
<td>Hitting bounds</td>
<td>78</td>
</tr>
<tr>
<td>5.4</td>
<td>Hitting asymptotics</td>
<td>81</td>
</tr>
<tr>
<td>5.5</td>
<td>Lebesgue approximations</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>Bibliography</td>
<td>89</td>
</tr>
</tbody>
</table>
List of Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_x )</td>
<td>Dirac measure at ( x )</td>
</tr>
<tr>
<td>( \equiv )</td>
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<tr>
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<td>Lebesgue measure on ( \mathbb{R}^d )</td>
</tr>
<tr>
<td>( \lesssim )</td>
<td>inequality up to a constant factor</td>
</tr>
<tr>
<td>( \mu f )</td>
<td>integral of function ( f ) with respect to measure ( \mu )</td>
</tr>
<tr>
<td>( \mu^\varepsilon )</td>
<td>neighborhood measure of ( \mu ), defined as the restriction of Lebesgue measure ( \lambda^d ) to the ( \varepsilon )-neighborhood of ( \text{supp} , \mu )</td>
</tr>
<tr>
<td>( \overline{A} )</td>
<td>closure of set ( A )</td>
</tr>
<tr>
<td>( | f | )</td>
<td>supremum norm of function ( f )</td>
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</tr>
<tr>
<td>( \xi = (\xi_t) )</td>
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</tr>
<tr>
<td>( A^\varepsilon )</td>
<td>( \varepsilon )-neighborhood of set ( A ), ( A^\varepsilon = { x : d(x, A) &lt; \varepsilon } )</td>
</tr>
<tr>
<td>( A^c )</td>
<td>compliment of set ( A )</td>
</tr>
<tr>
<td>( B_x^r )</td>
<td>an open ball around ( x ) of radius ( r )</td>
</tr>
</tbody>
</table>
\[ f \approx g \quad f - g \to 0 \]

\[ f \sim g \quad f/g \to 1 \]

\[ \mathcal{M}_d \quad \text{space of } \sigma\text{-finite measures on } \mathbb{R}^d \]

\[ \overset{v}{\to} \quad \text{vague convergence of measures} \]

\[ \overset{w}{\to} \quad \text{weak convergence of measures} \]
Chapter 1
Introduction

1.1 A short introduction to superprocesses

In this section we give a short introduction to superprocesses. Three characterizations of superprocesses will be given. They are the Laplace functional approach, the weak convergence approach, and the martingale problem approach. Superprocesses were introduced by Watanabe [49] in 1968 and Dawson [3] in 1975, and have been studied extensively ever since. General surveys of superprocesses include the following excellent monographs and lecture notes: Dawson [4, 5], Dynkin [15, 16], Etheridge [17], Le Gall [32], Li [35], and Perkins [42]. Two extremely informative yet concise and very accessible introductions of superprocesses are Perkins [43] and Slade [46].

First let us explain the two defining components of a superprocess: the branching mechanism and the spatial motion. We begin with branching processes, which contain only one component of superprocesses: the branching mechanism. Galton-Watson processes are discrete branching processes. They describe the evolution in discrete time of a population of individuals who reproduce according to an offspring distribution, which is a probability measure on the nonnegative integers with expectation 1 (we only consider the critical case in this introduction). The distribution of a Galton-Watson process is determined by this offspring distribution. Continuous-state branching processes are continuous analogues of the Galton-Watson branching processes. Roughly speaking, they describe the evolution in continuous time of a “population” with values in the positive real line $\mathbb{R}_+$. The “population” consists of uncountably many “individuals”, if its value is not 0. The distribution of a continuous-state branching process is determined by a function $\Phi$ of the following type (again, we only
consider the critical case in this introduction, so no drift term here)

\[ \Phi(v) = av^2 + \int_0^\infty (e^{-rv} - 1 + rv)\pi(dr) \]  

(1.1)

where \( a \geq 0 \) and \( \pi \) is a \( \sigma \)-finite measure on \((0, \infty)\) such that \( \int_0^\infty (r \wedge r^2)\pi(dr) < \infty \). This function \( \Phi \) is called the branching mechanism. Continuous-state branching processes may also be obtained as weak limits of rescaled Galton-Watson processes, see (1.7). This is closely related to the weak convergence approach to superprocesses, see (1.8).

Spatial branching processes are obtained by combining the branching phenomenon with a spatial motion, which is usually given by a Markov process \( X \). In the discrete setting, the branching phenomenon is a Galton-Watson process, and the individuals move independently in space according to the law of \( X \). More precisely, when an individual dies at position \( x \), her children begin to move from the initial point \( x \), and they move in space independently according to the law of \( X \). Writing \( Y_{t}^{1}, Y_{t}^{2}, \ldots \) for the positions of all individuals alive at time \( t \), we may define

\[ \xi_t = \sum_i \delta_{Y_{t}^i} \]  

(1.2)

where \( \delta_y \) denotes the Dirac measure at \( y \). The process \( \xi = (\xi_t, t \geq 0) \) is the spatial branching process corresponding to the branching phenomenon of a Galton-Watson process and the spatial motion \( X \). Note that this is a measure-valued process, whose value at time \( t \) records the positions of all individuals alive at time \( t \).

In the continuous setting, the branching phenomenon is a continuous-state branching process with branching mechanism \( \Phi \). The construction of the spatial motions is harder, and so here we proceed only heuristically. For mathematical support of these heuristics, refer to the weak convergence approach later in this section (see (1.7) and (1.8)), cluster representation in Section 2.2, and historical superprocesses and random snakes in Section 2.3. Here we let the “individuals” move independently in space according to the law of a Markov process \( X \). Thus when an “individual” dies at the position \( x \), her “children” begin
to move from the initial point \( x \), and they move in space independently according to the law of \( X \). Again we get a measure-valued process \( \xi = (\xi_t, t \geq 0) \), whose value at time \( t \) records the positions of all “individuals” alive at time \( t \). This measure-valued process \( \xi = (\xi_t) \) is called the \( (X, \Phi) \)-superprocess (or \( (X, \Phi) \)-process, for short).

Superprocesses are measure-valued Markov processes. We first use the Laplace functional approach to characterize their distributions. For a \( (X, \Phi) \)-process on \( \mathbb{R}^d \), the spatial motion \( X \) is a Markov process in \( \mathbb{R}^d \). Use \( \mu f \) to denote the integral of the function \( f \) with respect to the measure \( \mu \). Write \( P_\mu(\xi \in \cdot) \) for the distribution of the process \( \xi \) with initial measure \( \mu \), and \( E_\mu \) for the expectation corresponding to \( P_\mu \). The Laplace functional \( E_\mu \exp(-\xi_t f) \) satisfies

\[
E_\mu[\exp(-\xi_t f)|\xi_s] = \exp(-\xi_s v_{t-s})
\]

where \((v_t(x), t \geq 0, x \in \mathbb{R}^d)\) is the unique nonnegative solution of the integral equation

\[
v_t(x) + \Pi_x \left( \int_0^t \Phi(v_{t-s}(X_s)) \, ds \right) = \Pi_x(f(X_t))
\]  

(1.4)

Here we write \( \Pi_x(\pi \in \cdot) \) for the distribution of the process \( X \) starting from \( x \). If \( X \) is a Feller process in \( \mathbb{R}^d \) with generator \( L \), the integral equation (1.4) is the integral form of the following PDE, the so-called *evolution equation*

\[
\dot{v} = Lv - \Phi(v)
\]  

(1.5)

with initial condition \( v_0 = f \). More explicitly, PDE (1.5) means

\[
\frac{\partial v_t}{\partial t}(x) = (Lv_t)(x) - \Phi(v_t(x)).
\]

For the equivalence of the integral equation (1.4) and the differential equation (1.5), see Section 7.1 in [35]. If \( X \) is a rotation invariant (or spherically symmetric, or isotropic) \( \alpha \)-stable Lévy process in \( \mathbb{R}^d \) for some \( \alpha \in (0, 2] \) (see Definition 14.12 and Theorem 14.14 in...
and \( \Phi(v) = v^{1+\beta} \) for some \( \beta \in (0, 1] \), we get a superprocess corresponding to the PDE

\[
\dot{v} = \frac{1}{2} \gamma \Delta_{\alpha} v - v^{1+\beta}
\]

where \( \frac{1}{2} \gamma \Delta_{\alpha} \) is the generator of the rotation invariant \( \alpha \)-stable process \( X \) (see Theorem 19.10 in [24]), and \( \Delta_{\alpha} = (-\Delta)^{\alpha/2} \) is the fractional Laplacian (\( \Delta_2 = \Delta \) is the Laplacian, see Section 2.6 in [39]). Taking \( \gamma = 1 \) in the above PDE, we get a superprocess corresponding to the PDE

\[
\dot{v} = \frac{1}{2} \Delta_{\alpha} v - v^{1+\beta}.
\]

We call it the \((\alpha, \beta)\)-superprocess \(((\alpha, \beta)\)-process for short). For the most basic and most important superprocess, we take \( \alpha = 2 \) and \( \beta = 1 \) to get a \((2,1)\)-process, which is often called the Dawson–Watanabe superprocess \((\text{DW-process})\) for short. Clearly a DW-process has Brownian spatial motion and branching mechanism \( \Phi(v) = v^2 \). We may abuse the notation further by referring to \((\alpha, \Phi)\)-processes and \((X, \beta)\)-processes. Specifically, an \((\alpha, \Phi)\)-process has rotation invariant \( \alpha \)-stable spatial motion and branching mechanism \( \Phi \), and an \((X, \beta)\)-process has spatial motion \( X \) and branching mechanism \( \Phi(v) = v^{1+\beta} \).

Next we move to the weak convergence approach, which is the most intuitive way to define superprocesses. Just as continuous-state branching processes may be obtained as weak limits of rescaled Galton-Watson processes (see (1.7)), superprocesses can be obtained as weak limits of rescaled discrete spatial branching processes (see (1.8)). Recall that we can get intuition about Brownian motion from rescaled random walks, similarly here we may get some intuition about superprocesses from rescaled discrete spatial branching processes.

We consider a sequence \( N^k, k \geq 1 \) of Galton-Watson processes such that as \( k \to \infty \),

\[
\left( \frac{1}{a_k} N^k_{[kt]}, t \geq 0 \right) \overset{f.d.}{\longrightarrow} (Z_t, t \geq 0) \quad (1.7)
\]
where constants $a_k \uparrow \infty$, $Z$ is a continuous-state branching process with branching mechanism $\Phi$, and the symbol $\overset{fd}{\longrightarrow}$ means weak convergence of finite-dimensional marginals. Then, according to (1.2), we consider a sequence $\xi^k$, $k \geq 1$ of spatial branching processes corresponding to the Galton-Watson processes $N^k$, $k \geq 1$ and the spatial motion $X$. Clearly $\xi^k_t$ is a random element with values in the space of finite measures on $\mathbb{R}^d$, equipped with the topology of weak convergence. Now, according to (1.7), we consider a sequence of rescaled spatial branching processes $\frac{1}{a_k} \xi^k_{[k\cdot]}$, $k \geq 1$. Suppose that the initial measures converge as $k \to \infty$ ($\overset{w}{\rightarrow}$ denotes weak convergence):

$$\frac{1}{a_k} \xi^k_0 \overset{w}{\rightarrow} \mu,$$

where $\mu$ is a finite measure on $\mathbb{R}^d$. Finally, under adequate regularity assumptions on the spatial motion $X$, there exists a measure-valued Markov process $\xi$ such that

$$(\frac{1}{a_k} \xi^k_{[kt]}, t \geq 0) \overset{fd}{\longrightarrow} (\xi_t, t \geq 0),$$

(1.8)

where $\xi$ is an $(X, \Phi)$-process with initial measure $\mu$.

Finally, superprocesses can also be characterized as solutions to martingale problems. Chapter 7 in [35] is an excellent reference on martingale problems of very general superprocesses. We first discuss a martingale problem of $(X, 1)$-processes, where $X$ is a Feller process in $\mathbb{R}^d$ with generator $L$. Write $\hat{\mathcal{M}}_d$ for the space of finite measures on $\mathbb{R}^d$. Then write $(D([0, \infty), \hat{\mathcal{M}}_d), \xi_t, \mathcal{F}_t)$ for the space of rcll $\hat{\mathcal{M}}_d$-valued paths, the coordinate process, and the canonical completed right continuous filtration. For any $f \in D(L)$ (domain of generator $L$), define the process $M_t(f)$ by

$$M_t(f) = \xi_t f - \xi_0 f - \int_0^t \xi_s(Lf) ds.$$  

(1.9)
For any $\mu \in \hat{\mathcal{M}}_d$, use $\mathcal{L}_\mu$ to denote the distribution of an $(X, 1)$-process with initial measure $\mu$. This is the unique distribution on $\mathcal{F} = \sigma(\bigcup_{t \geq 0} \mathcal{F}_t)$ such that the coordinate process satisfies the following martingale problem: $\xi_0 = \mu$, and for any $f \in D(L)$, the process $M_t(f)$ defined in (1.9) is a continuous martingale with quadratic variation process

$$[M(f)]_t = \int_0^t \xi_s(f^2)ds.$$ 

For a $(X, \Phi)$-process, the corresponding martingale is not continuous in general. In this case, we may split the martingale into two parts: the continuous martingale $M^c_t(f)$ and the purely discontinuous martingale $M^d_t(f)$ (see Theorem 26.14 in [24]). Then we write

$$M_t(f) = M^c_t(f) + M^d_t(f) = \xi_t f - \xi_0 f - \int_0^t \xi_s(Lf)ds,$$

where $M^c_t(f)$ is a continuous martingale with quadratic variation process

$$[M^c(f)]_t = \int_0^t \xi_s(af^2)ds,$$

and $M^d_t(f)$ is a purely discontinuous martingale, which can be defined through a compensated random measure relating to the jumps of $\xi$. For details, see Section 7.2 in [35]. Note that the jumps of $\xi$ are related to the measure $\pi$ in the branching mechanism $\Phi$ of (1.1), not the jumps of the spatial motion $X$ (see Section 2.6 in [17]). We may also note that the continuous martingale $M^c_t(f)$ is related to the term $av^2$ in the branching mechanism $\Phi$ of (1.1) through its quadratic variation process $[M^c(f)]_t$ in (1.10).
1.2 Summary of contents

The purpose of this dissertation is to discuss the Lebesgue approximation of superprocesses in details. In Section 1 we discussed the definitions of superprocesses. Here we give a summary of the contents of the following chapters.

In Chapter 2, we discuss some basic ingredients of superprocesses in the first three sections, which are crucial for the Lebesgue approximation of superprocesses. Then we discuss the background of Lebesgue approximation and some related known results in the last two sections. In Section 1 we discuss the first moment measure $E_{\mu} \xi_t$ and the second moment measure $E_{\mu} \xi_t^2$. In particular, the second moment measure does not exist in general, which causes a real difficulty for generalizing certain results. In Section 2 we discuss the very important cluster representation of superprocesses, which contains partial information of the whole genealogical evolution underlying superprocesses. This cluster representation is transparent in the discrete setting, however in the continuous setting it is not easy at all to obtain it rigorously. In Section 3 we discuss two approaches to encode the genealogical information and to obtain the cluster representation. They are Historical superprocesses approach and random snakes approach. In Section 4 we discuss some classical results about the Hausdorff dimensions and Hausdorff measures of superprocesses. The point is that the Hausdorff measure approach is a more traditional, more successful way to do what the Lebesgue approximation approach tries to do: Construct nontrivial measures on some random null sets. Finally in Section 5 we discuss basic ideas of Lebesgue approximation and review almost all known Lebesgue approximation results. At the end of this section we also discuss some related open problems.

In Chapter 3, we discuss the Lebesgue approximation of Dawson-Watanabe superprocesses of dimension $d \geq 3$, which is the most basic and most transparent case. This chapter is based on Kallenberg’s proof of Lebesgue approximation of DW-processes of dimension $d \geq 3$ in [25], with some technical simplifications. Note that Tribe first proved this result in [48]. Extra efforts have been made to explain Kallenberg’s approach clearly and to make it more
accessible. In Section 1 we explain some crucial components in the proof and review some terminology and notation. In Section 2 we first explain the crucial ideas about cluster representations, then state several lemmas which will not be used directly in the main proof of Lebesgue approximation, including the important upper bound of the hitting multiplicities. In Section 3 we state and prove the Lebesgue approximation for DW-processes of dimensions $d \geq 3$. In order to do so, we list several lemmas that are needed in the main proof. Finally, in Section 4, we prove all the lemmas in this chapter. We suggest that the reader read the first three sections in the linear order, then, when need arises, read the proofs of some lemmas in Section 4.

In Chapter 4, we discuss the Lebesgue approximation of $(2, \beta)$-superprocesses of dimension $d > 2/\beta$. This chapter is based on my 2013 paper [22]. In Section 1 we explain the additional difficulties for the Lebesgue approximation of $(2, \beta)$-processes and review our general approach, which overcomes these difficulties. In Section 2 we develop further a truncation of $(\alpha, \beta)$-processes from [38]. We also characterize the local finiteness of any $(\alpha, \beta)$-superprocess, which can be used to extend certain results to some superprocesses with $\sigma$-finite initial measures. In Section 3, we develop some lemmas about hitting bounds and neighborhood measures of $(2, \beta)$-processes, in particular, we improve the upper bounds of hitting probabilities. In Section 4, we derive some asymptotic results of these hitting probabilities. In particular, for the $(2, \beta)$-superprocess $\xi$ we show that $\varepsilon^{2/\beta-d} P_\mu\{\xi_t B^\varepsilon_x > 0\} \to c_{\beta,d} (\mu * p_t)(x)$, which extends the corresponding result for DW-processes. Finally in Section 5 we state and prove the Lebesgue approximation of $(2, \beta)$-processes and their truncated processes. Whenever one feels the lack of details of some results in this chapter, refer back to appropriated places in Chapter 3.

In Chapter 5, we discuss the Lebesgue approximation of superprocesses with a regularly varying branching mechanism. The branching mechanisms we consider here include the stable branching mechanisms considered in Chapter 4 as special cases. In Section 5.1 we explain the new difficulties for the Lebesgue approximation of superprocesses with the
more general branching mechanism and review our general approach, which overcomes these
difficulties. In Section 2 we review the truncation of superprocesses in a more general setting.
In Section 3, we develop some lemmas about hitting bounds and neighborhood measures of
the more general superprocesses. In Section 4, we derive some asymptotic results of these
hitting probabilities. Finally in Section 5 we state and prove the Lebesgue approximation of
superprocesses with a regularly varying branching mechanism and their truncated processes.
This general result contains all previous Lebesgue approximation of superprocesses as special
cases.
2.1 Moment measures

Moment measures play an important role in the study of superprocesses. For the Markov process $X$, write $T_t f(x) = \Pi_x (f(X_t))$ for the semigroup of $X$, where $\Pi_x (X \in \cdot)$ denotes the distribution of the process $X$ starting from $x$. Then the first moment measure of the $(X, \Phi)$-process $\xi$ (see (1.3) and (1.4)) is

$$E_\mu (\xi_t f) = \mu (T_t f). \tag{2.1}$$

Note that the branching mechanism $\Phi$ of (1.1) plays no role here. Write $p_t^\alpha (x)$ for the transition density of the rotation invariant $\alpha$-stable Lévy process with generator $\frac{1}{2} \Delta_\alpha$ (see (1.6)). Then the first moment measure of the $(\alpha, \Phi)$-process $\xi$ takes the equivalent measure form

$$E_\mu \xi_t = (\mu * p_t^\alpha) \cdot \lambda^d,$$

where $\mu * p_t^\alpha (x) = \int p_t^\alpha (x-y) \mu (dy)$ and $f \cdot \lambda^d$ denotes the measure defined by $(f \cdot \lambda^d)(B) = \int_B f \, d\lambda^d$.

The second moment measure depends crucially on the branching mechanism. In fact, second moments do not exist in general. However, they do exist when the measure $\pi = 0$ in the branching mechanism $\Phi$ of (1.1), that is, for the $(X, \gamma v^2)$-process $\xi$. The second moment measure of the $(X, \gamma v^2)$-process $\xi$ is

$$E_\mu (\xi_t f)^2 = (\mu (T_t f))^2 + 2\gamma \int_0^t \mu (T_{t-s} f)^2 \, ds. \tag{2.2}$$
Refer to Section 2.4 in [32] for the proofs of (2.1) and (2.2). For the \((X, \beta)\)-process \(\xi\) with \(\beta < 1\), only moments of order less than \(1 + \beta\) exist. A useful inequality along this line is Lemma 2.1 in [37]: For \(0 < \theta < \beta < 1\),

\[
E_{\mu}(\xi_t f)^{1+\theta} \leq 1 + c(\theta) \left[ (\mu(T_t f))^{1+\beta} + \int_0^t \mu (T_s (T_{t-s} f)^{1+\beta}) \, ds \right],
\]

where \(c(\theta) \to \infty\) as \(\theta \to \beta\). When we need to use the second moments, we may truncate \(\xi\) at any level \(K > 0\) to get the truncated process \(\xi^K\), which has finite second moments. For details about this truncation method, see pages 484 - 487 and Lemma 3 in [38].

Using series expansions of Laplace functionals, Dynkin [13] gives moment measure formulas for very general superprocesses. See Section 14.7 in [16] for a concise review of these formulas. Finally we mention that, for DW-processes, Theorem 4.2 of Kallenberg [27] contains a basic cluster decomposition of moment measures. Theorem 4.4 of that paper gives a fundamental connection between moment measures and certain uniform Brownian trees, first noted by Etheridge in Section 2.1 of [17]. It would be interesting to study this connection for more general superprocesses. For details about the cluster decomposition of moment measures, See Theorem 5.1 in Kallenberg [26].

### 2.2 Cluster representation

In this section we discuss the very important cluster representation of superprocesses. Note that although a superprocess records the positions of all “individuals” alive at time \(t\), they do not keep track of all the genealogy of these “individuals”. More precisely, let us pick an “individual” alive at time \(t\), then try to identify her “ancestor” at an earlier time \(s\). Although we know from \(\xi_s\) the positions of all “individuals” alive at time \(s\), we don’t know which specific “individual” at time \(s\) is the “ancestor” of the “individual” we picked at time \(t\). However, in the study of some deep properties of superprocesses, the genealogical structure underlying the evolution can be extremely useful, even when the final results have
nothing directly to do with the genealogy. The cluster representation of superprocesses, while containing only partial information of the genealogy, is enough for many purposes.

In order to discuss the cluster representation, let us first recall the definition of Poisson cluster processes. To define a cluster process, we start with a point process \( \zeta = \sum_i \delta_{\tau_i} \) on some space \( T \). For a suitable class \( \mathcal{M}_S \) of measures on \( S \), we consider a probability kernel \( \nu \) from \( T \) to \( \mathcal{M}_S \). Choosing the random measures \( \eta_i \) to be conditionally independent of the \( \tau_i \) with distributions \( \nu_{\tau_i} \), we may introduce a random measure \( \xi = \sum_i \eta_i \) on \( S \). This random measure \( \xi \) is called a \( \nu \)-cluster process generated by \( \zeta \). If \( \zeta \) is Poisson or Cox, we call \( \xi \) a Poisson or Cox cluster process.

Due to the underlying independence structure, superprocesses have the following branching property: If \( \xi \) and \( \xi' \) are two independent \( (X, \Phi) \)-processes with initial measures \( \mu \) and \( \mu' \) respectively, then \( \xi + \xi' \) is an \( (X, \Phi) \)-process with initial measure \( \mu + \mu' \). This can be verified by using any of the three characterizations in Section 1.1. From this branching property, we see that, for any \( t \), the superprocess \( \xi_t \) is an infinitely divisible random measure. A random measure is infinitely divisible iff it is the sum of a Poisson cluster process and a deterministic measure (see Theorem 1.28 in [17]). Since \( P\{\xi_t = 0\} > 0 \), the superprocess \( \xi_t \) is just a Poisson cluster process.

The cluster representation of \( (X, \Phi) \)-processes depends crucially on the branching mechanism \( \Phi \) of (1.1). For convenience, we first discuss the cluster representation of \( (X, 1) \)-processes (see Section 3.2 and 6.1 in [17]). For a \( (X, 1) \)-process \( \xi \), at time 0, there are actually uncountably many “individuals”. All “individuals” produce “offspring” randomly. However almost all “individuals” have no “offspring” alive at time \( t > 0 \), except finitely many “lucky” ones. In other words, the superprocess at time \( t \) is actually “offspring” of finitely many “ancestors”. The point process records the locations of these finite many “ancestors” is a Poisson process \( \zeta_0 \) with intensity measure \( t^{-1} \mu \). This is the generating process in the Poisson cluster representation of \( \xi_t \). Each one of these finitely many “ancestors” generates a random cluster at time \( t \). Clearly this cluster is just her “offspring” at time \( t \). These clusters
are “the same”, means that they have the same distribution if we move their “ancestors” to a common point. In summary, $\xi_t$ being a Poisson cluster process, is a finite sum of conditionally independent clusters, equally distributed apart from shifts and rooted at the points of a Poisson process $\zeta_0$ of “ancestors” with intensity measure $t^{-1}\mu$. By the Markov property of $\xi$, we have a similar representation of $\xi_t$ for every $s = t - h \in (0, t)$ as a countable sum of conditionally independent $h$-clusters (clusters of age $h$), rooted at the points of a Cox process $\zeta_s$ directed by $h^{-1}\xi_s$. In other words, $\zeta_s$ is conditionally Poisson given $\xi_s$ with intensity measure $h^{-1}\xi_s$ (see page 226 in [24]).

Under some restrictions of the branching mechanism $\Phi$ of (1.1), $(X, \Phi)$-processes also have a similar cluster representation (see Section 11.5 in [5] and Section 3 in [7]). The function $t^{-1}$ in the above intensity measure $t^{-1}\mu$ should be replaced by another function of $t$, determined by the branching mechanism $\Phi$. The cluster distributions are also different, determined by both $X$ and $\Phi$.

2.3 Historical superprocesses and random snakes

It is clear that the cluster representation of the previous section cannot be recovered from the superprocess $\xi$ itself, since $\xi_t$ records only the positions of all “individuals” alive at time $t$. A complete picture of the evolution underlying a superprocess is given by a random tree composed from the paths of all individuals. Two approaches to encode this picture are provided by historical superprocesses and by random snakes. Both approaches can be used to verify the cluster representation.

The basic idea of historical superprocesses is very simple (see Section 1.9 in [17]). Let us explain the idea in the discrete setting, to make it even more transparent. For a discrete spatial branching process $\xi$, pick two individuals alive at time $t > 0$, and assume that they have their last common ancestor at time $s \in (0, t)$. Based on the Markov properties of the spatial motion $X$ and the independence structures of spatial branching processes, clearly we can think that these two individuals perform the spatial motion $X$ together as a single
individual before time $s$, then separate at time $s$ and begin to perform independent spatial motion $X$ ever since. In other words, we can think of these two individuals as a single path before time $s$, and this path splits into two independent paths at time $s$. The same idea still holds in the continuous setting, that is, for the superprocesses. Note that in the construction of superprocesses, the spatial motion $X_t$ is only the location of an individual at time $t$. In order to remember the spatial locations of all the members in her genealogy line before her, we may just replace $X_t$ by the corresponding path process $\hat{X}_t$, which is a path-valued process. The value of $\hat{X}_t$ is the path of $X$ over the time interval $[0,t]$. Now we construct the $(\hat{X},\Phi)$-superprocess $\hat{\xi}$, which corresponds to the $(X,\Phi)$-superprocess $\xi$. We call $\hat{\xi}$ the $(X,\Phi)$-historical superprocess. Note that the way we define $\hat{\xi}$ from $\xi$ is different from the naive way we define $\hat{X}$ from $X$. If we define $\hat{\xi}$ as the corresponding path process of $\xi$, then we would not be able to specify the ancestors of any individual.

Denote the space of all rcll paths over the time interval $[0,t]$ by $W_t$. Then the state space of $\hat{X}_t$ is $W_t$, and so $\hat{X}_t$ is a time-inhomogeneous Markov process. Write $\Pi_{r,w}$ for the probability measure under which $\hat{X}$ starts from the path $w$ at time $r$. Clearly $w$ is an rcll path over the time interval $[0,r]$. Let $\mathcal{M}_t$ be the space of all finite measures on $W_t$. This is the state space of $\hat{\xi}_t$, and so $\hat{\xi}_t$ is also a time-inhomogeneous Markov process. The $(X,\Phi)$-historical superprocess $\hat{\xi}$ can be characterized by all three approaches in Section 1.1. It is obvious how to carry out the weak convergence approach. For the Laplace functional approach, we have

$$E_{r,\mu}e^{-\hat{\xi}_s f} = e^{-\mu v_r^s},$$

where $\mu$ is a finite measure on $W_r$, $\hat{\xi}_t$ is a finite measure on $W_t$, $f$ is a function on $W_t$, and $v_r^s$ is a function on $W_r$. The function $v_r^s(w)$ with $r \leq t$ and $w \in W_r$ is uniquely determined by the integral equation

$$v_t^r(w) + \Pi_{r,w} \left( \Phi \left( v_s^s(\hat{X}_s) \right) \right) ds = \Pi_{r,w} \left( f(\hat{X}_t) \right).$$
This may be compared with (1.4), the integral equation of $\xi$. The only difference is that $\hat{\xi}$ is a superprocess of historical paths, while $\xi$ is a superprocess of spatial positions.

The concept of historical superprocesses was developed in Dawson and Perkins [7] and Dynkin [14]. We may also refer to Chapter 12 in [5] and Section II.8 in [42].

From the construction of historical superprocesses it is clear that $\hat{\xi}_t$ encodes the genealogy information of all “individuals” alive at time $t$.

The random snake approach developed by Le Gall and his co-authors allows to give a complete description of the genealogy. Here we only focus on the basic ideas, since the technical details and notation can be overwhelming.

The basic idea of random snakes stems from an important fact of branching processes: The genealogical structures of branching processes can be completely encoded by a (random) function on $\mathbb{R}_+$. More precisely, the genealogical structure of Galton-Watson processes can be completely encoded by a discrete (random) function defined on nonnegative integers. These nonnegative integers correspond to all the individuals and the function values are the generations of these individuals. For continuous-state branching processes, similarly the genealogical structure can be completely encoded by a continuous (random) function on $\mathbb{R}_+$. Again, any number in $\mathbb{R}_+$ corresponds to an “individual”, and the function value is the “generation” or lifetime of this “individual”. This continuous coding function is called the lifetime process. In fact, continuous coding function can be obtained from a sequence of rescaled discrete coding functions. Clearly this is closed related to the fact that continuous-state branching processes may be obtained as weak limits of rescaled Galton-Watson processes. For a continuous-state branching process with the branching mechanism $\Phi = v^2$, the lifetime process $\varsigma_t$ is actually just the reflected one dimensional Brownian motion. The time parameter of the lifetime process $\varsigma_t$ is a labeling of all individuals in a certain order.

For the complete evolution of $(X, 1)$-processes, we then need to somehow combine the paths of individuals with this coding continuous random function. This is done by the so called Brownian snake $W_t$, which is a path-valued Markov process evolving according to both
the spatial motion $X$ and the lifetime process $\varsigma_t$. Note that the term “Brownian” refers to the branching mechanism, actually the lifetime process, not the spatial motion. The behavior of the Brownian snake is actually not hard to explain, at least informally. The value $W_t$ at time $t$ of the Brownian snake is a path of the underlying spatial motion $X$ (started at a fixed initial point) with the random lifetime $\varsigma_t$. Informally, when $\varsigma_t$ decreases, the path $W_t$ is shortened from its tip, and when $\varsigma_t$ increases, the path $W_t$ is extended by adding (independently of the past) small “pieces of paths” following the law of the spatial motion $X$. In this way, we can generate the full set of historical paths of a $(X,1)$-process by running the Brownian snake according to the lifetime process, in this way we are visiting all the “individuals” one by one.

For superprocesses with a general branching mechanism $\Phi$, similarly the so called Lévy snakes can be defined. The basic ideas are similar, but technically it is much more complicated. The main reason is that the corresponding lifetime process is not Markov and its definition is quite involved. Actually part of the beauty, and the power, of the Brownian snake is that the lifetime process is itself a Markov process. The standard reference of Brownian snake is the excellent lecture notes [32] by Le Gall in 1999. For Lévy snakes, refer to the excellent monograph [12] by Duquesne and Le Gall in 2002.

2.4 Hausdorff dimensions and Hausdorff measures

In this section we review some classical results about the Hausdorff dimensions and Hausdorff measures of superprocesses. First let us review the definitions of Hausdorff dimension and Hausdorff measure. For a nice introduction of this topic in a probabilistic setting, see Chapter 4 and Section 6.4 in [36].

We first define Hausdorff measure, then Hausdorff dimension. Assume $A$ to be a metric space with the metric $\rho$. Use $|A|$ to denote the diameter of the set $A$, which is defined by

$$|A| = \sup\{\rho(x,y) : x, y \in A\}.$$
For every \( \alpha \geq 0 \) define

\[
H_\alpha^\delta(A) = \inf \{ \sum_{i=1}^{\infty} |A_i|^\alpha : A \subset \bigcup_{i=1}^{\infty} A_i, |A_i| \leq \delta \text{ for all } i \}.
\] (2.3)

Easy to see that the quantity \( H_\alpha^\delta(A) \) is increasing as \( \delta \) decreases, so that the limit

\[
H_\alpha(A) = \lim_{\delta \to 0} H_\alpha^\delta(A)
\]

is well-defined, although it could be infinite. We call the limit \( H_\alpha(A) = \lim_{\delta \to 0} H_\alpha^\delta(A) \) the \( \alpha \)-Hausdorff measure of \( A \).

Since subsets of a metric space are metric spaces on their own, the \( \alpha \)-Hausdorff measure \( H_\alpha \) can be defined for all subsets of the space \( A \). Using the definition of \( H_\alpha \), we can check that the function \( H_\alpha \) defined for all subsets satisfies all the properties of a metric Carathéodory exterior measure (see Section 7.1 in [47], or Section 11.2 in [20]). Thus \( H_\alpha \) is a countably additive measure when restricted to the Borel sets of \( A \). So indeed, the \( \alpha \)-Hausdorff measure defined on all Borel sets is a measure.

Let us define the Hausdorff dimension. The \( \alpha \)-Hausdorff measure \( H_\alpha(A) \) has the following natural properties: If \( 0 \leq \alpha < \beta \), and \( H_\alpha(A) < \infty \), then \( H_\beta(A) = 0 \); If \( 0 \leq \alpha < \beta \), and \( H_\beta(A) > 0 \), then \( H_\alpha(A) = \infty \). So there exists a unique number which is denoted by \( \dim A \) such that \( H_\alpha(A) = \infty \) for \( \alpha < \dim A \), and \( H_\alpha(A) = 0 \) for \( \alpha > \dim A \). We call this unique number the Hausdorff dimension of the set \( A \), denoted by \( \dim A \). Or in other words, we define the Hausdorff dimension of the set \( A \) by

\[
\dim A = \sup \{ \alpha : H^\beta(A) = \infty \} = \inf \{ \alpha : H^\beta(A) = 0 \}.
\]

Using the Hausdorff dimension, we can associate a nonnegative number to any set, which generalizes the usual integer dimensions. For example, the classical Cantor set has Hausdorff dimension \( \log 2 / \log 3 \). The graph of a one dimensional Brownian motion, which is
a continuous (random) curve on \( \mathbb{R}^2 \), has Hausdorff dimension \( 3/2 \) a.s. (see Theorem 16.4 in [19]). This is related to the fact that one dimensional Brownian path is a.s. locally Hölder continuous with exponent \( c \) for any \( c \in (0, \frac{1}{2}) \).

Now we turn to superprocesses. For a DW-process \( \xi \) in \( \mathbb{R}^d \), we denote the support of \( \xi_t \) by \( \text{supp} \xi_t \), which is a random closed set in \( \mathbb{R}^d \). Actually this is even a random compact set, assuming \( \xi_0 = \mu \) is a finite measure (see Theorem 1.2 in [6]). For fixed \( t > 0 \), if \( d \geq 2 \), then a.s. this is a null set (means that it has Lebesgue measure 0). Here Hausdorff dimension is useful for us to get some more understanding of the size of \( \text{supp} \xi_t \). It is well-known that a.s.

\[
\dim (\text{supp} \xi_t) = 2 \land d, \quad \text{on } \{\xi_t \neq 0\}.
\]

Note that if \( \xi_t = 0 \), then \( \text{supp} \xi_t = \emptyset \). More generally, if \( \xi \) is a \((2, \beta)\)-process in \( \mathbb{R}^d \) with \( \beta \in (0, 1] \), then for fixed \( t > 0 \), if \( d \geq 2/\beta \), a.s. \( \text{supp} \xi_t \) is a null set (again, this is a random compact set, adapt the proof of Theorem 1.2 in [6] to generalize Theorem 1.1 in [8], or see Section 4.3 in [1]) and

\[
\dim (\text{supp} \xi_t) = (2/\beta) \land d, \quad \text{on } \{\xi_t \neq 0\}.
\]

For this result and even more, see Theorem 2.1 in [9]. The situation for \((2, \beta)\)-processes is in stark contrast to \((\alpha, \beta)\)-processes \( \xi \) in \( \mathbb{R}^d \) with \( \alpha \in (0, 2) \) and \( \beta \in (0, 1] \), where the spatial motion has jumps. In this case, Evans and Perkins [18, 40] showed that For fixed \( t > 0 \) a.s.

\[
\text{supp} \xi_t = \mathbb{R}^d, \quad \text{on } \{\xi_t \neq 0\}. \tag{2.4}
\]

We can also discuss the Hausdorff dimension of the range of superprocesses. First for \( I \subset \mathbb{R}_+ \), define the range of \( \xi \) on \( I \) by

\[
\mathcal{R}(I) = \bigcup_{t \in I} \text{supp} \xi_t, \quad \tag{2.5}
\]
and the closed range of $\xi$ on $I$ by $\overline{\mathcal{R}(I)} = \overline{\mathcal{R}(I)}$, where $\overline{\mathcal{R}(I)}$ is the closure of $\mathcal{R}(I)$. Then the range of $\xi$ is defined by

$$\mathcal{R} = \bigcup_{\varepsilon > 0} \overline{\mathcal{R}([\varepsilon, \infty))}.$$ 

For a DW-process $\xi$ in $\mathbb{R}^d$, if $d \geq 4$, a.s. $\mathcal{R}$ is a null set and $\dim \mathcal{R} = 4 \wedge d$. More generally, if $\xi$ is a $(2, \beta)$-process in $\mathbb{R}^d$ with $\beta \in (0, 1]$, if $d \geq (2/\beta) + 2$, a.s. $\mathcal{R}$ is a null set and

$$\dim \mathcal{R} = [(2/\beta) + 2] \wedge d,$$

see Corollary 2.2 in [9]. Again, for $(\alpha, \beta)$-processes $\xi$ in $\mathbb{R}^d$ with $\alpha \in (0, 2)$ and $\beta \in (0, 1]$, a.s. $\mathcal{R} = \mathbb{R}^d$. This is immediate from (2.4) and the definition of the range.

Let us turn back to the $\alpha$-Hausdorff measures. Although for any nonnegative $\alpha$ the $\alpha$-Hausdorff measure is a Borel measure, for some metric spaces it is always a trivial measure for any $\alpha$, means that for any $\alpha$, the $\alpha$-Hausdorff measure $\mathcal{H}^\alpha(B)$ can only be 0 or $\infty$ for any $B \in \mathcal{B}(A)$. For example, if $\xi$ is a DW-process in $\mathbb{R}^d$ with $d \geq 2$, then for a fixed $t > 0$, a.s. $\mathcal{H}^2(\text{supp } \xi_t) = 0$ and

$$\mathcal{H}^\alpha(B \cap \text{supp } \xi_t) = \infty \text{ or } 0$$

for any $\alpha < 2$ and $B \in \mathcal{B}(\mathbb{R}^d)$ (see (2.7), (2.8), and (2.9)). So we need to generalize the $\alpha$-Hausdorff measures if we want to construct a nontrivial measure on $\text{supp } \xi_t$.

The definition of Hausdorff dimension still makes sense if we evaluate coverings by applying, instead of a simple power, an arbitrary non-decreasing function to the diameters of the sets in a covering. We call this function a gauge function. By a gauge function we mean a non-decreasing function $\phi : [0, \varepsilon) \to [0, \infty)$ with $\phi(0) = 0$.

As before, we define

$$\mathcal{H}^\phi_\alpha(A) = \inf \left\{ \sum_{i=1}^{\infty} \phi(|A_i|) : A \subset \bigcup_{i=1}^{\infty} A_i, |A_i| \leq \delta \text{ for all } i \right\}. \tag{2.6}$$
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Clearly the $\alpha$-Hausdorff measure $\mathcal{H}_\delta^\alpha$ in (2.3) is just the special case of $\mathcal{H}_\delta^\phi$ with $\phi(x) = x^\alpha$. Then define the $\phi$-Hausdorff measure of $A$ by

$$\mathcal{H}^\phi(A) = \lim_{\delta \to 0} \mathcal{H}_\delta^\phi(A).$$

As before, $\mathcal{H}^\phi$ is a measure on Borel sets.

Under this more general framework, it is more likely to construct nontrivial measures on a metric space, although this is still not always possible. For a DW-superprocess $\xi$, this approach is extremely successful. Perkins and his co-authors proved the exact Hausdorff measure of the support at a fixed time or of the range of the process. First about the support $\text{supp} \, \xi_t$. For a fixed $t > 0$, a.s. we have

$$\mathcal{H}^\phi(\cdot \cap \text{supp} \, \xi_t) = \xi_t(\cdot), \quad (2.7)$$

where for $d \geq 3$ (see Theorem 5.2 in [7]),

$$\phi(x) = x^2 \log \log(1/x), \quad (2.8)$$

and for $d = 2$ (see Theorem 1.1 in [33]),

$$\phi(x) = x^2 \log(1/x) \log \log \log(1/x). \quad (2.9)$$

Next the range $\mathcal{R}(0, t]$. For a fixed $t > 0$, a.s. we have

$$\mathcal{H}^\phi(\cdot \cap \mathcal{R}(0, t]) = \int_0^t \xi_s ds(\cdot), \quad (2.10)$$

where for $d \geq 5$,

$$\phi(x) = x^4 \log \log(1/x), \quad (2.11)$$
and for $d = 4$,

$$
\phi(x) = x^4 \log(1/x) \log \log(1/x).
$$

(2.12)

Note that $\int_0^t \xi_s ds$ is a measure on $B(\mathbb{R}^d)$, which is defined by

$$
\int_0^t \xi_s ds(B) = \int_0^t \xi_s(B) ds,
$$

for any $B \in B(\mathbb{R}^d)$.

(2.13)

It is easy to see that the Hausdorff measure results here contain the Hausdorff dimension results that we reviewed previously.

One obvious remaining question is the exact Hausdorff measure function of $(2, \beta)$-processes, but this may be technically too challenging. Then it is also interesting to try to get some good upper bound and lower bound of the exact Hausdorff measure function.

### 2.5 Lebesgue approximations

From the previous section, we see that by choosing carefully a suitable gauge function $\phi$, we can define some nontrivial random measures on certain random null sets. Since from the beginning we know that there are some naturally defined nontrivial random measures on these random null sets (the DW-process $\xi_t$ on $\text{supp}\xi_t$, and the local time measure of one dimensional Brownian motion on its level set, see below), in fact the Hausdorff measure approach gives representations of these measures with respect to only their support. So in order to recover these measures, we can forget about the related stochastic processes, only the support of these measures is needed. In this regard, we also have the packing measure approach (see [11, 34]), which is similar to the Hausdorff measure approach generally speaking. A more different approach to do this is the so called Lebesgue approximation approach. Kingman [28] explained this approach in a very accessible manner and also used this approach to recover the local time measure of certain Markov processes intrinsically from the level set.
Let us first explain Kingman’s idea. For the subset $A \in \mathbb{R}^d$, we use $A^\varepsilon$ to denote the $\varepsilon$-neighborhood of $A$, that is,

$$A^\varepsilon = \{ x : d(x, A) < \varepsilon \}.$$

It's easy to see that $A^\varepsilon = (\overline{A})^\varepsilon$. Recall that $\overline{A}$ is the closure of $A$. For their corresponding Lebesgue measures, clearly $\lambda^d E^\varepsilon \in [0, \infty]$ and $\lambda^d E^\varepsilon \to \lambda^d \overline{E}$. So when $\overline{E}$ is a null set, we get $\lambda^d E^\varepsilon \to 0$. Here the interesting thing is that, the rate at which $\lambda^d E^\varepsilon$ converges to zero is an indication of the size of $\overline{E}$. For example, if $E$ is a part of a sufficiently smooth $d'$-dimensional surface in $\mathbb{R}^d$, where $d' < d$, then

$$\varepsilon^{d-d'} \lambda^d E^\varepsilon \sim C \lambda^{d'} E,$$

where $C$ is a constant depending only on $d$ and $d'$.

Now let us explain a special case of Kingman’s Lebesgue approximation result. Let $L(t, x)$ be the local time of a one dimensional Brownian motion $B_1(t)$. Let $Z(t, x) = \{ s : s \leq t, B_1(s) = x \}$. Kingman showed that there exists a constant $c$ such that for fixed $t$ and $x$, a.s.

$$\varepsilon^{-1/2} \lambda^d [Z(t, x)]^\varepsilon \to c L(t, x).$$

Kingman argued that unlike other approximation results of local time (see Corollary 1.9 and Theorem 1.10 in Chapter VI of [44]), this Lebesgue approximation result only requires the knowledge of $Z(t, x)$, which is the support of the local time measure $L(t, x)$, to recover $L(t, x)$.

Next we discuss all known Lebesgue approximation results of superprocesses. For any measure $\mu$ on $\mathbb{R}^d$ and constant $\varepsilon > 0$, write $\mu^\varepsilon$ for the restriction of Lebesgue measure $\lambda^d$ to the $\varepsilon$-neighborhood of $\text{supp} \mu$. Note that using our notations, the $\varepsilon$-neighborhood of $\text{supp} \mu$
is denoted by \((\text{supp } \mu)^\varepsilon\). So we may write \(\mu^\varepsilon\) explicitly by

\[
\mu^\varepsilon(\cdot) = \lambda^d (\cdot \cap (\text{supp } \mu)^\varepsilon).
\]

For a DW-process \(\xi\) in \(\mathbb{R}^d\) with \(d \geq 3\), Tribe \([48]\) showed that for any fixed \(t > 0\) and any bounded Borel set \(B\) in \(\mathbb{R}^d\), a.s. as \(\varepsilon \to 0\),

\[
\varepsilon^{2-d} \xi^\varepsilon_t(B) \to c_d \xi_t(B),
\]

where \(c_d > 0\) is a constant depending on \(d\).

Shortly after, in order to prove the strong Markov property of the support process \(\text{supp } \xi_t\), Perkins \([41]\) showed that the Lebesgue approximation result holds simultaneously for all time \(t > 0\). More precisely, for a DW-process \(\xi\) in \(\mathbb{R}^d\) with \(d \geq 3\), a.s. as \(\varepsilon \to 0\)

\[
\varepsilon^{2-d} \xi^\varepsilon_t(B) \stackrel{w}{\to} c_d \xi_t(B), \quad \text{for all } t > 0,
\]

(2.14)

where \(\stackrel{w}{\to}\) denotes the weak convergence of measures. The corresponding Lebesgue approximation of two dimensional DW-processes \(\xi\) was still open at that time, even for fixed \(t > 0\). However, Perkins conjectured that for fixed \(t > 0\) and bounded Borel set \(B\) in \(\mathbb{R}^2\), a.s. as \(\varepsilon \to 0\),

\[
|\log \varepsilon| \xi^\varepsilon_t(B) \to c \xi_t(B).
\]

Later, Kallenberg \([25]\) essentially confirmed the above conjecture. More precisely, for a DW-process \(\xi\) in \(\mathbb{R}^2\), Kallenberg showed that for fixed \(t > 0\) a.s. as \(\varepsilon \to 0\),

\[
\tilde{m}(\varepsilon) |\log \varepsilon| \xi^\varepsilon_t \stackrel{w}{\to} \xi_t,
\]

where \(\tilde{m}\) is a suitable normalizing function bounded below and above by two positive constants. Note that both the conjecture of Perkins and the proof of Kallenberg depend crucially
on the hitting bounds of DW-processes $\xi$ in $\mathbb{R}^2$ from Le Gall [31]. Kallenberg’s approach also works for DW-processes $\xi$ in $\mathbb{R}^d$ with $d \geq 3$, and results in a more probabilistic proof of Lebesgue approximation of $\xi_t$.

In [?], we adapted Kallenberg’s probabilistic approach in [25] to prove the Lebesgue approximation of $(2, \beta)$-processes with $\beta < 1$, combined with a truncation method of superprocesses from Mytnik and Villa [38], in order to overcome the additional difficulty imposed by the infinite variance of $(2, \beta)$-processes. More precisely, for a $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with $\beta < 1$ and $d > 2/\beta$, we proved that, for fixed $t > 0$ a.s. as $\varepsilon \to 0$,

$$
\varepsilon^{2/\beta-d} \xi^\varepsilon_t \xrightarrow{w} c_{\beta,d} \xi_t,
$$

where $c_{\beta,d} > 0$ is a constant depending on $\beta$ and $d$.

In view of the Hausdorff measure results (2.10), (2.11), and (2.12), we may ask about the Lebesgue approximation of the range of a superprocess. Here, Delmas [10] proved the Lebesgue approximation of the range of DW-processes $\xi$ in $\mathbb{R}^d$ with $d \geq 4$, using Le Gall’s Brownian snake. More precisely, for a DW-process $\xi$ in $\mathbb{R}^d$ with $d \geq 4$, Delmas showed that, for fixed $t > 0$ and bounded Borel set $B$ in $\mathbb{R}^d$, a.s. as $\varepsilon \to 0$,

$$
\phi(\varepsilon) \overline{R}_t^\varepsilon(B) \to c_d \int_t^\infty \xi_s ds(B),
$$

(2.15)

where $\mathcal{R}_t$ is the $\mathcal{R}([t, \infty))$ defined in (2.5), and $\int_t^\infty \xi_s ds$ is defined as in (2.13). About the normalizing function $\phi$, it is shown that

$$
\phi(\varepsilon) = \varepsilon^{4-d} \quad \text{for } d > 5, \quad \text{and, } \quad \phi(\varepsilon) = |\log \varepsilon| \quad \text{for } d = 4.
$$

These known results lead to a couple immediate open problems. First we may ask if the Lebesgue approximation of $(2, \beta)$-processes holds simultaneously for all time $t > 0$, in view of (2.14). Since intuitively the $(2, \beta)$-process $\xi$ and its support $\text{supp} \xi$ do not jump at the
same time, an immediate guess should be no. We may then ask if it is possible to prove some results supporting this guess. What about the strong Markov property of the \((2, \beta)\)-support process \(\text{supp} \xi_t\)? It seems that we need to find new approaches to prove it (or disprove it).

The second question is that, whether it is possible to prove the Lebesgue approximation of the range of \((2, \beta)\)-processes, in view of (2.15).

More generally, we may try to “translate” all Hausdorff measure results into corresponding Lebesgue approximation ones. Here the challenge is that while there is a solid theory behind Hausdorff measures which one could rely on, there is no such support for Lebesgue approximation results. One has to “invent” some approaches when trying to establish Lebesgue approximation results. Still it is very interesting to see that whenever we can get the Lebesgue approximation results, the results are always shorter and cleaner than the corresponding Hausdorff measure results.
Chapter 3
Lebesgue Approximation of Dawson-Watanabe Superprocesses

3.1 Introduction

In this chapter we discuss the Lebesgue approximation of Dawson-Watanabe superprocesses in detail. The Lebesgue approximation of DW-processes of dimension $d \geq 3$ was first proved by Tribe [48], using both probabilistic and analytic techniques. The case of critical dimension $d = 2$ is more difficult. However, Kallenberg [25] obtained a similar result for DW-processes in $\mathbb{R}^2$ using a more probabilistic approach. His approach can also be applied to DW-processes of dimension $d \geq 3$, and indeed this was done in [25]. The present chapter is based on Kallenberg’s proof of Lebesgue approximation of DW-processes of dimension $d \geq 3$ in [25], with some technical simplifications. Extra efforts have been made to explain Kallenberg’s approach clearly and to make it more accessible.

We use $\xi = (\xi_t)$ to denote the DW-process of dimension $d \geq 3$. Recall that $\xi$ is a measure-valued Markov process, so for fixed $t$ and $\omega$, the value $\xi_t(\omega)$ is a measure on $\mathbb{R}^d$. We write $\xi^\varepsilon_t$ for the restriction of Lebesgue measure $\lambda^d$ to the $\varepsilon$-neighborhood of $\text{supp} \xi_t$, the support of the measure $\xi_t$, which for fixed $t$ and $\omega$, is a compact set in $\mathbb{R}^d$ (see Theorem 1.2 in [6]). The Lebesgue approximation of DW-processes of dimension $d \geq 3$, which is Theorem 3.5 in this chapter, states that for fixed $t > 0$, $\varepsilon^{2-d} \xi^\varepsilon_t \xrightarrow{w} c_d \xi_t$ a.s. as $\varepsilon \to 0$, where $\xrightarrow{w}$ denotes weak convergence of measures and $c_d > 0$ is a universal constant depending on $d$. In particular, this confirms that $\xi_t$ “distributes its mass over $\text{supp} \xi_t$ in a deterministic manner” (cf. [17], p. 115, or [42], p. 212), as previously inferred from some deep results involving the exact Hausdorff measure (cf. [7]).

The proof depends crucially on some basic hitting estimates, due to Dawson, Iscoe, and Perkins [6]. Here we need the lower bound and upper bound of $P_\mu \{\xi_t B^\varepsilon_0 > 0\}$ (Theorem
3.1.(a) in [6]), and also the precise convergence result \( \varepsilon^{2-d}P_{\mu}\{\xi_tB_0^\varepsilon > 0\} \to c_d \mu p_t \) for \( d \geq 3 \) as \( \varepsilon \to 0 \) (Theorem 3.1.(b) in [6]), where \( B_x^\varepsilon \) denotes an open ball around \( x \) of radius \( r \).

The proof also depends crucially on the representation of the DW-process as a countable sum of conditionally independent clusters. Precisely, each \( \xi_t \) can be expressed as a countable sum of conditionally independent clusters of age \( h \in (0,t] \), where the generating ancestors at time \( s = t - h \) form a Cox process \( \zeta_s \) directed by \( h^{-1}\xi_s \) (cf. [7, 30]). Typically we let \( h \to 0 \) at a suitable rate depending on \( \varepsilon \). However, a technical complication when dealing with cluster representations is the possibility of multiple hits. More specifically, a single cluster may hit (charge) several of the \( \varepsilon \)-neighborhoods of \( n \) distinct points \( x_1, \ldots, x_n \), or one of those neighborhoods may be hit by several clusters. In particular, Lemma 2.4 deals with this multiple hitting of a single neighborhood by several clusters. To minimize the effect of such multiplicities, we need the cluster age \( h \) to be sufficiently small. On the other hand, it needs to be large enough for the mentioned hitting estimates to apply to the individual clusters. Notice that we can translate the hitting estimates for the superprocess \( \xi \) to the hitting estimates for the cluster \( \eta \), based on the connection between the superprocess and its clusters.

The reason we don’t cover the case of critical dimension \( d = 2 \) is that, although the two cases of \( d = 2 \) and \( d \geq 3 \) use the same general approach, technically the case of \( d = 2 \) is much more involved, since we then have to deal with the Logarithm normalizing function \( |\log(\varepsilon)| \) rather than the power normalizing function \( \varepsilon^{2-d} \) as in the case of \( d \geq 3 \). Also when \( d = 2 \), a corresponding crucial result to the precise convergence result for \( d \geq 3 \), as \( \varepsilon \to 0 \), \( \varepsilon^{2-d}P_{\mu}\{\xi_tB_0^\varepsilon > 0\} \to c_d \mu p_t \), is not readily available. So in this chapter, we restrict our attention to the case of \( d \geq 3 \).

We proceed with some general remarks on terminology and notation. A random measure \( \xi \) on \( \mathbb{R}^d \) is defined as a measurable function from \( \Omega \) to the space \( \mathcal{M}_d \) of locally finite measures on \( \mathbb{R}^d \), equipped by the \( \sigma \)-field generated by all evaluation maps \( \pi_B \): \( \mu \mapsto \mu B \) with \( B \in \mathcal{B}^d \), where \( \mathcal{B}^d \) denotes the Borel \( \sigma \)-field on \( \mathbb{R}^d \). The subclasses of measures and bounded sets
are denoted by $\hat{\mathcal{M}}_d$ and $\hat{\mathcal{B}}^d$, respectively. The weak topology in $\mathcal{M}_d$ is generated by all integration maps $\pi_f: \mu \mapsto \mu f = \int f d\mu$ with $f$ belonging to the space $C_b^d$ of bounded, continuous functions $\mathbb{R}^d \to \mathbb{R}_+$. Thus, $\mu_n \overset{w}{\to} \mu$ in $\mathcal{M}_d$ iff $\mu_n f \to \mu f$ for all $f \in C_b^d$.

Throughout the chapter we use relations such as $\equiv$, $\leq$, $\sim$, and $\asymp$, where the first three mean equality, inequality, and asymptotic equality up to a constant factor, and the last one is the combination of $\leq$ and $\geq$. We often write $a \ll b$ to mean $a/b \to 0$. The double bars $\| \cdot \|$ denote the supremum norm when applied to functions and total variation when applied to signed measures. In any Euclidean space $\mathbb{R}^d$, we write $B_x^r$ for the open ball of radius $r > 0$ centered at $x \in \mathbb{R}^d$. The shift and scaling operators $\theta_x$ and $S_r$ are given by $\theta_x y = x + y$ and $S_r x = r x$, respectively, and for measures $\mu$ on $\mathbb{R}^d$ we define $\mu \theta_x$ and $\mu S_r$ by $(\mu \theta_x) B = \mu(\theta_x B)$ and $(\mu S_r) B = \mu(S_r B)$, respectively. In particular, $(\mu S_r) f = \mu(f \circ S_r^{-1})$ for measurable functions $f$ on $\mathbb{R}^d$. Convolutions of measures $\mu$ with functions $f$ are given by $(\mu * f)(x) = \int f(x - u) \mu(du)$.

This chapter is organized as follows. In Section 2 we first explain the crucial ideas about cluster representations, then state several lemmas which will not be used directly in the main proof of Lebesgue approximation, including the important upper bound of the hitting multiplicities. In Section 3 we state and prove the Lebesgue approximation for DW-processes of dimensions $d \geq 3$. In order to do so, we list several lemmas that are needed in the main proof. Finally, in Section 4 we prove all the lemmas in this chapter. We suggest that the reader read the first three sections in the linear order, then, when need arises, read the proofs of some lemmas in Section 4.

### 3.2 Preliminaries

Let us first explain the cluster representations of DW-processes. We write $\mathcal{L}_\mu(\xi) = P_\mu\{\xi \in \cdot\}$ for the distribution of the process $\xi$ with initial measure $\mu$. For every fixed $\mu$, the DW-process $\xi$ is infinitely divisible under $P_\mu$ and admits a decomposition into a Poisson
“forest” of conditionally independent clusters, corresponding to the excursions of the contour process in the ingenious “Brownian snake” representation of Le Gall [32]. In particular, this yields a cluster representation of $\xi_t$ for every fixed $t > 0$. More generally, the “ancestors” of $\xi_t$ at an earlier time $s = t - h$ form a Cox process $\zeta_s$ directed by $h^{-1} \xi_s$ (meaning that $\zeta_s$ is conditionally Poisson with intensity $h^{-1} \xi_s$, given $\xi_s$; cf. [24], p. 226), and the generated clusters $\eta^i_h$ are conditionally independent and identically distributed apart from shifts. In this paper, a generic cluster of age $t > 0$ is denoted by $\eta_t$; we write

$$L_x(\eta_t) = P_x(\eta_t \in \cdot)$$

for the distribution of a $t$-cluster centered at $x \in \mathbb{R}^d$ and put

$$P_\mu(\eta_t \in \cdot) = \int \mu(dx) P_x(\eta_t \in \cdot).$$

The first lemma is about some basic scaling properties of DW-processes and their associated clusters.

**Lemma 3.1** Let $\xi$ be a DW-process in $\mathbb{R}^d$ with associated clusters $\eta_t$. Then for any measure $\mu$ on $\mathbb{R}^d$, and $r, t > 0$,

(i) $L_{\mu S_r}(r^2 \xi_t) = L_{\nu_{r^2}}(\xi_{r^2 t} S_r),$

(ii) $L_{\mu S_r}(r^2 \eta_t) = L_{\mu}(\eta_{r^2 t} S_r).$

Although the above two compact identities look nice, they may not be very intuitive for some people. In order to appreciate better these scaling properties, first we translate the $L$ notation back to the $P$ notation

$$P_\mu(\nu_{r^2} \xi_t \in \cdot) = P_{\nu_{r^2}}(\xi_{r^2 t} S_r \in \cdot),$$

$$P_\mu(\eta_t \in \cdot) = P_{\nu_{r^2}}(\eta_{r^2 t} S_r \in \cdot).$$

Recall that the evaluation map $\pi_B: \mu \mapsto \mu B$ is a function defined on the space $\mathcal{M}_d$ of locally finite measures on $\mathbb{R}^d$. According to the definition of $\sigma$-field on $\mathcal{M}_d$, the set $\{\pi_{B_0^{1/r}} > 0\}$ is a measurable set on $\mathcal{M}_d$. In the above two identities, take $r = 1/\varepsilon$, $\mu S_r = \delta_x$, and, $\cdot = \{\pi_{B_0^{1/r}} > 0\}$, we get

$$P_x(\xi_t B_0^\varepsilon > 0) = P_{(1/\varepsilon^2)t/\varepsilon^2}(\xi_t B_0^1 > 0),$$
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\[ P_x \{ \eta_t B_0^\epsilon > 0 \} = P_{x/\epsilon} \{ \eta_{t/\epsilon^2} B_0^1 > 0 \}. \]

Now these two identities should be intuitive enough for one to appreciate the scaling properties.

Next we state a well-known relationship between the hitting probabilities of \( \xi_t \) and \( \eta_t \).

**Lemma 3.2** Let the DW-process \( \xi \) in \( \mathbb{R}^d \) with associated clusters \( \eta_t \) be locally finite under \( P_\mu \), and fix any \( B \in \mathcal{B}^d \). Then

\[
\begin{align*}
P_\mu \{ \eta_t B > 0 \} & = -t \log (1 - P_\mu \{ \xi_t B > 0 \}), \\
P_\mu \{ \xi_t B > 0 \} & = 1 - \exp (-t^{-1} P_\mu \{ \eta_t B > 0 \}).
\end{align*}
\]

In particular, \( P_\mu \{ \xi_t B > 0 \} \sim t^{-1} P_\mu \{ \eta_t B > 0 \} \) as either side tends to 0.

The following lemma contains some slight variations of classical hitting estimates for DW-processes of dimension \( d \geq 3 \). By Lemma 3.2 it is enough to consider the corresponding clusters \( \eta_t \), and by shifting it suffices to consider balls centered at the origin.

**Lemma 3.3** Let the \( \eta_t \) be clusters of a DW-process in \( \mathbb{R}^d \) with \( d \geq 3 \), and consider a \( \sigma \)-finite measure \( \mu \) on \( \mathbb{R}^d \). Then for \( 0 < \epsilon \leq \sqrt{t} \), we have

\[
\mu p_t \leq t^{-1} \epsilon^{2-d} P_\mu \{ \eta_t B_0^\epsilon > 0 \} \leq \mu p_{2t},
\]

The classical upper bound is \( \mu p_{t+\epsilon} \). Note that as \( \epsilon \to 0 \), the upper bound \( \mu p_{t+\epsilon} \) is approaching the lower bound \( \mu p_t \), however the constants before these two bounds are definitely different. Still this suggests that as \( \epsilon \to 0 \), the normalized hitting probability \( t^{-1} \epsilon^{2-d} P_\mu \{ \eta_t B_0^\epsilon > 0 \} \) converges to \( c \mu p_t \) for some constant \( c > 0 \). This is indeed the case. Although the classical upper bound can give us this intuitive impression, for all practical purposes our upper bound \( \mu p_{2t} \) is as good, if not better. The reason is that mathematically speaking, \( p_{2t} \) is almost the same as \( p_t \).
Next we need to estimate the probability that a small ball in \( \mathbb{R}^d \) is hit by more than one subcluster of our DW-process \( \xi \). This result will play a crucial role throughout the remainder of the chapter.

**Lemma 3.4** Let the DW-process \( \xi \) in \( \mathbb{R}^d \) be locally finite under \( P_\mu \). For any \( t \geq h > 0 \) and \( \varepsilon > 0 \), let \( \kappa_h^\varepsilon \) be the number of \( h \)-clusters hitting \( B_0^\varepsilon \) at time \( t \). Then for \( d \geq 3 \) and as \( \varepsilon^2 \ll h \leq t \), we have

\[
E_\mu \kappa_h^\varepsilon (\kappa_h^\varepsilon - 1) \leq \varepsilon^{2(d-2)} \left( h^{1-d/2} \mu_p + (\mu_{p_2})^2 \right).
\]

Here the intuition is that, if compare to \( h \), the radius \( \varepsilon \) is small enough, then most likely there will be only one cluster hitting this tiny ball, or no cluster at all. Actually what we want to control is the discrete quantity \((\kappa_h^\varepsilon - 1)_+\). However it seems that the only natural way to relate this quantity to the DW-process \( \xi_t \) is through the following simple inequality

\[
(\kappa_h^\varepsilon - 1)_+ \leq \kappa_h^\varepsilon (\kappa_h^\varepsilon - 1).
\]

Then we can relate \( E_\mu \kappa_h^\varepsilon (\kappa_h^\varepsilon - 1) \) to \( E_\mu \xi_t \) and \( E_\mu \xi_t^2 \), the first and second moment of the DW-process \( \xi_t \). This is actually a very important point, especially in the next chapter when we are dealing with the \((2, \beta)\)-superprocesses. Since the \((2, \beta)\)-superprocesses have infinite second moment, to control \( E_\mu (\kappa_h^\varepsilon - 1)_+ \) we have to truncate the \((2, \beta)\)-processes, in order to get the finite second moment.

### 3.3 Lebesgue approximation

In this section we first state the main result of this chapter, the Lebesgue approximation of DW-processes of dimension \( d \geq 3 \), which is Theorem 3.5. In order to give the proof of Theorem 3.5, we then state Lemma 3.6, 3.7, and 3.8, which will be used directly in the proof.
of Theorem 3.5. However we leave all proofs of lemmas in the next section. At the end of the present section we give the proof of Theorem 3.5.

For any measure \( \mu \) on \( \mathbb{R}^d \) and constant \( \varepsilon > 0 \), we define the associated neighborhood measure \( \mu^\varepsilon \) as the restriction of Lebesgue measure \( \lambda^d \) to the \( \varepsilon \)-neighborhood of \( \text{supp} \mu \), so that \( \mu^\varepsilon \) has Lebesgue density \( 1\{\mu B^\varepsilon_x > 0\} \). First note that \( \mu^\varepsilon \) is a measure defined from the measure \( \mu \). Then recall that \( \xi_t(\omega) \) is a measure for fixed \( t \) and \( \omega \), so \( \xi^\varepsilon_t(\omega) \) is just the neighborhood measure of \( \xi_t(\omega) \). Also recall that \( \hat{\mathcal{M}}_d \) is the space of finite measures on \( \mathbb{R}^d \). For random measures \( \xi_n \) and \( \xi \) with values in \( \hat{\mathcal{M}}_d \), the weak convergence in \( L^1 \), denoted by

\[
\xi_n \xrightarrow{w} \xi \quad \text{in} \quad L^1,
\]

means that \( \xi_n f \to \xi f \) in \( L^1 \) for all \( f \) in \( C^d_b \). Write \( \bar{c}_d = 1/c_d \) for convenience, where \( c_d \) is such as in (3.1).

Now we are ready to state the main result of this chapter, the Lebesgue approximation of DW-processes of dimension \( d \geq 3 \).

**Theorem 3.5** Let \( \xi \) be the DW-process in \( \mathbb{R}^d \) with \( d \geq 3 \). Fix any \( \mu \in \hat{\mathcal{M}}_d \) and \( t > 0 \). Then under \( P_\mu \), we have as \( \varepsilon \to 0 \)

\[
\bar{c}_d \varepsilon^{2-d} \xi^\varepsilon_t \xrightarrow{w} \xi_t \quad \text{a.s. and in} \quad L^1.
\]

Here the a.s. convergence means that for every \( \omega \) outside a null set,

\[
\bar{c}_d \varepsilon^{2-d} \xi^\varepsilon_t(\omega) \xrightarrow{w} \xi_t(\omega).
\]

Note that for fixed \( t \) and \( \omega \), both \( \xi^\varepsilon_t(\omega) \) and \( \xi_t(\omega) \) are deterministic measures.

Next we are going to study \( (\eta^i_h)^\varepsilon \), the neighborhood measures of the clusters. Since we will use the cluster decomposition \( \xi_t = \Sigma_i \eta^i_h \) throughout the proof, naturally in order to prove \( \bar{c}_d \varepsilon^{2-d} \xi^\varepsilon_t \xrightarrow{w} \xi_t \) we also need to study \( (\eta^i_h)^\varepsilon \). Write \( (\eta^i_h)^\varepsilon = \eta^i_h^\varepsilon \) for convenience.
Lemma 3.6 Let the \( \eta^i_h \) be conditionally independent \( h \)-clusters in \( \mathbb{R}^d \), rooted at the points of a Poisson process \( \xi \) with \( E\xi = \mu \). Fix any measurable function \( f \geq 0 \) on \( \mathbb{R}^d \). Then

(i) \( E\mu \sum_i \eta^i_h \epsilon_h f = (\mu \star p_h^\epsilon) \cdot \lambda^d \),

(ii) \( \text{Var}_\mu \sum_i \eta^i_h \epsilon_h f \leq h^2 \epsilon^{2(d-2)} \|f\|^2 \|\mu\| \) for \( \epsilon^2 \leq h \).

In part (i), notice that \( \sum_i \eta^i_h \epsilon_h f \) is a random measure, its expectation is the deterministic measure \( (\mu \star p_h^\epsilon) \cdot \lambda^d \), which means that for any measurable \( f \geq 0 \)

\[
E\mu \sum_i \eta^i_h \epsilon_h f = \left((\mu \star p_h^\epsilon) \cdot \lambda^d\right) f
\]

where \( \left((\mu \star p_h^\epsilon) \cdot \lambda^d\right) f \) is the integral of the function \( f \) with respect to the measure \( (\mu \star p_h^\epsilon) \cdot \lambda^d \).

In part (ii), notice that \( \sum_i \eta^i_h \epsilon_h f \) is a real-valued random variable, its variance is bounded above by \( h^2 \epsilon^{2(d-2)} \|f\|^2 \|\mu\| \).

Next we compare \( \xi^\epsilon_t \) and \( \sum_i \eta^i_h \epsilon_h \), and prove that asymptotically they are the same, so that we can just replace \( \xi^\epsilon_t \) by \( \sum_i \eta^i_h \epsilon_h \). Intuitively this result is clear: Since the ages of clusters \( h \) and the parameter of neighborhood measures \( \epsilon \) are both going to 0 at some suitable rates, asymptotically there are no overlaps between the neighborhood measures of clusters, so that asymptotically \( \sum_i \eta^i_h \epsilon_h \) and \( \xi^\epsilon_t \) are the same.

Lemma 3.7 Let \( \xi \) be a DW-process in \( \mathbb{R}^d \) with \( d \geq 3 \), and for fixed \( t > 0 \), let \( \eta^i_h \) denote the subclusters in \( \xi_t \) of age \( h > 0 \). Fix a \( \mu \in \hat{M}_d \). Then as \( \epsilon^2 \leq h \to 0 \),

\[
E\mu \left\| \sum_i \eta^i_h \epsilon_h - \xi^\epsilon_t \right\| \leq \left(\epsilon^2 / \sqrt{h}\right)^d \cdot 2^{-d-2}.
\]

Recall that for a signed measure \( \mu \) on \( \mathbb{R}^d \) with \( f \) as the density with respect to \( \lambda^d \), the total variation \( \|\mu\| \) satisfies

\[
\|\mu\| = \lambda^d |f| = \int |f(x)| \, dx.
\]
Note that $\sum i\eta_i^\varepsilon$ and $\xi^\varepsilon$ have the density $\sum i 1\{\eta_i^\varepsilon B^\varepsilon_x > 0\}$ and $1\{\xi^\varepsilon > 0\}$ respectively, so

$$E_\mu \left\| \sum i \eta_i^\varepsilon - \xi^\varepsilon \right\| = E_\mu \int \left\| \sum i 1\{\eta_i^\varepsilon B^\varepsilon_x > 0\} - 1\{\xi^\varepsilon > 0\} \right\| dx.$$ 

Now clearly the integrand $| \sum i 1\{\eta_i^\varepsilon B^\varepsilon_x > 0\} - 1\{\xi^\varepsilon > 0\} |$ is related to the multiple hitting of Lemma 3.4.

The last lemma is a precise convergence result about the hitting probability $P_x\{\eta^\varepsilon B^\varepsilon_0 > 0\}$.

For a DW-process $\xi$ of dimension $d \geq 3$, we know from Theorem 3.1 of Dawson, Iscoe, and Perkins [6] (cf. Remark III.5.12 in [42]) that, for fixed $t > 0$, $x \in \mathbb{R}^d$, and finite $\mu$, as $\varepsilon \to 0$

$$\varepsilon^{2-d} P_\mu \{\xi^\varepsilon B^\varepsilon_x > 0\} \to c_d (\mu * p_t)(x),$$

(3.1)

where $c_d > 0$ is a constant depending only on $d$, and the convergence is uniform for $x \in \mathbb{R}^d$ and for bounded $t^{-1}$ and $\|\mu\|$. Notice that in this classical result $t$ can change, but it has to be bounded away from 0.

By using the scaling property of DW-processes, from the classical result above we can get a precise convergence result about $P_x\{\eta^\varepsilon B^\varepsilon_0 > 0\}$ as both $h$ and $\varepsilon$ are approaching 0 at some suitable rates. More precisely, after the scaling term $(c_d)^{-1} h^{-1} \varepsilon^{2-d}$ multiplied to $P_x\{\eta^\varepsilon B^\varepsilon_0 > 0\}$, the measure

$$(c_d)^{-1} h^{-1} \varepsilon^{2-d} P_x\{\eta^\varepsilon B^\varepsilon_0 > 0\} dx$$

converges in a certain sense to $\delta_0$, the Dirac measure at 0 $\delta_0$, as both $h$ and $\varepsilon$ are approaching 0 at some suitable rates. This result should be easy to understand since if $x \neq 0$, then for small enough $h$ and $\varepsilon$, the $\eta^\varepsilon$ stated from $x$ will not be able to reach $B^\varepsilon_0$ before time $h$. Only the $\eta^\varepsilon$ stated from 0 will be able to reach $B^\varepsilon_0$ before time $h$, although the probability
is decreasing to 0. After the scaling term $h^{-1}\varepsilon^{2-d}$ multiplied to $P_{0}\{\eta_{h}B_{0}^{\varepsilon} > 0\}$, it converges to the constant $c_d$.

**Lemma 3.8** Write $p_{h}^{\varepsilon}(x) = P_{x}\{\eta_{h}B_{0}^{\varepsilon} > 0\}$, where the $\eta_{h}$ are clusters of a DW-process in $\mathbb{R}^d$, and fix a bounded, uniformly continuous function $f \geq 0$ on $\mathbb{R}^d$. Then as $0 < \varepsilon^2 \ll h \to 0$, we have

$$\| h^{-1}\varepsilon^{2-d}(p_{h}^{\varepsilon} * f) - c_d f \| \to 0.$$  

The result holds uniformly over any class of uniformly bounded and equicontinuous functions $f \geq 0$ on $\mathbb{R}^d$.

Here $\| h^{-1}\varepsilon^{2-d}(p_{h}^{\varepsilon} * f) - c_d f \|$ is the supremum norm of the function

$$h^{-1}\varepsilon^{2-d}(p_{h}^{\varepsilon} * f)(x) - c_d f(x),$$

as a function of $x$.

Now we are ready to prove Theorem 3.5, but before giving the proof let us discuss the main ideas in the proof carefully. First of all, we have two possible approaches to attack this theorem: one is to prove the $L^1$-convergence first, then use some interpolation to get the a.s. convergence from the $L^1$-convergence (this is indeed what Tribe did in [48]); the other is to prove the a.s. convergence first. In the first approach, we need to get the a.s. convergence from the $L^1$-convergence by the usual Borel-Cantelli argument: If $E\sum|f_n| < \infty$, then $f_n \to 0$ a.s. as $n \to \infty$. In order to do so, we need an upper bound of the approximating error

$$\varepsilon^{2-d}P_{\mu}\{\xi_{t}B_{x}^{\varepsilon} > 0\} - c_d (\mu * p_t)(x),$$

which we don’t have here. So we will use the second approach: prove the a.s. convergence first.

In order to prove the a.s. convergence, we need to show that a.s. for all $f \in C_{b}^{d}$, we have that $\tilde{c}_d \varepsilon^{2-d}\xi_{t}^{\varepsilon}f \to \xi_{t}f$, where $C_{b}^{d}$ is the class of bounded, continuous functions $\mathbb{R}^d \to \mathbb{R}_+$. 
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However since there exists a countable, convergence-determining class of functions \( f \) in \( C^d_b \), we only need to prove for any fixed \( f \in C^d_b \), we have \( \tilde{c}_d \varepsilon^{2-d} \xi_t f \to \xi_t f \) a.s.

In order to prove this, we write

\[
| \varepsilon^{2-d} \xi_t^\varepsilon f - c_d \xi_t f | \leq \varepsilon^{2-d} | \xi_t^\varepsilon f - \sum_i \eta^{\varepsilon^i} f | \\
+ \varepsilon^{2-d} \left| \sum_i \eta^{\varepsilon^i} f - h^{-1} \xi_s (p_*^\varepsilon f) \right| \\
+ \| \xi_s \| \| \varepsilon^{2-d} h^{-1} (p_*^\varepsilon f) - c_d f \| \\
+ c_d | \xi_s f - \xi_t f |.
\]

Notice that the last term converges to 0 by the a.s. weak continuity of \( \xi \) and the third term converges to 0 by Lemma 3.4. The first term is related to Lemma 3.3 and the second term is related to Lemma 3.2, however these two lemmas are about the expectations and variances of those terms.

In order to get a.s. convergence from results of expectations and variances, we use the usual Borel-Cantelli argument: take a sequence \( \varepsilon_n \) and get \( f(\varepsilon_n) \to 0 \) as \( n \to \infty \) by showing that \( E \sum | f(\varepsilon_n) | < \infty \). Finally we extend the a.s. convergence from the sequence \( \varepsilon_n \) to the whole interval \((0, 1)\) by interpolation.

As for the \( L^1 \)-convergence, since by (1) we easily get

\[
\varepsilon^{2-d} E^\mu \xi_t^\varepsilon f \to c_d E^\mu \xi_t f,
\]

so the \( L^1 \)-convergence follows from the a.s. convergence by an usual proposition.

**Proof of Theorem 3.1:**

*Proof:* (i) Let \( d \geq 3 \), and fix any \( t > 0 \), \( \mu \in \hat{\mathcal{M}}_d \), and \( f \in C^d_K \). Write \( \eta^i_h \) for the subclusters of \( \xi_t \) of age \( h \). Since the ancestors of \( \xi_t \) at time \( s = t - h \) form a Cox process directed by \( \xi_s/h \), Lemma 3.6 (i) yields

\[
E^\mu \left[ \sum_i \eta^{\varepsilon^i} f \left| \xi_s \right. \right] = h^{-1} \xi_s (p_*^\varepsilon f),
\]

so the \( L^1 \)-convergence follows from the a.s. convergence by an usual proposition.
and so by Lemma 3.6 (ii)

\[
E_\mu \left| \sum_i \eta^i_h \xi f - h^{-1} \xi_s (p^\xi_{h} \ast f) \right|^2 = E_\mu \text{Var} \left[ \sum_i \eta^i_h f \right| \xi_s] \\
\leq \varepsilon^{2(d-2)} h^2 \| f \|^2 E_\mu \| \xi_s / h \| \\
= \varepsilon^{2(d-2)} h \| f \|^2 \| \mu \|.
\]

Combining with Lemma 3.7 gives

\[
E_\mu \left| \xi f - h^{-1} \xi_s (p^\xi_{h} \ast f) \right| \\
\leq E_\mu \left| \xi f - \sum_i \eta^i_h f \right| + E_\mu \left| \sum_i \eta^i_h f - h^{-1} \xi_s (p^\xi_{h} \ast f) \right| \\
\leq \varepsilon^{2(d-2)} h^{1-d/2} \| f \| + \varepsilon^{d-2} h^{1/2} \| f \| \\
= \varepsilon^{d-2} \left( \sqrt{h} + (\varepsilon / \sqrt{h})^{d-2} \right) \| f \|.
\]

Taking \( h = \varepsilon = r^n \) for a fixed \( r \in (0, 1) \) and writing \( s_n = t - r^n \), we obtain

\[
E_\mu \sum_n r^{n(2-d)} \left| \xi^{r^n}_t f - r^{-n} \xi_{s_n} (p^{r^n}_{r^n} \ast f) \right| \\
\leq \sum_n \left( r^{n/2} + r^{n(d-2)/2} \right) \| f \| < \infty,
\]

which implies

\[
r^{n(2-d)} \left| \xi^{r^n}_t f - r^{-n} \xi_{s_n} (p^{r^n}_{r^n} \ast f) \right| \to 0 \text{ a.s. } P_\mu. \tag{3.2}
\]

Now we write

\[
\left| \varepsilon^{2-d} \xi f - c_d \xi_t f \right| \leq \varepsilon^{2-d} \left| \xi f - h^{-1} \xi_s (p^\xi_{h} \ast f) \right| + c_d \left| \xi_s f - \xi_t f \right| \\
+ \| \xi_s \| \left| \varepsilon^{2-d} h^{-1} (p^\xi_{h} \ast f) - c_d f \right|.
\]

Using (3.2), Lemma 3.8, and the a.s. weak continuity of \( \xi \) (cf. Proposition 2.15 in [17]), we see that the right-hand side tends a.s. to 0 as \( n \to \infty \), which implies \( \varepsilon^{2-d} \xi f - c_d \xi_t f \) a.s.
as \( \varepsilon \to 0 \) along the sequence \( (r^n) \) for any fixed \( r \in (0,1) \). Since this holds simultaneously, outside a fixed null set, for all rational \( r \in (0,1) \), the a.s. convergence extends by Lemma 2.3 in [25] to the entire interval \( (0,1) \).

Now let \( \mu \in \mathcal{M}_d \) be arbitrary with \( \mu p_t < \infty \) for all \( t > 0 \). Write \( \mu = \mu' + \mu'' \) for bounded \( \mu' \), and let \( \xi = \xi' + \xi'' \) be the corresponding decomposition of \( \xi \) into independent components with initial measures \( \mu' \) and \( \mu'' \). Fixing an \( r > 1 \) with \( \text{supp } f \subset B_{0}^{r-1} \) and using the result for bounded \( \mu \), we get a.s. on \( \{ \xi''_t B_0^r = 0 \} \)

\[
\varepsilon^{2-d} \xi_t f = \varepsilon^{2-d} \xi''_t f \to c_d \xi'_t f = c_d \xi_t f.
\]

As \( \mu' \uparrow \mu \), we get by Lemma 4.3 in [25]

\[
P_\mu \{ \xi''_t B_0^r = 0 \} = P_{\mu''} \{ \xi_t B_0^r = 0 \} \to 1,
\]

and the a.s. convergence extends to \( \mu \). Applying this result to a countable, convergence-determining class of functions \( f \) (cf. Lemma 3.2.1 in [5]), we obtain the required a.s. vague convergence. If \( \mu \) is bounded, then \( \xi_t \) has a.s. bounded support (cf. Corollary 6.8 in [17]), and the a.s. convergence remains valid in the weak sense.

To prove the convergence in \( L^1 \), we note that for any \( f \in C^d_K \)

\[
\varepsilon^{2-d} E_\mu \xi_t f = \varepsilon^{2-d} \int P_\mu \{ \xi_t B_x^\varepsilon > 0 \} f(x) \, dx \\
\to \int c_d (\mu * p_t)(x) f(x) \, dx = c_d E_\mu \xi_t f,
\]

by Theorem 5.3.(i) in [25]. Combining this with the a.s. convergence under \( P_\mu \) and using Proposition 4.12 in [24], we obtain \( E_\mu |\varepsilon^{2-d} \xi_t f - c_d \xi_t f| \to 0 \). For bounded \( \mu \), (5.14) extends to any \( f \in C^d_0 \) by dominated convergence based on Lemmas 4.1 and 4.2 (i) in [25], together with the fact that \( \lambda^d(\mu * p_t) = \|\mu\| < \infty \) by Fubini’s theorem.
3.4 Proofs of lemmas

Proof of Lemma 3.1:

(i) If \( v \) solves the evolution equation for \( \xi \), that is,

\[
\dot{v} = \frac{1}{2} \Delta v - v^2
\]

then so does \( \tilde{v}(t, x) = r^2 v(r^2 t, rx) \). Writing \( \tilde{\xi}_t = r^{-2} \xi_{r^2 t} S_r \), \( \tilde{\mu} = r^{-2} \mu S_r \), and \( \tilde{f}(x) = r^2 f(rx) \), we get

\[
E\mu e^{-\tilde{\xi}_t \tilde{f}} = E\mu e^{-\xi_{r^2 t} f} = e^{-\mu \tilde{\mu}_t} = E\tilde{\mu} e^{-\xi_t \tilde{f}},
\]

and so \( \mathcal{L}_\mu(\tilde{\xi}) = \mathcal{L}_{\tilde{\mu}}(\xi) \), which is equivalent to (i).

(ii) Define the cluster kernel \( \nu \) by \( \nu_x = \mathcal{L}_x(\eta), \ x \in \mathbb{R}^d \), and consider the cluster decomposition \( \xi = \int \eta \, \zeta(\eta) \), where \( \zeta \) is a Poisson process with intensity \( \mu \nu \) when \( \xi_0 = \mu \). Here

\[
r^{-2} \xi_{r^2 t} S_r = \int (r^{-2} \eta_{r^2 t} S_r) \zeta(d\eta), \quad r, t > 0.
\]

Using (i) and the uniqueness of the Lévy measure, we obtain

\[
(r^{-2} \mu S_r) \nu = \mu(\nu \{ r^{-2} \hat{m} \in \cdot \}),
\]

which is equivalent to

\[
r^{-2} \mathcal{L}_{\mu S_r}(\eta) = \mathcal{L}_{r^{-2} \mu S_r}(\eta) = \mathcal{L}_\mu(r^{-2} \hat{m} S_r). \quad \Box
\]

Proof of Lemma 3.2:

Under \( P_\mu \) we have \( \xi_t = \sum \eta^i_t \), where the \( \eta^i_t \) are conditionally independent clusters of age \( t \) rooted at the points of a Poisson process with intensity \( \mu / t \). For a cluster rooted at \( x \), the hitting probability is \( b_x = P_x \{ \eta B > 0 \} \). Hence (e.g. by Proposition 12.3 in [24]), the number of clusters hitting \( B \) is Poisson distributed with mean \( \mu b / t \), and so \( P_\mu \{ \xi_t B = 0 \} = \exp(-\mu b / t) \),
which yields the asserted formulas. □

Proof of Lemma 3.3:

□

Proof of Lemma 3.4:

Let $\zeta_s$ be the Cox process of ancestors to $\xi_t$ at time $s = t - h$, and write $\eta^i_h$ for the associated $h$-clusters. Using Lemma 3.3, the conditional independence of the clusters, and the fact that $E\mu\zeta^2_s = h^{-2}E\mu\xi^2_s$ outside the diagonal, we get with $p^\varepsilon_h(x) = P_x\{\eta_hB_0^\varepsilon > 0\}$

\[
E\mu\kappa^\varepsilon_h(k^\varepsilon_h - 1) = E\mu \sum \sum_{i \neq j} 1\{\eta^i_hB_0^\varepsilon \land \eta^j_hB_0^\varepsilon > 0\} = \int \int_{x \neq y} p^\varepsilon_h(x) p^\varepsilon_h(y) E\mu\zeta^2_s(dx \, dy) \\
< \varepsilon^{2(d-2)} \int \int p^\varepsilon_h(x) p^\varepsilon_h(y) E\mu\xi^2_s(dx \, dy).
\]

By the formula of first moment, Fubini’s theorem, and the semigroup property of $(p_t)$, we get

\[
\int p^\varepsilon_h(x) E\mu\xi_s(dx) = \int p^\varepsilon_h(x) (\mu * p_s)(x) \, dx \\
= \int \mu(du) (p^\varepsilon_h * p_s)(u) = \mu p^\varepsilon_t.
\]

Next, we get by the formula of second moment, Fubini’s theorem, the properties of $(p_t)$, and the relations $t \leq t_\varepsilon \leq 2t - s$

\[
\int \int p^\varepsilon_h(x) p^\varepsilon_h(y) \text{Cov}_\mu \xi_s(dx \, dy) \\
= 2 \int \int p^\varepsilon_h(x) p^\varepsilon_h(y) \, dx \, dy \int \mu(du) \int_0^s dr \int p_r(v-u) p_{s-r}(x-v) p_{s-r}(y-v) \, dv.
\]
\[
2 \int \mu(du) \int_0^s dr \int p_r(u - v) \left(p_{t(\varepsilon)(r)}^v\right)^2 dv \\
\leq \int \mu(du) \int_0^s (t - r)^{-d/2} \left(p_r * p_{t(\varepsilon)(r)/2}\right)(u) dr \\
= \int \mu(du) \int_0^s (t - r)^{-d/2} p_{t(\varepsilon)(r)/2}(u) dr \\
\leq \int p_t(u) \mu(du) \int_0^t r^{-d/2} dr \leq \mu p_t h^{1-d/2}.
\]

The assertion follows by combination of these estimates. \(\square\)

**Proof of Lemma 3.6:**

(i) By Fubini's theorem and the definitions of \(\eta^h\) and \(p^h\), we have

\[
E_x \eta^h f = E_x \int 1\{\eta^h B^\varepsilon_u > 0\} f(u) du = (p^h * f)(x),
\]

and so by independence

\[
E \left[ \sum_i \eta^h_i f \mid \xi \right] = \int \xi(dx) E_x \eta^h f = \xi(p^h * f).
\]

(ii) First,

\[
\text{Var}_x(\eta^{K\varepsilon}_h f) \leq E_x(\eta^{K\varepsilon}_h f)^2 \leq E_x \|\eta^{K\varepsilon}_h\|^2 \|f\|^2 = \|f\|^2 E_x \|\eta^{K\varepsilon}_h\|^2.
\]

For \(E_x \|\eta^{K\varepsilon}_h\|^2\), using Cauchy inequality and Lemma 3.3, we get

\[
E_x \|\eta^{K\varepsilon}_h\|^2 = E_x \left( \int 1\{\eta^K B^\varepsilon_y > 0\} dy \int 1\{\eta^K B^\varepsilon_z > 0\} dz \right)
\]

41
\[
\begin{align*}
&= \int \int P_x \left( \{ \eta^K B^y > 0 \} \cap \{ \eta^K B^z > 0 \} \right) dydz \\
&\leq \int \int (P_x \{ \eta^K B^y > 0 \} P_x \{ \eta^K B^z > 0 \})^{1/2} dydz \\
&\leq a_h \varepsilon^{d-2/\beta} \int \int (p_{2h} (y - x) p_{2h} (z - x))^{1/2} dydz \\
&= a_h \varepsilon^{d-2/\beta} h^{d/2} \int \int p_{4h} (y - x) p_{4h} (z - x) dydz \\
&= a_h \varepsilon^{d-2/\beta} h^{d/2}.
\end{align*}
\]

Hence, by independence

\[
E_\mu \text{Var} \left[ \sum_i \eta^K \xi f | \zeta \right] = E_\mu \int \zeta(dx) \text{Var}_x (\eta^K f) \leq a_h \varepsilon^{d-2/\beta} h^{d/2} \| f \|^2 \| \mu \|.
\]

□

Proof of Lemma 3.7:

Let \( \kappa^K_h(x) \) denote the number of subclusters of age \( h \) hitting \( B^x \) at time \( t \). Then Lemma 3.4 yields,

\[
E_\mu \left\| \sum_i \eta^K \xi_i \right\| = E_\mu \int \left\| \sum_i 1\{ \eta^K B^x > 0 \} - 1\{ \xi B^x > 0 \} \right\| dx \\
= E_\mu (\kappa^K_h(x) - 1)_+ dx \\
\leq \varepsilon^{2(d-2)} \lambda^d (h^{1-d/2} (\mu * p_t) + (\mu * p_{2t})^2) \\
\leq \varepsilon^{2(d-2)} (h^{1-d/2} \| \mu \| + t^{-d/2} \| \mu \|^2).
\]

□

Proof of Lemma 3.8:
Using (3.1) and Lemmas 3.1 (ii), 3.2, and 3.3, we get by dominated convergence

\[ \lambda^d \hat{p}_h = h^{d/2} \lambda^d \frac{\varepsilon}{\sqrt{h}} \sim c_d h^{d/2} \left( \frac{\varepsilon}{\sqrt{h}} \right)^{d-2} \lambda^d \hat{p}_1 = c_d \varepsilon^{d-2} h. \]  \hspace{1cm} (3.5)

Similarly, Lemma 3.3 yields for fixed \( r > 0 \) and a standard normal random vector \( \gamma \) in \( \mathbb{R}^d \)

\[ \varepsilon^{2-d} h^{-1} \int_{|x| > r} \hat{p}_h(x) \, dx \leq \int_{|u| > r/\sqrt{h}} p_{t(\varepsilon)}(u) \, du \]
\[ = P\{ |\gamma| t^{1/2} > r/\sqrt{h} \} \to 0. \] \hspace{1cm} (3.6)

By (3.5) it is enough to show that \( \| \hat{p}_h^* f - f \| \to 0 \) as \( h, \varepsilon^2/h \to 0 \), where \( \hat{p}_h^* = \hat{p}_h / \lambda^d \hat{p}_1 \).

Writing \( w_f \) for the modulus of continuity of \( f \), we get

\[ \| \hat{p}_h^* f - f \| \leq \sup_x \left| \int \hat{p}_h^*(u) (f(x - u) - f(x)) \, du \right| \]
\[ \leq \int \hat{p}_h^*(u) w_f(|u|) \, du \]
\[ \leq w_f(r) + 2 \| f \| \int_{|u| > r} \hat{p}_h^*(u) \, du, \]

which tends to 0 as \( h, \varepsilon^2/h \to 0 \) and then \( r \to 0 \), by (3.6) and the uniform continuity of \( f \).

\[ \square \]
Chapter 4

Lebesgue Approximation of $(2, \beta)$-Superprocesses

4.1 Introduction

Throughout this chapter, we use $\mu f$ to denote the integral of the function $f$ with respect to the measure $\mu$. By an $(\alpha, \beta)$-superprocess (or $(\alpha, \beta)$-process, for short) in $\mathbb{R}^d$ we mean a vaguely rcll, measure-valued strong Markov process $\xi = (\xi_t)$ in $\mathbb{R}^d$ satisfying $\mathbb{E}_\mu e^{-\xi_t f} = e^{-\mu v}$ for suitable functions $f \geq 0$, where $v = (v_t)$ is the unique solution to the evolution equation
\[
v_t = \frac{1}{2} \Delta_\alpha v - v^{1+\beta}\]
with initial condition $v_0 = f$. Here $\Delta_\alpha = -(-\Delta)^{\alpha/2}$ is the fractional Laplacian, $\alpha \in (0, 2]$ refers to the spatial motion, and $\beta \in (0, 1]$ refers to the branching mechanism. When $\alpha = 2$ and $\beta = 1$ we get the Dawson–Watanabe superprocess (DW-process for short), where the spatial motion is standard Brownian motion. General surveys of superprocesses include the excellent monographs and lecture notes [5, 15, 17, 32, 35, 42].

In this chapter we consider superprocesses with possibly infinite initial measures. Indeed, by the additivity property of superprocesses, we can construct the $(\alpha, \beta)$-process $\xi$ with any $\sigma$-finite initial measure $\mu$. In Lemma 4.5 we show that $\xi_t$ is a.s. locally finite for every $t > 0$ iff $\mu p_\alpha(t, \cdot) < \infty$ for all $t$, where $p_\alpha(t, x)$ denotes the transition density of a symmetric $\alpha$-stable process in $\mathbb{R}^d$. Note that when $\alpha = 2$, $p_2(t, x) = p_t(x)$ is the normal density in $\mathbb{R}^d$.

For any measure $\mu$ on $\mathbb{R}^d$ and constant $\varepsilon > 0$, write $\mu^\varepsilon$ for the restriction of Lebesgue measure $\lambda^d$ to the $\varepsilon$-neighborhood of supp $\mu$. For a DW-process $\xi$ in $\mathbb{R}^d$ with any finite initial measure, Tribe [48] showed that $\varepsilon^{2-d} \xi_t^\varepsilon \xrightarrow{w} c_d \xi_t$ a.s. as $\varepsilon \to 0$ when $d \geq 3$, where $\xrightarrow{w}$ denotes weak convergence and $c_d > 0$ is a constant depending on $d$. For a locally finite DW-process $\xi$ in $\mathbb{R}^2$, Kallenberg [25] showed that $\tilde{m}(\varepsilon) |\log \varepsilon| \xi_t^\varepsilon \xrightarrow{v} \xi_t$ a.s. as $\varepsilon \to 0$, where $\xrightarrow{v}$ denotes vague convergence and $\tilde{m}$ is a suitable normalizing function. Our main result in this chapter is Theorem 4.18, where we prove that, for a locally finite $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with $\beta < 1$ and
\(d > 2/\beta, \varepsilon^{2/\beta - d} \xi^\varepsilon_t \xrightarrow{v} c_{\beta,d} \xi_t \text{ a.s. as } \varepsilon \to 0, \) where \(c_{\beta,d} > 0\) is a constant depending on \(\beta\) and \(d\).

In particular, the \((2, \beta)\)-process \(\xi_t\) distributes its mass over \(\text{supp} \xi_t\) in a deterministic manner, which extends the corresponding property of DW-processes (cf. [17], page 115, or [42], page 212). See the end of the present chapter for a detailed explanation of this deterministic distribution property. For DW-processes, this property can also be inferred from some deep results involving the exact Hausdorff measure (cf. [7]). However, for any \((\alpha, \beta)\)-process \(\xi\) with \(\alpha < 2\), \(\text{supp} \xi_t = \mathbb{R}^d\) or \(\emptyset\) a.s. (cf. [18, 40]), and so the corresponding property fails. Our result shows that this property depends only on the spatial motion.

To prove our main result, we adapt the probabilistic approach for DW-processes from [25]. However, the finite variance of DW-processes plays a crucial role there. In order to deal with the infinite variance of \((2, \beta)\)-processes with \(\beta < 1\), we use a truncation of \((\alpha, \beta)\)-processes from [38], which will be further developed in Section 2 of the present chapter. By this truncation we may reduce our discussion to the truncated processes, where the variance is finite.

To adapt the probabilistic approach from [25] to study the truncated processes, we also need to develop some technical tools. Thus, in Section 3 we improve the upper bounds of hitting probabilities for \((2, \beta)\)-processes with \(\beta < 1\) and their truncated processes. As an immediate application, in Theorem 4.8 we improve some known extinction criteria of the \((2, \beta)\)-process \(\xi\) by showing that the local extinction property \(\xi_t \xrightarrow{d} 0\) and the seemingly stronger support property \(\text{supp} \xi_t \xrightarrow{d} \emptyset\) are equivalent. Then in Section 4 we derive some asymptotic results of these hitting probabilities. In particular, for the \((2, \beta)\)-process \(\xi\) we show in Theorem 4.15 that \(\varepsilon^{2/\beta - d} \mathrm{P}_{t_0} \{\xi_t \in B^\varepsilon_x \geq 0\} \to c_{\beta,d} (\mu * p_t)(x),\) where \(B^r_x\) denotes an open ball around \(x\) of radius \(r\), which extends the corresponding result for DW-processes (cf. Theorem 3.1(b) in [6]). Since the truncated processes do not have the scaling properties of the \((2, \beta)\)-process, our general method is first to study the \((2, \beta)\)-process, then to estimate the truncated processes by the \((2, \beta)\)-process, in order to get the needed results for the truncated processes.
The extension of results of DW-processes to general \((\alpha, \beta)\)-processes is one of the major themes in the research of superprocesses. Since the spatial motion of the \((\alpha, \beta)\)-process is not continuous when \(\alpha < 2\) and the \((\alpha, \beta)\)-process has infinite variance when \(\beta < 1\), many extensions are not straightforward, and some may not even be valid. However, it turns out that several properties of the support of \((2, \beta)\)-processes depend only on the spatial motion. These properties include short-time propagation of the support (cf. Theorem 9.3.2.2 in [5]) and Hausdorff dimension of the support (cf. Theorem 9.3.3.5 in [5]). Our result also belongs to that category.

In this chapter we are mainly using the notations in [25]. Recall that the double bars \(|| \cdot ||\) denote the supremum norm when applied to functions and total variation when applied to signed measures. We also use relations such as \(\equiv\), \(\preceq\), and \(\succsim\), where the first two mean equality and inequality up to a constant factor, and the last one is the combination of \(\preceq\) and \(\succeq\). Other notation will be explained whenever it occurs.

4.2 Truncated superprocesses and local finiteness

Although our main result of the present chapter is about \((2, \beta)\)-processes, in this section we discuss the truncation and local finiteness of all \((\alpha, \beta)\)-processes, due to their independent interests.

It is well known that the \((\alpha, 1)\)-process has weakly continuous sample paths. By contrast, the \((\alpha, \beta)\)-process \(\xi\) with \(\beta < 1\) has only weakly rcll sample paths with jumps of the form \(\Delta \xi_t = r\delta_x\), for some \(t > 0\), \(r > 0\), and \(x \in \mathbb{R}^d\). Let

\[
N_\xi(dt, dr, dx) = \sum_{(t, r, x): \Delta \xi_t = r\delta_x} \delta_{(t, r, x)},
\]
Clearly the point process $N_\xi$ on $\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^d$ records all information about the jumps of $\xi$. By the proof of Theorem 6.1.3 in [5], we know that $N_\xi$ has compensator measure

$$\hat{N}_\xi(dt, dr, dx) = c_\beta(dt)r^{-2-\beta}(dr)\xi_t(dx),$$

(4.1)

where $c_\beta$ is a constant depending on $\beta$. Due to all the “big” jumps, $\xi_t$ has infinite variance. Some methods for $(\alpha, 1)$-processes, which rely on the finite variance of the processes, are not directly applicable to $(\alpha, \beta)$-processes with $\beta < 1$.

In [38], Mytnik and Villa introduced a truncation method for $(\alpha, \beta)$-processes with $\beta < 1$, which can be used to study $(\alpha, \beta)$-processes with $\beta < 1$, especially to extend results of $(\alpha, 1)$-processes to $(\alpha, \beta)$-processes with $\beta < 1$. Specifically, for the $(\alpha, \beta)$-process $\xi$ with $\beta < 1$, we define the stopping time $\tau_K = \inf\{t > 0 : \|\Delta \xi_t\| > K\}$ for any constant $K > 0$, where $\inf \emptyset = \infty$ as usual. When $\Delta \xi_t = r\delta_x$, we see that $\|\Delta \xi_t\| = r$. Clearly $\tau_K$ is the time when $\xi$ has the first jump greater than $K$. For any finite initial measure $\mu$, they proved that one can define $\xi$ and a weakly rcll, measure-valued Markov process $\xi^K$ (which is $Y^K$ on page 485 of [38]) on a common probability space such that $\xi_t = \xi^K_t$ for $t < \tau_K$. Intuitively, $\xi^K$ equals $\xi$ minus all masses produced by jumps greater than $K$ along with the future evolution of those masses. In this chapter, we call $\xi^K$ the \textit{truncated} $K$-\textit{process} of $\xi$. Since all “big” jumps are omitted, $\xi^K_t$ has finite variance. They also proved that $\xi^K_t$ and $\xi_t$ agree asymptotically as $K \to \infty$. We give a different proof of this result, since similar ideas will also be used at several crucial stages later. We write $P_\mu,\{\xi \in \cdot\}$ for the distribution of $\xi$ with initial measure $\mu$.

**Lemma 4.1**  Fix any finite $\mu$ and $t > 0$. Then $P_\mu,\{\tau_K > t\} \to 1$ as $K \to \infty$.

**Proof:** If $\tau_K \leq t$, then $\xi$ has at least one jump greater than $K$ before time $t$. Noting that $N_\xi([0, t], (K, \infty), \mathbb{R}^d)$ is the number of jumps greater than $K$ before time $t$, we get by
Theorem 25.22 of [24] and (4.1),

\[ P_\mu \{ \tau_K \leq t \} \leq E_\mu N_\xi([0, t], (K, \infty), \mathbb{R}^d) \]
\[ = E_\mu \hat{N}_\xi([0, t], (K, \infty), \mathbb{R}^d) \]
\[ = K^{-1-\beta} E_\mu \int_0^t \| \xi_s \| ds = t \| \mu \| K^{-1-\beta} \to 0 \]

as \( K \to \infty \), where the last equation holds by \( E_\mu \| \xi_s \| = \| \mu \| \). \qed

Using Lemma 1 of [38] and a recursive construction, we can prove that \( \xi^K_t(\omega) \leq \xi_t(\omega) \) for any \( t \) and \( \omega \). So indeed, \( \xi^K \) is a “truncation” of \( \xi \).

**Lemma 4.2** We can define \( \xi \) and \( \xi^K \) on a common probability space such that:

(i) \( \xi \) is an \((\alpha, \beta)\)-process with \( \beta < 1 \) and a finite initial measure \( \mu \), and \( \xi^K \) is its truncated \( K \)-process, which has no jumps greater than \( K \),

(ii) \( \xi_t(\omega) \geq \xi^K_t(\omega) \) for any \( t \) and \( \omega \),

(iii) \( \xi_t(\omega) = \xi^K_t(\omega) \) for \( t < \tau_K(\omega) \).

**Proof:** Let \( \xi_{m,n}(t) \) denote the process \( \xi_{m,n} \) at time \( t \). Use \( D([0, \infty), \hat{\mathcal{M}}_d) \) as our \( \Omega \), the space of rcll functions from \([0, \infty)\) to \( \hat{\mathcal{M}}_d \), where \( \hat{\mathcal{M}}_d \) is the set of finite measures on \( \mathbb{R}^d \). We endow \( \Omega \) with the Skorohod \( J_1 \)-topology. Let \( \mathcal{A} = B(\Omega) \).

Let \( \zeta_1(t, \omega) = \omega(t) \) be an \((\alpha, \beta)\)-process defined on \((\Omega, \mathcal{A}, P)\) with initial measure \( \mu \), and define \( \tau_{K_1} = \inf \{ t > 0 : \| \Delta \zeta_1(t) \| > K \} \). Then define a kernel \( u \) from \( \hat{\mathcal{M}}_d \) to \( \Omega \) such that \( u(\nu, \cdot) \) is the distribution of an \((\alpha, \beta)\)-process with initial measure \( \nu \), and a kernel \( u^K \) from \( \hat{\mathcal{M}}_d \) to \( \Omega \) such that \( u^K(\nu, \cdot) \) is the distribution of the truncated \( K \)-process of an \((\alpha, \beta)\)-process with initial measure \( \nu \). By Lemma 6.9 in [24], we can define \( \zeta_{1,\infty} \) to be an \((\alpha, \beta)\)-process with initial measure \( \zeta_1(\tau_{K_1}) \) on an extension of \((\Omega, \mathcal{A}, P)\), and \( \zeta'_{1,\infty} \) to be the truncated \( K \)-process.
of an \((\alpha, \beta)\)-process with initial measure \(\zeta_1(\tau_{K_1}^-)\). Now define \(\xi_1\) and \(\xi_1^K\) by

\[
\xi_1(t) = \begin{cases} 
\zeta_1(t), & t < \tau_{K_1}, \\
\zeta_1(\infty)(t - \tau_{K_1}), & t \geq \tau_{K_1},
\end{cases}
\]

\[
\xi_1^K(t) = \begin{cases} 
\zeta_1(t), & t < \tau_{K_1}, \\
\zeta_1(\infty)(t - \tau_{K_1}), & t \geq \tau_{K_1}.
\end{cases}
\]

By the strong Markov property of \((\alpha, \beta)\)-processes and the above construction, we can verify that \(\xi_1\) is an \((\alpha, \beta)\)-process. By Lemma 1 in [38], \(\xi_1^K\) is the truncated \(K\)-process of an \((\alpha, \beta)\)-process. Moreover, \(\xi_1\) and \(\xi_1^K\) satisfy conditions (ii) and (iii) on \([0, \tau_{K_1})\).

Let \(u'\) be a kernel from \(\hat{M}_d \times \hat{M}_d\) to \(\mathcal{A} \times \mathcal{A}\) such that \(u'(\nu, \nu', \cdot, \cdot)\) is the distribution of a pair of two independent \((\alpha, \beta)\)-processes with initial measures \(\nu\) and \(\nu'\) respectively. Define \((\zeta_2, \zeta_1)\) with distribution

\[
u'\left(\xi_1^K(\tau_{K_1}^-), \xi_1(\tau_{K_1}) - \xi_1^K(\tau_{K_1}^-), \cdot, \cdot\right).
\]

Let \(\zeta = \zeta_2 + \zeta_1\), \(\zeta_2' = \zeta_2\), and \(\tau_{K_2} = \inf\{t > 0 : \|\Delta \zeta_2(t)\| > K\}\). Let \(\zeta_{2,\infty}\) be an \((\alpha, \beta)\)-process with initial measure \(\zeta_2(\tau_{K_2}^-)\), and let \(\zeta_{2,\infty}'\) be the truncated \(K\)-process of an \((\alpha, \beta)\)-process with initial measure \(\zeta_2'(\tau_{K_2}^-)\). Now define \(\xi_2\) and \(\xi_2^K\) by

\[
\xi_2(t) = \begin{cases} 
\xi_1(t), & t < \tau_{K_1}, \\
\zeta_2(t - \tau_{K_1}), & \tau_{K_1} \leq t < \tau_{K_1} + \tau_{K_2}, \\
\zeta_{2,\infty}(t - \tau_{K_1} - \tau_{K_2}), & t \geq \tau_{K_1} + \tau_{K_2},
\end{cases}
\]

\[
\xi_2^K(t) = \begin{cases} 
\xi_1^K(t), & t < \tau_{K_1}, \\
\zeta_2'(t - \tau_{K_1}), & \tau_{K_1} \leq t < \tau_{K_1} + \tau_{K_2}, \\
\zeta_{2,\infty}'(t - \tau_{K_1} - \tau_{K_2}), & t \geq \tau_{K_1} + \tau_{K_2},
\end{cases}
\]
Similarly, $\xi_2$ is an $(\alpha, \beta)$-process and $\xi^K_2$ is the truncated $K$-process of an $(\alpha, \beta)$-process. They satisfy conditions (ii) and (iii) on $[0, \tau_{K_1} + \tau_{K_2})$.

Continue the above construction: For every $n$, define $\xi_n$ and $\xi^K_n$ such that $\xi_n$ is an $(\alpha, \beta)$-process, $\xi^K_n$ it the truncated $K$-process of an $(\alpha, \beta)$-process, and they satisfy conditions (ii) and (iii) on $[0, \sum_{k=1}^n \tau_{K_k})$.

It suffices to prove that $\sum_{k=1}^\infty \tau_{K_k} = \infty$ a.s. Suppose $P(\sum_{k=1}^\infty \tau_{K_k} < \infty) > 0$. Then there exist $t$ and $a$ such that $P(\sum_{k=1}^\infty \tau_{K_k} < t) = a > 0$. Since for every $n$, $\xi_n$ is an $(\alpha, \beta)$-process with initial measure $\mu$, we get

$$an \leq E_{\mu} \hat{N}_{\xi_n}([0, t], (K, \infty), \mathbb{R}^d).$$

Noting that by (4.1) $E_{\mu} \hat{N}_{\xi_n}([0, t], (K, \infty), \mathbb{R}^d)$ is the same finite constant for different $n$, we get a contradiction. So $\sum_{k=1}^\infty \tau_{K_k} = \infty$ a.s. □

Just as the DW-process, the $(\alpha, \beta)$-process $\xi$ and its truncated $K$-process $\xi^K$ also have cluster structures (cf. Corollary 11.5.3 in [5], or Section 3 in [7], especially page 41 there). Specifically, for any fixed $t$, $\xi_t$ is a Cox cluster process, such that the “ancestors” of $\xi_t$ at time $s = t - h$ form a Cox process directed by $(\beta h)^{-1/\beta} \xi_s$, and the generated $h$-clusters $\eta^i_h$ are conditionally independent and identically distributed apart from shifts. For the truncated $K$-process $\xi^K$, the situation is similar, except that the clusters are different (because of the truncation) and the term $(\beta h)^{-1/\beta}$ for $\xi$ needs to be replaced by $a_K(h)$ (or $a_h$, when $K$ is fixed). Use $\eta^K_h$ (or $\eta^K_{K Sik}$) to denote the generated $h$-clusters of $\xi^K$. Write $P_x\{\eta_t \in \cdot\}$ for the distribution of $\eta_t$ centered at $x \in \mathbb{R}^d$, and define $P_{\mu}\{\eta_t \in \cdot\} = \int \mu(dx) P_x\{\eta_t \in \cdot\}$. The following comparison of $a_K(h)$ and $(\beta h)^{-1/\beta}$, although not used explicitly in the present chapter, should be useful in other applications of the truncation method.
Lemma 4.3  Fix any $K > 0$. Then as $h \to 0$,

$$(\beta h)^{1/\beta} \leq a_K(h) \leq 2(\beta h)^{1/\beta}.$$ 

Proof: From Lemma 3.4 of [7] we know that

$$(\beta h)^{1/\beta} = \lim_{\theta \to \infty} 1/v_0(h, \theta),$$

where $v_0(h, \theta)$ is the solution of $\dot{v} = -v^{1+\beta}$ with initial condition $v \equiv \theta$, and

$$a_K(h) = \lim_{\theta \to \infty} 1/v_1(h, \theta),$$

where $v_1(h, \theta)$ is the solution of (1.12) in [38] with initial condition $v \equiv \theta$. Define $M_K(\lambda) = C_\beta(K)\lambda + \Phi^K(\lambda)$, where $C_\beta(K)$ and $\Phi^K$ are such as in (1.12) of [38]. Then $M_K$ satisfies

$$\lambda^{1+\beta} \leq M_K(\lambda) \text{ and } \lim_{\lambda \to \infty} \frac{M_K(\lambda)}{\lambda^{1+\beta}} = 1.$$ 

Clearly it is enough to show that $(1/2)v_0(h, \theta) \leq v_1(h, \theta) \leq v_0(h, \theta)$ as $h \to 0$ and $\theta \to \infty$. This follows from the above properties of $M_K$.  \qed

Unlike the normal densities, we have no explicit expressions for the transition densities of symmetric $\alpha$-stable processes when $\alpha < 2$. However, a simple estimate of $p_\alpha(t, x)$ is enough for our needs.

Lemma 4.4 Let $p_\alpha(t, x)$, $\alpha \in (0, 2]$, $t > 0$, and $x \in \mathbb{R}^d$, denote the transition densities of a symmetric $\alpha$-stable process on $\mathbb{R}^d$. Then for any fixed $\alpha$ and $d$,

$$p_\alpha(t, x + y) \leq p_\alpha(2t, x), \quad |y|^{\alpha} \leq t.$$
Proof: First let $\alpha = 2$. Note that $p_2(t, x) = p_t(x)$ is the standard normal density on $\mathbb{R}^d$. For $|x| \leq 4\sqrt{t}$, trivially $p_t(x + y) \leq p_{2t}(x)$. For $|x| > 4\sqrt{t}$, it suffices to check that

$$-\frac{|x + y|^2}{2t} \leq -\frac{|x|^2}{4t},$$

that is, $2|x + y|^2 \geq |x|^2$, which follows easily from $|x| \geq 4|y|$.

Now let $\alpha < 2$. By the arguments after Remark 5.3 of [2],

$$p_\alpha(t, x) \asymp \left(t^{-d/\alpha} \wedge \frac{t}{|x|^{d+\alpha}}\right). \quad (4.2)$$

Choose $K > 2^{1/\alpha}$ to satisfy $1 \leq 2(1 - 1/K)^{d+\alpha}$. Since $|y| \leq t^{1/\alpha}$, we have for $|x| > Kt^{1/\alpha}$,

$$\frac{t}{|x + y|^{d+\alpha}} \leq \frac{2t}{|x|^{d+\alpha}}.$$

Noticing also that $(2t)/|x|^{d+\alpha} < (2t)^{-d/\alpha}$ for $|x| > Kt^{1/\alpha}$, we get $p_\alpha(t, x + y) \leq p_\alpha(2t, x)$ for $|y| \leq t^{1/\alpha}$ and $|x| > Kt^{1/\alpha}$. The same inequality holds trivially for $|y| \leq t^{1/\alpha}$ and $|x| \leq Kt^{1/\alpha}$.

□

Using Lemma 4.2 and Lemma 4.4, we can generalize Lemma 3.2 in [25] to any $(\alpha, \beta)$-process.

Lemma 4.5 Let $\xi$ be an $(\alpha, \beta)$-process in $\mathbb{R}^d$, $\alpha \in (0, 2]$ and $\beta \in (0, 1]$, and fix any $\sigma$-finite measure $\mu$. Then for any fixed $t > 0$, the following two conditions are equivalent:

(i) $\xi_t$ is locally finite a.s. $P_\mu$,

(ii) $E_\mu \xi_t$ is locally finite.

Furthermore, (i) and (ii) hold for every $t > 0$ iff

(iii) $\mu p_\alpha(t, \cdot) < \infty$ for all $t > 0$,

and if $\alpha < 2$, then (iii) is equivalent to
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(iv) \( \mu p_\alpha(t, \cdot) < \infty \) for some \( t > 0 \).

**Proof:** The formulas for \( E\mu \xi_t \) and \( E\mu \xi_t^2 \) (when \( \beta < 1 \)), well known for finite \( \mu \), as well as the formulas in Lemma 3 of [38], extend by monotone convergence to any \( \sigma \)-finite measure \( \mu \). We also need the simple inequality that for any fixed \( \alpha < 2, s, \) and \( t \),

\[
p_\alpha(s, x) \asymp p_\alpha(t, x).
\]

(4.3)

To prove it, use (4.2) and consider three cases: \( |x| \leq (s \wedge t)^{1/\alpha}, \ |x| \geq (s \vee t)^{1/\alpha}, \) and \( (s \wedge t)^{1/\alpha} < |x| < (s \vee t)^{1/\alpha} \).

If \( \alpha = 2 \) and \( \beta = 1 \), then this is Lemma 3.2 of [25]. For \( \alpha < 2 \) and \( \beta = 1 \), using Lemma 4.4 and (4.3) we can proceed as in Lemma 3.2 of [25]. For example, for any fixed \( t > 0 \) and \( x \in \mathbb{R}^d, p_\alpha(t, x - u) \leq p_\alpha(|x|^{1/\alpha}, x - u) \leq p_\alpha(2|x|^{1/\alpha}, -u) = p_\alpha(2|x|^{1/\alpha}, u) \) yields \( \mu \ast p_\alpha(t, \cdot)(x) < \infty \).

Now assume \( \beta < 1 \). Condition (ii) clearly implies (i). Conversely, suppose that \( E\mu \xi_t B = \infty \) for some \( B \). Then \( E\mu \xi_t^K B = \infty \) for any fixed \( K > 0 \) by Lemma 3 of [38]. Also, we get by Lemma 3 of [38],

\[
P_\mu \left\{ \frac{\xi_t^K B}{E\mu \xi_t^K B} > r \right\} \geq (1 - r)^2 \frac{(E\mu \xi_t^K B)^2}{E_\mu (\xi_t^K B)^2} \geq \frac{(1 - r)^2}{1 + ct (E\mu \xi_t^K B)^{-1}}
\]

for any \( r \in (0, 1) \). Arguing as in the proof of Lemma 3.2 in [25], we get \( \xi_t^K B = \infty \) a.s., and so \( \xi_t B = \infty \) a.s. by Lemma 4.2. In particular, this shows that (i) implies (ii). To prove the equivalence of (ii) and (iii), again using Lemma 4.4 and (4.3) we can proceed as in Lemma 3.2 of [25]. The last assertion is obvious from (4.3). \( \Box \)
4.3 Hitting bounds and neighborhood measures

From now on we consider only $(2, \beta)$-processes. The Lebesgue approximation depends crucially on estimates of the hitting probability $P_{\mu}\{\xi_t B_0^\varepsilon > 0\}$. In this section, we first estimate $P_{\mu}\{\xi_t B_0^\varepsilon > 0\}$ and $P_{\mu}\{\xi^K_t B_0^\varepsilon > 0\}$. Then we use these estimates to study multiple hitting and neighborhood measures of the clusters $\eta^K_t$ associated with the truncated $K$-process $\xi^K$. We begin with a well-known relationship between the hitting probabilities of $\xi_t$ and $\eta_t$, which can be proved as in Lemma 4.1 of [25].

Lemma 4.6 Let the $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with associated clusters $\eta_t$ be locally finite under $P_{\mu}$, let $\xi^K$ be its truncated $K$-process with associated clusters $\eta^K_t$, and fix any $B \in \mathcal{B}^d$. Then

$$P_{\mu}\{\eta_t B > 0\} = -(\beta t)^{1/\beta} \log (1 - P_{\mu}\{\xi_t B > 0\}),$$

$$P_{\mu}\{\xi_t B > 0\} = 1 - \exp \left(-(\beta t)^{-1/\beta} P_{\mu}\{\eta_t B > 0\}\right),$$

$$P_{\mu}\{\eta^K_t B > 0\} = -a_t \log (1 - P_{\mu}\{\xi^K_t B > 0\}),$$

$$P_{\mu}\{\xi^K_t B > 0\} = 1 - \exp (-a_t^{-1} P_{\mu}\{\eta^K_t B > 0\}).$$

In particular, $P_{\mu}\{\xi_t B > 0\} \sim (\beta t)^{-1/\beta} P_{\mu}\{\eta_t B > 0\}$ and $P_{\mu}\{\xi^K_t B > 0\} \sim a_t^{-1} P_{\mu}\{\eta^K_t B > 0\}$ as either side tends to 0.

Upper and lower bounds of $P_{\mu}\{\xi_t B_0^\varepsilon > 0\}$ have been obtained by Delmas [9], using a subordinated Brownian snake approach. However, in this chapter we need the following improved upper bound.

Lemma 4.7 Let $\eta_t$ be the clusters of a $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with $\beta < 1$ and $d > 2/\beta$; let $\eta^K_t$ be the clusters of $\xi^K$, the truncated $K$-process of $\xi$, and consider a $\sigma$-finite measure $\mu$ on $\mathbb{R}^d$. Then for $0 < \varepsilon \leq \sqrt{t}$,

(i) $\mu_p \leq \varepsilon^{2/\beta - d} (\beta t)^{-1/\beta} P_{\mu}\{\eta_t B_0^\varepsilon > 0\} \leq \mu_{p2t}$, where $t' = \beta t/(1 + \beta),$

(ii) $\varepsilon^{2/\beta - d} a_t^{-1} P_{\mu}\{\eta^K_t B_0^\varepsilon > 0\} \leq \mu_{p2t}.$
Proof: (i) From the proof of Theorem 2.3 in [9] we know that

\[ P_x\{\xi_t B_0^\varepsilon > 0\} = 1 - \exp(-N_x\{Y_t B_0^\varepsilon > 0\}), \]

where \( N_x \) and \( Y_t \) are defined in Section 4.2 of [9]. Comparing this with Lemma 5.4 yields

\[ (\beta t)^{-1/\beta} P_x\{\eta_t B_0^\varepsilon > 0\} = N_x\{Y_t B_0^\varepsilon > 0\}. \]

By Proposition 6.2 in [9] we get the lower bound. For our upper bound, we will now improve the upper bound in Proposition 6.1 of [9].

For \( 0 < \varepsilon/2 < \sqrt{t} \), define

\[ \Delta = \{(r, y) \in \mathbb{R}^+ \times \mathbb{R}^d, r < t, |y| > \varepsilon/2\} \]

\[ \cup \{(r, y) \in \mathbb{R}^+ \times \mathbb{R}^d, r < t - \varepsilon^2/16, |y| \leq \varepsilon/2\}. \]

Following the proof of Proposition 6.1 in [9], we have

\[ (\beta t)^{-1/\beta} P_x\{\eta_t B_0^\varepsilon > 0\} \leq \varepsilon^{-2/\beta} P_0\{\gamma_s \in B_{x}^{\varepsilon/2} \text{ for some } s \in [t - \varepsilon^2/16, t]\}, \]

where \( \gamma \) is a standard Brownian motion. Define

\[ T = \inf\{s \geq t - \varepsilon^2/16 : \gamma_s \in B_{x}^{\varepsilon/2}\}, \]

where \( \inf \emptyset = \infty \) as usual. Then \( \{T < t\} = \{\gamma_s \in B_{x}^{\varepsilon/2} \text{ for some } s \in [t - \varepsilon^2/16, t]\} \). To get our upper bound, it remains to show that

\[ P_0\{T < t\} \leq \varepsilon^d p_{2t}(x). \]
To prove this, we need the elementary fact that for any $x \in \mathbb{R}^d$, $\varepsilon > 0$, $y \in B_x^{\varepsilon/2}$, and $s \leq s' = \varepsilon^2/16$,

$$P_y\{\gamma_s \notin B_x^{\varepsilon}\} \leq P_z\{\gamma_{s'} \notin B_x^{\varepsilon}\} \leq P_z\{\gamma_{s'} \in B_x^{\varepsilon}\} \leq P_y\{\gamma_s \in B_x^{\varepsilon}\},$$

where $z$ is a point on the surface of $B_x^{\varepsilon/2}$, and the second relation holds since $P_z\{\gamma_{s'} \notin B_x^{\varepsilon}\}$ and $P_z\{\gamma_{s'} \in B_x^{\varepsilon}\}$ are both positive constants. Now return to $P_0\{T < t\}$. Noting $t - T \leq \varepsilon^2/16$ on $\{T < t\}$, we get

$$P_0\{T < t\} = P_0\{T < t, \gamma_t \in B_x^{\varepsilon}\} + P_0\{T < t, \gamma_t \notin B_x^{\varepsilon}\} = P_0\{T < t, \gamma_t \in B_x^{\varepsilon}\} + E_0\{P_{\gamma_T}\{\gamma_{t-T} \notin B_x^{\varepsilon}\}, T < t\} \leq P_0\{T < t, \gamma_t \in B_x^{\varepsilon}\} + P_0\{T < t, \gamma_t \in B_x^{\varepsilon}\} = P_0\{\gamma_t \in B_x^{\varepsilon}\} \leq \varepsilon^d p_{2t}(x),$$

where the second and fourth relations hold by the strong Markov property of Brownian motion and the last relation holds by Lemma 4.4.

(ii) This is obvious from (i), Lemma 4.2, and Lemma 5.4. □

As an immediate application of the improved upper bound, we may improve some known extinction criteria for $(2, \beta)$-processes in $\mathbb{R}^d$ with $\beta < 1$ and $d > 2/\beta$. This extends Theorem 4.5 of [25] for DW-processes of dimension $d \geq 2$. Note that the special case of convergence of random measures $\xi_t \xrightarrow{d} 0$ is equivalent to $\xi_t B \xrightarrow{P} 0$ for any bounded Borel set $B$. Convergence of closed random sets is defined as usual with respect to the Fell topology (cf. [24], pp. 324, 566). However, in this chapter we need only the special case of convergence to the empty set $\text{supp} \xi_t \xrightarrow{d} \emptyset$, which is equivalent to $\{\xi_t B > 0\} \xrightarrow{P} 0$ for any bounded Borel set $B$. 
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Theorem 4.8 Let $\xi$ be a locally finite $(2, \beta)$-process in $\mathbb{R}^d$, $\beta < 1$ and $d > 2/\beta$, with arbitrary initial distribution. Then these conditions are equivalent as $t \to \infty$:

(i) $\xi_t \overset{d}{\to} 0$,
(ii) $\text{supp } \xi_t \overset{d}{\to} \emptyset$,
(iii) $\xi_0 P_t \overset{P}{\to} 0$.

Proof: By Lemma 5.4 and Lemma 5.5(i) we get for any fixed $r$

$$P_\mu \{ \xi_t B_0^r > 0 \} \leq (\beta t)^{-1/\beta} P_\mu \{ \eta B_0^r > 0 \} \leq \mu p_{2t},$$

and so $P_\mu \{ \xi_t B_0^r > 0 \} \leq \mu p_{2t} \wedge 1$. For a general initial distribution,

$$P \{ \xi_t B_0^r > 0 \} \leq E(\xi_0 p_{2t} \wedge 1),$$

which shows that (iii) implies (ii). Since clearly (ii) implies (i), it remains to prove that (i) implies (iii).

Let $\xi$ be locally finite under $P_\mu$. We first choose $f \in C_c^{++}(\mathbb{R}^d)$ with $\text{supp } f \in B_0^1$, where $C_c^{++}(\mathbb{R}^d)$ is such as in Proposition 2.6 of [29]. Clearly $\xi_t f \overset{P}{\to} 0$ if $\xi_t B_0^1 \overset{P}{\to} 0$. By dominated convergence

$$\exp(-\mu v_t) = E_\mu \exp(-\xi_t f) \to 1,$$

and so $\mu v_t \to 0$. By Proposition 2.6 of [29], we have for $t$ large enough

$$p_{t/2}(x) \asymp \phi(t/2, x) \leq v_t(x),$$

where $\phi$ is defined in (1.15) of [29] (on page 1061, see also (1.17) and (1.18) there). So $\mu p_{t/2} \to 0$. For general $\xi_0$, we may proceed as in the proof of Theorem 4.5 in [25]. □
The following simple fact is often useful to extend results for finite initial measures \( \mu \) to the general case. Here \( \mathcal{B}^d \) denotes the space of bounded sets in the Borel \( \sigma \)-algebra \( \mathcal{B}^d \).

**Lemma 4.9** Let the \((2, \beta)\)-process \( \xi \) in \( \mathbb{R}^d \) with \( \beta < 1 \) and \( d > 2/\beta \) be locally finite under \( P_\mu \), and suppose that \( \mu \geq \mu_n \downarrow 0 \). Then \( P_\mu \{ \xi_tB > 0 \} \to 0 \) as \( n \to \infty \) for any fixed \( t > 0 \) and \( B \in \mathcal{B}^d \).

**Proof:** Follow the proof of Lemma 4.3 in [25], then use Lemma 4.5, Lemma 5.4, and Lemma 5.5(i). \( \square \)

As in [25] we need to estimate the probability that a ball in \( \mathbb{R}^d \) is hit by more than one subcluster of the truncated \( K \)-process \( \xi^K \). This is where the truncation of \( \xi \) is needed.

**Lemma 4.10** Fix any \( K > 0 \). Let \( \xi^K \) be the truncated \( K \)-process of a \((2, \beta)\)-process \( \xi \) in \( \mathbb{R}^d \) with \( \beta < 1 \) and \( d > 2/\beta \). For any \( t \geq h > 0 \) and \( \varepsilon > 0 \), let \( \kappa^K_h \) be the number of \( h \)-clusters of \( \xi^K_t \) hitting \( B_0^\varepsilon \) at time \( t \). Then for \( \varepsilon^2 \leq h \leq t \),

\[
E_\mu \kappa^K_h (\kappa^K_h - 1) \leq \varepsilon^{2(d-2/\beta)} \left( h^{1-d/2} \mu p_t + (\mu p_2t)^2 \right).
\]

**Proof:** Follow Lemma 4.4 in [25], then use Lemma 3 of [38] and Lemma 5.5(ii). \( \square \)

Now we consider the neighborhood measures of the clusters \( \eta^K_h \) associated with the truncated \( K \)-process \( \xi^K \). For any measure \( \mu \) on \( \mathbb{R}^d \) and constant \( \varepsilon > 0 \), we define the associated neighborhood measure \( \mu^\varepsilon \) as the restriction of Lebesgue measure \( \lambda^d \) to the \( \varepsilon \)-neighborhood of \( \text{supp} \mu \), so that \( \mu^\varepsilon \) has Lebesgue density \( 1\{\mu B^\varepsilon_x > 0\} \). Let \( p^K_\varepsilon(x) = P_x \{ \eta^K_h B_0^\varepsilon > 0 \} \), where the \( \eta^K_h \) are clusters of \( \xi^K \). Write \( p^K_\varepsilon(x) = p^K_\varepsilon(x) \) and \( (\eta^K_h)^\varepsilon = \eta^K_h \) for convenience.

**Lemma 4.11** Let \( \xi^K \) be the truncated \( K \)-process of a \((2, \beta)\)-process \( \xi \) in \( \mathbb{R}^d \) with \( \beta < 1 \) and \( d > 2/\beta \). Let the \( \eta^K_i \) be conditionally independent \( h \)-clusters of \( \xi^K \), rooted at the points of a Poisson process \( \zeta \) with \( E\zeta = \mu \). Fix any measurable function \( f \geq 0 \) on \( \mathbb{R}^d \). Then,
(i) $E_{\mu} \sum_i \eta_h^{K_i \varepsilon} = (\mu \ast p_h^K) \cdot \lambda^d$,

(ii) $E_{\mu} \text{Var} \left[ \sum_i \eta_h^{K_i \varepsilon} f | \zeta \right] \leq \alpha h \varepsilon^{d-2/\beta} h^{d/2} \| f \|^2 \| \mu \|$ for $\varepsilon^2 \leq h$.

Proof: (i) Follow the proof of Lemma 6.2 (i) in [25].

(ii) First,

$$\text{Var}_x (\eta_h^{K_y} f) \leq E_x (\eta_h^{K_y} f)^2 \leq E_x \| \eta_h^{K_y} \|^2 \| f \|^2 = \| f \|^2 E_x \| \eta_h^{K_y} \|^2.$$ 

For $E_x \| \eta_h^{K_y} \|^2$, using Cauchy inequality and Lemma 5.5(ii), we get

$$E_x \| \eta_h^{K_y} \|^2 = E_x \left( \int 1 \{ \eta_h^K B_y^e > 0 \} dy \int 1 \{ \eta_h^K B_z^e > 0 \} dz \right)$$

$$= \int \int P_x (\{ \eta_h^K B_y^e > 0 \} \cap \{ \eta_h^K B_z^e > 0 \}) dy dz$$

$$\leq \int \int (P_x \{ \eta_h^K B_y^e > 0 \} P_x \{ \eta_h^K B_z^e > 0 \})^{1/2} dy dz$$

$$\leq \alpha h \varepsilon^{d-2/\beta} \int \int (p_{2h}(y-x)p_{2h}(z-x))^{1/2} dy dz$$

$$= \alpha h \varepsilon^{d-2/\beta} h^{d/2} \int \int p_{4h}(y-x)p_{4h}(z-x) dy dz$$

$$= \alpha h \varepsilon^{d-2/\beta} h^{d/2}.$$ 

Hence, by independence

$$E_{\mu} \text{Var} \left[ \sum_i \eta_h^{K_i \varepsilon} f | \zeta \right] = E_{\mu} \int \zeta (dx) \text{Var}_x (\eta_h^{K_y} f) \leq \alpha h \varepsilon^{d-2/\beta} h^{d/2} \| f \|^2 \| \mu \|.$$ 

□

We also need to estimate the overlap between subclusters.

Lemma 4.12 Let $\xi^K$ be the truncated $K$-process of a $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with $\beta < 1$ and $d > 2/\beta$. For any fixed $t > 0$, let $\eta_h^{K_i}$ denote the subclusters in $\xi^K$ of age $h > 0$. Fix any
\( \mu \in \hat{M}_d \). Then as \( \varepsilon^2 \leq h \to 0 \),
\[
E_{\mu} \left\| \sum_i \eta_i^K \varepsilon - \xi_i^K \right\| \leq \varepsilon^{2(d-2/\beta)} h^{1-d/2}.
\]

**Proof:** Follow the proof of Lemma 6.3(i) in [25], then use Lemma 5.5(ii). \( \square \)

### 4.4 Hitting asymptotics

For a DW-process \( \xi \) of dimension \( d \geq 3 \), we know from Theorem 3.1(b) of Dawson, Iscoe, and Perkins [6] that, as \( \varepsilon \to 0 \),
\[
\varepsilon^{2-d} P_{\mu} \{ \xi_t B^\varepsilon_x > 0 \} \to c_d (\mu \ast p_t)(x),
\]
uniformly for bounded \( ||\mu|| \), bounded \( t^{-1} \), and \( x \in \mathbb{R}^d \). A similar result for DW-processes of dimension \( d = 2 \) is Theorem 5.3(ii) of [25]. In this section, using Lemma 5.5(i), we can prove the corresponding result for \( (2, \beta) \)-processes in \( \mathbb{R}^d \) with \( \beta < 1 \) and \( d > 2/\beta \).

First we fix a continuous function \( f \) on \( \mathbb{R}^d \) such that \( 0 < f(x) \leq 1 \) for \( x \in B^1_0 \) and \( f(x) = 0 \) otherwise. Let \( v_\lambda \) be the solution of \( \dot{v} = \frac{1}{2} \Delta v - v^{1+\beta} \) with initial condition \( v(0) = \lambda f \). Since \( v_\lambda \) is increasing in \( \lambda \), we can define \( v_\infty = \lim_{\lambda \to \infty} v_\lambda \). Using Lemma 5.5(i), we can get an upper bound of \( v_\infty \), similar to Lemma 3.2 in [6].

**Lemma 4.13** For any \( t \geq 1 \) and \( x \in \mathbb{R}^d \), \( v_\infty(t, x) \leq p(2t, x) \).

**Proof:** Letting \( \lambda \to \infty \) in \( E_x \exp(-\xi_t \lambda f) = \exp[-v_\lambda(t, x)] \), we get
\[
P_x \{ \xi_t B^1_0 > 0 \} = 1 - \exp[-v_\infty(t, x)].
\]
Comparing this with Lemma 5.4 yields
\[
v_\infty(t, x) = (\beta t)^{-1/\beta} P_x \{ \eta_t B^1_0 > 0 \}. \tag{4.4}
\]
Now Lemma 4.13 follows from Lemma 5.5(i). □

As in Lemma 3.3 of [6], we can apply a PDE result to get the uniform convergence of $v_\infty$. Notice that the improved upper bound in Lemma 5.5(i) is crucial here.

**Lemma 4.14** There exists a constant $c_{\beta,d} > 0$ such that

$$
\lim_{\varepsilon \to 0} \varepsilon^{-d} v_\infty(\varepsilon^{-2} t, \varepsilon^{-1} x) = c_{\beta,d} \cdot p(t, x).
$$

The convergence is uniform for bounded $t^{-1}$ and $x \in \mathbb{R}^d$.

**Proof:** We follow the proof of Lemma 3.3 in [6]. By Lemma 4.13, $v_\infty(t, x)$ is finite for any $t \geq 1$ and $x \in \mathbb{R}^d$. Then by a standard regularity argument in PDE theory,

$$
\dot{v}_\infty = \frac{1}{2} \Delta v_\infty - v^{1+\beta}_\infty
$$

on $[1, \infty) \times \mathbb{R}^d$. By Lemma 4.13, $v_\infty(1) \in L^1(\mathbb{R}^d)$. Set

$$
w_\varepsilon(t, x) = \varepsilon^{-d} v_\infty(1 + \varepsilon^{-2} t, \varepsilon^{-1} x).
$$

Then by (4.5), $\dot{w}_\varepsilon = \frac{1}{2} \Delta w_\varepsilon - \varepsilon^{\beta d - 2} w^{1+\beta}_\varepsilon$ with initial condition $w_\varepsilon(0, x) = \varepsilon^{-d} v_\infty(1, \varepsilon^{-1} x)$.

Applying Proposition 3.1 in [21] gives

$$
\lim_{\varepsilon \to 0} \varepsilon^{-d} v_\infty(1 + \varepsilon^{-2} t, \varepsilon^{-1} x) = c_{\beta,d} \cdot p(t, x),
$$

uniformly on compact subsets of $(0, \infty) \times \mathbb{R}^d$. Together with Lemma 4.13 this yields the uniform convergence on $(a, \infty) \times \mathbb{R}^d$ for any $a > 0$. Moreover, letting $t = t' - \varepsilon^2$, we get

$$
\lim_{\varepsilon \to 0} \varepsilon^{-d} v_\infty(\varepsilon^{-2} t', \varepsilon^{-1} x) = c_{\beta,d} \cdot p(t', x),
$$
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uniformly on \((a, \infty) \times \mathbb{R}^d\) for any \(a > 0\).

It remains to prove that \(c_{\beta,d} > 0\). Using (4.4) and the lower bound in Lemma 5.5(i), we obtain

\[
\varepsilon^{-d} v_\infty(\varepsilon^{-2} t, \varepsilon^{-1} x) = \varepsilon^{-d} (\beta t)^{-1/\beta} P_{\varepsilon^{-1} x} \{\eta_{\varepsilon^{-2} t} B_0^1 > 0\} \\
\geq \varepsilon^{-d} p\left(\frac{\beta \varepsilon^{-2} t}{1 + \beta}, \varepsilon^{-1} x\right) = p\left(\frac{\beta t}{1 + \beta}, x\right),
\]

and so \(c_{\beta,d} > 0\). \(\square\)

Now we can derive the asymptotic hitting rate for a \((2, \beta)\)-process.

**Theorem 4.15** Let the \((2, \beta)\)-process \(\xi\) in \(\mathbb{R}^d\) with \(\beta < 1\) and \(d > 2/\beta\) be locally finite under \(P_\mu\). Fix any \(t > 0\) and \(x \in \mathbb{R}^d\). Then as \(\varepsilon \to 0\),

\[
\varepsilon^{2/\beta - d} P_\mu \{\xi_t B^\varepsilon_x > 0\} \to c_{\beta,d}(\mu * p_t)(x).
\]

The convergence is uniform for bounded \(\|\mu\|\), bounded \(t^{-1}\), and \(x \in \mathbb{R}^d\). Similar results hold for the clusters \(\eta_t\) with \(p_t\) replaced by \((\beta t)^{1/\beta} p_t\).

**Proof:** We first prove that as \(\varepsilon \to 0\),

\[
\varepsilon^{2/\beta - d} (\beta t)^{-1/\beta} P_\mu \{\eta_t B^\varepsilon_x > 0\} \to c_{\beta,d}(\mu * p_t)(x),
\]

(4.6)

uniformly for bounded \(\|\mu\|\), bounded \(t^{-1}\), and \(x \in \mathbb{R}^d\).

Use \(\mu - x\) to denote the measure \(\mu\) shifted by \(-x\). If \(\mu\) is finite, then by the scaling of \(\eta\), (4.4), and Lemma 4.14, we can get the following chain of relations, which proves the uniform convergence of (4.6):

\[
\varepsilon^{2/\beta - d} (\beta t)^{-1/\beta} P_\mu \{\eta_t B^\varepsilon_x > 0\}
\]
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\[ \varepsilon^{2/\beta - d} (\beta t)^{-1/\beta} \int \mathbb{P}_y \{ \eta_h B_0^\varepsilon > 0 \} (\mu - x)(dy) = \varepsilon^{2/\beta - d} (\beta t)^{-1/\beta} \int \mathbb{P}_{y/\varepsilon} \{ \eta_{h/\varepsilon^2} B_0^1 > 0 \} (\mu - x)(dy) \]
\[ = \varepsilon^{-d} \int v_\infty (\varepsilon^{-2} t, \varepsilon^{-1} y)(\mu - x)(dy) \to c_{\beta, d}(\mu * p_t)(x). \]

Let \( \mu \) be an infinite \( \sigma \)-finite measure satisfying \( \mu p_t < \infty \) for all \( t \). From the proof of Lemma 4.5, we know that \( (\mu * p_{2t})(x) < \infty \) for any \( x \in \mathbb{R}^d \). Then by dominated convergence based on Lemma 5.5(i), we can still get (4.6).

Now we turn to \( \xi_t \). First note that by Lemma 5.4, as \( \varepsilon \to 0 \),

\[ \varepsilon^{2/\beta - d} P_\mu \{ \xi_x B_0^\varepsilon > 0 \} \to c \iff \varepsilon^{2/\beta - d} (\beta t)^{-1/\beta} P_\mu \{ \eta_t B_0^\varepsilon > 0 \} \to c, \tag{4.7} \]
\[ \varepsilon^{2/\beta - d} P_\mu \{ \xi^K_x B_0^{\varepsilon} > 0 \} \to c \iff \varepsilon^{2/\beta - d} a_t^{-1} P_\mu \{ \eta^K_t B_0^{\varepsilon} > 0 \} \to c. \tag{4.8} \]

It remains to prove the uniform convergence for \( \xi_t \). Since \( (\mu * p_t)(x) \leq t^{-d/2} ||\mu|| \), we know that by (4.6), \( (\beta t)^{-1/\beta} P_\mu \{ \eta_t B_0^\varepsilon > 0 \} \to 0 \), uniformly for bounded \( ||\mu|| \), bounded \( t^{-1} \), and \( x \in \mathbb{R}^d \). Then we may use Lemma 5.4 to get the uniform convergence for \( \xi_t \). \( \square \)

The following result, especially part (ii), will play a crucial role in Section 5. Here we approximate the hitting probabilities \( p^K_h \) by suitably normalized Dirac functions. This will be used in Lemma 4.17 to prove the Lebesgue approximation of \( \xi^K \).

**Lemma 4.16** Let \( p^K_h(x) = P_x \{ \eta^K_h B_0^\varepsilon > 0 \} \), where the \( \eta_h \) are clusters of a \( (2, \beta) \)-process \( \xi \) in \( \mathbb{R}^d \) with \( \beta < 1 \) and \( d > 2/\beta \). Recall that \( p^K_h(x) = P_x \{ \eta^K_h B_0^\varepsilon > 0 \} \), where the \( \eta^K_h \) are clusters of \( \xi^K \), the truncated \( K \)-process of \( \xi \). Fix any bounded, uniformly continuous function \( f \geq 0 \) on \( \mathbb{R}^d \).

(i) As \( 0 < \varepsilon^2 \ll h \to 0 \),

\[ \| \varepsilon^{2/\beta - d} (\beta h)^{-1/\beta} (p^K_h * f) - c_{\beta, d} f \| \to 0. \]
(ii) Fix any \( b \in (0, 1/2) \). Then as \( 0 < \varepsilon^2 \ll h \to 0 \) with \( \varepsilon^{2/\beta - d} h^{1 + bd} \to 0 \),

\[
\| \varepsilon^{2/\beta - d} a_h^{-1} (p_h^{K \varepsilon} \ast f) - c_{\beta,d} f \| \to 0.
\]

Both results hold uniformly over any class of uniformly bounded and equicontinuous functions \( f \geq 0 \) on \( \mathbb{R}^d \).

**Proof:** (i) We follow the proof of Lemma 5.2(i) in [25]. By scaling of \( \eta \) and (4.6),

\[
\varepsilon^{2/\beta - d} (\beta h)^{1/\beta} \lambda^d \overset{\varepsilon}{=}(\varepsilon/\sqrt{h})^{2/\beta - d}(\beta)^{-1/\beta} \lambda^d \overset{\varepsilon/\sqrt{h}}{\rightarrow} c_{\beta,d}.
\]  

(4.9)

Defining \( \hat{p}_h = \frac{p_h}{\lambda^d} \), we need to show that \( \| \hat{p}_h \ast f - f \| \to 0 \). Write \( w_f \) for the modulus of continuity of \( f \), that is, a function \( w_f = w(f, \cdot) \) defined by

\[
w_f(r) = \sup \{|f(s) - f(t)|; s, t \in \mathbb{R}^d, |s - t| \leq r\}, \quad r > 0.
\]

Clearly \( w_f(r) \to 0 \) as \( r \to 0 \) since \( f \) is uniformly continuous. Now we get

\[
\| \hat{p}_h \ast f - f \| = \sup_x \left| \int \hat{p}_h(u) \ (f(x-u) - f(x)) \ du \right|
\]

\[
\leq \int \hat{p}_h(u) w_f(|u|) \ du
\]

\[
\leq w_f(r) + 2 \|f\| \int_{|u| > r} \hat{p}_h(u) \ du.
\]

It remains to show that \( \int_{|u| > r} \hat{p}_h(u) \ du \to 0 \) for any fixed \( r > 0 \). Then notice that for any fixed \( r > 0 \) by Lemma 5.5(i),

\[
\varepsilon^{2/\beta - d} (\beta h)^{-1/\beta} \int_{|u| > r} \hat{p}_h(u) \ du \leq \int_{|u| > r} p_{2h}(u) \ du \to 0.
\]
(ii) For $p^K_\epsilon$, Lemma 5.5(ii) yields for any fixed $r > 0$,

$$
\varepsilon^{2/\beta - d} a_h^{-1} \int_{|u| > r} p^K_\epsilon(u) \, du \lesssim \int_{|u| > r} p_2(u) \, du \to 0.
$$

Following the steps of the previous proof, it is enough to show that

$$
\varepsilon^{2/\beta - d} a_h^{-1} \lambda^d p^K_\epsilon \to c_{\beta,d}.
$$

(4.10)

Since $\int_{|u| > h} p_2(u) \, du \to 0$, Lemma 5.5 yields

$$
\varepsilon^{2/\beta - d}(\beta h)^{-1/\beta} 1\{(B^h_0)^c\} \lambda^d p^K_\epsilon \to 0,
$$

$$
\varepsilon^{2/\beta - d} a_h^{-1} 1\{(B^h_0)^c\} \lambda^d p^K_\epsilon \to 0.
$$

By (5.12), to prove (4.10) it suffices to show that

$$
\varepsilon^{2/\beta - d}(\beta h)^{-1/\beta} 1\{B^h_0\} \lambda^d p^K_\epsilon - \varepsilon^{2/\beta - d} a_h^{-1} 1\{B^h_0\} \lambda^d p^K_\epsilon \to 0,
$$

or equivalently (by (4.7) and (4.8)),

$$
\varepsilon^{2/\beta - d} \left( P_{1{(B^h_0)^c}} \lambda^d \{\xi_h B^e_0 > 0\} - P_{1{(B^h_0)}} \lambda^d \{\xi^K_h B^e_0 > 0\} \right) \to 0.
$$

By Theorem 25.22 of [24] and (4.1),

$$
\varepsilon^{2/\beta - d} \left( P_{1{(B^h_0)^c}} \lambda^d \{\xi_h B^e_0 > 0\} - P_{1{(B^h_0)}} \lambda^d \{\xi^K_h B^e_0 > 0\} \right) \leq \varepsilon^{2/\beta - d} E_{1{(B^h_0)^c}} N_\xi([0,h],(K,\infty),R^d)
$$

$$
= \varepsilon^{2/\beta - d} E_{1{(B^h_0)}} \hat{N}_\xi([0,h],(K,\infty),R^d)
$$

$$
= \varepsilon^{2/\beta - d} E \int_0^h \|\xi_s\| \, ds \leq \varepsilon^{2/\beta - d} h^{1+bd} \to 0. \quad \Box
$$
4.5 Lebesgue approximations

To prove the Lebesgue approximation for a \((2, \beta)\)-process \(\xi\) in \(\mathbb{R}^d\) with \(\beta < 1\) and \(d > 2/\beta\), we begin with the Lebesgue approximation for \(\xi^K\), the truncated \(K\)-process of \(\xi\). Since \(\xi\) and \(\xi^K\) agree asymptotically as \(K \to \infty\), we have thus proved the Lebesgue approximation for \(\xi\). Write \(\tilde{c}_{\beta,d} = 1/c_{\beta,d}\) for convenience, where \(c_{\beta,d}\) is such as in Lemma 4.14. Recall that \(\xi^K_t = (\xi^K_t)^\varepsilon\), the \(\varepsilon\)-neighborhood measure of \(\xi^K_t\).

**Lemma 4.17** Let \(\xi^K\) be the truncated \(K\)-process of a \((2, \beta)\)-process \(\xi\) in \(\mathbb{R}^d\) with \(\beta < 1\) and \(d > 2/\beta\). Fix any \(\mu \in \hat{\mathcal{M}}_d\) and \(t > 0\). Then under \(P_\mu\), we have as \(\varepsilon \to 0\):

\[
\tilde{c}_{\beta,d}\varepsilon^{2/\beta - d} s_t^\varepsilon \xrightarrow{\text{w}} \xi^K_t \quad \text{a.s.}
\]

*Proof:* We follow the proof of Theorem 7.1 in [25]. Fix any \(f \in C^K_d\). Write \(\eta^K_i\) for the subclusters of \(\xi^K_t\) of age \(h\). Since the ancestors of \(\xi^K_t\) at time \(s = t - h\) form a Cox process directed by \(\xi^K_s/a_h\), Lemma 5.7(i) yields

\[
E_\mu \left[ \sum_i \eta^K_i \varepsilon f \bigg| \xi^K_s \right] = a_h^{-1} s_s^K (p^K_s * f),
\]

and so by Lemma 5.7(ii)

\[
E_\mu \left[ \sum_i \eta^K_i \varepsilon f - a_h^{-1} s_s^K (p^K_s * f) \right]^2 = E_\mu \text{Var} \left[ \sum_i \eta^K_i \varepsilon f \bigg| \xi^K_s \right] \leq a_h \varepsilon^{d-2/\beta} h^{d/2} \|f\|^2 E_\mu \|\xi^K_s / a_h\| \leq \varepsilon^{d-2/\beta} h^{d/2} \|f\|^2 \|\mu\|,
\]

where the last inequality follows from \(E_\mu \|\xi^K_s\| \leq \|\mu\|\). Combining with Lemma 5.8 gives

\[
E_\mu \left[ \xi^K_t \varepsilon f - a_h^{-1} s_s^K (p^K_s * f) \right] \leq E_\mu \left[ \xi^K_t \varepsilon f - \sum_i \eta^K_i \varepsilon f \right] + E_\mu \left[ \sum_i \eta^K_i \varepsilon f - a_h^{-1} s_s^K (p^K_s * f) \right]
\]
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\[ \varepsilon^2 \|f\| + \varepsilon^{1/2} \|h^d\| \]

\[ = \varepsilon^{d-2/\beta} (\varepsilon^{d-2/\beta} h^{1-d/2} + \varepsilon^{-1/2} h^{d/4}) \|f\|. \]

Let \( c \) satisfy

\[ (d - 2/\beta) + (-d/2 + 1)c = 0. \] (4.11)

Clearly \( c \in (0, 2) \). Taking \( \varepsilon = r^n \) for a fixed \( r \in (0, 1) \) and \( h = \varepsilon c = r^{1-n} \), and writing

\[ s_n = t - h = t - r^{1-n}, \]

we obtain

\[ E_{\mu} \sum_n r^{n(2/\beta - d)} \left| \xi_t^{Kr^n} f - a_{r^{1-n}} \xi_s (p_{r^{1-n}} f) \right| \leq \sum_n (r^{(d-2/\beta) + (-d/2 + 1)c} n + r^{-1/2 (d-2/\beta) + (d/4)c} n) \|f\| < \infty, \]

since \( (d - 2/\beta) + (-d/2 + 1)c > 0 \) and \(-1/2 (d - 2/\beta) + (d/4)c > 0 \) by (4.11). This implies

\[ r^{n(2/\beta - d)} \left| \xi_t^{Kr^n} f - a_{r^{1-n}} \xi_s (p_{r^{1-n}} f) \right| \to 0 \text{ a.s. } P_{\mu}. \] (4.12)

Now we write

\[ \left| \varepsilon^{2/\beta - d} \xi_t^{K \varepsilon} f - c_{\beta,d} \xi_t^K f \right| \]

\[ \leq \varepsilon^{2/\beta - d} \left| \xi_t^{K \varepsilon} f - a_h^{-1} \xi_s^{K} (p_{h \varepsilon} f) \right| + c_{\beta,d} \left| \xi_s^{K} f - \xi_t^K f \right| \]

\[ + \left\| \xi_s^{K} \right\| \left\| \varepsilon^{2/\beta - d} a_h^{-1} (p_{h \varepsilon} f) - c_{\beta,d} f \right\|. \]

For the last term, we first fix \( b = 1/2 - 1/d \), then apply Lemma 4.16. Noting that by (4.11)

\[ (2/\beta - d) + (1 + bd)c = (2/\beta - d) + (d/2)c > 0, \]

we get by Lemma 4.16

\[ \left\| \varepsilon^{2/\beta - d} a_h^{-1} (p_{h \varepsilon} f) - c_{\beta,d} f \right\| \to 0 \]
along the sequence \((r^n)\). Using (5.13) and the a.s. weak continuity of \(\xi^K\) at the fixed time \(t\), we see that the right-hand side tends a.s. to 0 as \(n \to \infty\), which implies \(\varepsilon^{2/\beta-d} \xi^K_t f \to c_{\beta,d} \xi^K_t f\) a.s. as \(\varepsilon \to 0\) along the sequence \((r^n)\) for any fixed \(r \in (0, 1)\). Since this holds simultaneously, outside a fixed null set, for all rational \(r \in (0, 1)\), the a.s. convergence extends by Lemma 2.3 in [25] to the entire interval \((0, 1)\).

Applying this result to a countable, convergence-determining class of functions \(f\) (cf. Lemma 3.2.1 in [5]), we obtain the required a.s. vague convergence. Since \(\mu\) is finite, the \((2, \beta)\)-process \(\xi_t\) has a.s. compact support (cf. Theorem 9.3.2.2 of [5] and the proof of Theorem 1.2 in [6]). By Lemma 4.2, \(\xi^K_t\) also has a.s. compact support, and so the a.s. convergence remains valid in the weak sense.

Now we may prove our main result, the Lebesgue approximation of \((2, \beta)\)-processes.

Again, we write \(\tilde{c}_{\beta,d} = 1/c_{\beta,d}\) for convenience, where \(c_{\beta,d}\) is such as in Lemma 4.14. Also recall that \(\xi^\varepsilon_t = (\xi_t)^\varepsilon\) denotes the \(\varepsilon\)-neighborhood measure of \(\xi_t\). For random measures \(\xi_n\) and \(\xi\) on \(\mathbb{R}^d\), \(\xi_n \overset{v}{\to} \xi\) (or \(\overset{w}{\to}\)) in \(L^1\) means that \(\xi_n f \to \xi f\) in \(L^1\) for all \(f\) in \(C^d_K\) (or \(C^d_b\)).

**Theorem 4.18** Let the \((2, \beta)\)-process \(\xi\) in \(\mathbb{R}^d\) with \(\beta < 1\) and \(d > 2/\beta\) be locally finite under \(P_\mu\), and fix any \(t > 0\). Then under \(P_\mu\), we have as \(\varepsilon \to 0\):

\[
\tilde{c}_{\beta,d} \varepsilon^{2/\beta-d} \xi^K_t \overset{w}{\to} \xi_t \text{ a.s. and in } L^1.
\]

This remains true in the weak sense when \(\mu\) is finite. The weak version holds even for the clusters \(\eta_t\) when \(\|\mu\| = 1\).

**Proof:** For a finite initial measure \(\mu\), by Lemma 4.17 and Lemma 4.1 we get as \(\varepsilon \to 0\)

\[
\tilde{c}_{\beta,d} \varepsilon^{2/\beta-d} \xi^K_t \overset{w}{\to} \xi_t \text{ a.s.}
\]
For a general $\sigma$-finite measure $\mu$ on $\mathbb{R}^d$ with $\mu p_t < \infty$ for all $t > 0$, write $\mu = \mu' + \mu''$ for a finite $\mu'$, and let $\xi = \xi' + \xi''$ be the corresponding decomposition of $\xi$ into independent components with initial measures $\mu'$ and $\mu''$. Fixing an $r > 1$ with $\text{supp } f \subset B_r^{-1}$ and using the result for finite $\mu$, we get a.s. on $\{\xi''_t B_0^r = 0\}$

$$
\varepsilon^{2/\beta - d} \xi_t f = \varepsilon^{2/\beta - d} \xi'^e_t f \rightarrow c_{\beta,d} \xi'_t f = c_{\beta,d} \xi_t f.
$$

As $\mu' \uparrow \mu$, we get by Lemma 4.9

$$
P_{\mu'} \{\xi''_t B_0^r = 0\} = P_{\mu''} \{\xi_t B_0^r = 0\} \rightarrow 1,
$$

and the a.s. convergence extends to $\mu$. As in the proof of Lemma 4.17, we can obtain the required a.s. vague convergence.

To prove the convergence in $L^1$, we note that for any $f \in C^d_K$

$$
\varepsilon^{2/\beta - d} E_{\mu} \xi_t f = \varepsilon^{2/\beta - d} \int P_{\mu} \{\xi_t B_x^\varepsilon > 0\} f(x) \, dx
\rightarrow \int c_{\beta,d} (\mu \ast p_t)(x) f(x) \, dx = c_{\beta,d} E_{\mu} \xi_t f,
$$

by Theorem 4.15. Combining this with the a.s. convergence under $P_{\mu}$ and using Proposition 4.12 in [24], we obtain $E_{\mu} |\varepsilon^{2/\beta - d} \xi_t f - c_{\beta,d} \xi_t f| \rightarrow 0$. For finite $\mu$, (4.13) extends to any $f \in C^d_b$ by dominated convergence based on Lemmas 5.4 and 5.5(i), together with the fact that $\lambda^d(\mu \ast p_t) = ||\mu|| < \infty$ by Fubini’s theorem.

To extend the Lebesgue approximation to the individual clusters $\eta_t$, let $\zeta_0$ denote the process of ancestors of $\xi_t$ at time 0, and note that

$$
P_x \{\eta_t \in \cdot\} = P_{\delta_x} [\xi_t \in \cdot | ||\zeta_0|| = 1],
$$

as $\mu' \uparrow \mu$, we get by Lemma 4.9
where $P_{δ}\{\|ζ_0\| = 1\} = (βt)^{-1/β}e^{-(βt)^{-1/β}} > 0$. The a.s. convergence then follows from the corresponding statement for $ξ_t$. Since

$$P_μ\{η_t ∈ \cdot\} = \int μ(dx)P_x\{η_t ∈ \cdot\},$$

the a.s. convergence under any $P_μ$ with $\|μ\| = 1$ also follows. To obtain the weak $L^1$-convergence in this case, we note that for $f ∈ C^d_b$,

$$\varepsilon^{2/β - d}E_μη_t^ε f = \varepsilon^{2/β - d}\int P_μ\{η_t B_ε^x > 0\} f(x) dx \rightarrow c_{β,d}(βt)^{1/β}\int (μ * p_t)(x) f(x) dx = c_{β,d}E_μη_t f,$$

by dominated convergence based on Lemma 5.5(i) and Theorem 4.15. □

As in Corollary 7.2 of [25], for the intensity measures in Theorem 4.18, we have even convergence in total variation.

**Corollary 4.19** Let $ξ$ be a $(2, β)$-process in $R^d$ with $β < 1$ and $d > 2/β$. Then for any finite $μ$ and $t > 0$, we have as $ε → 0$:

$$\|ε^{2/β - d}E_μξ_t^ε - c_{β,d}E_μξ_t\| → 0.$$  

This remains true for the clusters $η_t$, and it also holds locally for $ξ_t$ whenever $ξ$ is locally finite under $P_μ$.

Finally let us give a detailed explanation of the deterministic distribution property of $(2, β)$-processes. Here the deterministic distribution property has two aspects. Define deterministic functions $Φ_ε, Φ$ similar to those defined on page 309 of [41], Theorem 4.18 shows that a.s.

$$Φ(\text{supp} ξ_t) = ξ_t,$$
so a.s. $\xi_t$ is a deterministic function of its support supp $\xi_t$. This is the first aspect of the deterministic distribution property. Now the second aspect. Since $\lambda^d(\partial B^r_x) = 0$, we get $\xi_t(\partial B^r_x) = 0$ a.s. by noting $E_\mu \xi_t = (\mu * p_t) \cdot \lambda^d$. With the help of Portmanteau Theorem for finite measures, Theorem 4.18 shows that a.s. for all open balls $B$ with rational centers and rational radius,

$$\lim_{\varepsilon \to 0} \Phi_\varepsilon(\text{supp } \xi_t)(B) = \xi_t(B),$$

so the construction of $\xi_t(\omega)$ from its support supp $\xi_t(\omega)$ is the same everywhere for any fixed $\omega$ outside a null set.
Chapter 5
Lebesgue Approximation of Superprocesses with a Regularly Varying Branching Mechanism

5.1 Introduction

Superprocesses are certain measure-valued Markov processes $\xi = (\xi_t)$, whose distributions can be characterized by two components: the branching mechanism specified by a function $\Phi(v)$, and the spatial motion usually given by a Markov process $X$. If $X$ is a Feller process in $\mathbb{R}^d$ with generator $L$, then the Laplace functional $E_\mu \exp(-\xi_t f)$ satisfies $E_\mu[\exp(-\xi_t f) | \xi_s] = \exp(-\xi_s v_t - s)$ where $v_t(x)$ is the unique nonnegative solution of the so-called evolution equation $\dot{v} = Lv - \Phi(v)$ with initial condition $v_0 = f$. We call this superprocess an $(L, \Phi)$-superprocess (or $(L, \Phi)$-process for short). For $\alpha \in (0, 2]$ and $\beta \in (0, 1]$, if $X$ is a rotation invariant $\alpha$-stable Lévy process in $\mathbb{R}^d$ with generator $\frac{1}{2} \Delta_\alpha$ and $\Phi(v) = v^{1+\beta}$, we get a superprocess corresponding to the PDE $\dot{v} = \frac{1}{2} \Delta_\alpha v - v^{1+\beta}$. We call it an $(\alpha, \beta)$-superprocess ($(\alpha, \beta)$-process for short), which is just a $(\frac{1}{2} \Delta_\alpha, v^{1+\beta})$-superprocess in our previous notation. General surveys of superprocesses include the excellent monographs and lecture notes [5, 15, 17, 32, 35, 42].

For any measure $\mu$ on $\mathbb{R}^d$ and constant $\varepsilon > 0$, write $\mu^\varepsilon$ for the restriction of Lebesgue measure $\lambda^d$ to the $\varepsilon$-neighborhood of $\text{supp} \mu$. For a $(2, 1)$-process $\xi$ in $\mathbb{R}^d$, Tribe [48] showed that $\varepsilon^{2-d} \xi_t^\varepsilon \xrightarrow{w} c_\beta \xi_t$ a.s. as $\varepsilon \to 0$ for fixed time $t > 0$ when $d \geq 3$, where $\xrightarrow{w}$ denotes weak convergence. Perkins [41] improved Tribe’s result by showing that the Lebesgue approximation actually holds for all time $t > 0$ simultaneously. Kallenberg [25] proved the Lebesgue approximation of 2-dimensional $(2, 1)$-processes. In [22], we showed that, for any $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with $\beta < 1$ and $d > 2/\beta$, $\varepsilon^{2/\beta-d} \xi_t^\varepsilon \xrightarrow{w} c_{\beta,d} \xi_t$ a.s. as $\varepsilon \to 0$ for fixed time $t > 0$. In particular, the Lebesgue approximation result implies that the superprocess $\xi_t$ distributes its mass over $\text{supp} \xi_t$ in a deterministic manner. See the end of [22] for a detailed
explanation of this deterministic distribution property. However, for any \((\alpha, \beta)\)-process \(\xi\) with \(\alpha < 2\), \(\text{supp}\xi_t = \mathbb{R}^d\) or \(\emptyset\) a.s. (cf. \([18, 40]\)), and so the corresponding property fails. From all these Lebesgue approximation results, we raise the natural conjecture: Lebesgue approximation holds for superprocesses with Brownian spatial motion and any “reasonable” branching mechanism.

As a first step to prove this general conjecture, in this chapter we study the Lebesgue approximation of superprocesses with Brownian spatial motion and a regularly varying branching mechanism. For a precise description of the branching mechanism we consider in this chapter, refer to the beginning of Section 3. The stable branching mechanism \(\Phi(v) = v^{1+\beta}\) with \(\beta \in (0, 1]\) is a special case of the regularly varying branching mechanism we consider here. Our main result in this chapter is Theorem 5.5, where we prove that the Lebesgue approximation still holds for these more general superprocesses. Specifically, \(\tilde{m}(\varepsilon)\xi^\varepsilon_t \xrightarrow{u} \xi_t\) a.s. as \(\varepsilon \to 0\) for fixed time \(t > 0\), where \(m(\varepsilon)\) is a suitable normalizing function. In particular, if the branching mechanism is the stable one, we may recover all previous Lebesgue approximation results for fixed time \(t > 0\).

Although the previous conjecture may seems very natural, technically we have limited tools to support some rigorous arguments needed. One such boundary is imposed by the availability of the very important cluster representation of superprocesses. Luckily the superprocesses we consider here do have the cluster representation. Another boundary is imposed by the availability of the lower and upper bounds of the hitting probabilities \(P_{\mu}\{\xi_t B^\varepsilon_x > 0\}\), which is fundamental for the Lebesgue approximation. The restriction on the branching mechanism we consider actually follows from Theorem 2.3 in [9], which is exactly the lower and upper bounds of the hitting probabilities.

Armed with the hitting estimates, then we are able to overcome the main difficulty in this chapter, that is, to obtain an asymptotic result of the hitting probabilities \(P_{\mu}\{\xi_t B^\varepsilon_x > 0\}\), which is Theorem 5.11. Note that for a \((2, \beta)\)-process, such a result is obtained by using the strong scaling property. Since the regularly varying branching mechanism we consider here
has much weaker scaling property, we then have to rely on only the cluster representation and
the hitting estimations. Also the form of the asymptotic result of the hitting probabilities is
not clear in our general setting. By adapting an idea in Section 5 of [25], we can get the correct
form of our asymptotic result, which determines the form of the Lebesgue approximation.

This chapter is organized as follows. In Section 2 we review the truncation of super-
processes in a more general setting. In Section 3, we develop some lemmas about hitting
bounds and neighborhood measures of the more general superprocesses. In Section 4, we
derive some asymptotic results of these hitting probabilities. Finally in Section 5 we state
and prove the Lebesgue approximation of superprocesses with a regularly varying branching
mechanism and their truncated processes. This general result contains all previous Lebesgue
approximation of superprocesses as special cases.

5.2 Truncation of superprocesses

In this section we discuss the truncation of superprocesses with a general branching
mechanism, due to their independent interests.

We consider a general branching mechanism function \( \Phi \) defined on \( \mathbb{R}_+ \) as

\[
\Phi(v) = av + bv^2 + \int_{(0,\infty)} (e^{-rv} - 1 + rv) \pi(dr),
\]

where \( b \geq 0 \) and \( \pi \) is a measure on \( (0, \infty) \) such that \( \int_0^\infty (r \wedge r^2) \pi(dr) < \infty \).

It is well known that the \( (L, 1) \)-process has weakly continuous sample paths. By contrast,
when \( \pi \neq 0 \), the corresponding superprocess \( \xi \) has only weakly rcll sample paths with jumps
of the form \( \Delta \xi_t = r \delta_x \), for some \( t > 0, r > 0 \), and \( x \in \mathbb{R}^d \). Let

\[
N_\xi(dt, dr, dx) = \sum_{(t,r,x) : \Delta \xi_t = r \delta_x} \delta_{(t,r,x)}.
\]
Clearly the point process $N_\xi$ on $\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^d$ records all information about the jumps of $\xi$. By the proof of Theorem 6.1.3 in [5], we know that $N_\xi$ has compensator measure

$$\hat{N}_\xi(dt, dr, dx) = (dt)\pi(dr)\xi_t(dx).$$

(5.1)

Due to all the “big” jumps, $\xi_t$ has infinite variance. Some methods for $(L, 1)$-processes, which rely on the finite variance of the processes, are not directly applicable to superprocesses with a branching mechanism having $\pi \neq 0$.

$$M_t(f) = M_t^c(f) + M_t^d(f) = \xi_t f - \xi_0 f - \int_0^t \xi_s(Lf)ds,$$

$$\xi_t f = \xi_0 f + \int_0^t \xi_s(Lf)ds + M_t^c(f) + M_t^d(f)$$

where $M_t^c(f)$ is a continuous martingale with quadratic variation process

$$[M^c(f)]_t = \int_0^t \xi_s(bf^2)ds,$$

(5.2)

and $M_t^d(f)$ is a purely discontinuous martingale, which can be written as follows

$$M_t^d(f) = \int_0^t \int_{(K, \infty)} \int_{\mathbb{R}^d} rf(x)\hat{N}_\xi(dt, dr, dx)$$

$$= \int_0^t \int_{(0, K]} \int_{\mathbb{R}^d} rf(x)\hat{N}_\xi(dt, dr, dx) + \int_0^t \int_{(K, \infty)} \int_{\mathbb{R}^d} rf(x)\hat{N}_\xi(dt, dr, dx)$$

$$= \int_0^t \int_{(0, K]} \int_{\mathbb{R}^d} rf(x)\hat{N}_\xi(dt, dr, dx)$$

$$+ \int_0^t \int_{(K, \infty)} \int_{\mathbb{R}^d} rf(x)\hat{N}_\xi(dt, dr, dx) - \pi(K, \infty) \int_0^t \xi_s ds$$

$$E_\mu[\exp(-\xi^K_s f)|\xi^K_s] = \exp(-\xi^K_s v_{t-s})$$

(5.3)
\[ \dot{v} = Lv - \Phi^K(v) , \]

where \( \Phi^K = (a - \pi(K, \infty))v + bv^2 + \int_{(0,K)} (e^{-rv} - 1 + rv) \pi(dr) \)

\[
\xi^K_t f = \xi^K_0 f + \int_0^t \xi^K_s (Lf) ds + M^K_t(f) + M^K_t(f) - \pi[K, \infty) \int_0^t \xi^K_s f ds
\]

where \( M^K_t(f) \) is a continuous martingale with quadratic variation process

\[
[M^K_t(f)]_t = \int_0^t \xi^K_s (bf^2) ds,
\]

and \( M^K_t(f) \) is a purely discontinuous martingale, which can be written as follows

\[
M^K_t(f) = \int_0^t \int_{(0,\infty)} \int_{\mathbb{R}^d} rf(x) \tilde{N}_{\xi^K}(dt, dr, dx)
\]

\[
= \int_0^t \int_{(0,K)} \int_{\mathbb{R}^d} rf(x) \tilde{N}_{\xi^K}(dt, dr, dx)
\]

\[
\tilde{N}_{\xi^K}(dt, dr, dx) = \sum_{(t,r,x) : \Delta \xi^K_t = r \delta_x} \delta_{(t,r,x)}.
\]

\[
\tilde{N}_{\xi^K}(dt, dr, dx) = (dt) 1_{(0,K)}(r) \pi(dr) \xi^K_t(dx).
\]

In [38], Mytnik and Villa introduced a truncation method for \((\alpha, \beta)\)-processes with \(\beta < 1\), which can be used to study \((\alpha, \beta)\)-processes with \(\beta < 1\), especially to extend results of \((\alpha, 1)\)-processes to \((\alpha, \beta)\)-processes with \(\beta < 1\). Specifically, for the \((\alpha, \beta)\)-process \(\xi\) with \(\beta < 1\), we define the stopping time \(\tau_K = \inf\{t > 0 : \|\Delta \xi_t\| > K\}\) for any constant \(K > 0\). Clearly \(\tau_K\) is the time when \(\xi\) has the first jump greater than \(K\). For any finite initial measure \(\mu\), they proved that one can define \(\xi\) and a weakly rcll, measure-valued Markov process \(\xi^K\) on a common probability space such that \(\xi_t = \xi^K_t\) for \(t < \tau_K\). Intuitively, \(\xi^K\) equals \(\xi\) minus all masses produced by jumps greater than \(K\) along with the future evolution.
of those masses. In this paper, we call $\xi^K$ the truncated $K$-process of $\xi$. Since all "big" jumps are omitted, $\xi^K_t$ has finite variance. They also proved that $\xi^K_t$ and $\xi_t$ agree asymptotically as $K \to \infty$. We give a different proof of this result, since similar ideas will also be used at several crucial stages later. We write $P_\mu\{\xi \in \cdot\}$ for the distribution of $\xi$ with initial measure $\mu$.

Using the same proof of Lemma 1 in [38], we can construct $\xi$ and $\xi^K$ on a common probability space such that $\xi_t(\omega) = \xi^K_t(\omega)$ for $t < \tau_K(\omega)$. This confirms our intuition that $\xi^K$ equals $\xi$ minus all masses produced by jumps greater than $K$ along with the future evolution of those masses.

Lemma 5.1 We can define $\xi$ and $\xi^K$ on a common probability space such that:

(i) $\xi$ is an $(\alpha, \beta)$-process with $\beta < 1$ and a finite initial measure $\mu$, and $\xi^K$ is its truncated $K$-process,

(ii) $\xi_t(\omega) = \xi^K_t(\omega)$ for $t < \tau_K(\omega)$.

Now we can prove that $\xi^K_t$ and $\xi_t$ agree asymptotically as $K \to \infty$. We choose to give a complete proof of this result, since similar ideas will also be used at several crucial stages later. We write $P_\mu\{\xi \in \cdot\}$ for the distribution of $\xi$ with initial measure $\mu$.

Lemma 5.2 Fix any finite $\mu$ and $t > 0$. Then $P_\mu\{\tau_K > t\} \to 1$ as $K \to \infty$.

Proof: If $\tau_K \leq t$, then $\xi$ has at least one jump greater than $K$ before time $t$. Noting that $N_\xi([0, t], (K, \infty), \mathbb{R}^d)$ is the number of jumps greater than $K$ before time $t$, we get by Theorem 25.22 of [24] and (4.1),

\[
P_\mu\{\tau_K \leq t\} \leq E_\mu N_\xi([0, t], (K, \infty), \mathbb{R}^d) = E_\mu \hat{N}_\xi([0, t], (K, \infty), \mathbb{R}^d) \leq \pi[K, \infty) E_\mu \int_0^t \|\xi_s\| ds = t \|\mu\| \pi[K, \infty) \to 0
\]
as $K \to \infty$, where the last equation holds by $E_\mu \|\xi_s\| = \|\mu\|$. □

Using the same proof of Lemma 2.2 in [22], we can prove that $\xi^K_t(\omega) \leq \xi_t(\omega)$ for any $t$ and $\omega$. So indeed, $\xi^K$ is a “truncation” of $\xi$.

Lemma 5.3  We can define $\xi$ and $\xi^K$ on a common probability space such that:

(i) $\xi$ is an $(\alpha, \beta)$-process with $\beta < 1$ and a finite initial measure $\mu$, and $\xi^K$ is its truncated $K$-process,

(ii) $\xi_t(\omega) \geq \xi^K_t(\omega)$ for any $t$ and $\omega$,

(iii) $\xi_t(\omega) = \xi^K_t(\omega)$ for $t < \tau^K(\omega)$.

5.3 Hitting bounds

First we specify the regularly varying branching mechanism we consider for the Lebesgue approximation. We consider the increasing function $\Phi$ defined on $\mathbb{R}_+$ by

$$\Phi(v) = bv^2 + \int_{(0,\infty)} \frac{2rv^2}{1 + 2rv} \pi'(dr),$$

where $b \geq 0$ and $\pi'$ is a measure on $(0, \infty)$ such that $\int_{(0,\infty)} (1 \wedge r) \pi'(dr) < \infty$. To avoid trivial cases, we assume either $b > 0$ or $\pi'((0, \infty)) = \infty$. The function $\Phi$ can be expressed in the usual form for branching mechanism functions,

$$\Phi(v) = bv^2 + \int_{(0,\infty)} (e^{-rv} - 1 + rv) \pi(dr),$$

where $\pi(dr) = [\int_{(0,\infty)} e^{-r/(2u)}/(4u^2) \pi'(du)]dr$ satisfies $\int_{(0,\infty)} (r \wedge r^2) \pi(dr) < \infty$. Notice that if we take $b = 0$ and $\pi'(dr) = c' r^{-(1+\beta)} dr$ then we get the stable case $\Phi(v) = cv^{1+\beta}$.

We consider the following two assumptions:
(A1) The function $\Phi$ is regularly varying at $\infty$ with index $1 + \beta$ where $\beta \in (0, 1]$; that is to say,

$$\lim_{u \to \infty} \frac{\Phi(r u)}{\Phi(u)} = r^{1 + \beta} \text{ for every } r > 0$$

(A2) $\lim \sup_{r \to 0^+} r^{-(1+\beta)} \Phi(r) < \infty$.

The stable case $\Phi(v) = v^{1+\beta}$ satisfies all these assumptions.

The Lebesgue approximation depends crucially on estimates of the hitting probability $P_\mu \{ \xi_t B_0^\varepsilon > 0 \}$. In this section, we first estimate $P_\mu \{ \xi_t B_0^\varepsilon > 0 \}$ and $P_\mu \{ \xi^K_t B_0^\varepsilon > 0 \}$. Then we use these estimates to study multiple hitting and neighborhood measures of the clusters $\eta^K_t$ associated with the truncated $K$-process $\xi^K$. We begin with a well-known relationship between the hitting probabilities of superprocesses and their clusters, which can be proved as in Lemma 4.1 of [25].

**Lemma 5.4** Let the $(\alpha, \beta)$-process $\xi$ in $\mathbb{R}^d$ with associated clusters $\eta_t$ be locally finite under $P_\mu$, let $\xi^K$ be its truncated $K$-process with associated clusters $\eta^K_t$, and fix any $B \in \mathcal{B}^d$. Then

$$P_\mu \{ \eta_t B > 0 \} = -a_t \log (1 - P_\mu \{ \xi_t B > 0 \})$$

$$P_\mu \{ \xi_t B > 0 \} = 1 - \exp \left( -a_t^{-1} P_\mu \{ \eta_t B > 0 \} \right)$$

$$P_\mu \{ \eta^K_t B > 0 \} = -a^K_t \log (1 - P_\mu \{ \xi^K_t B > 0 \})$$

$$P_\mu \{ \xi^K_t B > 0 \} = 1 - \exp \left( -(a^K_t)^{-1} P_\mu \{ \eta^K_t B > 0 \} \right).$$

In particular, $P_\mu \{ \xi_t B > 0 \} \sim a_t^{-1} P_\mu \{ \eta_t B > 0 \}$ and $P_\mu \{ \xi^K_t B > 0 \} \sim (a^K_t)^{-1} P_\mu \{ \eta^K_t B > 0 \}$ as either side tends to 0.

Upper and lower bounds of $P_\mu \{ \xi_t B_0^\varepsilon > 0 \}$ have been obtained by Delmas [9], using the Brownian snake. However, in this paper we need the following improved upper bound.

**Lemma 5.5** Let $\eta_t$ be the clusters of a $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with $\beta < 1$ and $d > 2/\beta$, let $\eta^K_t$ be the clusters of $\xi^K$, the truncated $K$-process of $\xi$, and consider a $\sigma$-finite measure $\mu$ on $\mathbb{R}^d$. Then for $0 < \varepsilon \leq \sqrt{t}$,
(i)  \( l_2(\varepsilon) \mu p \leq \varepsilon^{2/\beta} - d a_t^{-1} P_{\mu} \{ \eta_t B_0^\varepsilon > 0 \} \leq l_1(\varepsilon) \mu p_{2t} \), where \( t^t = \beta t/(1 + \beta) \),

(ii)  \( \varepsilon^{2/\beta - d} (a_t^K)^{-1} P_{\mu} \{ \eta_t^K B_0^\varepsilon > 0 \} \leq l_1(\varepsilon) \mu p_{2t} \).

**Proof:** (i) Follow the proof of Lemma 6.3(i) in [25], then use Lemma 5.5(ii).

(ii) This is obvious from (i), Lemma 4.3, and Lemma 5.4. \( \Box \)

As in [25] we need to estimate the probability that a ball in \( R^d \) is hit by more than one subcluster of the truncated \( K \)-process \( \xi^K \). This is where the truncation of \( \xi \) is needed.

**Lemma 5.6** Fix any \( K > 0 \). Let \( \xi^K \) be the truncated \( K \)-process of a \((2, \beta)\)-process \( \xi \) in \( R^d \) with \( \beta < 1 \) and \( d > 2/\beta \). For any \( t \geq h > 0 \) and \( \varepsilon > 0 \), let \( \kappa_h^K \varepsilon \) be the number of \( h \)-clusters of \( \xi_t^K \) hitting \( B_0^\varepsilon \) at time \( t \). Then for \( \varepsilon^2 \leq h \leq t \),

\[
E_{\mu} \kappa_h^K \varepsilon (\kappa_h^K \varepsilon - 1) \leq l_1^2(\varepsilon) \varepsilon^{2(d-2/\beta)} \left( h^{1-d/2} \mu p_t + (\mu p_{2t})^2 \right).
\]

**Proof:** Follow Lemma 4.4 in [25], then use Lemma 3 of [38] and Lemma 5.5(ii). \( \Box \)

Now we consider the neighborhood measures of the clusters \( \eta_h^K \) associated with the truncated \( K \)-process \( \xi^K \). For any measure \( \mu \) on \( R^d \) and constant \( \varepsilon > 0 \), we define the associated *neighborhood measure* \( \mu^\varepsilon \) as the restriction of Lebesgue measure \( \lambda^d \) to the \( \varepsilon \)-neighborhood of \( \text{supp} \mu \), so that \( \mu^\varepsilon \) has Lebesgue density \( 1 \{ \mu B_0^\varepsilon > 0 \} \). Let \( p_h^{K,\varepsilon}(x) = P_x \{ \eta_h^K B_0^\varepsilon > 0 \} \), where the \( \eta_h^K \) are clusters of \( \xi^K \). Write \( p_h^{K,\varepsilon}(x) = p_h^{K,\varepsilon}(x) \) and \( (\eta_h^K)^\varepsilon = \eta_h^{K,\varepsilon} \) for convenience.

**Lemma 5.7** Let \( \xi^K \) be the truncated \( K \)-process of a \((2, \beta)\)-process \( \xi \) in \( R^d \) with \( \beta < 1 \) and \( d > 2/\beta \). Let the \( \eta_h^{Ki} \) be conditionally independent \( h \)-clusters of \( \xi^K \), rooted at the points of a Poisson process \( \zeta \) with \( E\zeta = \mu \). Fix any measurable function \( f \geq 0 \) on \( R^d \). Then,

(i)  \( E_{\mu} \sum_i \eta_h^{K,\varepsilon} = (\mu \ast p_h^{K,\varepsilon}) \ast \lambda^d \),

(ii)  \( E_{\mu} \text{Var} \left[ \sum_i \eta_h^{K,\varepsilon} f | \zeta \right] \leq l_1(\varepsilon) a_h^K \varepsilon^{d-2/\beta} h^{d/2} \| f \|_1^2 \| \mu \| \) for \( \varepsilon^2 \leq h \).
Proof: (i) Follow the proof of Lemma 6.2(i) in [25].

(ii) Follow the proof of Lemma 4.4(ii) in [22]. □

We also need to estimate the overlap between subclusters.

**Lemma 5.8** Let $\xi^K$ be the truncated $K$-process of a $(2, \beta)$-process $\xi$ in $\mathbb{R}^d$ with $\beta < 1$ and $d > 2/\beta$. For any fixed $t > 0$, let $\eta^K_h$ denote the subclusters in $\xi^K$ of age $h > 0$. Fix any $\mu \in \hat{\mathcal{M}}_d$. Then as $\varepsilon^2 \leq h \to 0$,

$$E_{\mu} \left\| \sum_i \eta^K_{h} - \xi^K_t \right\| \leq \frac{1}{1}(\varepsilon) \varepsilon^{2(d-2/\beta)} h^{1-d/2}.$$

Proof: Follow the proof of Lemma 6.3(i) in [25], then use Lemma 5.5(ii). □

5.4 Hitting asymptotics

Write $p^\varepsilon_h(x) = P_x\{\eta_h B^\varepsilon_0 > 0\}$ and $p^K_h(x) = P_x\{\eta^K_h B^\varepsilon_0 > 0\}$, where $\eta_h$ and $\eta^K_h$ denote an $h$-cluster associated with the superprocess $\xi$ in $\mathbb{R}^d$ and its truncated $K$-process $\xi^K$ respectively. Recall that $\lambda^d p^\varepsilon_h = P_x\{\eta_h B^\varepsilon_0 > 0\}$. Write $p^K_h = p^K_{h,\varepsilon}$ for convenience. For the functions $p^\varepsilon_h$ and $p^K_h$, we have the following basic asymptotic property. Since we do not have a lower bound for $P_x\{\eta^K_h B^\varepsilon_0 > 0\}$ in Lemma, this asymptotic property is crucial to us by showing that essentially $P_x\{\eta_h B^\varepsilon_0 > 0\}$ and $P_x\{\eta^K_h B^\varepsilon_0 > 0\}$ share the same lower bound.

**Lemma 5.9** As $0 < \varepsilon^2 \ll h \to 0$ with $\varepsilon^{2/\beta-d-b'} h^{1+b'd} \to 0$ for some $b' > 0$ and $b \in (0, 1/2)$,

$$a_h^{-1} \lambda^d p^\varepsilon_h \sim (a^K_h)^{-1} \lambda^d p^K_h.$$

Proof: We just need to show that

$$\frac{a_h^{-1} \lambda^d p^\varepsilon_h - (a^K_h)^{-1} \lambda^d p^K_h}{a_h^{-1} \lambda^d p^\varepsilon_h} \to 0.$$
By Lemma 5.5(i), we get

\[ a_h^{-1} \lambda^d p_h^c \geq l_2(\epsilon) \lambda^d p_h^c \epsilon^{-2/\beta} = l_2(\epsilon) \epsilon^{-2/\beta}, \]

\[ a_h^{-1} P_{1\{B_h^b\}^c} \lambda^d \{\eta_h B_0^c > 0\} \leq l_1(\epsilon) 1\{(B_0^b)^c\} \lambda^d p_h^c \epsilon^{-2/\beta} = l_1(\epsilon) \epsilon^{-2/\beta} \int_{|x| \geq h^c} p_h(x) dx \leq l_1(\epsilon) \epsilon^{-2/\beta} h^c, \]

for some \( c > 0 \). Since \( \epsilon^{2/\beta-d-b'} h^{1+bd} \to 0 \), we get

\[ \frac{a_h^{-1} P_{1\{B_h^b\}^c} \lambda^d \{\eta_h B_0^c > 0\}}{a_h^{-1} \lambda^d p_h^c} \to 0. \]

Similarly, we get

\[ \frac{(a_h^K)^{-1} P_{1\{B_h^b\}^c} \lambda^d \{\eta_h B_0^c > 0\}}{a_h^{-1} \lambda^d p_h^c} \to 0. \]

By Lemma 5.4, finally it suffices to show that

\[ \frac{P_{1\{B_h^b\}^c} \lambda^d \{\xi_h B_0^c > 0\} - P_{1\{B_h^b\}^c} \lambda^d \{\xi_h B_0^c > 0\}}{a_h^{-1} \lambda^d p_h^c} \to 0 \]

By Theorem 25.22 of [24] and (4.1),

\[ \epsilon^{2/\beta-d} \left( P_{1\{B_h^b\}^c} \lambda^d \{\xi_h B_0^c > 0\} - P_{1\{B_h^b\}^c} \lambda^d \{\xi_h B_0^c > 0\} \right) \leq \epsilon^{2/\beta-d} E_{1\{B_h^b\}^c} N_{\xi} ([0, h], (K, \infty), R^d) \]

\[ = \epsilon^{2/\beta-d} E_{1\{B_h^b\}^c} \tilde{N}_{\xi} ([0, h], (K, \infty), R^d) \]

\[ \leq \epsilon^{2/\beta-d} \int_0^h \|\xi_s\| ds \leq \epsilon^{2/\beta-d} h^{1+bd} \to 0. \]
Define normalizing functions \( m(\varepsilon) \) by

\[
m(\varepsilon) = a_{\varepsilon}^{-1} \lambda^d p_{\varepsilon}^d
\]

(5.11)

with a fixed \( c \) satisfying

\[
(d - 2/\beta) + (-d/2 + 1/2)c = 0.
\]

(5.12)

Clearly \( c \in (0, 2) \).

**Lemma 5.10** Fix any bounded, uniformly continuous function \( f \geq 0 \) on \( \mathbb{R}^d \). As \( \varepsilon \to 0 \),

\[
\left\| \tilde{m}(\varepsilon) (a_{\varepsilon}^K)^{-1} (p_{\varepsilon}^K * f) - f \right\| \to 0.
\]

The result holds uniformly over any class of uniformly bounded and equicontinuous functions \( f \geq 0 \) on \( \mathbb{R}^d \).

*Proof:* By Lemma 5.9, we get

\[
\tilde{m}(\varepsilon) (a_{\varepsilon}^K)^{-1} \lambda_d p_{\varepsilon}^K \to 1.
\]

Defining \( \hat{p}_{\hat{h}}^{K\varepsilon} = p_{\hat{h}}^{K\varepsilon} / \lambda^d p_{\varepsilon}^{K\varepsilon} \), we then only need to show that \( \|\hat{p}_{\hat{h}}^{K\varepsilon} * f - f\| \to 0 \). Now follow the proof of Lemma 4.4(i) in [22] and use Lemma 5.5(ii). \( \square \)

**Theorem 5.11** Let \( \xi \) be a superprocess in \( \mathbb{R}^d \). Then for any \( t > 0 \) and bounded \( \mu \), we have

as \( \varepsilon \to 0 \)

\[
\left\| \tilde{m}(\varepsilon) P_\mu \{ \xi^K_t B^\varepsilon > 0 \} - e^{-bKt} (\mu * p_t) \right\| \to 0,
\]

\[
\left\| \tilde{m}(\varepsilon) P_\mu \{ \xi_t B^\varepsilon > 0 \} - \mu * p_t \right\| \to 0.
\]

*Proof:*

\[
P_\mu \{ \xi^K_t B^\varepsilon > 0 \} \approx E_\mu (\xi^K_s * p_{\hat{h}}^{K\varepsilon}) = (a_{\hat{h}}^K)^{-1} E_\mu (\xi^K_s * p_{\hat{h}}^{K\varepsilon})
\]
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\[ e^{-bKs}(a_h^K)^{-1}(\mu * p_s * p_h^K) \approx e^{-bKs}m(\varepsilon)(\mu * p_s) \]
\[ \approx e^{-bKt}m(\varepsilon)(\mu * p_t). \]

\[ P_\mu\{\xi_tB_x^\varepsilon > 0\} \leq E_\mu(\zeta_s * p_h^\varepsilon) \]
\[ \|\tilde{m}(\varepsilon)E_\mu(\zeta_s * p_h^\varepsilon) - \mu * p_t\| \to 0, \]
\[ P_\mu\{\xi_tB_x^\varepsilon > 0\} \geq P_\mu\{\xi_t^KB_x^\varepsilon > 0\} \]
\[ \|e^{-bKt}(\mu * p_t) - \mu * p_t\| \to 0 \]

as \( K \to \infty \) since \( b_K \to 0 \) \( \square \)

### 5.5 Lebesgue approximations

Same as in Section 5 of [22], here we begin with the Lebesgue approximation for \( \xi^K \), the truncated \( K \)-process of \( \xi \). Then we get the Lebesgue approximation for \( \xi \) immediately by Lemma 5.2. Write \( \tilde{m}(\varepsilon) = 1/m(\varepsilon) \) for convenience, where \( m(\varepsilon) \) is defined in (5.11). Recall that \( \xi_t^K = (\xi_t^K)^\varepsilon \), the \( \varepsilon \)-neighborhood measure of \( \xi_t^K \). For random measures \( \xi_n \) and \( \xi \) on \( \mathbb{R}^d \), \( \xi_n \overset{w}{\to} \xi \) in \( L^1 \) means that \( \xi_n f \to \xi f \) in \( L^1 \) for all \( f \) in \( C_b^d \).

**Theorem 5.12** Let \( \xi^K \) be the truncated \( K \)-process of a superprocess \( \xi \) in \( \mathbb{R}^d \) satisfying assumptions (A1) and (A2) with \( \beta < 1 \) and \( d > 2/\beta \). Fix any \( \mu \in \hat{\mathcal{M}}_d \) and \( t > 0 \). Then under \( P_\mu \), we have as \( \varepsilon \to 0 \):

\[ \tilde{m}(\varepsilon)\xi_t^K \overset{w}{\to} \xi^K \text{ a.s. and in } L^1 \]
Proof: Fix any \( f \in C^d_K \). We first prove that \( \tilde{m}(\varepsilon) \xi^K \varepsilon f \to \xi^K f \) a.s. as \( \varepsilon \to 0 \). In order to do that, we only need to show that for any sequence \( \varepsilon_n \to 0 \) as \( n \to \infty \), we can pick a subsequence (still denoted by \( \varepsilon_n \)) such that \( \tilde{m}(\varepsilon_n) \xi^K \varepsilon_n f \to \xi^K f \) a.s. To do this we fix an \( r \in (0,1) \). Then for any given sequence \( \varepsilon_n \to 0 \) as \( n \to \infty \), we pick the subsequence \( \varepsilon_n \) satisfying \( \varepsilon_n \leq r^n \).

We follow the proof of Lemma 5.1 in [22]. Write \( \eta^K_h \) for the subclusters of \( \xi^K_h \) of age \( h \). Since the ancestors of \( \xi^K_h \) at time \( s = t - h \) form a Cox process directed by \( \xi^K_s / a^K_h \), Lemma 5.7(i) yields
\[
E_{\mu} \left[ \sum_i \eta^K_i \varepsilon f \mid \xi^K_s \right] = (a^K_h)^{-1} \xi^K_s (p^K_h \ast f),
\]
and so by Lemma 5.7(ii)
\[
E_{\mu} \left| \sum_i \eta^K_i \varepsilon f - (a^K_h)^{-1} \xi^K_s (p^K_h \ast f) \right|^2 = E_{\mu} \text{Var} \left[ \sum_i \eta^K_i \varepsilon f \mid \xi^K_s \right] \leq l_1(\varepsilon) a^K_h \varepsilon^{-d+2/\beta} h^{d/2} \| f \|^2 E_{\mu}\|\xi^K_s / a^K_h\| \leq l_1(\varepsilon) \varepsilon^{-d+2/\beta} h^{d/2} \| f \|^2 \| \mu \|,
\]
where the last inequality follows from \( E_{\mu}\|\xi^K_s\| \leq \| \mu \| \). Combining with Lemma 5.8 gives
\[
E_{\mu} \left| \xi^K_t \varepsilon f - (a^K_h)^{-1} \xi^K_s (p^K_h \ast f) \right| \leq E_{\mu} \left| \xi^K_t \varepsilon f - \sum_i \eta^K_i \varepsilon f \right| + E_{\mu} \left| \sum_i \eta^K_i \varepsilon f - (a^K_h)^{-1} \xi^K_s (p^K_h \ast f) \right| \leq l_1^2(\varepsilon) \varepsilon^{-2(d-2/\beta)} h^{1-d/2} \| f \| + l_2^1(\varepsilon) \varepsilon^{-1/2(d-2/\beta)} h^{d/4} \| f \| = \varepsilon^{-d+2/\beta} \left( l_1^2(\varepsilon) \varepsilon^{-2(d-2/\beta)} h^{1-d/2} + l_2^1(\varepsilon) \varepsilon^{-1/2(d-2/\beta)} h^{d/4} \right) \| f \|.
\]
Taking \( h_n = \varepsilon_n^c \), where \( c \) is defined in (5.12) and writing \( s_n = t - h_n = t - \varepsilon_n^c \), we obtain
\[
E_{\mu} \sum_n \tilde{m}^K(\varepsilon_n) \left| \xi^K_{s_n} \varepsilon_n f - a^{-1}_{h_n} \xi^K_{s_n} (p^K_{h_n} \ast f) \right| \leq \sum_n \left( l_2(r_n) l_1^2(r_n)^{([d-2/\beta]+(d+2/\beta))c} n + l_2(r_n) l_1^2(r_n)^{[1/2(d-2/\beta)+(d+2/\beta)]c} n \right) \| f \| < \infty,
\]

since \((d - 2/\beta) + (-d/2 + 1)c > 0\) and \(-1/2(d - 2/\beta) + (d/4)c > 0\) by (5.12). Note that in the previous inequality we also used the fact that the subsequence \(\varepsilon_n\) satisfying \(\varepsilon_n \leq r^n\).

The inequality above about the expectations clearly implies

\[
\tilde{m}^K(\varepsilon_n) \left| \xi_t^{K_{\varepsilon_n} f} - a_{h_n}^{-1} \xi_s^{K}(p_{h_n}^{K_{\varepsilon_n}} * f) \right| \to 0 \text{ a.s. } P_\mu. \tag{5.13}
\]

Now we write

\[
\left| \tilde{m}^K(\varepsilon) \xi_t^{K_{\varepsilon} f} - \xi_t^{K} f \right|
\leq \tilde{m}^K(\varepsilon) \left| \xi_t^{K_{\varepsilon} f} - (a_h^K)^{-1} \xi_s^K(p_{h}^{K_{\varepsilon}} * f) \right| + |\xi_s^K f - \xi_t^K f|
+ \|\xi_s^K\| \left\| \tilde{m}^K(\varepsilon) a_{h}^{-1} (p_{h}^{K_{\varepsilon}} * f) - f \right\|.
\]

For the last term, we first fix \(b = 1/2 - 1/d\), then apply Lemma 4.16. Noting that by (4.11)

\[(2/\beta - d) + (1 + bd)c = (2/\beta - d) + (d/2)c > 0,
\]

we get by Lemma 4.16

\[\left\| \tilde{m}^K(\varepsilon) (a_h^K)^{-1} (p_{h}^{K_{\varepsilon}} * f) - f \right\| \to 0\]

along the sequence \((r^n)\). Using (5.13) and the a.s. weak continuity of \(\xi^K\) at the fixed time \(t\), we see that the right-hand side tends a.s. to 0 as \(n \to \infty\), which implies \(\varepsilon^{2/\beta - d} \xi_t^{K_{\varepsilon} f} \to c_{\beta,d} \xi_t^K f\) a.s. as \(\varepsilon \to 0\) along the sequence \((r^n)\) for any fixed \(r \in (0, 1)\). Since this holds simultaneously, outside a fixed null set, for all rational \(r \in (0, 1)\), the a.s. convergence extends by Lemma 2.3 in [25] to the entire interval \((0, 1)\).

Applying this result to a countable, convergence-determining class of functions \(f\) (cf. Lemma 3.2.1 in [5]), we obtain the required a.s. vague convergence. Since \(\mu\) is finite, the \((2, \beta)\)-process \(\xi_t\) has a.s. compact support (cf. Theorem 9.3.2.2 of [5] and the proof of Theorem 1.2 in [6]). By Lemma 4.2, \(\xi_t^K\) also has a.s. compact support, and so the a.s. convergence
remains valid in the weak sense. □

Now we may prove our main result, the Lebesgue approximation of superprocesses with a regularly varying branching mechanism. Again, we write \( \tilde{m}(\varepsilon) = 1/m(\varepsilon) \) for convenience, where \( m(\varepsilon) \) is defined in (5.11). Also recall that \( \xi^K = (\xi^K)\varepsilon \), the \( \varepsilon \)-neighborhood measure of \( \xi^K_t \). For random measures \( \xi_n \) and \( \xi \) on \( \mathbb{R}^d \), \( \xi_n \overset{w}{\rightarrow} \xi \) in \( L^1 \) means that \( \xi_n f \rightarrow \xi f \) in \( L^1 \) for all \( f \) in \( C^d_b \).

**Theorem 5.13** Let the superprocess \( \xi \) in \( \mathbb{R}^d \) satisfy assumptions (A1) and (A2) with \( \beta < 1 \) and \( d > 2/\beta \). Fix any \( \mu \in \hat{\mathcal{M}}_d \) and \( t > 0 \). Then under \( P_\mu \), we have as \( \varepsilon \to 0 \):

\[
\tilde{m}(\varepsilon) \xi^{\varepsilon}_t \overset{w}{\rightarrow} \xi_t \text{ a.s. and in } L^1
\]

**Proof:** by Theorem 5.12 and Lemma 5.2 we get as \( \varepsilon \to 0 \)

\[
\tilde{m}(\varepsilon) \xi^{\varepsilon}_t \overset{w}{\rightarrow} \xi_t \text{ a.s.}
\]

To prove the convergence in \( L^1 \), we note that for any \( f \in C^d_b \)

\[
\tilde{m}(\varepsilon) E_\mu \xi^{\varepsilon}_t f = \tilde{m}(\varepsilon) \int P_\mu \{ \xi_t B_x^\varepsilon > 0 \} \ f(x) \, dx \\
\quad \to \int (\mu * p_t)(x) \ f(x) \, dx = E_\mu \xi_t f,
\]

by Theorem 5.11. Combining this with the a.s. convergence under \( P_\mu \) and using Proposition 4.12 in [24], we obtain \( E_\mu |\tilde{m}(\varepsilon) \xi^{\varepsilon}_t f - \xi_t f| \to 0 \). □

If \( \xi \) is a \((2,1)\)-process in \( \mathbb{R}^d \) with \( d \geq 3 \), then \( a_t = t \). By (4) in [25], we get

\[
m(\varepsilon) = \varepsilon^{-r} \lambda^d p_\varepsilon^r \sim \varepsilon^{-r} c_d \varepsilon^{d-2} \varepsilon^r = c_d \varepsilon^{d-2}.
\]
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So we recover the Lebesgue approximation of (2, 1)-processes, that is,

\[ \tilde{c}_d \varepsilon^{2-d} \xi_t^{w} \xrightarrow{w} \xi_t \text{ a.s. and in } L^1. \]

Similarly, if \( \xi \) is a (2, \( \beta \))-process in \( \mathbb{R}^d \) with \( \beta < 1 \) and \( d > 2/\beta \), then \( a_t = (\beta t)^{1/\beta} \). By (9) in [22], we get

\[ m(\varepsilon) = (\beta \varepsilon^r)^{-1/\beta} \lambda \varepsilon^{d} \sim c_{\beta,d} \varepsilon^{d-2/\beta}. \]

Again, we recover the Lebesgue approximation of (2, \( \beta \))-processes, that is,

\[ \tilde{c}_{\beta,d} \varepsilon^{2/\beta-d} \xi_t^{w} \xrightarrow{w} \xi_t \text{ a.s. and in } L^1. \]
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