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Abstract 

 

 

    Since the inception of functional magnetic resonance imaging (fMRI) there has been a steady 

growth in the number of studies utilizing this non-invasive method to gain insights into the brain 

function in both healthy and clinical populations. In this thesis we address two key issues 

associated with fMRI data analysis arising due to the fact the fMRI signal is considered to be the 

convolution of the hemodynamic response function (HRF) and a latent neuronal response and 

hence is not a direct measure of the neuronal activity. First, in order to deconvolve voxel-specific 

HRF and recover the latent neuronal response, highly parameterized blind deconvolution models 

have been recently proposed.  In chapter-2, we investigate whether these models are susceptible 

to over-fitting by proposing a non-parametric method to perform blind hemodynamic 

deconvolution. We also compare the performance of our method with an already existing 

parametric method using both simulations and experimental data. We tested the hypothesis that if 

the performance of these two methods were similar, then we can conclude that the parametric 

models are probably not susceptible to over-fitting. The results of the both simulations and 

experimental data supported our hypothesis, and we found that the neuronal responses were 

estimated effectively by both these methods and their results were very similar. The second issue 

is related to the use of raw fMRI data in effective connectivity (EC) analysis using Granger 

Causality. Non-neuronal spatial variability of the HRF has a confounding effect on the inferences 

that one could obtain from EC analysis using raw fMRI data. Therefore in chapter-3 we describe 

a novel EC model which can be used to perform directional connectivity analysis using latent



neuronal variables (as opposed to raw fMRI data) obtained by blind hemodynamic deconvolution 

methods described in the previous chapter. In chapter-4, we demonstrate the utility of the proposed 

EC model in a diverse set of fMRI studies. 
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Chapter 1 Introduction 
 

 

The brain is the least understood and most intriguing organ in the whole body. For a long time 

researchers have strived to understand the complex structure of the brain and how it processes 

information relating to various phenomenon like cognition, emotion, memory, etc. However, with 

the recent advent of magnetic resonance imaging (MRI) and functional MRI (fMRI) several studies 

have been conducted which helped to answer the vital questions related to the functional and 

structural organization of the brain.  

1.1 Magnetic resonance imaging (MRI) 

MRI is a non-invasive medical imaging technique that has found wide and prevalent use in the 

fields of radiology, clinical diagnostics and in research. This technique uses a strong magnetic field 

in conjunction with radio waves to get images of the different structures and organs inside the 

body. These images are obtained by making use of the nuclear magnetic resonance (NMR) [1, 2] 

property of hydrogen nuclei which are available in abundance in biological tissues. The MRI 

scanner has a set of electromagnetic coils, gradient coils and radio frequency coils which can be 

considered as its three main components. The electro-magnetic coils generate a strong static 

magnetic field and when a person lies in the scanner the protons in the body aligns itself to the 

direction of the magnetic field. The gradient coils are used to generate a gradient magnetic field 

which is used to select the precise location of imaging in the body.  Then the RF coil transfers 

energy to the body which is absorbed by these protons and jumps from lower energy level to higher 
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energy level resulting in a state of precession in the transverse direction. When the RF pulse is 

turned off the protons release the energy and return to the original state realigning to the static 

magnetic field. The energy that is released by the protons is the MR signal and this is recorded by 

the coils to obtain the raw data matrix. We can use the gradients in different direction to obtain the 

data for 2D images or 3D volumes. Then by using Fourier analysis techniques the spatial 

information can be recovered from obtained MR signal to get the image of the region of the body 

that has been scanned. The MR signal recorded is not static and changes over time. This change in 

signal is called as relaxation and can be classified into T1 and T2 relaxations (for detailed 

information about T1 and T2 relaxation reader is referred to [3]). These relaxation times are 

different for protons in the different tissues in the body, thus by using different parameters for 

scanning purposes, contrast can be created between the different biological tissues which will be 

helpful in distinguishing interested tissues more clearly and from surrounding area. This property 

of contrast manipulation leads to MR imaging giving more detailed diagnostic information about 

the organ being scanned when compared to other medical imaging techniques like computed 

tomography (CT) or X-rays. 

1.2 Functional magnetic resonance imaging (fMRI) 

fMRI is a technique which measures the changes in the blood oxygenation levels (blood 

oxygenation level dependent (BOLD) signal) and gives us an indirect measure of  the neuronal 

activity in the brain [4]. Brain requires oxygen to metabolize glucose (supplied by blood) and 

provide energy, like any other organ in the body. This oxygen is supplied to the brain by a 

component in blood called hemoglobin whose magnetic properties change with its oxygen content 

[5]. Oxygenated hemoglobin (HB) is diamagnetic while the deoxygenated hemoglobin (dHB) is 

paramagnetic. As a result, dHB content (in blood) causes a change in susceptibility of the blood 
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and this change in susceptibility leads to a reduction of the MR signal in that region. Thus when 

the neuron fires, the blood flow increases bringing in more glucose and oxygen by means of HB 

replacing the dHB. Initially due to the presence of dHB in the region its paramagnetic properties 

cause the MR signal to reduce and thus when it is displaced by diamagnetic HB, the increase in 

the flow of blood in the vessels leads to an inherent increase in MR signal [6]. Thus it can be 

observed that the neural activity and blood flow are coupled, i.e the firing of neurons causes an 

increase in blood flow in that locality. This increase brings in more HB leading to a decrease in 

content of dHB causing a subsequent increase in the MR signal. This way the fMRI technique uses 

the dependency of brain on oxygen and measures blood flow to give us the picture of activity in 

the brain. The fMRI technique has a very good spatial resolution when compared to other imaging 

techniques. In addition to this, since fMRI is non-invasive and does not involve radiation, contrast 

agents or surgery it has developed into a dominant and essential tool in for studying the functional 

organization of the brain for both research and clinical purposes. Specifically there has been an 

explosion in the number of studies that have used fMRI to study the connectivity between different 

regions of the brain. 

1.3 Connectivity analysis 

The neuronal connectivity networks have been attracting the interest of many researchers from a 

very long time, and with the help of fMRI there have been numerous studies to understand brain 

functioning in various simple and complicated motor, cognitive and behavioral tasks. In the early 

nineties, these studies mainly focused on spatial localization of the functioning of the brain [7]. 

According to these studies the brain had certain specialized regions for each function and that the 

functionality corresponding to these tasks or functions was associated with these distinct spatially 

localized regions. A great deal of progress was made based on this model, which provided 
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remarkable information related to the working of the brain. However this model was not very adept 

in explaining the higher level functions which lead to the development of another model of brain 

functionality which was the distributed information processing model. This model was based on 

the principle that brain function is not only restricted to specific spatially localized networks but 

also requires a connection between networks for exchange of information. Essentially this model 

included the spatial localization model, postulating that simple functions are processed in specific 

localized networks and a link between these networks contributed to more complex and higher 

level processes. 

The interactions between these regions can be causal relationship i.e. information flow from one 

region to another where one region causes activity in the other [8, 9, 10] or simultaneous activity 

in different brain regions which can be caused by the network synchronizations [11]. Friston 

referred to these two types of relationships (simultaneous and causal) between the different regions 

of the brain obtained from fMRI data as functional connectivity (FC) and effective connectivity 

(EC) [12] respectively. Several studies have been conducted since then to study the FC between 

different regions of the brain, primarily using correlation coefficient, in resting state [13] and also 

in task based studies [14]. Whereas EC has been extensively investigated in task based studies [15, 

16, 17, 18] and comparatively lesser resting state studies [19, 20, 21]. 

Basically majority of the FC analyses use the concept of correlation or independent component 

analysis to study the synchronized connectivities in the brain. While there are a lot of methods in 

EC analyses like dynamic causal modeling (DCM) [18], structural equation modeling (SEM) [22] 

and Granger causality analysis [15, 17, 23, 24, 25]. The reason for utilization of different methods 

for EC analyses arises from the fact that the concept of causal influence is diverse with a lot of 
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different interpretations and is not as straightforward as the concept of synchronization in FC 

analyses.  

1.4 Thesis organization 

One of the major issues these methods (EC methods) face however is the fact that the fMRI signal 

is an indirect measure of the neuronal activity. It is considered to be given by a convolution of the 

neuronal activity and the canonical HRF, and the non-neuronal spatial variability of the HRF [26] 

confounds the ability to infer causal connections between the latent neuronal variables when these 

methods use raw fMRI data for connectivity analysis [27, 28]. Subsequently deconvolving the 

HRF from the fMRI response prior to EC analysis was proposed as a solution [28, 29, 30, 31]. The 

second chapter of this thesis we discusses about the concerns related to over-fitting problem of the 

already existing deconvolution methods that have been implemented to eliminate this non-

neuronal variability of the HRF. The main emphasis of chapter-2 is the non-parametric method for 

blind deconvolution we have proposed, and comparison of its performance with an already existing 

parametric model of deconvolution [32] to investigate the skepticism related to highly 

parameterized models suffereing from the problem of overfitting. In the third chapter we discussed 

a novel connectivity model based on granger causality which performs effective connectivity 

analysis on the latent neuronal variables obtained by blind deconvolution using the cubature 

kalman filter technique [32] and not the raw fMRI data, subsequently eliminating the effect of 

HRF variability on the connectivity measures. In chapter-4 we demonstrated the utility of the 

connectivity model discussed in chapter-3 by applying it to diverse set of human fMRI data to 

investigate the effective connectivity network patterns in the human brain. Finally the chapter-5 

concludes the findings of this thesis.
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Chapter 2 Non-Parametric Blind Hemodynamic Deconvolution of fMRI using 

Homomorphic Filtering 
 

 

Authors: Karthik Sreenivasan1, Martin Havlicek2, Gopikrishna Deshpande1,3.  

1 AU MRI Research Center, Department of Electrical and Computer Engineering, Auburn University, Auburn, AL. 

2 Department of Cognitive Neuroscience, Maastricht University, Maastricht, Limburg, Netherlands. 

3 Department of Psychology, Auburn University, Auburn, AL. 

Contributions: conceived and designed the project: GD. Implementing the model: KS, guided by 

GD and MH. Wrote the paper: KS, GD, MH. 

Functional MRI (fMRI) is an indirect measure neural activity which is modeled as a convolution 

of the latent neuronal response and the hemodynamic response function (HRF).  Since the sources 

of HRF variability can be non-neural in nature, the measured fMRI signal does not faithfully 

represent underlying neural activity. Therefore, it is advantageous to deconvolve the HRF from 

the fMRI signal. However, since both latent neural activity and the voxel-specific HRF is 

unknown, the deconvolution must be blind. Existing blind deconvolution approaches employ 

highly parameterized models, and it is unclear whether these models have an over fitting problem. 

In order to address these issues, we (1) present a non-parametric blind deconvolution method based 

on homomorphic filtering to obtain the latent neuronal response from the fMRI signal and, (2) 

compare our approach to the best performing existing parametric model based on the estimation 

of the biophysical hemodynamic model using the Cubature Kalman Filter/Smoother. We 

hypothesized that if the results from non-parametric deconvolution closely resembled that obtained 
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from parametric deconvolution, then the problem of over fitting during estimation in highly 

parameterized deconvolution models of fMRI can be ignored. Both simulations and experimental 

results demonstrate support for our hypothesis since the estimated latent neural response from both 

parametric and non-parametric methods were highly correlated. Further simulations showed that 

both methods were effective in recovering the simulated ground truth. 

2.1 Introduction 

Over the last two decades, functional magnetic resonance imaging (fMRI) has been used to 

investigate brain regions involved in sensory, motor and cognitive functions. fMRI measures 

hemodynamic responses secondary to neural activity, and hence is an indirect measure of the latter. 

Mathematically, the fMRI signal is modeled as a convolution of the hemodynamic response 

function (HRF) and unmeasured latent neuronal variables which are driven by the external 

stimulus in task studies [33]. Consequently, the HRF is the impulse response which governs the 

relationship between neural activity and the measured fMRI signal. The shape of HRF has been 

modeled using the nonlinear hemodynamic model [34, 35, 36] [37, 38] which essentially models 

the dynamic changes in the volume and flow of blood caused by neural activity and corresponding 

changes in the functional MR signal. 

The fact that the fMRI signal is a filtered version of neural activity raises many issues while using 

it as a tool for understanding brain function. For example, it has been shown that the HRF varies 

across different subjects and also between different regions of the brain [26], which causes non-

neuronal variability in the fMRI response [39]. This variability could confound results obtained 

from raw fMRI time series. One such example is the study of effective connectivity between the 

different regions of the brain. The studies investigating effective connectivity (causal influence of 
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one brain region over another) in the brain have used different approaches based on exploratory 

techniques, which do not make any assumptions about the connection architecture, such as Granger 

causality [15, 17, 19, 23, 24, 25, 40, 41, 42, 43] [44, 45, 46, 47], and confirmatory approaches such 

as Dynamic Causal Modeling [18, 48, 49, 50, 51] which make prior assumptions about the 

underlying connectional architecture. However, given the fact that variance in the fMRI signal 

could be influenced by non-neuronal sources of variability in the HRF, studies have shown that 

the causal metrics obtained from raw fMRI time series can be confounded by this factor [27, 28]. 

Therefore deconvolving out the HRF from the fMRI signal and modeling interactions between 

brain regions in the latent neuronal space as in DCM, could be advantageous in this emerging field 

of causal connectivity analysis. 

Deconvolving the HRF from the fMRI signal is an ill-posed problem since both the exact shape of 

the HRF and the latent neural variable input are unknown. What is measured is only the output of 

the convolution, i.e. the fMRI signal. Activation studies employing the general linear model have 

circumvented this problem by using a single canonical HRF in the model. This is less likely to be 

a problem since such univariate models are not very sensitive to the temporal information in the 

data and whatever mismatch that exits between the canonical and actual HRFs can be modeled by 

using time and dispersion derivatives in the general linear model (GLM). However, multivariate 

effective connectivity models are designed to investigate this temporal information, and hence, 

cannot use a canonical HRF in deconvolution. This calls for the deconvolution of the fMRI signal 

wherein the latent neural variables as well as the voxel-specific HRF are jointly estimated based 

on the output of the system, i.e. the observed fMRI signal.  

Quite a few deconvolution methods have proposed in the past which can be divided into primary 

into three types of approaches: (1) Semi-blind parametric approaches which make definitive 
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assumptions about the shape of the HRF or the neural activity as defined by an underlying 

parametric model, (2) Semi-blind non-parametric approaches which do not make assumptions 

about the HRF, but at the same time, do not jointly estimate both the HRF and the latent neural 

variables, and (3) Blind parametric approaches which do not make restrictive assumptions about 

the HRF or latent neural variables, but rather use physiologically plausible priors on parameters 

controlling the HRF during estimation, and importantly, jointly estimate the HRF and latent neural 

variables. Examples for the first case include the method proposed by Bush et al [52] that assumes 

the shape of the HRF and uses non-linear regression modeling approach to deconvolve the fMRI 

signal. Gaudes and colleagues proposed two deconvolution methods [53, 54] which performed 

deconvolution of the hemodynamic response using a ridge-regression algorithm and sparse 

regression techniques, respectively. The performance of ridge-regression algorithm was evaluated 

on experimental task data while the performance of the sparse regression technique was evaluated 

using simulated data as well as experimental task data. Another similar method which uses an 

iterative estimation algorithm for deconvolving the fMRI signal was introduced by Hernandez-

Garcia et al [55]. This scheme implemented a method of majorization-minimization of a cost 

function for estimation. The performance of the algorithm was tested using simulated data and it 

was also applied to experimental data using both block and event-related designs. Recently 

Karahanoğlu et al [56] proposed a method called “total activation” which implemented a 

variational framework. A cost function was formulated by including spatial and temporal 

regularization terms which were solved using iterative shrinkage algorithms. This method was 

validated using simulated data and was also applied to experimental resting state and task data. 

Wu et al [57] proposed wherein they considered resting state fMRI as a spontaneous event related 

process and extracted the HRFs, assuming that they are canonical, and used them in a Weiner filter 
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based deconvolution model to obtain the latent neural variables. Khalidov et al [58] implemented 

a sparse search technique in a wavelet basis which was modified based on hemodynamic properties 

called as the Activelet domain. They modeled the HRF based on a linearized set of differential 

equations as in Friston et al [36]. This approach was validated and its feasibility was shown using 

both simulated as well as experimental data.  

One of the limitations of semi-blind parametric methods described above is that the definitive 

assumptions they make about the HRF may not hold true since the HRF has been shown to be 

variable in different regions as well as different subjects [26]. Despite showing very good results 

with simulated and simple experimental task data, semi-blind parametric approaches have not yet 

been demonstrated to be able to recover the HRF as well as latent neural variables in the presence 

of HRF variability of non-neural origin.  

Few studies use semi-blind non-parametric approaches. One example is the study by Wink et al 

[59] wherein they adopted a data driven method using Fourier-wavelet regularized deconvolution 

technique which is a combination of frequency domain deconvolution, frequency domain 

regularization and wavelet domain regularization. This extraction algorithm was validated using 

both simulated and experimental data. Another semi-blind non-parametric approach was proposed 

by Glover [60] where in the HRF was experimentally estimated using a short-stimulus calibration 

trial and then subsequently used in a Weiner filter for deconvolution of the hemodynamic response 

from fMRI data. The fact that neural latent variables were not jointly estimated with the HRF in 

these semi-blind non-parametric approaches raises the possibility that observed variance in the 

fMRI signal could be wholly attributed to the variance in the HRF without taking into account the 

possibility that the external stimulus might induce variances in the latent neural variables of 

interest.  
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Blind parametric approaches model the complex physiological process that describes the 

relationship between neural activity and blood flow using highly parameterized mathematical 

models (Example: the hemodynamic model [36, 37, 38]) and jointly estimate these models and 

underlying latent neural variables driving them. Figure 2.1 shows a schematic of the neural model, 

hemodynamic model and the measurement model (are illustrated based on figure 1 from [61]). In 

this model the external input u(t) drives the hidden neuronal variable n(t) which in turn drives flow 

(f(t)) through inducing signal s(t).The flow variable drives corresponding changes in blood volume 

𝑣̇(𝑡) and deoxyhemoglobin content 𝑞̇(𝑡) of blood to give rise to the observed fMRI signal y(t). In 

the figure 2.1 the parameter ε is the efficacy with which the latent neuronal variable affects the 

flow inducing signal (s(t)), ks is the parameter indicating signal (s(t)) decay, and kf is the parameter 

representing the autoregulatory feedback of blood flow (f(t)). The variable τ represents the transit 

Figure 2.1: The hemodynamic model, neural model and the measurement model. The variables 

ε is the efficacy with which the latent neuronal input (n(t)) affects the flow inducing signal(s(t)), 

ks is the parameter indicating signal (s(t)) decay, kf is the parameter representing the 

autoregulatory feedback of blood flow (f(t)), τ is the transit time, α is the Grubbs exponent, v 

represents the volume of blood flow, q represents deoxyhemoglobin content, E0 is the net 

oxygen extraction by the capillary bed and  V0 is the resting blood volume fraction.  
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time which is the mean time taken to traverse the venous compartment, α is the Grubbs exponent 

which models the outflow of volume from the venous compartment, E0 is the net oxygen extraction 

by the capillary bed, v represents the volume of blood flow, q represents deoxyhemoglobin content 

and V0 is the resting blood volume fraction (for detailed explanation, the reader is referred to [37]). 

Algorithms have been developed which estimate the parameters of the bio-physical hemodynamic 

model in order to evaluate the voxel-specific HRF and corresponding hidden neuronal variables 

using different methods such as Bilinear Dynamic System (BDS) [62], modified BDS [63], the 

Cubature Kalman Filter/Smoother (CKF-S) [32], Dynamic expectation maximization (DEM) [64], 

and local linearization filter (LLF) [65]. These methods rely on prior distributions of the 

parameters of the hemodynamic model based on the range of their physiological plausibility to 

estimate most likely estimates of the parameters which shape the HRF as well as latent neural 

variables. These parametric methods have been shown to perform very well in simulations [32, 

64]. Further, application of effective connectivity models to fMRI data deconvolved using 

parametric models seems to provide neuroscientifically more reasonable brain networks than those 

networks obtained from raw fMRI data [28, 29, 30, 31].  

Blind parametric models seem to overcome the disadvantages of semi-blind methods (which were 

listed above). However, in estimation of the hidden variables, the main question to be answered is 

whether these highly parameterized methods are susceptible to over fitting? Wink et al [59] raise 

this possibility in their report and propose a non-parametric data-driven approach for 

deconvolution. However, since their method is semi-blind and suffers from the disadvantage of 

not jointly estimating the HRF and latent neural variables, it is probably not an ideal method to 

compare with blind parametric approaches. Yet, such a comparison of blind parametric and non-

parametric fMRI deconvolution approaches is essential in order to investigate whether highly 
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parameterized models are susceptible to over fitting. Therefore, in this paper, we have proposed a 

blind non-parametric method to perform hemodynamic deconvolution based on the concept of 

homomorphic filtering. This approach does not make any assumptions about the shape of the HRF 

and also does not use a parametric model to deconvolve the fMRI signal. Rather, this approach 

utilizes the fact that HRF is a predominantly low frequency response while latent neural variables 

have predominantly higher frequencies as compared to the HRF, and hence, are separable in the 

quefrency domain. This concept of homomorphic filtering has been widely used for non-

parametric blind deconvolution in speech signal processing in order to recover the fundamental 

frequency (pitch) [66], on seismic data to determine the depth of the ocean floor [67, 68], in blast 

vibration data to identify the impact force [69], in brain perfusion imaging to estimate the arterial 

input function [70], and in archival restoration through blind deconvolution of images [71].  

We have compared the performance of the homomorphic filtering method with the best performing 

blind parametric method, i.e. the CKF method proposed by Havlicek et al [32], for deconvolving 

fMRI responses using both simulated and experimental data. Specifically, we test the hypothesis 

that the CKF method is not susceptible to over-fitting and hence, latent neural variables obtained 

from the CKF method will be significantly correlated with that obtained from the non-parametric 

homomorphic filtering method. 

2.2 Materials and Methods 

2.2.1 Non-Parametric Deconvolution Model 

The acquired fMRI signal is considered to be a convolution between the unmeasured latent 

neuronal response and the HRF. As discussed earlier, the deconvolution of the HRF from the fMRI 

response is a complex problem because we have no information about the voxel-specific shape of 
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the HRF and underlying neural activity. Here we elaborate on a method for non-parametric 

deconvolution of the fMRI signal by using a homomorphic filtering scheme based on a specific 

application of homomorphic systems which was introduced by Oppenheim [72, 73]. We know that 

the HRF is a predominantly low frequency signal while the neuronal response is a comparatively 

higher frequency signal. This information is used by the proposed method of deconvolution in 

separating and recovery of these two components (neuronal response and HRF) from the measured 

fMRI signal as described below. 

Let us consider the linear mathematical model which describes the measured fMRI response f(t) 

as a convolution of hidden neural variable x(t) and HRF h(t) as shown below 

𝑓(𝑡) = 𝑥(𝑡) ∗ ℎ(𝑡)       (1) 

Where “*” denotes the convolution operation. The Fourier transform F(ω) of the observed fMRI 

signal f(t) is obtained by 

𝐹(𝜔) = 𝑋(𝜔). 𝐻(𝜔)       (2) 

Here, F(ω) is expressed as a product of Fourier transforms X(ω) and H(ω) of the neuronal signal 

and the HRF, respectively. The product of these Fourier transforms is then converted to a sum of 

their log Fourier transforms by employing a complex logarithm on both sides of Eq.2, as shown 

in Eq.3.   

log{𝐹(𝜔)} = log{𝑋(𝜔)} + log⁡{𝐻(𝜔)}      (3) 

Subsequently, an inverse Fourier transform is applied to Eq.3 in order to obtain cepstral domain 

representations of the signals as in Eq.4 
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𝑓(𝑛) = 𝐹−1{log{𝐹(𝜔)}} = 𝐹−1{log{𝑋(𝜔)}} + 𝐹−1{log{𝐻(𝜔)}} = 𝑥̂(𝑛) + ℎ̂(𝑛)            (4) 

This procedure described above is the implementation of the complex cepstrum of a signal [74]. 

The complex cepstrum is defined as the inverse Fourier transform of the complex logarithm of the 

Fourier spectrum of a given signal. In Eq 4  𝑓(𝑛) is the cepstrum or quefrency domain 

representation of the fMRI signal 𝑓(𝑡). Note that the term complex is referred to the use of complex 

logarithm and not in relation to the input sequence, i.e. the complex cepstrum for a real sequence 

is also real. It is to be noted that initially, the right hand side of the Eq 1 was a convolution between 

the neuronal response and the HRF in the time domain and after applying the non-linear log 

operator, the right hand side of Eq 4 represents the summation of the neuronal response and the 

HRF in the cepstral domain. This is the property of the characteristic system of deconvolution 

which was defined by Oppenheim as the first of the three systems in the canonical form of 

homomorphic systems. Figure 2.2 shows a block diagram of the canonical form of the 

homomorphic system for deconvolution. 

 

Thus, the characteristic system of deconvolution implements the concept of complex cepstrum and 

converts convolution between the neuronal response x(t) and the hemodynamic response h(t) in 

the time domain to linear sum of the cepstrum of the neuronal response 𝑥̂(𝑛) and cepstrum of the 

HRF ℎ̂(𝑛) (Eqs 1-4). The complex cepstrum 𝑓(𝑛) of the fMRI signal is then input to a linear filter 

Characteristic system 

for deconvolution 
Linear system 

Inverse characteristic 

system for 

deconvolution 

Figure 2.2: The homomorphic system for deconvolution 

* + 
+ + 

+ * 



 

16 

 

which performs liftering operation (filtering in quefrency domain is referred to as liftering) (Eq. 

5).  

𝑥̂(𝑛) + ℎ̂(𝑛)
high⁡pass⁡filter
→         ⁡𝑥̂(𝑛)    (5) 

This linear filter is the second of the three systems in the canonical form of homomorphic systems 

(Figure 2.2). Since the neuronal response and the HRF are high and low frequency signals, 

respectively, they occupy high and low quefrency (independent variable of the cepstrum) ranges 

in the cepstral domain, respectively. As a result, high pass liftering of the cepstrum 𝑓(𝑛) at a 

certain cutoff quefrency results in the separation of the cepstrum of the neuronal response 𝑥̂(𝑛) 

and the cepstrum of the HRF ℎ̂(𝑛) (Eq. 5). This is then input to the third system in the canonical 

form of the homomorphic system of deconvolution, which is the inverse of the characteristic 

system and converts the neuronal response from the cepstral domain back to the time domain to 

give an estimate the hidden neuronal response (Eq. 6).  

⁡𝑥̃(𝑛)= 𝐹−1{exp{𝐹{𝑥̂(𝑛)}}}         (6) 

Where “exp” denotes a complex exponential operation. Figure 2.3 shows a detailed schematic 

illustrating the specific implementation of the general homomorphic deconvolution system shown 

in figure 2.2.  
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2.2.2 Parametric Deconvolution Model 

In this paper, we have used the parametric deconvolution method based on Cubature Kalman 

Filters/Smoother (CKF) [32], to recover the hidden neuronal variables and voxel-specific HRFs 

from simulated fMRI data. The CKF method has been shown to out-perform the deconvolution 

model employed in DCM as well as other blind deconvolution methods. Further, its success is 

attributed to the fact that it is highly parameterized for modeling every aspect of the underlying 

biophysics. Consequently, it is the right choice for comparison with non-parametric deconvolution 

to test whether high level of parameterization leads to overfitting.  The method of nonlinear 

Kalman filtering is a very close approximation of the Bayesian filter, and uses an efficient joint 

estimation scheme where the parameters shaping the HRF as well as latent neural variables driving 

the model are combined into a single joint state vector and estimated together in a recursive 

manner. The dynamic joint estimation state-space model can be described as follows. 

Figure 2.3: Schematic illustrating the specific implementation of the general 

homomorphic deconvolution system shown in figure 2.2 
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        (7) 

                          

Where the hidden state variables (n), the external stimulus (i) and the HRF parameter variables (p) 

are combined together to form a single state vector. Note that the model would work fine even in 

the absence of the external stimulus [32]. λ is the function linking their current states to the previous 

states. Here the subscript τ indicates the continuous time and number of time series in the model 

is indicated by the superscript v. The Gaussian state noise vectors are represented by Q, W and E. 

The observation equation, which links the state to observation variables, is as follows. 

       (8) 

Here the state and measurement variables are linked by the measurement function m, the time is 

discretized and is represented by t, and the variable Z represents the random measurement noise 

with Gaussian distribution. The inputs to the model are the measured fMRI time series xv(t) (v 

indicates the number of time series). As mentioned before, the experimental boxcar function i.e 

the exogenous input i, are optional inputs if available. Based on these inputs, the Cubature Kalman 

Filter performs very efficient joint recursive estimation of underlying neuronal state variables and 

parameters. For detailed explanation about this method, the reader is referred to [32]. 
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2.2.3 Simulations 

A sequence of impulses of equal amplitude convolved with a Gaussian function was generated as 

the hypothetical latent neural variable (figure 2.4a). This was then convolved with a canonical 

HRF obtained from SPM (figure 2.4b). The resultant signal (ideal fMRI signal) with TR of 1ms 

was down-sampled (by a factor M=1000) to mimic a TR of 1 s to get the ideal fMRI signal (no 

noise). To this signal random white noise (with zero mean and standard deviation (SD) equal to 

half the SD of ideal fMRI signal) was added to obtain the simulated fMRI data (figure 2.4c). This 

was input to the homomorphic system described above wherein, the cepstral domain representation 

of the fMRI signal was obtained.  

(a) (b) 

(c) 

Figure 2.4 (a) Simulated input x(n) ; (b) Simulated HRF h(n) ; (c) Hypothetical fMRI 

signal f(n) 
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As stated earlier, the HRF and the latent neuronal signals have predominant energy in low and 

high frequencies, respectively. Therefore, based on the correspondence between quefrency and 

frequency [75], the low quefrencies of the cepstrum will have the HRF information and high 

quefrencies of the cepstrum will have information on the latent neural variables. Consequently, a 

threshold can be defined to separate the HRF from the latent neural variables in the cepstral domain 

(figure 2.5). 

Therefore, we performed high pass liftering of the cepstrum obtained from simulated fMRI data 

at a particular cutoff quefrency qc. The resulting signal was passed through the inverse 

characteristic system (figure 2.3) to obtain the estimated latent neuronal response. We choose a 

threshold quefrency by performing a grid search over the range of quefrency values and fast 

Fourier transform (FFT) lengths. The length of the FFT plays an important role in the resolution 

of the cepstral domain. The length of the FFT was varied starting from the original length of the 

sequence to 10 times the length of the sequence. Thus, homomorphic filtering was performed for 

various quefrency thresholds and FFT lengths and corresponding latent neuronal responses were 

Figure 2.5 Cepstral domain representation of simulated fMRI signal. qc represents the threshold used 

to separate the cepstrums of the latent neural signal and the HRF 
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obtained. We then calculated the normalized maximum cross-correlation magnitude (NMCC) 

between the estimated and simulated latent neuronal variables. This measure can be obtained by 

taking the maximum absolute value of cross correlation between the two signals divided by the 

product of Euclidean norm of the two signals. The NMCC for two signals x and y with lengths a 

and b can be obtained as shown below  

𝑁𝑀𝐶𝐶𝑥𝑦 =
max(|𝑐𝑟𝑜𝑠𝑠𝑐𝑜𝑟𝑟(𝑥,𝑦)|)

√(∑ 𝑥(𝑖)2𝑎
𝑖=1 )×√(∑ 𝑦(𝑖)2𝑏

𝑖=1 )

              (9) 

Where “max” denotes maximum, and “crosscorr” gives the cross correlation sequence between x 

and y. The threshold quefrency and FFT length corresponding to the estimated latent neuronal 

response with the maximum NMCC was obtained and the corresponding estimated latent neuronal 

response was deemed to the best non-parametric estimate of the simulated neural variable. This 

process was repeated iteratively for every 2000 different instantiations of the additive random 

noise used in the simulation. 

The latent neuronal variables were also estimated using the parametric CKF method from 

simulated fMRI data. Prior distributions of the HRF as well as other model parameters were similar 

to those used by Havlicek et al [32]. Similar to the non-parametric method, the simulation of fMRI 

data and estimation of the latent neural variables by the CKF method, were repeated 2000 times 

by addition of different instantiations of the random noise. In each instance, NMCC between the 

simulated and estimated latent neural variables were computed.  
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2.2.4 Experimental Data 

BOLD fMRI data were acquired from three healthy volunteers in a 7T scanner using a classical 

flashing checkerboard visual stimulation block-design paradigm. The stimulus consisted of 2 s 

flashing of checkerboard followed by a fixation cross for 16 s. Seventeen such trials were acquired 

from each subject. Data were acquired using the following scan parameters: TR=250 ms, TE=25 

ms, flip angle= 30°, FOV=128 mm×128 mm, voxel size=1 mm×1 mm, slice thickness of 2 mm 

and with slice coverage limited to the primary visual cortex.  

Following standard pre-processing and GLM analysis in SPM8, activated voxels in the primary 

visual cortex were identified and the mean time series from such voxels were extracted and input 

to both the parametric CKF model was well as the non-parametric homomorphic filter. Finally, 

the NMCC between the latent neural variables estimated from both methods were obtained. 

2.3 Results 

2.3.1 Simulations 

Figure 2.6 shows the simulated and estimated latent neuronal variables recovered by using the 

homomorphic filtering method for a randomly chosen iteration. For comparison the same 

simulated fMRI signal was also deconvolved using the Cubature Kalman Filter (CKF) approach. 

Figure 2.7 shows the simulated and estimated latent neuronal variables recovered by using the 

CKF method for a randomly chosen iteration.  
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The NMCC between the simulated and estimated latent neural variables over all iterations were 

0.51 ± 0.01 for the parametric CKF method and 0.53 ± 0.02 for the non-parametric homomorphic 

Figure 2.6 The simulated (red) and estimated (green) latent neural variable obtained 

from the homomorphic deconvolution method 

Figure 2.7 The simulated (red) and estimated (green) latent neural variable obtained 

from the CKF deconvolution method 
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method. The NMCC between the estimated latent neural variables from CKF and homomorphic 

methods was 0.78 ± 0.04. All three correlations were statistically significant (p<0.05). It is evident 

from these results that both methods were able to successfully recover the temporal information in 

the simulated latent neural variable. Further, latent neural variables estimated from both methods 

were highly correlated. 

2.3.2 Experimental Data 

Figure 2.8 shows the estimated latent neural variables obtained from mean fMRI BOLD time series 

representing activated voxels in the primary visual cortex in three subjects, along with the timing 

of the external visual stimulus. It can be seen that both the CKF and homomorphic methods were 

able to accurately estimate the peak neural response following the external visual stimulus. Further, 

NMCC between estimated latent neural variables from both parametric and non-parametric blind 

deconvolution methods for the three subjects were 0.65, 0.56 and 0.52, respectively. All three 

correlations were statistically significant (p<0.05). These results demonstrate that latent neural 

variables estimated from both methods not only reflected the timing of the external stimulus, but 

also were highly correlated with each other.  
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2.4 Discussion 

The main objective of this paper was twofold: (1) to present a non-parametric blind deconvolution 

method to obtain the latent neuronal response from the fMRI signal and, (2) to compare our 

approach to the best performing existing parametric model [32]. We hypothesized that if the results 

from non-parametric deconvolution closely resembled that obtained from parametric 

deconvolution, then the problem of over fitting during estimation in highly parameterized 

Figure 2.8 The estimated latent neuronal variables using the CKF deconvolution method (blue) 

and the homomorphic deconvolution method (red) for all the three subjects along with the external 

visual stimulus (green). 
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deconvolution models of fMRI can be ignored. On the other hand, lack of agreement between 

parametric and non-parametric models would require further investigation into the problem of 

over-fitting in highly parameterized models. In order to test this hypothesis, we non-parametrically 

deconvolved both simulated and experimental fMRI signals using the concept of the cepstrum and 

homomorphic filtering, to obtain the latent neuronal response. It is noteworthy that this method 

made absolutely no assumptions, except using the fact that most of the energy in the HRF is 

concentrated in low frequencies while for the latent neural variables, their energies are 

concentrated in relatively higher frequencies. We compared the performance of the non-parametric 

homomorphic deconvolution method with the best parametric deconvolution method based on the 

CKF and hemodynamic model. Both simulations and experimental results demonstrate support for 

our hypothesis since the estimated latent neural response from both parametric and non-parametric 

methods were highly correlated. Further, simulations showed that both methods were effective in 

recovering the simulated ground truth. Therefore, we conclude that skepticism about the efficacy 

of highly parameterized blind deconvolution models of fMRI for recovering latent neuronal 

variables due to the problem of over-fitting is probably not justified. Future studies must perform 

a similar comparison between parametric and non-parametric blind deconvolution methods for 

fMRI using simultaneously acquired invasive electrophysiological measurements as ground truths 

for latent neural signals in order to verify our findings. 
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Chapter 3 Effective Connectivity Model 
 

 

Author contributions: Developed the model: Gopikrishna Deshpande. Implementing the model: 

Karthik Sreenivasan, guided by Gopikrishna Deshpande. Written by: Karthik Sreenivasan, 

Gopikrishna Deshpande 

3.1 Introduction 

In recent years, studies investigating the causal influence of one brain regions on another (effective 

connectivity (EC)) from fMRI data are increasingly being recognized as sources of vital 

information regarding functioning of different brain networks in both healthy and patient 

populations. As discussed earlier in chapter-1, various methods have been proposed for effective 

connectivity analysis. Some of the more frequently used methods being dynamic causal modeling 

(DCM) [18], structural equation modeling (SEM) [22] and Granger causality (GC) analysis [15, 

17, 23, 24, 25]. However, the GC methods have certain advantages when compared to the other 

methods. GC being a completely data-driven method does not rely on priori information about the 

connectivity network model like the DCM. Secondly unlike the SEM models, increase in the 

number of ROIs does not affect the complexity or performance of GC analysis. In addition to this 

since the GC model is a stochastic model it allows for the complexities in the connectivity networks 

which are sometimes not accounted for by deterministic models like the DCM. These distinct 

advantages contributed to the increase in the prominence of the GC analysis. 
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GC is based on the principle that directional causal influence from time series A to time series B 

can be inferred if past values of time series A help predict the present and future values of the time 

series B [76]. Many previous studies have used multivariate autoregressive models (MVAR) to 

characterize the predictive relationship between time series [15, 17, 19, 23, 24, 25, 40, 41, 42, 43] 

[44, 45, 46, 47]. However using raw data in GC analysis could lead to confounds in the obtained 

causal connectivity metrics [27, 28] which can be attributed to the spatial variability of the 

hemodynamic response. Ensuing this, blind deconvolution has been proposed as a pre-processing 

step in GC analysis [28, 29, 30, 31] to remove the non-neuronal variability of the hemodynamic 

response [26]. Therefore, in this connectivity model, we use the hidden neuronal variables obtained 

after blind hemodynamic deconvolution [32] in GC analysis. We have shown two different 

connectivity models, a static MVAR model used to obtain static EC over the entire time series 

from two ROIs, and a dynamic MVAR model were the model coefficients vary as a function of 

time, so as to calculate EC dynamically, inferring that the causal connectivity between two ROIs 

is dynamically varying over time.  

3.2 Connectivity model 

3.2.1 Blind deconvolution model 

Let p fMRI time series be represented as Y(t) = [y1(t) y2(t) … yp(t)]. A dynamic state-space model 

can be described as follows. 
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Where n is the neuronal state variable, r is the exogenous input and θ is the parameter variables. f 

is the function which links the current neuronal state to the previous neuronal states, exogenous 

inputs and parameters. The subscript Γ indicates continuous time and the superscript p indicates 

the number of time series in the model. L, K and J are the zero mean Gaussian state noise vectors. 

The observation equation, which links the state to observation variables, is as follows. 

       (2) 

Here the state variables and the measurement variables are linked by the function m. The variables 

t and v represent the discrete time and measurement noise, respectively. The exogenous inputs r 

(i.e. experimental boxcar function) and fMRI time series yp(t) are the inputs to the model. In case 

of resting state studies there is no experimental boxcar function (exogenous input). Therefore the 

input to the model is only the fMRI time series yp(t) and Eq. 1 can be rewritten as shown in Eq. 3.  

       (3) 

As shown before, the Cubature Kalman Filter (CKF) performs very efficient joint estimation of 

underlying neuronal state variables and parameters [32]. Also, by using a smaller time step (10 

times smaller than the TR) while discretizing the continuous time model, the neuronal variables 

can be successfully estimated at an effective temporal resolution. Using such neuronal variables 

with high temporal resolution in an MVAR model enables effective connectivity analysis.  
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3.2.2 Static MVAR model 

The neuronal state variables np(t) can be input into the MVAR as follows 

 

  (4) 

 

 

Where ω is the order of the model determined by the Akaike/Bayesian information criterion [77, 

78], a are the model coefficients and δ is the model error. Note that a(0) represent the instantaneous 

influences between time series while a(s), s=1 .. ω represent the causal influences between time 

series. By modeling both instantaneous and causal terms in a single model, effect of instantaneous 

correlation on causality can be minimized [79].  The coefficients of the model aij(s), i,j = 1...p are 

determined in the least square sense. The static causal influence (correlation purged GC (CPGC)) 

between the p time series can be calculated using the model coefficients as shown in Eq. 5 

 

                 (5) 

3.2.3 Dynamic MVAR model 

The MVAR model can be made dynamic by allowing the model coefficients to vary as a function 

of time as given below (Eq. 6).  

 

 (6) 
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The model coefficients aij(s,t) were taken as the state vector of a Kalman filter and adaptively 

estimated using the algorithm proposed by Arnold et al [80]. Dynamic Granger causality (DGC) 

was then obtained as follows 

 

(7) 

3.3 Connectivity Analysis 

Initially the mean fMRI time series are extracted from the regions of interest (ROIs) for all 

participants. These average time series are then temporally normalized and input to the 

deconvolution model. In this step the fMRI time series are deconvolved using the CKF and the 

latent neuronal variables are obtained. These latent neuronal variables are then input into the 
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Fig 3.1 CPGC connectivity analysis 
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MVAR model to obtain the granger causal metrics. In case of CPGC analysis (static MVAR 

model) the causal connectivity values obtained can then be statistically analyzed for forming 

inferences. Figure 3.1 shows the schematic for CPGC analysis. For DGC since we obtain the 

connectivity values over time they can be populated into different samples corresponding to 

particular conditions and then be statistically compared to infer the causal connectivity between 

the different regions with respect to the different conditions. The schematic for DGC analysis is 

shown in figure 3.2. The two different conditions (condition 1 and condition 2) are represented by 

green and blue bars respectively.  

Fig 3.2 DGC connectivity analysis. The green and blue bars represent two different 

conditions (condition 1 and condition 2). 
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Chapter 4 Applications of the granger causality based effective connectivity 

model 
 

 

4.1 Identification of neural connectivity signatures of autism using machine learning 

 

This study was done in collaboration with Lauren Libero, Hrishikesh Deshpande and Dr. Rajesh 

Kana. All the above mentioned collaborators are from the University of Alabama - Birmingham, 

Birmingham, AL. This work has been published in the journal Frontiers in Human Neuroscience. 

My main contributions to this paper are effective connectivity analysis of the data and help 

writing the paper, under the guidance of Dr. Gopikrishna Deshpande. 

4.1.1 Introduction 

Interregional connectivity abnormalities have been suggested as a neural signature of the 

pathobiology of autism [81, 82]. There have been many reports of functional and anatomical 

connectivity being altered in complex cognitive and social tasks in autism. Although disrupted 

instantaneous correlation between cortical regions observed from functional MRI of the autistic 

brain is considered to be an explanatory model for autism, the causal influence of a brain area on 

another (effective connectivity (EC)) is a vital link which is missing in these studies. The current 

study focuses on addressing this in an fMRI study of Theory-of-Mind (ToM) in high-functioning 

adults with autism. Importantly, statistical separation of neural signatures (e.g. t-test) demonstrated 

in previous studies do not guarantee generalizability or predictive power of those signatures for 

diagnosis. Therefore, we adopt machine learning approaches for identification of neural signatures 

which can accurately classify individuals with autism from individuals with typical development. 
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4.1.2 Materials and Methods 

Participants viewed a series of comic strip vignettes in the MRI scanner and were asked to choose 

the most logical end to the story from three alternatives, separately for trials involving physical 

and intentional causality. For physical causality condition, participants relied on laws of physics 

to arrive at their judgment and in the case of intentional causality they relied on social rules or 

ToM. 15 typically developing (TD) control participants and 15 high functioning adults with autism 

were scanned using a standard EPI sequence on a 3T Siemens Allegra scanner (TR = 1000ms, TE 

= 30ms, flip angle = 60 degrees). After standard pre-processing and activation analysis, mean time 

series were extracted from 18 activated regions of interest (ROIs) and the correlation purged 

granger causality (CPGC) metrics for all participants were obtained by applying the method 

discussed in chapter-3. First, the averaged time series were normalized and input to the 

deconvolution model to obtain the underlying neuronal variables using Cubature Kalman filter 

(CKF) based blind hemodynamic deconvolution [32]. The resultant neural response was input into 

a static multivariate autoregressive model (MVAR) [47, 79] to obtain the causality matrices for 

each of the 30 participants. These causal connectivity weights, along with assessment scores 

(Autism Spectrum Quotient (AQ) and Reading the Mind in the Eyes (RME)), functional 

connectivity values, and fractional anisotropy obtained from DTI data for each participant (all the 

other metrics except for effective connectivity were obtained earlier in another study [83]) were 

then input into a recursive cluster elimination based support vector machine (RCE-SVM) classifier 

[84] to determine the accuracy with which the classifier can predict a novel subject’s group 

membership (autism or control). 
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4.1.3 Results 

Figure 4.1 demonstrates the increase of classification accuracy as the number of features is 

decreased. Utilizing 2 feature clusters comprised of 19 metrics, the classification accuracy reached 

a maximum accuracy of 95.9% (specificity 94.8% and sensitivity 96.9%) and all of these 19 

metrics were effective connectivity paths.  

The causal connectivity value of these 19 paths which lead to maximum accuracy showed clear 

separation between participants with autism (blue) and control participants (green) (figure 4.2), 

with these paths showing significantly (p<0.05) weaker connectivity in participants with autism 

compared to TD controls. The 19 effective connectivity paths which were most important in 

classification are shown in figure 4.3 (Plotted using brainnet viewer [85]).  

Figure 4.1 Graph showing classification accuracy, sensitivity and specificity obtained by 

simultaneously using the following features: behavioral scores, functional connectivity, effective 

connectivity and fractional anisotropy obtained from DTI. The X-axis shows number of 

clusters/number of features and the Y-axis, the performance (classification accuracy, sensitivity 

and specificity). 
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A Spearman’s non-parametric correlation was also performed between the 19 features that were 

ranked highest in classification and assessment scores (AQ and RME). Table 4.1 shows the 

correlation coefficients and p-values for the specific paths. We can see that there was a significant 

Figure 4.2 Mean of nineteen paths which was most important for giving maximum classification 

accuracy for autism and control groups. All paths had significantly decreased connectivity (p<0.05 

corrected using Bonferroni method for 18 paths; for one of the paths p<0.05 uncorrected) in the 

Autism group as compared to controls. The bars represent standard errors. 

Figure 4.3 The nineteen paths whose effective connectivity values were top-ranked 

features for classification of the two groups (Autism and Controls) with the maximum 

accuracy (Left panel: participants with autism; and right panel: control participants). The 

width of the arrows represents the path strength and the color of the path indicates its rank 

obtained during classification with 1 being the most significant and 19 being the least 

significant.  
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negative correlation between EC paths and the AQ scores as well as a significant positive 

correlation between EC paths and the RME scores. 

Paths correlated with Autism Quotient (AQ) 

scores 

Paths correlated with Reading Mind in Eye 

(RME) scores 

Source 

Region 
 

Sink 

Region 
p-value 

Correlation 

Coefficient 

Source 

Region 
 

Sink 

Region 
p-value 

Correlation 

Coefficient 

LMTG  LTPJ 0.0003 -0.6137 LMTG  LTPJ 0.0311 0.3941 

LMTG  RIFG 0.0007 -0.5837 LMTG  RIFG 0.0183 0.4279 

LMTG  RMTG 0.0001 -0.6466 LMTG  RMTG 0.0455 0.3679 

LMTG  RMOG 0.0006 -0.5901 LMTG  RMOG 0.0325 0.3912 

LFFG  RIFG 0.0061 -0.4889 LFFG  RIFG 0.0428 0.3723 

LMTG  LSMA 0.0006 -0.5930 LMTG  LSMA 0.0421 0.3734 

RFFG  RTPJ 0.0028 -0.5274 RFFG  RTPJ 0.0373 0.3819 

LFFG  RMTG 0.0119 -0.4531 LFFG  RMTG 0.0151 0.4395 

RFFG  RMOG 0.0098 -0.4642 RFFG  RMOG 0.0035 0.5169 

RFFG  LSPL 0.0187 -0.4266 RFFG  LSPL 0.0417 0.3741 

LMTG  RSTG 0.0391 -0.3785 LIPL  RSPL 0.0082 0.4735 

LMTG  RTPJ 0.0319 -0.3926 LFFG  LMOG 0.0213 0.4186 

     RFFG  RSPL 0.0425 0.3727 

 

4.1.4 Discussion 

The main results of this study are summarized as follows: (1) The effective connectivity metrics 

were able to successfully classify participants by diagnosis with 95.9% accuracy. These path 

weights were the most significant features among all the different metrics used in classification; 

(2) Effective connectivity was significantly reduced in autistic participants compared to typical 

control participants; and (3) The paths that were among the top ranked features in the classification 

analysis were found to be significantly negatively correlated with the Autism Quotient (AQ) and 

positively correlated with Reading the Mind in the Eyes (RME) test scores suggesting that as 

autism symptom severity increased, the effective connectivity decreased; and as the theory-of-

Table 4.1 Paths correlated with Autism Quotient (AQ) scores and Reading Mind in Eye (RME) 

scores. The paths in red were correlated with both AQ and RME. 
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mind ability increased, effective connectivity also increased. These findings collectively point 

towards the fact that alterations in causal connectivity in the brain in autism could serve as a 

potential non-invasive neuroimaging signature for autism. 

 

4.2 A Framework for Causal Connectivity Analysis of fMRI in Patient Populations: 

An application to Major Depression and Early Life stress 
 

This study was done in collaboration with Dr. Merida Grant, David White, Jennifer Hadley, 

Nathan Hutcheson and Dr. Richard Shelton. All the above mentioned collaborators are from the 

University of Alabama - Birmingham, Birmingham, AL. This work has been published in Human 

Brain Mapping. My main contributions to this work is effective connectivity analysis of the data 

and help writing the paper, under the guidance of Dr. Gopikrishna Deshpande. 

4.2.1 Introduction 

Differential pathophysiology within major depression (MDD) based on early life stress history is 

associated with two distinct phenotypes; (I) a hyper-responsive subtype characterized by 

exaggerated amygdala reactivity and decreased anterior cingulate (BA 32/24) volume among 

trauma-exposed MDD and (II) a hypo-responsive subtype associated with attenuated limbic 

reactivity and unaffected cingulate volume among never trauma-exposed MDD [86, 87]. 

Translational models of stress [88] as well as imaging findings in non-clinical human studies [89] 

have demonstrated key roles for medial and lateral prefrontal cortex (PFC) (e.g., anterior cingulate 

and dorsal lateral PFC) in modulation of limbic response to stress. The current study investigated 

whether differential amygdala reactivity within MDD based on early life stress history was 

associated with failure of inhibition from medial or lateral PFC. 
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4.2.2 Materials and Methods 

Twenty un-medicated patients with MDD and 19 healthy controls performed a gender 

identification variant of the Eriksen flanker task of selective attention [90]. The task was designed 

to identify the influence of valence on the efficiency of selective attention by emotion (positive, 

negative, and neutral) and level of task difficulty (non-conflict, congruent and incongruent). The 

participants were asked to respond as quickly and accurately with a button press to identify gender 

centralized target faces. fMRI data were acquired on a 3T Philips Intera Achieva scanner 

(TR/TE/flip angle/FOV/slice thickness = 3000ms/28ms/90º/24cm/4mm). The mean time series 

were extracted from 11 different activated regions of interest (ROIs) for all participants and 

dynamic granger causality (DGC) measures were obtained by using the model discussed in 

chapter-3. Initially the underlying neuronal response for these times series were obtained by 

normalizing them and deconvolving the hemodynamic response using a CKF [32]. This was then 

input into a dynamic multivariate autoregressive model (dMVAR) [31, 45, 91] to obtain the 

connectivity matrices which were then populated into different samples (negative and neutral 

valence of non-conflict difficulty), separately for patients and controls. T-tests were performed 

between the samples and paths significantly greater during negative valence condition as compared 

to neutral valence were identified. Among these paths, those that were significantly different 

between controls and MDD patients were obtained (p<0.05). A schematic of the analysis procedure 
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is illustrated in figure 4.4. These set of paths were then examined to see if they were significantly 

correlated with childhood trauma scores. 

Figure 4.4 Effective connectivity schematic 
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4.2.3 Results 

Figures 4.5 and 4.6 show the paths which were significantly greater in MDD and controls, 

respectively, and at the same time also greater during negative valence condition. Paths originated 

Figure 4.5 Paths which are significantly greater in MDD 

patients. 

Figure 4.6 Paths which are significantly greater in Healthy controls. 
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from left Brodmann area 24 (BA24L) were significantly greater in MDD, whereas outputs from 

right dorsolateral PFC (dlPFC R) were greater in controls. Figure 4.7 shows the significant 

correlation (p<0.05) for physical neglect and left BA 32-right dlPFC connectivity. Similarly figure 

Figure 4.7 Relationship between early life trauma and mPFC-DLPFC connectivity. 

Correlations within MDD between ELT history and mPFC-dlPFC indicating an inverse 

relationship between medial and lateral PFC among non-ELT exposed depressed but a 

positive correlation for ELT-exposed depressed. 

Figure 4.8 Relationship between early life trauma and mPFC-amygdala connectivity. 

Correlations within MDD between ELT history and mPFC-amygdala indicating an 

inverse relationship between medial PFC and amygdala among non-ELT exposed 

depressed but a positive correlation for ELT-exposed depressed. 
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4.8 shows significant correlation (p<0.01) between the physical neglect with right BA32-right 

amygdala connectivity. 

4.2.4 Discussion 

The current investigation revealed between group differences in directional connectivity in 

response to aversive stimuli among MDD and HC. Specifically, inputs to amygdala from lateral 

PFC was higher in HC and from medial PFC was higher in MDD. Positive correlation of the path 

from medial PFC to amygdala with early life trauma in MDD supports  the view that differential 

amygdala reactivity within MDD based on early life stress history is associated with failure of top-

down inhibition. 

 

4.3 Effective connectivity reveals learning-related changes in the emotional response 

to a threat 
 

This study was done in collaboration with Muriah Wheelock, Kimberly Wood, Dr. Lawrence Ver 

Hoef, and Dr. David Knight. All the above mentioned collaborators are from the University of 

Alabama - Birmingham, Birmingham, AL. This work will be submitted to NeuroImage. My main 

contributions to this study is effective connectivity analysis of the data and help writing the paper, 

under the guidance of Dr. Gopikrishna Deshpande. 

4.3.1 Introduction 

Recognizing cues that predict aversive events allows one to react more effectively under 

threatening conditions. Prior work has demonstrated that dorsolateral prefrontal cortex (dlPFC), 

dorsomedial PFC (dmPFC), posterior cingulate cortex (PCC), anterior cingulate cortex (ACC), 
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anterior insula, amygdala, and inferior parietal lobule (IPL) showed a diminished response to 

predictable aversive events (100db white noise) [89]. The present study examined the causal 

relationships within this brain network in response to predictable and unpredictable 

unconditioned stimulus (UCS) presentations. 

4.3.2 Materials and Methods 

Twenty-four healthy right-handed volunteers participated in this fear conditioning study [89]. 

Participants were exposed to a fear conditioning procedure during which two distinct tones (700 

and 1300 Hz) served as the conditioned stimuli (CSs). One tone (CS+) coterminated with a white 

noise (100dB) UCS and the second tone (CS-) was presented without the UCS. During the test 

trials, the CS+ coterminated with the UCS (CS+UCS), CS- coterminated with the UCS (CS-UCS), 

and the UCS was presented alone (UCS alone) to assess conditioned diminution of the 

unconditioned response (UCR). Functional magnetic resonance imaging (fMRI) data were 

acquired on a 3 Tesla Siemens Allegra scanner (TR/TE/flip angle/FOV/slice thickness = 

2000ms/30ms/70º/24cm/4mm). Image processing was executed using AFNI [92]. The mean time 

series from fifteen activated regions of interest (ROIs) was extracted for all participants and DGC 

was obtained as discussed in chapter-3. The time series were temporally normalized and then the 

hidden neuronal variables were obtained by deconvolving the fMRI time series using a CKF [32]. 

This neuronal response was then input into a dMVAR [31, 45, 91] to obtain dynamic connectivity 

between every pair of ROIs. In order to find task-specific connectivity, causality values were 

populated into three different samples based on the UCS alone, CS+UCS, and CS-UCS (test trials) 

conditions. An ANOVA was performed on these samples to find the paths which were significantly 

different between trial type (p<.05). On these paths one sample and two sample t-tests were 

performed to find the paths significant within trial type (p<0.05) and significantly different 
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between the CS+UCS and UCS alone trial types (p<.01). Schematic of the analysis is shown in 

figure 4.9. 

4.3.3 Results 

Analyses of CS+UCS and UCS alone revealed two main source ROI; the dlPFC and ACC. For 

simplicity, all figures and results present connections emanating from these sources only. 

Presentations of the CS+UCS showed greater connectivity than UCS alone from dlPFC to insula, 

Figure 4.9 Effective connectivity analysis schematic 

One sample t-test 

Two sample t-test 
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PCC, ventromedial PFC (vmPFC), amygdala, and IPL (figure 4.10A). UCS alone compared to the 

Figure 4.11 Significant connectivity within trial type (p<.01). Warm colors indicate positive 

relationship and cool colors indicate negative relationship. A) Significant connectivity during  a 

predictable UCS (CS+UCS). B) Significant connectivity during an unpredictable UCS (UCS 

alone). Diagrams are in neurologic view (right hemisphere is on right) 

Figure 4.10 A) Greater connectivity during a predictable UCS than during an unpredictable UCS. 

B) Greater connectivity during an unpredictable UCS than during a predictable UCS. Diagrams are 

in neurologic view (right hemisphere is on right) 
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CS+UCS showed greater connectivity from ACC to vmPFC, dlPFC, amygdala, insula, and IPL 

(figure 4.10B). Examination of within trial type effects showed that presentations of CS+UCS 

mainly elicited negative connections from dlPFC (figure 4.11A). Analysis of UCS alone revealed 

similar negative correlations emanating from the dlPFC (figure 4.11B). However, during UCS 

alone condition, the ACC showed a lot of positive connections not present during CS+UCS (figure 

4.11B). 

4.3.4 Discussion 

The ACC showed significantly greater top-down connectivity to vmPFC and amygdala during 

unpredictable presentations of the UCS alone than during predictable CS+UCS presentations 

(figure 4.10B). Further investigation revealed that when the UCS was unpredictable, activation 

within the ACC resulted in increased activation of brain regions including the amygdala and 

vmPFC (figure 4.11B). These results are consistent with literature suggesting the ACC signals an 

aversive event and coordinates other regions to take action during an unpredicted adverse event 

[93]. In contrast, the left dlPFC was significantly more involved in top-down regulation of other 

brain regions during CS+UCS trials compared to UCS alone (figure 4.10A). When the UCS was 

predictable, dlPFC activation resulted in decreased activation within the amygdala and IPL (figure 

4.11A), consistent with an executive down-regulation of amygdala activity during a predictable 

adverse event [94]. 

 

4.4 Effective connectivity analysis of the memory network in schizophrenia before 

and after antipsychotic medication 
 



 

48 

 

This study was done in collaboration with Nathan Hutcheson, Jennifer Hadley, Dr. Mark Bolding, 

David White, Dr. Lawrence Ver Hoef and Dr. Adrienne Lahti. All the above mentioned 

collaborators are from the University of Alabama - Birmingham, Birmingham, AL. This work will 

be submitted to Human Brain Mapping. My main contributions to this paper are effective 

connectivity analysis of the data and helping to write the paper, under the guidance of Dr. 

Gopikrishna Deshpande. 

4.4.1 Introduction 

Schizophrenia is characterized by positive, negative, and cognitive symptoms. The positive 

symptoms are present as hallucinations, delusions, and disorganization in thought and behavior 

which usually attract the most attention. While the negative symptoms include a lack of 

motivation, poverty of speech, lack of pleasure, and social withdrawal. Also, patients with 

schizophrenia exhibit cognitive impairments, which cover a variety of mental capacities including 

executive function, attention, and memory which are often present at the initial diagnosis [95]. 

Also, despite the large focus on positive symptoms such as hallucinations and delusions, research 

has shown that cognitive deficits such as attention and memory dysfunction are actually more 

predictive of long-term outcome [96, 97] and the neural mechanisms behind these cognitive 

deficits still remain unclear [98]. Previous work has shown that patients with schizophrenia (SZ) 

have memory disruptions, which often do not improve with antipsychotic medication. Reports 

have suggested that disrupted functional and anatomical connectivity could help explain these 

memory disturbances. Even though these findings are useful to map out neural connections altered 

in schizophrenia, they do not help to distinguish between the directions of these connections in the 

brain. In the current study we explored the causal influences between brain regions that underlie 

episodic memory in healthy controls and participants with schizophrenia both off medication and 
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after 1-week of antipsychotic medication. We investigated if participants with schizophrenia 

showed significant alterations within the memory network compared to healthy controls and 

whether these connections improved with medication.  

4.4.2 Materials and Methods 

Functional magnetic resonance imaging (fMRI) data was collected during an episodic memory in 

21 off-medication SZ and 20 healthy controls (HC) and 16 SZ that had data both before and after 

1-week of APD treatment. All imaging was performed on a 3 Tesla Siemens Allegra scanner 

(TR/TE/flip angle/FOV/slice thickness = 2100ms/30ms/70º/24cm/4mm). The mean time series 

were extracted from 11 activated regions of interest relevant during an episodic memory task, and 

the DGC values were obtained by using the connectivity model discussed in the previous chapter. 

Initially, these average time series were normalized and deconvolved using the CKF [32] to 

obtained the hidden neuronal variables, which were then input into the dMVAR model [31, 45, 

91] to obtain time-varying connectivity metrics for each of the healthy controls and participants 

with schizophrenia (both before and after medication). The causal connectivity values obtained 

were then populated into different samples corresponding to retrieve old correct (ROC) and 

retrieve new correct (RNC) conditions for HC and SZ (before and after medication) groups 

respectively. Separate t-tests were performed between these samples in each of the following 

groups: controls, schizophrenia before medication and schizophrenia after medication. Only the 

paths which were significantly greater (p<0.05) in the ROC condition as compared to RNC 

condition were considered for further statistical comparisons. For the paths identified above, we 

performed 2 two-sample t-tests using the samples derived from ROC connectivity values to obtain 
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the difference in connectivity between the following groups: (1) HC and SZ before medication (2) 

SZ before medication and SZ after medication. A schematic of the analysis is shown in figure 4.12. 

Figure 4.12 Effective connectivity analysis schematic 
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4.4.3 Results 

The between group analysis of HC and unmedicated SZ showed that healthy controls had more 

number of paths that had greater ROC – RNC activation and were significantly stronger when 

compared to the unmedicated SZ group (figure 4.13). Between-group analysis of the SZ group 

showed that before medication the SZ group had a lesser number of paths that were significantly 

greater (unmedicated SZ > medicated SZ) (figure 4.14) when compared to participants after 1-

week of medication. For both figures 4.13 and 4.14 (plotted using Gephi [99]) the frontal brain 

Figure 4.13 Paths that were (left) significantly greater in healthy control than unmedicated 

schizophrenia (HC > SZ) (right) paths that were significantly greater in unmedicated schizophrenia 

compared to healthy controls (SZ > HC) 

Figure 4.14 Paths that were (left) significantly greater in patients with schizpophrenia after 

medication (Medicated SZ > Unmedicated SZ) and (right) paths that were significantly greater 

before medication (Unmedicated SZ > Medicated). 
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regions are depicted in red and the posterior in blue with the size of the ROI circle and name 

corresponding to that region’s degree (how many paths were originating from or projecting to that 

region). Paths with greater path weights are depicted as having thicker lines. Abbreviations are as 

follows: IFG, inferior frontal gyrus; Medial, medial frontal gyrus; MFG, middle frontal gyrus; 

HIP, posterior hippocampus; STG, superior temporal gyrus. ROIs are arranged as if looking on 

top of head from above with left side on the left half and right side on right half of the figure. 

4.4.4 Discussion 

In conclusion, we found that patients with schizophrenia show deficits in the memory network 

when compared with healthy control subjects. We also found that the memory network in 

schizophrenia shows increased connectivity after 1-week of treatment. These data further our 

knowledge of the disruptions within the memory network in schizophrenia and how this network 

responds to antipsychotic therapy. In addition these findings indicate that effective connectivity 

techniques utilizing fMRI can be very useful in probing the functioning of the memory network in 

schizophrenia. 

 

4.5 Effective connectivity analysis of visual-motor network in patients with 

schizophrenia 
 

This study was done in collaboration with Nathan Hutcheson, Mina Hanna, David White and Dr. 

Adrienne Lahti. All the above mentioned collaborators are from the University of Alabama - 

Birmingham, Birmingham, AL. My main contributions to this paper are effective connectivity 

analysis of the data and helping write the paper, under the guidance of Dr. Gopikrishna Deshpande. 
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4.5.1 Introduction 

Previous work has shown that EC can be used to map connections between brain areas in auditory 

motor tasks in healthy controls (HC) [24]. Previous work in schizophrenia has shown low-level 

abnormalities in perceptual processing of visual stimuli [100] and also motor function [101]. 

Although there is information about altered functional connectivity in the visuo-motor pathway, 

the directionality of the altered connections, which is critical given the known causal flow of 

information between visual and motor cortices, is unknown. In our current study, we have used 

fMRI to study the EC between visual and motor cortices in HC and patients with schizophrenia 

(SZ). We investigated if there was altered connectivity of paths originating from the visual cortex 

and projecting to motor areas in schizophrenia participants compared to the healthy controls. 

4.5.2 Materials and Methods 

Functional magnetic resonance imaging (fMRI) data was collected on a 3T head-only (Siemens 

Allegra) scanner in 21 off-medication SZ and 20 healthy control (HC) subjects. During the 

performance of the fMRI task, subjects were shown a series of words and after each, asked to press 

a button with their left or right index finger to indicate if the word was novel or previously seen. 

The functional data were acquired using the gradient recalled echo-planar imaging (EPI) sequence 

(TR/TE/flip angle/FOV/slice thickness = 2100ms/30ms/70º/24cm/4mm). All data were 

preprocessed using SPM 8. Five regions of interest (ROI) were chosen based on the activation 

maps and the mean percent signal change time series were extracted and input to the dynamic 

connectivity model discussed in chapter-3 to obtain DGC measures. The mean time series were 

temporally normalized and deconvolved using a CKF [32] and input into a dMVAR model [31, 

45, 91] to obtain connectivity between every pair of ROIs as a function of time. Based on the 
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causal connectivity values we obtained the dominant directional influence score for each path. For 

example, if the connectivity strength of a path from ROI A to ROI B is greater than ROI B to ROI 

A, then the path ROI A to ROI B will be assigned an influence score of (path weight of ROI A to 

ROI B) - (path weight of ROI B to ROI A) and the influence score of path ROI B to ROI A will 

be set to (path weight of ROI B to ROI A) - (path weight of ROI A to ROI B). The obtained 

influence scores during the task of interest (when the participant gave a correct answer) were then 

populated into different samples for both HC and SZ participants separately. Then a right tailed t-

test was performed on the sample to obtain the paths that were significantly (p<0.05) greater than 

zero for both the groups (HC and SZ). A two sample t-test was also done between these samples 

to find paths that were significantly different between the two groups (SZ and HC). These paths 

Figure 4.15 Effective connectivity analysis schematic 

 



 

55 

 

were illustrated by using the brainnet viewer toolbox [85]. Schematic of the connectivity analysis 

is given in figure 4.15.  

4.5.3 Results 

Figure 4.16 shows the paths that were significantly greater than zero for both HC and SZ 

participants. We found that, HC did show strong unidirectional connections that originated from 

the calcarine sulcus and projected to the bilateral precentral gyrus (PreCG) and bilateral 

supplementary motor areas (SMA). However, SZ participants showed less robust projections from 

calcarine sulcus to bilateral PreCG and SMA.  

When the HC and unmedicated SZ groups were contrasted, we found that the HC group had a 

significantly stronger projection from the calcarine sulcus toward the left and right precentral gyrus 

Figure 4.16 Paths that were significant within the visual-motor network in healthy controls (n=20) and 

unmedicated patients with schizophrenia (n=21). Colorbar indicates the t-values. 
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and left and right SMA (figure 4.17). In contrast, the SZ group showed a stronger projection from 

the right precentral gyrus backward toward the calcarine sulcus. 

4.5.4 Discussion 

These results were consistent with previous work showing that in a visual-motor task, neural 

information proceeds from visual cortex to motor and supplementary motor areas [24]. Also, it 

shows a novel finding that the visual-motor deficits seen in schizophrenia may stem from altered 

connectivity within and between these networks. The effective connectivity method utilized was 

able to map connectivity within the visual-motor system in healthy controls and patients with 

schizophrenia. Also, this work showed that patients with schizophrenia have low-level disruption 

of visual-motor connectivity, which adds to a growing body of literature that schizophrenia is 

characterized by disrupted connectivity within multiple neural networks, some which are not 

traditionally associated with Schizophrenia. 

 

Figure 4.17 Paths that were significantly greater within the visual-motor network in (left panel) healthy 

controls (n=20) compared to unmedicated patients with schizophrenia (n=21) (right panel) unmedicated 

patients with schizophrenia (n=21) compared to healthy controls (n=20). Colorbar indicates the t-values. 
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4.6 Spatial imagery in haptic shape perception 
 

This study was done in collaboration with Dr. Simon Lacey, Dr. Randall Stilla and Dr. K. Sathian. 

All the above mentioned collaborators are from Emory University, Atlanta, GA. This work is 

submitted to Neuropsychologia. My main contributions to this work are effective connectivity 

analysis of the data and help write the paper, under the guidance of Dr. Gopikrishna Deshpande. 

4.6.1 Introduction 

In an earlier study Lacey et.al. [102] proposed that haptic activation of the visually shape-selective 

lateral occipital complex (LOC) reflects a model of multisensory object representation in which 

the role of visual imagery is modulated by object familiarity. Supporting this model, a visual object 

imagery [103] task produced more similar patterns of effective connectivity, with haptic perception 

of familiar, than unfamiliar, shape [47]. In this current study, we test the hypothesis that a visual 

spatial imagery (spIMG) [103] task would more similar effective connectivity networks, with 

haptic perception of unfamiliar shape (uHS) than familiar shape (fHS). 

4.6.2 Materials and Methods 

fMRI data was acquired on a 3 Tesla Siemens Trio whole body scanner (Siemens Medical 

Solutions, Malvern, PA) from twelve neurologically normal participants (TR/TE/flip angle/FOV/ 

slice thickness = 2000ms/30ms/90º/220mm/4mm).  The volunteers performed spIMG, uHS and 

fHS tasks in two fMRI sessions. During the spIMG task participants memorize lettered 4x4 grid 

and in response to auditory four-letter strings, participants imagine the shape resulting from filling 

in the appropriate squares. The control task was to decide whether a four-letter string made a real 

word or non-word. During the haptic task the participants were presented with a series of objects 
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and performed a one-back same/different shape discrimination. During the uHS task unfamiliar 

objects (meaningless wooden blocks) were the shape stimuli while for fHS familiar objects (rubber 

duck, spoon, etc.) were the shape stimuli. The control condition was a one-back same/different 

texture discrimination. fMRI time series were extracted from 31 ROIs for all participants and DGC 

values obtained using the dynamic connectivity model described in chapter-3. The hidden neuronal 

variables were obtained by hemodynamic blind deconvolution of the normalized mean time series 

[32], and were input into a dMVAR model [31, 45, 91] to obtain the connectivity estimates. The 

DGC metrics obtained across all the participants were populated in different samples 

corresponding to the imagery task performed (uHS, fHS or SPIM) and corresponding control 

conditions and t-tests were performed between the condition-specific samples and paths 

significantly greater during the imagery tasks were obtained. From these significant paths those 

which are common between SPIM & uHS perception tasks and the SPIM & fHS perception tasks 

were obtained. A two dimensional correlation was done between the thresholded (p<0.05) mean 

connectivities of different imagery tasks. The analysis pipeline is shown in figure 4.18. 
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4.6.3 Results 

Figure 4.19 shows the paths which were significantly stronger during both the spIMG and fHS 

tasks as compared to their respective control tasks while figure 4.20 shows the same for the spIMG 

and uHS tasks. From these figures we can see that there are more significant paths that were 

common between spIMG and uHS when compared to the number of common paths between 

spIMG and fHS.  

Figure 4.18 Effective connectivity analysis pipeline 
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Figure 4.19 Paths which were significantly stronger during both 

spIMG and fHS tasks as compared to the control task: a) (top) edge 

color represented by spIMG task path weight; b) (bottom) edge color 

represented by fHS perception task path weight. 
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Two dimensional correlations were performed using the thresholded (p<0.05) connectivity 

matrices between the above mentioned pairs (spIMG & uHS, spIMG & fHS). The spIMG and uHS 

Figure 4.20 Paths which were significantly stronger during both 

spIMG and uHS tasks as compared to the control task: a) (top) edge 

color represented by spIMG task path weights; b) (bottom) edge color 

represented by uHS task path weights. 
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task connectivities were significantly correlated (r=0.25, p= 5.89×10-15), whereas the correlation 

between the spIMG and fHS tasks was not significant (r=0.03, p= 0.32). Figure 4.21 shows the 

Figure 4.21 Scatter plot illustrating the comparison between 

significant paths for spIMG and fHS (top) and uHS (bottom). The 

blue circles indicate different paths that were significantly greater 

during the task of interest when compared to the control condition. 

The circles on the x and y axes are paths that were not significant 

in one task but significant in the other. The circles that lie between 

the two axes are paths which were significant in both the tasks. The 

paths close to the line oriented at 45̊ angle on the scatter plot are 

significant in both tasks and also have very similar connectivity 

weights. 



 

63 

 

scatter plot illustrating the relationship between the weights of significant paths for spIMG & uHS 

as well as spIMG & fHS. These scatter plots were generated based on the thresholded (p<0.05) 

connectivity matrices for the respective imaging tasks. We can see from these plots that there are 

more significant paths that are common in the SPIM and uHS perception task when compared to 

the SPIM and fHS perception task comparison 

4.6.4 Discussion 

We can summarize our findings as follows a) The effective connectivity analysis showed that there 

were more paths significantly greater during imaging task that were common between SPIM and 

uHS when compared to number of common paths between SPIM and fHS perception tasks. b)  2D 

correlation between the spIMG and uHS effective connectivity networks were significant and 

positive while the spIMG and fHS networks were non-significantly correlated. Thus based on these 

findings we can say that the effective connectivity analyses were consistent with our proposed 

model, supporting a stronger relation between spatial imagery and haptic perception of unfamiliar 

compared to familiar shapes. 

 

4.7 Effective connectivity among three large-scale networks in schizophrenia and 

bipolar disorder with psychosis 
 

This study was done in collaboration with Dr. Lena Palaniyappan, Dr. Sarina Iwabuchi and Dr. 

Peter Liddle. All of the above mentioned collaborators are from the University of Nottingham, 

Nottingham, UK. This work will be submitted to the Journal of the American Medical Association 

(JAMA) Psychiatry. My main contributions to this paper are effective connectivity analysis of the 

data and help write the paper, under the guidance of Dr. Gopikrishna Deshpande. 
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4.7.1 Introduction 

The two major psychotic disorders, schizophrenia and bipolar disorder with psychosis, display 

more shared than unique abnormalities in brain structure [104], function [105] and candidate 

genetic loci [106, 107]. Despite this similarity, the clinical course and functional outcome of these 

disorders are notably divergent [108, 109]. The early conceptualization of schizophrenia placed 

emphasis on certain features (the predominance of poor functional outcome, the absence of clearly 

defined periods of complete remission, and the presence of thought disorder (loosening of 

associations)) as cardinal to define its distinctive phenotype [110].  Clarifying the neuroanatomical 

basis of the distinction between these two disorders can greatly enhance our understanding of the 

pathophysiological core of schizophrenia. Thus in this study we compared the EC using a triple 

network model (involving the default mode network, salience network and central executive 

network)  in patients with schizophrenia and psychotic bipolar disorder to establish the diagnostic 

classification accuracy that can be achieved using this model. 

4.7.2 Materials and Methods 

The sample consisted of 38 patients satisfying DSM-IV criteria for schizophrenia or 

schizoaffective disorder and 19 subjects with psychotic bipolar disorder. Functional MRI images 

were acquired on a 3 Tesla Philips Achieva MRI scanner (dual-echo EPI, 8ch SENSE, 

TR=2500ms, TE1/TE2 = 25/53ms, flip angle = 85°, FOV = 255 mm, slice thickness = 4mm) during 

10 minutes of rest, with eyes open. Eight ROIs corresponding to three resting networks (default 

mode – ventromedial prefrontal cortex [vMPFC] and posterior cingulated cortex [PCC]; salience 

network – right and left anterior fronto-insular cortex [FIC] and dorsal anterior cingulate [ACC]; 

central executive network CEN – right and left posterior parietal [PPC] and right dorsolateral 
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prefrontal [DLPFC]) were based on the nodes reported by Shridaran et. al [21]. The mean time 

series from 8 ROIs were obtained for each of the 57 participants (19 Bipolar and 38 Schizophrenia 

participants) and the CPGC values were obtained using the static connectivity model shown in the 

previous chapter. First, the extracted time series were normalized and deconvolved using the CKF 

method [32] to obtain the underlying latent neuronal variables, which were then input into the 

MVAR model [47, 79] to obtain the granger causal metrics between the 8 ROIs for all the 

participants. For each possible path between the 8 ROIs, a t-test was performed between 

Schizophrenia and the Bipolar groups and those paths significantly different (p<0.05) between the 

groups were obtained. The granger causal measures obtained and the standardized clinical 

interview (SSPI) scores on reality distortion, disorganization, and psychomotor poverty for all the 

57 participants were input into two different RCE-SVM classifiers [84] to determine the top 

features that helped the classifier predict the group membership of the subject (Schizophrenia or 

Bipolar) with maximum accuracy. 

4.7.3 Results 

The classifier for triple network effective connectivity attained a maximum classification accuracy 

of 82.5% (sensitivity = 80.4%; specificity = 90.9%; p-value = 3.76 x 10-07) using 19 feature clusters 

comprising of 37 effective connectivity paths. We set out to investigate those paths which were 

statistically separated, i.e significantly (p<0.05) different between the two groups, as well as 

important for classification, i.e. among the 37 highest ranked features responsible for maximum 

classification accuracy. Such paths are illustrated in figure 4.22 (visualized using the BrainNet 

viewer toolbox [85]). It demonstrates reduced cross network connectivity in schizophrenia subjects 

compared to the bipolar subjects. The causal interactions were reduced in the schizophrenia 

subjects even when there was no task stimulus given to the subjects.  
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The classification analysis using the behavior scores of reality distortion, disorganization, and 

psychomotor poverty resulted in a maximum classification accuracy of 66.7% (p-value=0.0082) 

using all the three features. The disorganization score was the most discriminative feature for 

classification between the schizophrenia and bipolar participants (based on SVM score) followed 

by psychomotor poverty and reality distortion. 

4.7.4 Discussion 

A high level of classification accuracy (82.5%) was achieved using the effective connectivity 

profiles of the three networks when discriminating patients with schizophrenia from those with 

bipolar disorder. This accuracy was superior to the 66.7% accuracy achieved using symptom 

clusters alone. From the results we can also see that, when compared to patients with bipolar 

disorder, patients with schizophrenia displayed a pattern of connectivity that indicated a significant 

reduction in the interaction among the triple networks. The most significant differences involved 

Figure 4.22 (left) Paths significantly stronger in bipolar participants compared to schizophrenia 

participants. (right) Paths significantly stronger in schizophrenia participants compared to 

bipolar participants. The color of the node indicates the network the ROI belongs to: Blue – 

Default mode network; Red – Salience network; Green – Central executive network. The color 

and width of the paths indicate the p-value of the between group comparison 
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the influence from salience network to the default mode network (rFIC to vMPFC and ACC to 

PCC), which was reduced in patients with schizophrenia when compared to patients with bipolar 

disorder. Further, among the 8 effective connectivity measures that were different between the two 

groups, 6 of them represented between or internetwork interactions while only 2 represented within 

or intra-network interactions. Therefore these results support the view that the study of network-

level connectivity patterns can not only clarify the pathophysiology of schizophrenia but also 

provide a measure of incremental clinical utility in identifying discrete diagnostic/prognostic 

groups among individuals with psychosis.



 

68 

 

Chapter 5 Conclusion 

 

In this thesis we have discussed, a) A non-parametric method for hemodynamic deconvolution and 

b) An effective connectivity model using the granger causality method. It is a well-known fact that 

the Functional MRI (fMRI) is a Blood Oxidation Level Dependent (BOLD) technique which does 

not directly measure neuronal activity and is assumed to be the linear convolution of latent 

neuronal response and the Hemodynamic Response Function (HRF). Since the main interest of 

any study would be to study the neuronal response, it is advantageous to deconvolve the HRF from 

the fMRI signal. In chapter-2 we presented a new non-parametric deconvolution method to 

perform hemodynamic deconvolution of the fMRI signal and compared its performance with 

already existing parametric method based on cubature Kalman filter. We postulated that if the 

performance of these two methods (non-parametric and parametric methods) were similar then we 

can ignore the problem of over fitting for highly parameterized models. We tested this hypothesis 

by deconvolving simulated as well as experimental fMRI signals using both non-parametric and 

parametric methods. The comparison of performance of these two methods showed that they 

performed very well, and in both cases the temporal neuronal events were correctly estimated. 

Based on similar performance of the two methods, and the fact that homomorphic method is a non-

parametric method that does not make any assumptions we confirmed that the parametric methods 

such as cubature Kalman filter-based approaches make valid assumptions and are not susceptible 

to over-fitting. 
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In chapter-3 we presented the EC model based on principle of granger causality (GC). One major 

concern related to EC studies implementing GC analysis is the non-neuronal spatial variability of 

the hemodynamic response confounding results of the analysis. In our proposed model we 

addressed this issue by first performing hemodynamic deconvolution of the fMRI data to obtain 

the latent neuronal response and then apply the MVAR model to obtain the causal connectivity 

metrics. In the fourth chapter we demonstrated the utility of this EC model (described in chapter-

3) by applying it to perform EC analysis of various fMRI data sets. The first study described in 

chapter-4 was a task based experiment to study connectivity in Autism spectrum disorder. We 

applied our model to investigate the EC in a theory of mind study in high functioning adults with 

autism. We also performed a classification analysis using the Recursive cluster elimination based 

support vector machine (RCE-SVM) on various metrics (functional connectivity, effective 

connectivity, behavioral scores and fractional anisotropy obtained from DTI data) for each 

participant as features to determine the accuracy with which the two groups (autism and controls) 

can be classified. We found that the EC was significantly reduced in participants with autism 

compared to controls. I addition to this the EC paths weights were the most important features in 

classification and were successfully able to classify the two groups with a very high accuracy. The 

second study discussed was related to major depression disorder (MDD), the GC model was used 

to investigate whether differential amygdala reactivity within MDD based on early life stress 

history was associated with failure of inhibition from medial or lateral PFC. We obtained results 

that supported our hypothesis. In the third study we analyzed the fMRI data set obtained from an 

experiment based on fear conditioning, we examined the EC in the brain in response to predictable 

and unpredictable unconditioned stimulus presentations in healthy controls by applying our EC 

model. The results of this study were in agreement with earlier findings and provided further 
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insights related to the causal connectivity in the brain related to fear conditioning. The fourth and 

fifth studies discussed in chapter-4 investigated EC in Schizophrenia. In the fourth study EC 

analysis was performed between brain regions that underlie episodic memory in healthy controls 

and participants with schizophrenia (before and after medication). In the fifth study we performed 

EC analysis to investigate if there was altered connectivity in the visual-motor network in 

schizophrenia participants compared to the healthy controls. The main findings of the study 

involving the memory network showed that patients with schizophrenia show weaker connectivity 

strength in the memory network when compared with healthy control subjects and the connectivity 

between the regions improved after treatment. In the study involving the visual-motor network we 

showed that visual-motor deficits seen in schizophrenia may stem from altered connectivity within 

and between the visual and motor networks and also showed that participants with schizophrenia 

had low-level disruption of connectivity between these two networks. In the sixth study discussed 

in chapter-4, we test the hypothesis that a visual spatial imagery task would produce more similar 

EC networks with haptic perception of unfamiliar shape than familiar shape. The results were in 

agreement with our hypothesis and as proposed there was a more similar connectivity in regions 

involved in spatial imagery and haptic perception of unfamiliar compared to familiar shapes. The 

final study in chapter-4 analyzes resting state fMRI data obtained from participants with 

schizophrenia and bipolar disorder. We input the EC measures obtained using our GC model and 

behavioral measures to distinguish between participants with schizophrenia and those with bipolar 

disorder by using an RCE-SVM classifier. We found that the EC measures performed better in 

classifying the two groups and also found that there was significant reduction in the interaction 

among the default mode network, salience network and central executive network in participants 

with SZ compared to participants with bipolar disorder.
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