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Abstract

Gradient free optimization algorithms are often used when gradient information of a function is not available or it is difficult and costly to obtain or estimate. Many kinds of derivative free algorithms are used in the fields of statistics, and engineering. This paper compared five derivative-free optimization algorithms using a set of benchmark functions. Then the comparison results will be reported and discussed. The employed algorithms include Genetic algorithm, Particle Swarm Optimization, Nelder-Mead simplex and Nelder-Mead simplex Plus and quasi Gradient method. This master thesis (1) reviews how each optimization method works in detail; (2) tests the quality of each algorithm in optimizing high dimensional problems; (3) discuss different optimization method’s performance in optimization;(4) choose top performing optimization method solve particular artificial neural networks problems, which is intended to explore the potential of combining derivative free method with artificial neural networks.
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Chapter 1

Introduction

Optimization plays an important role in many fields, such as industry, finance and engineering. It helps factories and financial institutions save energy, improve product quality, and reduce operation cost. Excellent optimization methods can increase the profits of companies from a variety of aspects. As the number of application in different field increases, much research about optimization methods has been conducted. A significant portion of this research is based on the assumption that the objective function of nonlinear programming problems is approximately or sufficiently smooth. Theoretical conditions for optimization of these problems are in relation to the gradient and Hessian of the objective function. From mathematical knowledge, the gradient and Hessian of the objective functions includes useful information for optimization. The mathematical characteristic of the minimum or maximum requires that the first-order gradients are zero for a continuously differentiable function and then we can get the minimum and maximum point. With the availability of the gradient, gradient-based methods, including first order gradient method, Newton’s method [1], as well as quasi-Newton methods [2], are widely used both in theoretical analysis and practical applications. The derivative can be obtained through analytical formulas by computing the differentiation.

However, there are many cases where derivative information is not available or not reliable. Frequently the objective function is simply not differentiable or computing the derivative of the function is infeasible even it is differentiable. In some cases, it is time-consuming to calculate the derivative when the objective function has many variables. In other cases, the execution of the objective function is disturbed by noise, and computing the objective function’s derivative is not
reliable for converging to minimum. Under such circumstances, one still has a desire to conduct optimization. As a result, a set of nonlinear optimization methods, called derivative-free methods, are needed.

In fact, derivative free optimization is a vital and challenging field in engineering. There are an increasing number of optimization problems defined by objective functions for which derivative are not accessible or only accessible at a high computational cost. For instance, if the objective function is computed using a black-box simulation module, it is impossible to get derivative with automatic differentiation. Another reason why derivative free algorithms are needed is the increasing complexity in mathematical modeling and higher difficulty of scientific computing. Since the derivative of the objective function, which contains useful information, is missing, derivative-free methods attempt to solve the problems of optimization using only the objective function.

Before we use the derivative-free methods, there are some concepts related to optimization that need to be clarified. Optimization problems can be classified in different ways. One classification is about constrained and unconstrained optimization. In constrained optimization problems, there are some limitations on the values of input variables or the value of objective function. In contrast, unconstrained optimization problems have no limitation on the input variables, or the constraints of variables have no effect on the solution. Another way to classify the optimization problems is stochastic or deterministic optimization. Stochastic optimization uses random variables for optimization problems, which may not be defined and may contain random constraints. In some cases, stochastic optimization adopts random iterates solving stochastic problems [3]. In general, stochastic optimization methods includes evolutionary algorithm, swarm algorithms, and simulated annealing by S. Kirkpatrick [4]. Deterministic
optimization assumes the module of optimization problems is specified in certain domain space. Optimization methods can be classified with global and local optimization. Global optimization can search a large solution domain, and can get out of some local minimums, and converge to global minimum compared with local optimization method. In contrast, the local optimization can converge faster than global minimum.

Although there are many kinds of classification, good optimization methods should have some properties in common: robustness, efficiency, and exactness. The robustness means that the optimization method is proper to optimize a large set of problems instead of very particular problems. Efficiency means the optimization method can converge to the required minimum in certain computing time and memory storage. Exactness means that the method can obtain the solution of the problems correctly and not be sensitive to noise.

In this master thesis, the focus is to solve unconstrained minimization problems represent as a set of benchmark functions with five derivative free algorithms. Since function minimization is widely used in sciences with applications in many real life models.

Two heuristic methods are adopted, genetic algorithm, and particle swarm optimization method. These two methods are widely applied in many fields. GA resembles the natural behavior of genetic heritage, optimizing problems with recombination, mutation and reinsertion operations. In contrast, PSO, presented by Kenndy and Eberhart [5], works by the interaction of individuals among the whole population. Each individual updates their values by its previous performance and by the previous best performance among the whole population each time step. So far, PSO and GA have been widely used to optimize many problems. Nelder-Mead simplex method and its two improvement by Pham and Bogdan. M. Wilamowski [6] are compared with two heuristic
methods. Nelder-Mead simplex, proposed by Nelder and Mead [7], is favored by scientists and engineers owing to its simplicity and convergence rate even without using gradient information. Nelder-Mead Plus algorithm and Quasi Gradient Simplex algorithm are two improvements of Nelder-Mead Simplex by improving the success rate in optimizing high dimensional problems.

The rest of the thesis is outlines as follows.

In the chapter 2, review the fundamentals of the five optimization methods, genetic algorithm (GA), Particle Swarm Optimization method, Nelder-Mead simplex method and Nelder-Mead simplex Plus and quasi Gradient simplex method.

In the chapter 3, conduct the experiment to test the robustness, efficiency and exactness, of each algorithm by a set of benchmark functions. Further explore the characteristics of top performed algorithms.

In the chapter 4, use top performed algorithms train real life problems, artificial neural network weight.

In the chapter 5, major results of the thesis are summarized and further research is discussed.
Chapter 2

Review of Tested Algorithm

This chapter reviews the background information of five derivative-free algorithms one by one and illustrates how they work.

2.1 Genetic Algorithm

Genetic Algorithm [8] is to follow the processes observed in natural evolution according to Charles Darwin’s ‘survival of the fittest’ theory. Because of the fact that many individuals will compete with each other for rare resources in nature, which lead to the fittest individuals survived. GA has been widely used to generate the solution of optimization and search problems in many fields since its development, as it can be implemented easily without calculating its derivative information. GA performs well in both global and local search at the same time and is capable to find the optimum solution without getting stuck in local minima because it works on the encoding of the parameter set rather than the parameter itself. This section will introduce the implementation details of GA and describe why GA can be acted as a global search method.

Generally, GA consists of list steps:

2.1.1 Population Representation and Initialization

GA begins with a population of potential solutions, called initial population, then applies the principle of survival of the fittest to approach to an optimal solution. The initial population is made up of encoding of the parameter set. The commonly used representation of chromosomes for GA is single-level binary string, which is used to encode every variable, then concatenating
all encoded variables to form a chromosome [9]. In the conversion of binary-coded chromosome to their corresponding real values, Gray coding is used because some reports shows this method can overcome the representational bias in other binary representation as the Hamming distance between adjacent values is constant, which can efficiently locate the global minima [10]. After determining the representation, random number generator is used to generate the required number of individuals which are uniformly distributed in the setting range. For instance, a binary population of $n$ individuals has chromosomes with $l$ bit long, then $n \times l$ random numbers will be generated uniformly from the set \{0 1\}. Each individual is encoded as a string, called chromosome. The commonly used representation for GA is binary alphabet \{0 1\}. For instance, a problem with 4 variables, \{x_1 x_2 x_3 x_4 \}, can be represented to the chromosome structure in the following way:

$$
\begin{bmatrix}
x_1 & x_2 & x_3 & x_4 \\
01100 & 00100 & 0111011111 & 1001111111
\end{bmatrix}
$$

Where \{x_1 x_2 \} are encoded with 5 bits and \{x_3 x_4 \} with 10 bits, the different length of encoding reflects the different accuracy levels which is problem dependent.

2.1.2 Evaluation Functions

Evaluation Functions include objective function and fitness function. The objective function measures the performance of each individual in the problem domain. For example, the fittest individuals should have the lowest numerical value of the associated objective function in a minimization problem [9]. However, the objective function cannot evaluate the relative performance among all individuals, that is why fitness function needed. Fitness function acts as a
tool that converts the objective function value into a measure of relative fitness [6], and these relative fitness values will be used to select individuals for future reproduction, thus:

\[ F(x) = g(f(x)) \]  \hspace{1cm} (2.1)

In this equation, \( f \) is the objective function, \( g \) converts the value of the objective function \( f(x) \) to a non-negative number and \( F \) is the relative fitness value. This conversion is essential as the lower objective function value corresponds to better individuals in minimization problems.

2.1.3 Selection

Selection is the process of stochastically choosing a fraction of the existing population to breed a new generation. The selection process is based on the fitness value discussed in the previous section, which requires those who have higher fitness values to be selected with more probability and survive to form the mating pool for next generation. For weaker ones, they still have chance but not that large. There are several selection methods used to rank the fitness of each solution and select the best solutions. The popular methods is Roulette Wheel Selection Method [11].

Table 1 lists a sample population of 8 individuals with objective function (2.2), in this table, the objective function value and fitness function value are calculated by (2.1) and (2.2).

\[ F_2 = \sum_{i=1}^{n} (x_i - a_i)^2 \text{, where } a_i = i \]  \hspace{1cm} (2.2)

<table>
<thead>
<tr>
<th>No.</th>
<th>Chromosome</th>
<th>Variable value</th>
<th>Objective function value</th>
<th>Fitness function value</th>
<th>Fraction of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0101100001</td>
<td>-1.2805</td>
<td>5.2009</td>
<td>1.6</td>
<td>0.2667</td>
</tr>
<tr>
<td>2</td>
<td>11110110111</td>
<td>2.8641</td>
<td>3.4750</td>
<td>2.0</td>
<td>0.3333</td>
</tr>
</tbody>
</table>
The binary population in table 1 represents a set of variables in the range of $[-10, 10]$. The Gray code binary representation will be converted to real value using arithmetic scaling. The objective values are taken as the function of real-valued phenotypes, and then convert the objective values into fitness function values. One can get the fraction of total by summing these fitness values over ($sum$) all the individuals in the population. From table 1, one may notice that individual No.2 is the fittest and occupies the largest interval, whereas No.4 is the weakest and have relatively smaller interval within the roulette wheel. The percentage fitness value will be used to select an individual for next generation. A random number will be generated in the interval $[0, sum]$ and the individuals whose segment spans the random number is selected [8]. The number of times the roulette wheel is spun equals to the desired number of individuals.

2.1.4 Recombination

Crossover is used to generate the new chromosomes. Like the crossover in nature, crossover breeds new individuals that bring many characteristics of their parents. In this operation, the parents are selected from the mating pool previous chosen by fitness value. And this operation will be repeated until the required number of individuals is generated. There are many crossover forms. In this section, the single-point crossover and multi-point crossover are described and discussed.

2.1.4.1 Single-point crossover

Consider the two parent binary strings:
For single point crossover, one integer will be chosen uniformly at random between 1 and the length of the string minus one \([1, l-1]\) for crossover position, then, from this point, the genetic information is exchanged between these two parents. Two new offspring then are produced. In the following example, the crossover point is \(i = 6\), thus

\[
12345678\]
\[
\text{Offspring}_1: 01100011\quad (2.4)
\]
\[
\text{Offspring}_2: 01011101
\]

However, this crossover operation is only performed based on a probability \(p_x\) which is the probability to choose the pairs for breeding, not all strings.

### 2.1.4.2 Multi-point crossover

For multi-point crossover operation, \(m\) integers will be chosen uniformly at random between 1 and the length of the chromosome \([1, l-1]\) without duplicates and sorted into ascending order [8]. Then, the information between these two successive crossover points is exchanged to generate new offspring. The part between the first allele position and the first crossover point is not exchanged between two parents. Use (2.3) as parent chromosomes. The operation is demonstrated in (2.5).

Offspring generated by multi-point crossover operation:

\[
\text{Offspring}_1: 01000011\quad (2.5)
\]
\[
\text{Offspring}_2: 0111101
\]
This process produces the new generation population different with the previous population. Just like the single-point crossover operation, multi-point crossover also is based on probability $p_x$. It is reported that this disruptive nature of multi-points crossover tends to produce some new offspring that do not converge to higher fit individuals early in the search domain [12]. However, newly generated offspring can explore more search space and may prevent from premature convergence and make the search more robust [13]. The idea behind multi-point crossover is that the parts of gene representation that contribute most to the performance of a particular individual may not necessarily be confined in adjacent substrings [11].

These two crossover operation methods can be implemented on any chromosome representation.

2.1.5 Mutation

Mutation process is intended to introduce diversity from one generation to the next generation. This diversity can increase the population’s ability to search larger problem space and constrain the probability of converging to local minimum. Mutation operation is randomly attained with low probability, typically in the range of 0.001 and 0.01 [8].

A common method used in mutation is generating a random variable for each bit in a sequence and this variable decides which bit should be modified. The mutation operation is similar to single-point crossover, the difference is it only change one bit. The table 2 shows the effect of mutation on a 8-bit chromosome which represents a real value decoded over the interval $[-10, 10]$ using both standard and Gray coding. The mutation position is 6 in this binary string.
The red bit shows the mutation position. Given that mutation is applied uniformly at random to the entire population of chromosome, it is entirely possible that one certain string may be mutated more than one time. Indeed, Tate and Smith [14] argue that high mutation rate can generate better solutions than the normal one in optimization problem.

2.1.6 Reinsertion and elitist GA

After the process listed above, selection, recombination and mutation, a new population has been produced from the old population and the corresponding fitness values of this new population may be determined. If the number of the new population is less than the original population, then the proportion between the new population and old population is called generation gap [15]. In this case, if some of the individuals from the old population is allowed to carry over to the new generation without changes [16]. This strategy is called, elitist strategy [17], which ensures that the number of new population is the same as the old population and the new population quality will not be worse than the new generation.

In the elitist strategy, some individuals from old population will be reinserted to the new population, replacing parents with offspring and returning the resulting population. When deciding which individuals of the old population should be replaced by the new generation individuals, the common strategy is to replace the worse or less fit members. The selection method for replacing parents with offspring is uniform selection, in which offspring replace parents uniformly at random, or fitness-based selection, in which offspring replace less fit

---

**Table 2 binary mutation**

<table>
<thead>
<tr>
<th>Chromosomes</th>
<th>Gray to real value</th>
<th>Binary to real value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>original string</strong>: 1 1 0 1 0 1 1</td>
<td>2.0784</td>
<td>6.8627</td>
</tr>
<tr>
<td><strong>mutated string</strong>: 1 1 0 0 0 1 1</td>
<td>2.3137</td>
<td>6.5490</td>
</tr>
</tbody>
</table>

---
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parents, discussed in the evaluation part. Thus, the elitist strategy may make some individuals survive through successive generations if these individuals are sufficiently fit.

The above six parts described how the general GA works, including elitist GA. These procedures are repeated until the best chromosome close to the desired global minimum.

2.2 Particle Swarm Optimization

Particle swarm optimization (PSO) is introduced and developed by James Kennedy [18] in 1995. This method simulates the behavior of bird or fish school finding food or prey, and is computationally effective with respect to the convergence speed [17]. Besides, the algorithm is very compact and can be implemented with few lines of Matlab code. This algorithm has been proved effective in solving many problems [19][20][21][22].

In PSO a number of particles are randomly generated and located in the search domain of the to-be-solved function or problems and each particle, representing a potential solution to the problem, assesses the objective function value at its current position. These particles have almost no power to solve any problem if they did not interact with each other [19]. Each particle communicates with other particles and is influenced by the best point found by other members, if one particle finds a greater region in the search domain, which will be denoted as $Pg$, all other members of the swarm are attracted to this domain. Then, each particle adjusts its movement through search domain by incorporating the information of the history of its own best and current locations with the information of other particles. The next iteration occurs after all particles have been moved. This process is repeated iteratively until the stopping criteria reached. This kind of communication mechanism contributes to the quick convergence to global minimum.
Compared with Genetic Algorithm, PSO is very compact, as it does not have complex operations, such as chromosome crossover, mutation and reinsertion. That can explain why PSO has gained popularity in different fields these years. The following sections describe the details of the PSO process.

2.2.1 Initialization

Particle swarm algorithm initializes a population array of particles at random uniformly within bounds. Each individual in the swarm is composed of $n$ dimensional row vector, where $n$ is the number of the variables. For example, particle $i$ has position $x(i)$, which is a row vector with the number of variable elements. The spread of the initial swarm is controlled using the initial bound. The range of component $i$ is the $(ub(i) - lb(i))$, where $ub$ and $lb$ refer to upper and lower bound respectively. Similarly, initial particle velocities $v(i)$ are created in a uniform, random distribution within the range $[-v, v]$, where $v$ is the vector of initial ranges.

For each particle, assess its objective function value. The memory records the current position $x(i)$ of every particle $i$. In following iterations, $x(i)$ ($pbest$) will be the best location of each particle found based on the objective function and $g$ is the best objective function value over all particle with $g = \min(func(x(i)))$. The coordinate of fittest function value is denoted as $gbest$.

2.2.2 The main step in the particle swarm algorithm is the generation of new velocities and new position for the swarm of particles, this is achieved by the equations (2.6) and (2.7)

$$v(i+1) = W \times v(i) + c_1 \times u_1 \times (p(i) - x(i)) + c_2 \times u_2 \times (gbest(i) - x(i))$$

(2.6)
\[ x(i+1) = x(i) + v(i+1) \]  
(2.7)

Where \( W \) = *inertia weight*, proposed by Shi and Eberhart [23], which proved to play a vital role in balancing the exploration and exploitation process of swarm. \( c_1 = self \ adjustment \) used to change velocity based on the history of particle itself. \( c_2 = socia \ adjustment \) used to adjust location towards best particle coordinate. \( u_1, u_2 \) generated at random in the range of \([0, 1]\). \( v(i) \) and \( x(i) \) are the previous velocity and position respectively. Much research has been done on the parameter setting of the PSO algorithm [22][24]. The inertial weight is commonly either taken as a linearly decreasing function in iteration from 0.9 to 0.4 or as a constant. The linear inertial function will make the effect of past velocity become smaller as the increase of iteration. Two acceleration constants \( c_1, c_2 \) are most commonly both set to equal 2 according to [22].

### 2.2.3 Boundary control

During the process described in 2.2.2, boundary control is always indispensable. If any component of \( x \) is out of the setting boundary, it is replaced with a randomly generated number or set to the boundary value. The former has been proved to be effective that the latter one in this thesis.

### 2.3 Nelder-Mead simplex

Nelder-Mead simplex method, put forward by J.A. Nelder and R.Mead in 1965 [7], is a direct search algorithm and can be used for multidimensional optimization, as proven in the original paper [7]. Unlike other nature inspired algorithm, it does not work like a flock of birds foraging for food or genetic heritage. Instead, it generates a geometric simplex and uses this simplex’s
movement to guide its convergence [6]. The geometric simplex is composed by \((n + 1)\) vertices for functions with \(n\) variables. The function value of each vertex in the simplex will be evaluated iteratively and ranked in ascending order, and the worst vertex with the highest function value is excluded and replaced by a newly generated vertex if the function value of new vertex is smaller than the worst vertex. A new simplex is formed and the search will continue iteratively. The function value of the simplex’s vertices tends to be smaller and smaller as a set of new vertices is created. As a result, the size of the simplex is reduced and the location of the minimum point is found.

The Nelder-Mead simplex algorithm is simple and compact [7]. Its convergence speed is affected by three parameters \(\alpha, \beta, \gamma\), where \(\alpha\) is the reflection coefficient, \(\beta\) is the contraction coefficient, \(\gamma\) is the expansion coefficient. It has been proved that \(\alpha=1\), \(\beta=1/2\), \(\gamma=2\) perform best in optimization [7]. Therefore, the shape of the simplex is changed based on these three coefficient values. The following parts will illustrate Nelder-Mead simplex through a two-dimensional case \((n=2)\).

### 2.3.1 Initialization

For the minimization of a function with 2 variables, 3 vertex points are generated to form an initial simplex. The objective function determines \(B = (x_1, y_1), G = (x_2, y_2), W = (x_3, y_3)\) vertices, representing vertex points with best, good, worse function values, which then form simplex \(\Delta BGW\). The center \(M\) of line segment \(BG\) of simplex \(BGW\) is obtained, refer to Figure 2.2 (a)

\[
M = \frac{B + G}{N} = \frac{B + G}{2} \tag{2.8}
\]
2.3.2 Reflection

A new vertex \( R \) is generated by reflecting the worst point. The idea is that the function value reduced when move along the side of the triangle from \( W \) to \( B \) and from \( W \) to \( G \). So it is feasible that the function will have a smaller value at the testing point \( R \). To determine the location of \( R \), draw a line from midpoint \( M \) to \( W \) and define its length \( d \) and extend the same distance \( d \) in the same direction \( \overline{WM} \). See Figure 2.2 (b)

\[
R = (1 + \alpha)M - \alpha W = 2M - W
\]  

(2.9)

Figure 2.2 Nelder-Mead Simplex operation. The original simplex is shown with solid line

2.3.3 Expansion
If $f_R < f_w$, where $f_R$ and $f_w$ represent reflection and worse value respectively, then we moved in the proper direction toward the minimum. Extend the line segment through $M$ and $R$ to the point $E$ with distance $d$ using equation (2.10), based on the guess that the minimum is just a little farther than the point $R$. If the function value at $E$ is smaller than function value at $R$, then a better vertex is reached and new simplex $\Delta BGE$ is formed.

$$E = \gamma R + (1-\gamma)M = 2R - M$$

(2.10)

### 2.3.4 Contraction

If $f_R > f_w$, another point has to be tested. Two midpoints $C_1$ and $C_2$ of the line segment $\overline{WM}$ and $\overline{MR}$ are considered and the points with the minimum function value between $C_1$ and $C_2$ is termed as $C$. If $f_c \leq f_w$, $W$ is replaced with $C$ (2.11) and a new simplex $\Delta BGC$ is formed.

$$C = \beta W + (1 - \beta) \times M$$

(2.11)

Where $\beta$ represent contraction coefficient, suggested $\beta = 0.5$ by Nelder and Mead [10].

### 2.3.5 Shrink

If $f_c > f_w$, where $f_c$ represents contraction value, shrinkage will be attempted. The points $G$ and $W$ will shrink toward $B$ using equation (2.12). The point $G$ is replace with $M$, and $W$ is replaced with $S$, which is the midpoint of the line segment $\overline{BW}$.

$$P_i = \delta P_i + (1 - \delta)B$$, where $P_i = G \& W$

(2.12)
Where \( \delta \) is the shrinkage coefficient, suggested \( \delta = 0.5 \) by Nelder and Mead [7]. The process continues and repeats to generate a sequence of triangles that converge down on the solution point.

The simplex method is a compact algorithm. It is simple with computational process and is neither based on gradients nor on quadratic forms [7]. This algorithm uses less information at each stage and need no information of past positions. However, just like other optimization methods, the Nelder-Mead simplex may fail to converge to global minimum in some problems. This false convergence has been found in using the simplex method on a four-dimensional problems, may tend to be worse in higher dimensional problems. Because of this deficiency, Pham and Bogdan. M. Wilamowski proposed two improved simplex methods to improve the convergence success rate and speed [6].

### 2.4 Nelder-Mead’s Simplex Plus Method

As we described above, the original simplex method is a fast and simple algorithm, it is based on the formation of geometric simplex and its movement to find minimum. But its false convergence in high dimensional problems limits its application. Indeed, many researches have been done in improving its convergence speed and success rate in high dimensional optimization problems. Fuchang Zhao and Lixing Han proposed an implementation of simplex method which the dimension of the problem determines the parameters of expansion, contraction and shrinking [25]. But this implementation will make the simplex method complicated. In order to maintain the simplex simplicity and make it robust and reliable in high dimensional optimization at the same time, Pham and Bogdan. M. Wilamowski proposed that one can approximate better
vertices along the gradient direction to form new simplex instead of calculating the reflected vertex as the original simplex did [6].

Nam Pham used two quasi gradient methods, which used numerical instead of analytical analysis, to approximate gradients. It is reported that the improved algorithm can converge faster than original one [6]. The following part still uses two dimension case to illustrate this reasoning.

Assuming the three vertices \( B = (x_1, y_1), G = (x_2, y_2), W = (x_3, y_3) \) have totally different gradient respectively. In the case (a) Fig. 2.1a the function value at W and G are similar while in the case (b) Fig. 2.1b the function values at B and G are similar. In these two cases, the gradient of the plane directs to different directions from the simplex method. Depending on the original simplex method, the simplex \( BGW \) starts to get the reflected point in \( MR \) direction. If it cannot get a better vertex in this direction, \( W \) and \( G \) start to shrink toward \( B \), and new simplex \( BG'W' \) is formed. The simplex \( BG'W' \) continues search in the same direction, which has been proved to be the wrong direction to the minima. This illustration shows why the original simplex method cannot search for the correct direction to minima based only on the geometrical movement and explains why this algorithm is easy to false convergence in multi-dimensional problems and to converge relatively slow. After detecting the bottleneck of the original simplex, Pham adopts the gradient method witch directs where new reflected points should be generated.

Nelder-Mead Simplex Plus method approximates the gradient of a (n+1) dimensional plane, which is composed by combining an extra point with n selected vertices in the original simplex. The following section illustrates the details of this method through 2-dimension case.

2.4.1 Initialization.
For the minimization of functions with N variables, N+1 vertices are generated to define initial simplex. 3 vertex points are generated for 2 variable case. Calculate the extra vertex $X_e$ with its coordinates equals to the diagonal of matrix $X$, see equation (2.13), which is composed by n selected vertex points from original (n+1) random points except the worst point, see figure 2.3.

![Figure 1 Nelder-Mead simplex Plus](image)

$$X_E = \text{diag}\left(\begin{bmatrix} x_{11} & x_{12} & \ldots & x_{1n} \\ x_{21} & x_{22} & \ldots & x_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ x_{n1} & x_{n2} & \ldots & x_{nn} \end{bmatrix}\right)$$

(2.13)

2.4.2 Approximate gradient

Calculate each gradient of the plane in each dimension based on the following equations [6].

for 2-dimension case, the plane gradient of $\Delta BGE$ is:

$$\begin{cases} g_1 = \frac{\Delta f}{\Delta x} = \frac{f_B - f_E}{x_2 - x_1} \\ g_2 = \frac{\Delta f}{\Delta y} = \frac{f_G - f_E}{y_1 - y_2} \end{cases}$$

(2.14)

2.4.3 Reflection
Unlike original Nelder-Mead simplex using the middle point of BG, the Nelder-Mead simplex
Plus defines the reflection point with point B (best) and gradient vector G

\[ x_{R'} = x_B - \sigma * G, \text{ where } G = [g_1, g_2] \]  

(2.15)

Where \( \sigma \) is the learning constant.

If \( f(x_{R'}) \leq f(x_B) \), the correct direction toward minimum, then extend the line segment
to E in the direction of \( BR \) with the following relation

\[ x_{E'} = (1 - \gamma) x_B + \gamma x_{R'} \]  

(2.16)

Where \( \gamma \) is expansion coefficient, suggested \( \gamma = 0.5 \), same with original algorithm suggested.

2.5 Quasi Gradient method using hyper plane equation

Quasi Gradient method using hyper plane equation needs to calculate the gradient of the \((n+1)\)
dimensional plane, but it used the originally generated \((n+1)\) vertices in the simplex rather than
 generating a new extension point. The following section illustrates it in detail:

2.5.1 Initialization.

For the minimization of functions with \( n \) variables, generate \( n+1 \) vertex to define initial
simplex. Assuming this \( n+1 \) dimensional plane formed by the vertex has the following relation

\[ V = a_0 + a_1 x_1 + a_2 x_2 + \ldots + a_{n-1} x_{n-1} + a_n x_n \]  

(2.17)

2.5.2 Calculate gradient
Substitute $n+1$ points into equation (2.17), $n+1$ equations are generated to solve $n+1$ unknowns.

\[
\begin{align*}
V_1 &= a_0 + a_1 x_{11} + a_2 x_{21} + \ldots + a_{n+1} x_{n1} + a_n x_{1n} \\
V_2 &= a_0 + a_1 x_{12} + a_2 x_{22} + \ldots + a_{n+1} x_{n2} + a_n x_{2n} \\
&\quad \ldots \ldots \\
V_n &= a_0 + a_1 x_{1n} + a_2 x_{2n} + \ldots + a_{n+1} x_{nn} + a_n x_{nn} \\
V_{n+1} &= a_0 + a_1 x_{1,n+1} + a_2 x_{2,n+1} + \ldots + a_{n+1} x_{n,n+1} + a_n x_{n,n+1}
\end{align*}
\] (2.18)

Next, we calculate the approximate gradient vector by solving equation (2.18) based on the matrix operation $V = X \times G$.

\[
G = X^{-1}V = [a_0 \ a_1 \ a_2 \ldots \ a_{n+1} \ a_n] = \begin{bmatrix} 1 & 1 & \ldots & 1 \\ x_{11} & x_{21} & \ldots & x_{n+1,1} \\ \vdots & \vdots & \ddots & \vdots \\ x_{1n} & x_{2n} & \ldots & x_{n+1,n} \end{bmatrix} \begin{bmatrix} V_1 \\ V_2 \\ \vdots \\ V_{n+1} \end{bmatrix}
\] (2.19)

2.5.3 Reflection and Expansion

Similar to Nelder-Mead Simple Plus with extra vertex, the Quasi Gradient method defines reflection point $R'$ with vertex B instead of the midpoint M of $BG$ in the original simplex using equation $R' = B - \sigma \star G$

If $f(x_{R'}) \leq f(x_B)$, $\overline{BR'}$ is the correct direction toward minimum, then extend the line segment to $E'$ in the direction of $\overline{BR'}$ with the relation $E' = (1-\gamma)B + \gamma R'$

The two improvement of Nelder-Mead simplex algorithm are described above. One may notice that these two methods approximate or calculate gradients of simplex, and then use this gradient
to guide the generation of new reflected point. It is well-known that the gradient includes important information of the function. These two improvements of original simplex makes full use of gradient information. It has been reported that these two improved methods are to be more efficient and reliable than the original simplex[6], the comparison of these methods is presented in the next section and the results are discussed.
Chapter 3

Experimental results

3.1 Benchmark functions used for comparison

A set of functions with various difficulty levels are used to test the reliability and robustness of five derivative-free algorithms. These functions listed in figure 2 are famous unconstrained optimization functions. Some algorithms may have a tendency to converge towards local minimum or any arbitrary points instead of the global minimum of the function. The possibility of this occurring relies on the shape of the function landscape: some problems may provide an easy descent towards the global minimum, while others may make it easier to get stuck in local optima. Figure 2 shows a snapshot of some of the functions in two dimensions. These graphs can give some clues of the topographical structures of each problem.
A large number of problems are comparatively sufficient to test whether these algorithms are reliable and robust or not than a small scale of problems. Thus, all these functions will be tested. In order to measure the reliability and robustness fairly, all algorithms are tested within a wide range rather than close to solution domain, which may not show the genuine exploration and exploitation capability of each algorithm. Thus, the initial points for simplex series method or initial population boundary for PSO and GA are generated at random within same boundary. Experiments results have already shown that the location of initial point or position for particles
affects the success rate and computing time, measured by Matlab, dramatically. Besides, we also use the listed functions below explore the effects of different population sizes on PSO performance. We use the following general format define the benchmark functions: The test functions employed have minimum \( f = 0 \), the minimum coordinate is followed behind the definition of the functions.

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
<th>minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>De Jong function</td>
<td>( F_1 = \sum_{i=1}^{n} x_i^2 )</td>
<td>( f = 0 ) at (0,0,...,0)</td>
</tr>
<tr>
<td>De Jong function with moved axis</td>
<td>( F_2 = \sum_{i=1}^{n} (x_i - a_i)^2 )</td>
<td>( f = 0 ) at ((a_1, a_2, ..., a_n))</td>
</tr>
<tr>
<td>Quadruple function</td>
<td>( F_3 = \sum_{i=1}^{n} \left( \frac{x_i}{4} \right)^4 )</td>
<td>( f = 0 ) at (0,0,...,0)</td>
</tr>
<tr>
<td>Powell function</td>
<td>( F_4 = \sum_{i=1}^{n} \left( x_i + 10x_i \right)^2 + 5 \left( x_{i+1} - x_i \right)^2 + \left( x_{i+2} - 2x_i \right)^4 + 10 \left( x_i - x_{i+3} \right)^4 )</td>
<td>( f = 0 ) at (0,0,...,0)</td>
</tr>
<tr>
<td>Moved axis Parallel hyper-ellipsoid function</td>
<td>( F_5 = \sum_{i=1}^{n} i x_i^2 )</td>
<td>( f = 0 ) at (0,0,...,0)</td>
</tr>
<tr>
<td>Zarakov function</td>
<td>( F_6 = \sum_{i=1}^{n} \left[ x_i^2 + \left( \sum_{i=1}^{n} 0.5 i x_i \right)^2 + \left( \sum_{i=1}^{n} 0.5 i x_i \right)^4 \right] )</td>
<td>( f = 0 ) at (0,0,...,0)</td>
</tr>
<tr>
<td>Schwefel function</td>
<td>( F_7 = \sum_{i=1}^{n} \left( \sum_{j=1}^{n} x_i \right)^2 )</td>
<td>( f = 0 ) at (0,0,...,0)</td>
</tr>
<tr>
<td>Sum of different power function</td>
<td>( F_8 = \sum_{i=1}^{n}</td>
<td>x_i</td>
</tr>
<tr>
<td>Step function</td>
<td>( F_9 = \sum_{i=1}^{n}</td>
<td>x_i + 0.5</td>
</tr>
<tr>
<td>Griewank function</td>
<td>( F_{10} = \frac{1}{4000} \sum_{i=1}^{n} \left( x_i - 100 \right)^2 - \prod_{i=1}^{n} \cos \left[ \frac{\left( x_i - 100 \right)}{\sqrt{i}} \right] + 1 )</td>
<td>( f = 0 ) at (0,0,...,0)</td>
</tr>
<tr>
<td>Rosenbrock function</td>
<td>( F_{11} = \sum_{i=1}^{n} \left[ 100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2 \right] )</td>
<td>( f = 0 ) at (1,1,...,1,1)</td>
</tr>
<tr>
<td>Biggs Exp6 function</td>
<td>( F_{12} = \sum_{i=1}^{n} \left[ x_{i+2}e^{b_ix_i} - x_{i+3}e^{-b_ix_{i+1}} + x_{i+5}e^{b_ix_{i+4}} - y_i \right]^2 ) where ( t_i = 0.5i ) and ( y_i = e^{-t_i} - 5e^{-10t_i} + 3e^{-4t_i} )</td>
<td>( f = 0 ) at many points</td>
</tr>
</tbody>
</table>
3.2 Experiments and Results

Experiments were run on the listed functions above. In order to measure each of these algorithm’s problem solving ability, the success rate and computing time of the benchmark functions are evaluated. In order to test the effect of function dimension to each algorithm, all functions were run with dimension 10, 15, and 20. Then based on the obtained results, use top performed algorithms solve 25 30 dimensional problems. For particle swarm optimization, the self-adjust and social-adjust parameters are set to $c_1 = c_2 = 2$, and the inertial weight $w$ varies with problems. The initial population for GA and PSO is 100 at the first start. This initial number can balance the success rate and convergence speed by the author of this thesis. For Nelder-Mead Simplex, suggested parameters were used by Nelder and Mead $\alpha=1, \beta=0.5, \gamma=2$, which have been proved to be the best value for this algorithm [7]. Same parameters were used in two Improved Simplex method and the learning constant $\sigma=1$ in both two improvement [6]. In another words, the setting of parameters for each algorithm will make sure each algorithm perform their best potential.

Experiments were also run to test the effect of different initial population or swarm sizes. These tests are based on the test experiments in dimension 10, 15, 20. For those problems, the convergence success rate is not 100% or computing cost is high, try different initial population or swarm size 200 300 500 and test the success rate and computing time of different population size. After comparing their performance, choose the proper initial population size do further experiments.
In order to fairly compare the performance of these algorithms, assuming some setting: all the algorithms are started within a range of \([-100, 100]\); the dimension of all benchmark functions are tested in 10, 15, 20, 25, 30. Maximum iteration is equal to 100000 for all algorithms; and stopping criteria is equal to 0.001. Because genetic algorithm need more time to do recombination crossover and mutation and reinsertion operations, which need relatively high time cost, so all results are the average value calculated over 25 random running times. All experiments are tested on a laptop with Inter i7 processor, 2.40 GHz with MatLab software.

Table 4: evaluation of success rate and computing time of 10-dimensional functions

<table>
<thead>
<tr>
<th>Test function</th>
<th>GA(Nind=100)</th>
<th>PSO(Nind=100)</th>
<th>SIM</th>
<th>NM+</th>
<th>QG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success rate</td>
<td>Comp. time (s)</td>
<td>Success rate</td>
<td>Comp. time (s)</td>
<td>Success rate</td>
</tr>
<tr>
<td>$F_1$</td>
<td>100%</td>
<td>4.7827</td>
<td>100%</td>
<td>0.0712</td>
<td>100%</td>
</tr>
<tr>
<td>$F_2$</td>
<td>100%</td>
<td>5.6787</td>
<td>100%</td>
<td>0.0741</td>
<td>100%</td>
</tr>
<tr>
<td>$F_3$</td>
<td>100%</td>
<td>2.5658</td>
<td>100%</td>
<td>0.0794</td>
<td>100%</td>
</tr>
<tr>
<td>$F_4$</td>
<td>100%</td>
<td>12.3699</td>
<td>100%</td>
<td>0.6480</td>
<td>100%</td>
</tr>
<tr>
<td>$F_5$</td>
<td>100%</td>
<td>6.4087</td>
<td>100%</td>
<td>0.1835</td>
<td>100%</td>
</tr>
<tr>
<td>$F_6$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.6212</td>
<td>Failed</td>
</tr>
<tr>
<td>$F_7$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.5222</td>
<td>84%</td>
</tr>
<tr>
<td>$F_8$</td>
<td>100%</td>
<td>5.3202</td>
<td>100%</td>
<td>0.1447</td>
<td>Failed</td>
</tr>
<tr>
<td>$F_9$</td>
<td>100%</td>
<td>2.3618</td>
<td>100%</td>
<td>0.0296</td>
<td>100%</td>
</tr>
<tr>
<td>$F_{11}$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.9276</td>
<td>28%</td>
</tr>
<tr>
<td>$F_{12}$</td>
<td>44%</td>
<td>94.3697</td>
<td>85%</td>
<td>1.7766</td>
<td>Failed</td>
</tr>
<tr>
<td>$F_{13}$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.995</td>
<td>32%</td>
</tr>
</tbody>
</table>

Table 5: evaluation of success rate and computing time of 15-dimensional functions

<table>
<thead>
<tr>
<th>Test function</th>
<th>GA</th>
<th>PSO</th>
<th>SIM</th>
<th>NM+</th>
<th>QG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success rate</td>
<td>Comp. time (s)</td>
<td>Success rate</td>
<td>Comp. time (s)</td>
<td>Success rate</td>
</tr>
<tr>
<td>$F_1$</td>
<td>100%</td>
<td>8.4377</td>
<td>100%</td>
<td>0.11426</td>
<td>Failed</td>
</tr>
<tr>
<td>$F_2$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.1949</td>
<td>Failed</td>
</tr>
<tr>
<td>$F_3$</td>
<td>100%</td>
<td>4.4090</td>
<td>100%</td>
<td>0.2021</td>
<td>Failed</td>
</tr>
</tbody>
</table>
### Table 6: evaluation of success rate and computing time of 20-dimensional functions

<table>
<thead>
<tr>
<th>Test function</th>
<th>GA Success rate</th>
<th>Comp. time (s)</th>
<th>PSO Success rate</th>
<th>Comp. time (s)</th>
<th>SIM Success rate</th>
<th>Comp. time(s)</th>
<th>NM+ Success rate</th>
<th>Comp. time (s)</th>
<th>QG Success rate</th>
<th>Comp. time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>100%</td>
<td>12.9404</td>
<td>100%</td>
<td>0.1143</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.2502</td>
<td>100%</td>
<td>0.0975</td>
</tr>
<tr>
<td>$F_2$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.4189</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.5117</td>
<td>100%</td>
<td>0.1181</td>
</tr>
<tr>
<td>$F_3$</td>
<td>100%</td>
<td>6.4663</td>
<td>100%</td>
<td>2.4447</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.2631</td>
<td>100%</td>
<td>0.0765</td>
</tr>
<tr>
<td>$F_4$</td>
<td>100%</td>
<td>38.6432</td>
<td>100%</td>
<td>7.8028</td>
<td>100%</td>
<td>0.0652</td>
<td>100%</td>
<td>0.0743</td>
<td>100%</td>
<td>0.1346</td>
</tr>
<tr>
<td>$F_5$</td>
<td>100%</td>
<td>17.6976</td>
<td>100%</td>
<td>0.5339</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.2510</td>
<td>100%</td>
<td>0.2124</td>
</tr>
<tr>
<td>$F_6$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>9.9392</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>2.0740</td>
<td>100%</td>
<td>2.4617</td>
</tr>
<tr>
<td>$F_7$</td>
<td>Failed</td>
<td></td>
<td>20%</td>
<td>12.2404</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>4.5500</td>
<td>100%</td>
<td>20.8769</td>
</tr>
<tr>
<td>$F_8$</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.8183</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.4396</td>
<td>100%</td>
<td>0.5778</td>
</tr>
<tr>
<td>$F_9$</td>
<td>100%</td>
<td>3.6904</td>
<td>100%</td>
<td>0.0506</td>
<td>Failed</td>
<td></td>
<td>100%</td>
<td>0.2397</td>
<td>100%</td>
<td>0.0948</td>
</tr>
<tr>
<td>$F_{11}$</td>
<td>Failed</td>
<td></td>
<td>Failed</td>
<td></td>
<td>Failed</td>
<td></td>
<td>68%</td>
<td>10.5583</td>
<td>84%</td>
<td>10.3003</td>
</tr>
<tr>
<td>$F_{12}$</td>
<td>Failed</td>
<td></td>
<td>40%</td>
<td>15.2367</td>
<td>Failed</td>
<td></td>
<td>27%</td>
<td>9.0644</td>
<td>27%</td>
<td>9.0644</td>
</tr>
<tr>
<td>$F_{13}$</td>
<td>Failed</td>
<td></td>
<td>90%</td>
<td>4.5525</td>
<td>Failed</td>
<td></td>
<td>40%</td>
<td>13.9083</td>
<td>56%</td>
<td>22.7699</td>
</tr>
</tbody>
</table>

Comparing five derivative free algorithms’ capability in finding global minimum with dimension 10, 15, 20 respectively. The result is analyzed within same dimension 10 for five algorithms, then analyzed by discussing the effect of dimension to same algorithm.

1. Genetic algorithm:
When compare with other algorithms for function dimension 10, there are seven cases that GA can obtain 100% success rates (from table 4), which proves the genetic algorithm’s global search ability. In particular, it can get 72% success rate for Biggs Exp6, which is better than Simplex, and two improved Simplex method. If one changes the mutation and crossover probability, the result also changes. If one adopts elite GA, the result would be better as a whole, this comparison about *GA and elite GA* is in next section. But one also notice that GA needs more time in finding global minimum in cases with 100% success rate compared with other four algorithms. This can be explained by its natural behavior operations, the complex recombination and crossover, as well as mutation operations.

When compared the effect of function dimension to genetic algorithm, one can see that the computing time for same function increases as the increase of dimension from 10 to 20. Take De Jong function as an example, the computing time increases from 4.7827s for dimension 10 to 12.9404s for dimension 20. The computing time increases dramatically with the dimension growth. However, genetic algorithm can maintain the same success rate for those functions it can converge successfully.

2. Particle swarm algorithm:

When compared results with other algorithms about 10 dimension optimization, particle swarm algorithm performs really well with these benchmark functions. There are eight cases that PSO can obtain 100% success rate. And five cases can converge with more than 50 percent success rate. When comparing computing time, PSO can converge faster than genetic algorithm while keep higher success rate as the same time, but a little bit slower for same functions than two improved simplex algorithms. For cases such as Biggs exp6 and Wood function, PSO wins over
other algorithms. It can reach 90% and 60% success rate respectively for dimension 10, which is the best result among all algorithms. There are two cases, Schewefel and Rosenbrock functions, PSO cannot converge with 100% success rate but the result looks promising. One try PSO with more particles to better search the domain, further comparison is shown in next section. The success rate can reach almost 100% if the particles is equal to 300 (among all the PSO simulation the particle number is equal to 100). Although the time cost is a little bit higher than Improved simplex methods with some cases, as a trade-off, the success rate is higher.

When we compared the effect of function dimension, similar to GA, the computing cost increases with the growth of function dimension, for instance computing time for Powell function \((F_4)\) is 0.6480s for 10 dimension while the computing time increased to 7.8028s for 20 dimension. Same tendency happens at other functions. the success rate decreases. On the other hand, the increase of dimension also makes function optimization more complicated. This can be seen from the decrease of success rate as the growth of dimension. Biggs Exp6 function can reach 85% success rate at dimension 10, while it only reach 40% success rate at dimension 20 with same particle swarm parameter setting.

3. Nelder-Mead Simplex Method:

From the simulation result in Table 4, one may notice that there are six cases that it can get 100% success rate for dimension 10. And two cases, it can converge with low success rate. It cannot converge with five cases. These facts proves the limitation of Nelder-Mead’s Simplex method. Since it uses \((n+1)\) vertex get the direction, it may be easily fall into local minimum or may not converge at all in solving complex problems, especially in optimizing high dimension case. For problem with higher dimension 15 and 20, the Nelder-Mead Simplex fails to converge to global
minimum easily, as we can see from table 5 and 6 none of functions were converged with 100% success rate. That is what urges Nam Pham presents a solution to improve the deficiency of Nelder-Mead’s simplex algorithm by incorporating with a extra vertex and hyper plane equation and calculating gradient of these plane.

4. Nelder-Mead Plus method with an extra vertex:

The experiment results shows, from table 4, there are 10 cases that can reach 100% success rate, which contrast sharply with original simplex’s six cases 100% success convergence. Besides, other cases like $F_{11}, F_{12}, F_{13}$ also get higher success rate than original simplex algorithm. On the other hand, the computing time for all cases for improvement with extra vertex is less than that of original simplex algorithm. Therefore, the SIM1 greatly improved the success rate and computing time and can be more reliable and robust. From table 4, 5, 6, the improved simplex method maintains its reliability even in higher dimension problem.

5. Gradient Method with a hyper plane:

From table 4, one may notice that there are 10 cases that can reach 100% success rate. Other three cases also obtain higher success rate than both original simplex and NM+ as a whole. From another perspective, the computing time of QG for all 100% cases are fastest among all algorithms. So the computation to approximate the gradient matrix did not increase the computations cost, instead, with relatively proper function guide, the improved simplex with hyper plane can converge with less iterations. However, for those cases which did not obtain 100% success rate, the computing time is larger than NM+ and PSO. This can be explained by complexity of the problems since some functions have hundreds of local minimum, such as $F_{10}$ Griewank function, and the gradient of current plane may not direct to global minimum, the
computation of gradient may not reliable in this situation. But there is no doubt that the improved simplex method with gradient greatly increases the reliability and robustness compared with original simplex method.

When compared the effect of function dimension, similar to GA and PSO, the computing cost increases with the growth of function dimension. On the other hand, the increase of dimension also makes function optimization more complicated. This can be seen from the decrease of success rate as the growth of dimension for same function. However, this is not exception for improved simplex algorithms.

In sum, by analyzing the results from table 4, 5, 6, we can see that genetic algorithm can converge on some of problems with high success rate even in high dimension but the computing time increases dramatically as the growth of function dimension, so it is suitable for those real-time required problems. Nelder-Mead Simplex method fails to converge easily when the dimension of function increases to 15. On the contrary, our version of particle swarm performs its potential in high dimension problem solving, which adopts the vector operation speeding the convergence. The two improved simplex methods also show their reliability and robustness in solving high dimension problems. For those problems which fails to converge by original Nelder-Mead simplex algorithm, these two improvements can deal with them with better success rate and less computing cost. The first improvement does not need high computational cost since it uses an extra vertex but its accuracy strongly relies on the linearity of to-be-optimized functions in the vicinity of the simplex. By contrast, the second method is better by using the hyper plane equation. In short, the guide of gradient really improved the performance of two improved Nelder-Mead simplex methods. Thus, we will use outperformed three algorithms,
particle swarm optimization algorithm and two improvements of Nelder-Mead simplex, optimize high dimension benchmark functions in the future.
Chapter 4

Test Effect of Initial Population Size for PSO

4.1 Study of the effect of Initial population size

In this section, experiments were run on four typical functions selected from benchmark function table 3, De Jong function, Quadruple function, Zarakov function, and Rastrigin function. The intention of this part is to test the effect of different initial population size on computing time and success rate. By comparing the effect of different initial population size, one can choose the proper initial size for PSO to optimize higher dimension problems. In this test, initial population varies from 50 100, 200, 300, 500 800 1000 (for time-consuming case 1000 is eliminated). The relationship between population size and performance of each algorithm is plot out.

Figure 3 shows the effect of dimension on De Jong function. Since De Jong function is very similar to sphere, the global minimum can be found simply by following the gradient of the sphere. By analyzing De Jong function, one can extend to sphere-like functions like De Jong 2 and moved axis parallel hyper-ellipsoid and so on. For this problem, when the dimension of the function is less than 20, any tested population size can achieve 100% success rate, and the
computing cost is the smallest with population size 100. However, when the dimension of the function equals to 25 or larger, the success rate decreases with the population size 50 or 100. Meanwhile, the computing time also increase dramatically when the success rate fails to reach 100%. This can be explained by the fact, if it fails to converge to the global minimum, it stops until reaching the setting iteration number. From the above figure, one may notice that performance improved when the population size increased from 100 to 200, the success rate can go back to 100% and the computing cost is the smallest among all the tested population size in high dimension optimization. As the growth of population size, the computing cost also increases although same success rate keeps. As a tradeoff between the success rate and computing time, the proper tested initial population size for De Jong function should be 200~300.

![Figure 4 Effect of dimension for Quadruple function](image)

Figure 4 shows the effect of dimension on quadruple function, all the tested population sizes are reaching same success rate 100%. And the lower of the number of population size, the less of computing cost, which can be seen from the figure 4. When dimension of the problem larger than 25, the computing cost increase dramatically with the growth of initial population size while the success rate keeps the same. For this function, 50 initial population size is suitable to balance the success rate and computing time. In order to keep consistent with other function 300 hundred is chosen.
For Zarakov function, when dimension of the function is less than 20, initial population size with 50 performs really well. However, when dimension of function is increased to 25, the success rate tends to decrease severely. The degradation of the performance observed from the generated data is obvious when dimension equals to 30. When initial population increased to 200, PSO performs well both on success rate and computing time. The degradation of performance as the initial swarm size increases from 300 to 1000 is much severe, since the computing time increase dramatically. For this problem 200 ~ 300 is proper.

Figure 6 shows the effect of dimension on Rastrigin function. Compared with De Jong and Sphere liked functions, the performance of particle swarm algorithm increases with the growth of
initial population size. From the left figure of 6, one may notice when initial population equals to 50, it obtain lowest success rate for all dimension problems. With a larger population size, there is a better chance that one of particles will fall into the minima close to global minima and attract other particle to global minima area. Since there are hundreds of local minimums for rastrigin function, it is really a challenge for algorithm, especially for those derivative-based algorithms. Thus, the success rate increases as the initial population size is growing, especially in high dimension optimization. However, from right figure of 6, one can see as the increase of success rate is obtained at the price of the computing time, which increased dramatically with the growth of initial population. As a whole, 300 initial population size is feasible for this kind of functions.

The reason why we test the relationship between function dimension and initial population size is because the author finds sometimes it may not work well using original parameter setting. As a result, this is problem-dependent just as what we analyzed above, so it is necessary to do this kinds of research before using particle swarm optimization dissolve the real life problems.
4.2 Optimization with top performing algorithms

From section 4.2, we compared five algorithms performance from the perspective of computing time and success rate. The genetic algorithm can converge on some of problems with high success rate even in high dimension but the computing time increases dramatically as the growth of function dimension, so it is not a good choice for solving high dimension problems, especially for those real-time required problems. Nelder-Mead Simplex method fails to converge easily when the dimension of function increases. On the contrary, our version of particle swarm performs its potential in high dimension problem solving, which adopts the vector operation. Based on section 4.3 and 4.2, we can see our version of particle swarm optimization can be a reliable method for solving high dimension problems if we choose proper initial population size, which is proved to be a important parameter in control the balance between the success rate and computing cost. The population size 300 has been proved to be suitable for general use. The two improved simplex methods also show their reliability and robustness in solving high dimension problems. For those problems which fails to converge by original Nelder-Mead simplex algorithm, these two improvements can deal with them with better success rate and less computing cost. The guide of gradient really improved the performance of two improved Nelder-Mead simplex methods. Thus, we will use particle swarm optimization algorithm and two improvement of Nelder-Mead simplex optimize high dimension benchmark functions in this section.

For particle swarm optimization, the self-adjust and social-adjust parameters are set to $c_1 = c_2 = 2$ the inertial weight $w$ set to 0.81. The initial population PSO is 300 for general use. This initial number can balance the success rate and convergence speed proved in section 4.3. For two
improvement of Nelder-Mead Simplex, suggested parameters were used $\gamma=2$, the learning constant $\sigma=1$, which have been proved to be the best value for this algorithm [10],[11]. In order to fairly compare the performance of these algorithms, same assumption used: all the algorithms are started within a range of [-100 100], instead of using standard initial points for a certain functions like some papers did; the dimension of all benchmark functions tested in 25, 30. Maximum iteration is equal to 100000 for all algorithms; and stopping criteria is equal to 0.001. All results are the average value calculated over 25 random running times. All experiments are tested on a laptop with Inter i7 processor, 2.4 GHz.

Table 7: Performance of 25-dimensional functions

<table>
<thead>
<tr>
<th>Test function</th>
<th>PSO</th>
<th>NM+</th>
<th>QG</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$ De Jong</td>
<td>100%</td>
<td>0.5606</td>
<td>100%</td>
</tr>
<tr>
<td>$F_2$ De Jong with moved axis</td>
<td>100%</td>
<td>0.8796</td>
<td>100%</td>
</tr>
<tr>
<td>$F_3$ Quadruple</td>
<td>100%</td>
<td>1.6464</td>
<td>100%</td>
</tr>
<tr>
<td>$F_4$ Powell</td>
<td>96%</td>
<td>30.3961</td>
<td>100%</td>
</tr>
<tr>
<td>$F_5$ Moved axis Parallel hyper-ellipsoid</td>
<td>100%</td>
<td>1.1362</td>
<td>100%</td>
</tr>
<tr>
<td>$F_6$ Zarakov</td>
<td>100%</td>
<td>30.3786</td>
<td>100%</td>
</tr>
<tr>
<td>$F_7$ Schwefel</td>
<td>72%</td>
<td>43.7442</td>
<td>100%</td>
</tr>
<tr>
<td>$F_8$ Sum of different powe</td>
<td>100%</td>
<td>3.4545</td>
<td>100%</td>
</tr>
<tr>
<td>$F_9$ Step</td>
<td>100%</td>
<td>0.0642</td>
<td>100%</td>
</tr>
<tr>
<td>$F_{10}$ Griewank function</td>
<td>24%</td>
<td>28.0918</td>
<td>48%</td>
</tr>
<tr>
<td>$F_{11}$ Rosenbrock</td>
<td>4%</td>
<td>26.8775</td>
<td>16%</td>
</tr>
<tr>
<td>$F_{12}$ Biggs Exp6</td>
<td>36%</td>
<td>63.8550</td>
<td>Failed</td>
</tr>
<tr>
<td>$F_{13}$ Wood</td>
<td>92%</td>
<td>11.3487</td>
<td>48%</td>
</tr>
</tbody>
</table>
### Table 8: Performance of 30-dimensional functions

<table>
<thead>
<tr>
<th>Test function</th>
<th>PSO</th>
<th>NM+</th>
<th>QG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success rate</td>
<td>Comp. time (s)</td>
<td>Success rate</td>
</tr>
<tr>
<td>$F_1$ De Jong</td>
<td>100%</td>
<td>1.1885</td>
<td>100%</td>
</tr>
<tr>
<td>$F_2$ De Jong with moved axis</td>
<td>100%</td>
<td>1.6284</td>
<td>100%</td>
</tr>
<tr>
<td>$F_3$ Quadruple</td>
<td>100%</td>
<td>2.5896</td>
<td>100%</td>
</tr>
<tr>
<td>$F_4$ Powell</td>
<td>92%</td>
<td>57.7884</td>
<td>100%</td>
</tr>
<tr>
<td>$F_5$ Moved axis Parallel hyper-ellipsoid</td>
<td>100%</td>
<td>1.7313</td>
<td>100%</td>
</tr>
<tr>
<td>$F_6$ Zarakov</td>
<td>100%</td>
<td>61.1399</td>
<td>100%</td>
</tr>
<tr>
<td>$F_7$ Schwefel</td>
<td>12%</td>
<td>63.0315</td>
<td>92%</td>
</tr>
<tr>
<td>$F_8$ Sum of different power</td>
<td>100%</td>
<td>4.6451</td>
<td>84%</td>
</tr>
<tr>
<td>$F_9$ Step</td>
<td>100%</td>
<td>0.0726</td>
<td>100%</td>
</tr>
<tr>
<td>$F_{10}$ Griewank function</td>
<td>28%</td>
<td>27.9921</td>
<td>48%</td>
</tr>
<tr>
<td>$F_{11}$ Rosenbrock</td>
<td>Failed</td>
<td>24%</td>
<td>12.6696</td>
</tr>
<tr>
<td>$F_{12}$ Biggs Exp6</td>
<td>Failed</td>
<td>Failed</td>
<td>Failed</td>
</tr>
<tr>
<td>$F_{13}$ Wood</td>
<td>80%</td>
<td>22.4153</td>
<td>48%</td>
</tr>
</tbody>
</table>

From table 7 and 8, we can see three optimization methods can search the global minimum successfully for functions like De Jong, De Jong function with moved axis, Quadruple function, sum of different power function, as well as step function. Review figure 2, from the 2 dimension shape of these functions, we can see that these function have steep gradient toward the global minimum, that is why the Second improvement with quasi gradient performs better that particle swarm and improvement with extra vertex, for these functions, it can converge faster than two other algorithms. The smooth figure and steep gradient make it easy to converge. This high dimension function optimization further tests each algorithm’s search ability.
4.3 Real World Application

It has been proved above that Particle Swarm Optimization can works well in optimizing high dimensional problems by a set of benchmark functions. One will try to use the vectorized PSO optimize artificial neuron networks. Currently many researchers use derivative-based algorithms, Error Back Propagation (EBP) [26], Lavenberg Marquardt (LM) [27] and Neuron by Neuron algorithm (NBN) [28][29], train neuron network parameters. It is nature for people to try to apply new methods proved to be efficient on other field. Before we train neuron network, we need to briefly illustrate some parameters of neuron network, for more detailed information of neuron network derivative-based algorithms refer to [26][30].

The neural network (NN) is formed by connected neurons and trained by input patterns and desired output. The purpose of training NN is to minimize the sum square error between actual output and desired outputs by adjusting the weights of network. Usually the neural network includes input layer, a nonlinear hidden layer and a linear output summator, as shown in Fig.1.

![Neural network architecture](image)

Figure 7 Neural network architecture
Hidden parameters \( w = [w_1, w_2, \ldots, w_m] \); Output weights \( \theta = [\theta_0, \theta_1, \ldots, \theta_k] \); all parameters \( \phi = [w, \theta] \); desired outputs \( y = [y_1, y_2, \ldots y_p]^T \); actual outputs \( \tilde{y} = [\tilde{y}_1, \tilde{y}_2, \ldots \tilde{y}_p]^T \).

For all training patterns \( p = (1, 2, \ldots, P) \) minimize Sum Squared Error \( SSE = (y - \tilde{y})^T \times (y - \tilde{y}) \)

The hidden layer neurons have nonlinear activation functions. The most popular used activation function is sigmoid functions. The output of the sigmoid neurons can be calculated by

\[
h(x) = \frac{1}{1 + e^{-\rho \left( \sum_{i \neq \text{bias}} w_i x_i - w_{\text{bias}} \right)}}
\]

The main challenges of neural network training include 1) what kind of neural network architectures should be used. 2). How large a neural network should be [31]. There are three neural network architecture widely used, Multilayer perceptron (MLP), bridged multilayer perceptron (BMLP) and fully cascade connected architecture (FCC). The MLP architecture is favored by most researchers because it applies to almost any problems. But it is less powerful than FCC and BMLP (bridged multilayer perceptron) architecture. In this master thesis, we will use all of these three architectures neural network topology to reconstruct function surface. Traill-and error approach is used in order to determine the optimal network size. One important feature of neural network is the generalization ability, which means the neural network should correctly respond to new patterns which are not used in training [30]. The number of neurons affects the generalization ability of the neuron network, so in order to obtain optimum performance, neural networks should have as few neurons as possible [31]. In another word, the simpler, the better for neuron network.

In the experiment, we apply 2, 3, 4 neurons to MLP, BMLP, and FCC architecture one by one. 400 input patterns are generated by function for training, 1600 patterns for reconstruction the
actual surface. As we described before, the number of neurons affects the generalization ability of the neuron network. Comparison with 2, 3, 4 neurons for MLP and FCC architecture, one may notice from the following result: 2 neurons is not enough for this the reconstruction of this control surface, 3 or 4 neurons is suitable for the reconstruction of the surface.

Figure 8 FCC training with two, three, four neurons

In the following section, 400 patterns are used for training. The initial population for PSO algorithm increases from 300 to 500, at the same time, the iteration number decrease from 1e6 to 5000 in order to balance the training time. The desired surface is in the following figure.

Figure 9 Desired surface and contour

1. MLP
Figure 10 MLP training architecture and result with three and four neurons

Compared with data1.mat training result, it seems that data4.mat training result is better than that in terms of the overtraining problem. The control surface is better than data1.mat. Although the train error for data4.mat is 0.0211, smaller than train error 0.0081 for data1.mat, it produces better surface for new patterns. Also it seems that 3 neurons architecture may perform well than four neuron architecture.

2. BMLP
BMLP is a kind of bridged connection, meaning connection across layers. This architecture increases the difficulty in training. From the contour figures above, it seems that for BMLP the three neurons network performs better than four neurons network with PSO training method.

3. FCC
FCC is the most powerful architecture among these three architectures, but it is also known as difficult to train. Within 5000 iterations, the train error for 3 neurons is smaller than 4 neurons. By comparing with two contour figures of 3 and 4 neurons, one may notice that three-neuron network performs better, which is not consistent with derivative training algorithms training result used in [31]. There is one possibility that as the increase of the architecture, PSO is not powerful enough to train FCC architecture. That may imply the limitation of the derivative-free algorithm.

Table 9 Comparison of three algorithm training result

<table>
<thead>
<tr>
<th></th>
<th>MLP</th>
<th>BMLP</th>
<th>FCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train time</td>
<td>Train error</td>
<td>Train time</td>
</tr>
<tr>
<td>3 neurons</td>
<td>179.9s</td>
<td>0.0174</td>
<td>181.1s</td>
</tr>
<tr>
<td>4 neurons</td>
<td>262.5s</td>
<td>0.0211</td>
<td>247.23s</td>
</tr>
</tbody>
</table>

However, the PSO shows the potential in optimizing the weights of three-neuron network architectures. No efficient training method can be used for all neural network architectures.
Gradient free optimization algorithms are often employed when gradient information of the function or the problem is not available or it is difficult to estimate. In this thesis, we take a review of five typical derivative free optimization algorithms and compare their performance based on a set of benchmark functions. Since the minimization of function has been widely used in different filed, such as control the robot arm movement, searching the best parameter setting of engineering process or training neural network weights, it is necessary to explore each algorithm’s problem solving ability. Based on the analysis of table 4,5,6, we can conclude Genetic algorithm (GA) can deal with the global search problem better in a complex, vast surface by a series of natural behaviors, but the computing time limits its application in industrial filed, particularly for those require real-time optimization field. The Nelder-Mead’s simplex method is simple and compact, easy to be employed. This method is favored due to its simplicity and convergence speed. From table 4, we can see Nelder-Mead’s simplex works well with small number of variables (10 variables). The computing time and success rate result is very competitive with the rest methods. However, it is easy to fail in large scale problems of variables (15 variables in table 5), that is the limitation of Nelder-Mead simplex method. Two improved Nelder-Mead’s simplex method, put forward by Pham and Wilamowski, greatly improve the original Nelder-Mead’s simplex’s convergence rate and success rate in large scale problems. Depend on the guide of quasi gradient, Nelder-Mead simplex Plus and Quasi Gradient method can converge faster than original vertex based searching method. Particle swarm optimization algorithm, as another stochastic method mimicking nature behavior, performs really well among in optimizing these benchmark functions. The computing time and success rate in optimization
high dimensional problems win over other method. Unlike genetic algorithm, it has few parameters to be adjusted. That is why it is used extensively across a wide range of field. This vector-based particle swarm performs its potential in high dimension problem solving. Based on section 4.3 and 4.2, we can see our version of particle swarm optimization can be a reliable and efficient method for solving high dimension problems if we choose proper initial population size, which is proved to be an important parameter in control the balance between the success rate and computing cost.

This thesis investigates five typical derivative free algorithms’ potential in solving high dimension unconstrained nonlinear optimization problems. Improvement of SIM can converge fast when the objective function is relative smooth. Particle swarm optimization performs well for those problems which have many local minimums. A number of improvements in combining the advantage of simplex and particle swarm optimization as well as combining gradient method with particle swarm optimization are currently being explored by author. The combination of particle swarm optimization with other gradient methods would be worth of further studying.
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Appendix 1: Vectorized Particle swarm optimization

Function:
```
function out=psovect(fnc,popsize,dim,low,up,epoch,times)
```

- **Function:** This is a vectorized Particle Swarm Optimization.
- **Syntax:** `psovect('functionname',popsize,dim,low,up,epoch,times)
- **Popsize:** It is the number of initial population size.
- **Dim:** It is the number of variables or the dimensions of the search space.
- **Low:** A number or column matrix depicting the lower boundary for each variable.
- **Up:** A number or column matrix containing the upper boundary.
- **Epoch:** The maximum number of iterations stopping criteria.
- **Times:** The number of testing times.

**Example:**
- Type this in your command window:
- `low = -100;
- up = 100;
- epoch=1e5;times=25;
- pso_nb(@dejong,100,10,low,up,epoch,times);
- `code in detail`:

```matlab
% Initialization and Population Generation
for j=1:times
    tic;
    pop=GeneratePopulation1(popsize,dim,low,up);
    fitnesspop=feval(fnc,pop);
    PBest=pop;
    PBest_value=fitnesspop;
    [GBest_value,avain]=min(fitnesspop);
    GBest=repmat(pop(avain,:),popsize,1);
    v=zeros(popsize,dim);
    c1=2;  % self adjustment parameter
    c2=2;  % socio adjustment parameter
    w=0.83;  % inertial weight
    for i=1:epoch
        % PSO dynamic equation
        mp=1;
        vel = w.*v + mp.*((c1*rand).*(PBest-pop)+(c2*rand).*(GBest-pop));
        offspring = vel + pop;

        % BOUNDARY CONTROL
        offspring=BoundaryControl1b(offspring,low,up);

        % Cost Value of offspring
        fitness_offspring=feval(fnc,offspring);

        % updating the value of PBest and GBest
        ind = fitness_offspring<PBest_value;
        PBest(ind,:)=offspring(ind,:);
        PBest_value(ind,:)=fitness_offspring(ind,:);
        if pop_best<GBest_value
            GBest=offspring(ind1,:);
        end
        GBest_value=GBest_value;

        % new co-ordinates and the velocity for next generation
        pop = offspring;
        v = vel;
    end
    disp(['minimum located at ',num2str(GB)]);
end
```

**Return:**
- `out=[dim,succ_rate,ave_time,popsize]`;
for i=1:popsize
    for j=1:dim
        if nbound==1
            pop(i,j)=rand*(up-low)+low;
        else
            pop(i,j)=rand*(up(j)-low(j))+low(j);
        end
    end
end

function pop=BoundaryControl1b(pop,low,up)
    % reach the boundary, generate new random
    [popsize,dim]=size(pop);
    for i=1:popsize
        for j=1:dim
            if pop(i,j)<low,
                pop(i,j)=rand*(up-low)+low;
            end
            if pop(i,j)>up,
                pop(i,j)=rand*(up-low)+low;
            end
        end
    end
    return
Appendix 2: Quasi Gradient Method with quasi plane

```matlab
function out=nelder_mead_ndmd2(obj,x0,d_SIM,df_min,ite_max,times)
%assertion:
% this code is originally programmed by Pham, modified and used as comparison in experiment
% INPUT ARGUMENTS:
%   nelder_mead_ndmd2(@testf1,[100,100],1,1e-4,2e2,100)
%   obj - Handle of objective function.
%   x0 - Initial depot point.
%   d_SIM - Size of initial simplex.
%   df_min - Minimum improvement required for termination.
%   ite_max - Desired number of iterations.
% OUTPUT ARGUMENTS:
%   BEST - Location of best solution.
%   f_BEST - Best value of the objective found.
% SIMPLEX - Matrix containing final simplex

format long;
tavg_ite=0;
tsecond=0;
second=0;
succ_time=0;
avg_ite=0;
avg_time=0;
avg_error=0;
average_min=0;
% Initialize parameters and create simplex
for ite=1:times, %straining timesa=1;
tic;
alpha=1;
a=1;
b=2;
c=0.5;
n=length(x0);
mo=zeros(1,n);
mu=0.1;
X0=ones(n,1)*x0;
SIMPLEX=[X0+diag(d_SIM*(rand(1,n))':x0); % create simplex vertices
f(n+1)=0;
SIMPLEX(:,end+1)=f';
SIMPLEX=sortrows(SIMPLEX,n+1);
% sort row depending of value of f in ascending order;
end
% Simplex Code
for ite=1:ite_max,
   Pb=sum(SIMPLEX(1:n,:))/n; %calculate the centroid P_ of points with i#h
   Ps=(1+a)*Pb-a*SIMPLEX(end,:); %calculate reflection point of Ph:Ps
   f_Ps=feval(obj,Ps);
   Pss=(1-b)*Pb+b*Ps; %calculate P** by expansion
   f_Pss=feval(obj,Pss);
   if f_Ps>f(1) % using hyper plane equation
       l=SIMPLEX(:,1:n);
       A=ones(1,n+1);
       A(:,2:n+1)=l;
       B=f';
       P=pinv(A)*B;
       grad=P;
       Gs=SIMPLEX(1,:)-alpha*grad(1,2:n+1); % Calculate reflected point
       P3=(1+a)*SIMPLEX(1,:)-SIMPLEX(end,:);
       P1=SIMPLEX(1,:);
       P2=Gs;
       PP=(P3-P1)*P2(2-P1);
       u=sum(PP)*sum((P2-P1).^2);
       Gs=P1+u*(P2-P1);
       f_Gs=feval(obj,Gs);
       if f_Gs<f_Ps %new reflected point
           Ps=fPs;
           Pb=SIMPLEX1(1,:);
           Pss=(1-b)*SIMPLEX1(:,b)*Ps; %calculate P** by expansion
           f_Pss=feval(obj,Pss);
   end
   end
end
```
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end
end
if f_Ps<f(1) %f(P*)<f(l)
    SIMPLEX(end,:)=Ps; %replace Ph by P*
    f(end)=f_Ps;
else
    SIMPLEX(end,:)=Ps; %replace Ph by P*
    f(end)=f_Pss;
end
else
    check=0;
    for i=1:n,
        if f_Ps>f(i) %f_P*>f_i and i#h
            check=1;
            break;
        end
    end
    if check==0
        SIMPLEX(end,:)=Ps; %replace Ph by P*
        f(end)=f_Ps;
    else
        if f_Ps>f(end) %f_P*>f_h
            Pss=c*SIMPLEX(end,:)+(1-c)*Pb; %calculate P** by expansion
            f_Pss=feval(obj,Pss);
            if f_Pss>f(end) %f(P**)>f(h)
                for i=1:n+1
                    SIMPLEX(i,:)=SIMPLEX(i,:)+SIMPLEX(1,:); %replace all Pi' by (Pi+Ph)/2
                    f(i)=feval(obj,SIMPLEX(i,:));
                end
            else
                SIMPLEX(end,:)=Pss; %replace Ph by P**
                f(end)=f_Pss;
            end
        else
            SIMPLEX(end,:)=Ps; %replace Ph by P*
            f(end)=f_Ps;
        end
    end
SIMPLEX(:,end+1)=f;
SIMPLEX=sortrows(SIMPLEX,n+1);
error(i_te)=f(1);
t(ite)=ite;
if f(1)<df_min,
succ_time=succ_time+1;
avg_iter=avg_iter+ite;
avg_time=avg_time+1;
avg_error=avg_error+f(1);
second=second+toc;
break;
end
display the result
suc_rate=succ_time/times;
BEST=SIMPLEX(1,:);
f_BEST=f(1);
average_min=average_min+f_BEST;
tavg_iter=tavg_iter+ite;
tsecond=tsecond+toc;
end
avg_iteration=tavg_iter/times;
avg_errors=tavg_error/tavg_time;
avg_second=tsecond/times;
tavg_min=average_min/times;
tavg_second=tsecond/times;
out=[suc_rate avg_second d_SIM];
disp(['Average Iteration = ',num2str(tavg_iteration),])
disp(['Average Error = ',num2str(avg_errors),])
disp(['Average second = ',num2str(avg_second),])
disp(['Average Iteration = ',num2str(avg_iteration),])
disp(['Average Minimum = ',num2str(avg_minimum),])
disp(['Average second = ',num2str(tavg_second),])
return