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Accurate radio frequency (RF) noise models for individual transistors are critical to min-
imize noise during mixed-signal analog and RF circuit design. This dissertation proposes two
improved RF noise models for SiGe Heterojunction Bipolar Transistors (SiGe HBTs), a semi-
empirical model and a physical model. A new parameter extraction method for small signal equiv-
alent circuit of SiGe HBT has also been developed.

The semi-empirical model extracts intrinsic base and collector current noise from measured
device noise parameters using standard noise de-embedding method based on a quasi-static input
equivalent circuit. Equations are then developed to model these noise sources by examining the
frequency and bias dependences. The model is shown to work at frequencies up to at least half
of the peak unit-gain cutoff frequency (fr), and at biasing currents below high injection fr roll
off. The model is scalable for emitter geometry, and can be easily implemented using currently
available CAD tools.

For the physical model, improved electron and hole noise models are developed. The impact

of the collector-base space charge region (CB SCR) on electron RF noise is examined to determine



its importance for scaled SiGe HBTs. The van Vliet model is then improved to take into account
the CB SCR effect. The fringe EB junction effect is included to improve base hole noise. The
base noise resistance is found to be different from the AC intrinsic base resistance, which cannot
be explained by the fringe effect. Applying a total of four bias-independent model parameters,
the combination of new electron and hole noise models based on a non-quasistatic input equivalent
circuit provides excellent noise parameter fittings for frequencies up to 26 GHz and all biases before
St roll off for three generations of SiGe HBTs. The model also has a good emitter geometry scaling
ability.

The new small signal parameter extraction method developed here is based on a Taylor ex-
pansion analysis of transistor Y-parameters. This method is capable of extracting both input non-
quasistatic effect and output non-quasistatic effect, which are not available for any of the existing

extraction methods.
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CHAPTER 1

INTRODUCTION

This chapter opens with a discussion of the motivation for this research on improving RF
noise modeling for SiGe Heterojunction Bipolar Transistors (SiGe HBTs). The fundamentals of
SiGe HBT physics and the two-port noise representation theory are then introduced, followed by
a description of the basic characteristics of noise parameters for SiGe HBTs and the noise perfor-
mance scaling trend. Finally the chapter is summarized and the organization of this dissertation is

provided.

1.1 Motivation

The rapidly developing wireless communication systems have given the human race an infor-
mation net composed of thousands of communication satellites in space, millions of base-stations
on the ground and billions of personal communicators in people’s hands. Detailed studies on reduc-
ing the noise in the mixed-signal analog and RF circuits used in wireless systems are therefore vital
to improve the sensitivity of transceivers, and thus save base-station density and enhance the flexi-
bility of handsets. One of the key concerns is the minimization of RF noise in transistor amplifiers
through device level design and circuit level design.

By introducing a graded germanium profile in the base and a higher level of base doping, SiGe
HBT enjoys a higher unit-gain cutoff frequency and a smaller base resistance than traditional Sili-
con Bipolar Transistors (Si BJTs) and maintains a comparable current gain [1]. All these features

contribute to the lower noise level of SiGe HBTs compared to Si BJTs.



For RF circuits based on SiGe HBTs, optimizing the design is very important to reduce noise.
This clearly requires accurate SiGe HBT noise models and efficient parameter extraction tech-
niques, particularly at the increasingly higher frequencies. The noise modeling approaches cur-
rently used for the compact bipolar models are not sufficiently accurate for robust circuit simula-
tion [1], and must be refined to make possible predictive low-noise RF circuit design.

The purpose of this study is to improve RF noise modeling for SiGe HBTs by developing more
accurate compact models for intrinsic transistor noise sources. A semi-empirical noise model and
a physical noise model are presented in this dissertation. A novel small signal parameter extraction
method is also presented. These results were presented in the 2006 IEEE Transactions on Electron
Devices [2], the 2004, 2005 and 2006 IEEE BCTM Conference Proceedings [3—6], and the 2006

IEEE SiRF Conference Proceedings [7], while others are forth coming [8,9].

1.2 SiGe HBT fundamentals

1.2.1 SiGe as base material

The key feature of SiGe HBT is the use of SiGe alloy as the base. Since the energy bandgap
of Ge (0.66 eV) is smaller than that of Si (1.12 eV), the bandgap of SiGe is smaller than that of
silicon and depends on the Ge mole composition x (AE, sige = 0.74x). The Ge-induced band
offset occurs predominantly in the valence band. A properly defined base Ge profile determines the
DC, AC and noise characteristics of SiGe HBTs, and gives SiGe HBTs performance advantages
over silicon BJTs [1]. Fig. 1.1 shows a typically graded Ge profile and the resulting energy band
diagram for a SiGe HBT. The band diagram shows a finite band offset at the EB junction, denoted
as AEg, along with a larger band offset at the CB junction, leading to a built-in electric field in the
neutral base region that facilitates electron transport from emitter to collector and hence reduces

base transit time and improves AC frequency response. If the profile is linear and the base doping



Figure 1.1: Energy band diagram of a graded-base SiGe HBT.

is uniform, the built-in field is homogeneous within the base region, that is

=17 (1.1)

where dp is the base width, # denotes the difference between the bandgaps at the two base ends in
unit of thermal voltage, i.e. # = AE, g.(grade)/Vr. Another important consequence of a graded
Ge profile is the exponentially decreasing output conductance g,, which is reflected by the Early
voltage, V4. g, is negligible for SiGe HBTs.

The concept of adding a drift field in the base is surprisingly old, and was pioneered by Kroe-
mer [10, 11]. However, it took 30 years to realize due to material growth limitations. Nowadays,
SiGe alloy can be grown epitaxially on silicon using the ultrahigh vacuum / chemical vapor depo-
sition (UHV/CVD) technique.

For SiGe HBT, the addition of Ge in the base increases the collector current density, Jc.

This is made possible by the increased electron injection at the EB junction, which yields more



emitter-to-collector charge transport for a given BE voltage. Such an increase in J¢ also results
in an increase in the DC current gain, f. Consequently the base doping can be increased if the
DC current gain is maintained at the same level as for Si BJTs. This reduces the base resistance,
leading to further improved AC performance and reduced RF noise.

Fig. 1.2 shows the cross-sectional structure of a raised-base SiGe HBT [12]. Carbon is doped
during SiGe epitaxy to prevent boron backward diffusion into collector. Selectively Implanted
Collector (SIC) [13] and Shallow Trench Isolation (STI) [14] are used to improve transistor per-
formance. These techniques will be described in detail below. The most important parasitics are
labeled in Fig. 1.2 and consist of the emitter resistance r,, extrinsic base resistance 7y, extrinsic
collector resistance r.y, substrate resistance r.s, extrinsic EB capacitance Cp,y, extrinsic CB ca-
pacitance Cj.y, and collector-substrate junction capacitance C.;. The intrinsic base resistance rp;,

intrinsic CB capacitance Cj.; and intrinsic collector resistance r.; are also shown for reference.
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Figure 1.2: Cross section of a raised-base SiGe HBT. Main parasitics are labeled.




1.2.2 Performance parameters

For low injection, a key SiGe HBT AC figure-of-merit, the unity-gain cutoff frequency (fr),

can be written generally as [1]

1 1 [Chej + Chex + Chei -l
= - R ﬂ < gCX - +T;br+Te+Tc+(re+rcx+rcl)(cbcx+cbci) . (1.2)
ec m

Jr

where 7, is the total emitter-to-collector delay time, g, (& qI./kT) is the intrinsic transconduc-
tance at low injection, Cy,; is the EB depletion capacitance, T,b, is the base transit time, 7, is the emit-
ter charge storage delay time, and z, is the collector transit time due to the CB space charge region
(CB SCR). Physically, fr is the common-emitter, unity current gain cutoff frequency (Hp; = 1),
and can be conveniently measured using S-parameter techniques. fr can be improved by reducing
transit times and using a smaller resistive collector. For an ideal HBT, fr increases versus collector
current /., and finally saturates, a direct result of (1.2). However in reality, fr will roll-off when I,
exceeds some threshold value due to the Kirk effect or base push-out [15]. That is, fr has a peak
value at certain current density Jc peak-

Another figure-of-merit that is often used to describe device AC performance is the maximum
oscillation frequency fqx, reflecting the power gain of a transistor. f,,x is the common-emitter,

unity power gain frequency, and can be related to fr by a first order equation [1]

- Jr
Smax \/Sn(cbci + Chex) (P + 75i) (-

There are various definitions of power gain (e.g. U, MAG, MSG), all of which can be measured
from the S-parameters [1]. Clearly fy.x depends not only on the intrinsic transistor performance
(fr), but also on the device parasitics associated with the process technology and its structural

implementation. Reducing the base resistance and CB capacitance is decisive for improving fqx.



For general applications, the CB junction is reversely biased. If V- p is high enough, ionization
occurs within the CB SCR. I, increases dramatically due to carrier multiplication, resulting in
device breakdown. BV po is the CB breakdown voltage when the emitter is floated. BV is the
CB breakdown voltage when the base floats. As shown below, increasing BV o will decrease fr.

Product BVcEgo X fr, the so-called Johnson limit, is a physical constraint on device optimization.

1.2.3 Improving fr and f,,.

Common sense dictates that for transistors, the smaller they are, the faster they will perform.
Indeed, the performance of SiGe HBTs has been greatly enhanced by scaling down accompanied
with innovative structure designs, both in vertical and lateral dimensions. The fr of the first func-
tional SiGe HBT demonstrated in 1987 [16] is about 50 GHz. Nowadays, SiGe HBTs with both

ST and fy,4x greater than 300 GHz have been achieved [17], and this trend continues.

Vertical scaling

Figure 1.3: Vertical scaling strategy for SiGe HBT.

Fig. 1.3 illustrates the vertical scaling strategy.



e Base Here the base width dp is reduced, and a higher Ge ramp is applied, both of which
help to reduce base transit time r,b,. For advanced devices, e.g. 200 GHz SiGe HBTs, T,br
is less than the total of other transit times. Base doping is also increased to reduce base

resistance.

e Collector A higher collector doping N¢ and a narrower lightly doped collector thickness
wc are used to reduce collector transit time z.. For aggressively scaled devices, 7. dominates
the total transit time. A higher level of doping also helps to defer the Kirk effect. However,
the breakdown voltage is reduced due to the higher CB SCR electric field. Additionally,
higher collector doping leads to larger CB capacitance, which reduces f,.x. Therefore,

there is a trade off between fr, fuqx and breakdown voltage for N¢.

e Emitter The doping is increased to reduce r, and 7., and the arsenic dopant can be replaced
with phosphorus to obtain higher doping concentrations. Generally speaking, z, is negligible

due to HBT’s high DC current gain £.

Lateral scaling

The emitter width W is the key factor for lateral scaling, and generally serves as an indicator
of the technology generation. When W is narrowed, both the intrinsic base resistance r; and the
intrinsic CB capacitance Cp.; are reduced, and hence f,,x is improved. fr, however, cannot be
improved by this approach. With W scaled down, extrinsic base and collector parasitics become

significant for f,,,x, and must be reduced by scaling and ad hoc techniques .

e Ry, Increasing base doping will reduce R;y, but at the price of increasing the CB capac-
itance. The solution to this dilemma is to use the so called raised base technique, as shown
in Fig. 1.2 [12], where highly doped polysilicon is deposited on top of the SiGe:C layer.
Self-aligned low resistive silicide is generally used for such a raised extrinsic base, and a

double base contact can be used to reduce the base resistance further.



e Cpc Using implantation through the emitter window, only the collector of the intrinsic
device is highly doped to obtained high f7. The remainder of the collector, which is on top of
the highly doped collector buried layer, is lightly doped to obtain small Cp.,. This is known
as the Selectively Implanted Collector (SIC) technique [13]. Shallow trench isolation [14],
as shown in Fig. 1.2, can be used to reduce Cp,, further by reducing the extrinsic CB junction

area.

Table 1.1 summarizes the key performance parameters for the five generations of SiGe HBTs

readily fabricated in industry [18].

Table 1.1: Comparison of key performance parameters for different SiGe HBT generations [18]

Generation I II III v \%
Wi (um) 05 025 018 0.13 0.12
fr (GHz) 47 47 120 210 375
Smax (GHZ) 65 65 100 285 210
p 100 100 350 300 3500

BVceo (V) 34 34 18 17 14
BVego (V) 105 105 65 55 50
JC peak (MA/um?) 15 1.5 8 12 23

1.2.4 SiGe BiCOMS technology

Today’s SiGe HBT technology combines the high speed, low noise SiGe HBTs, aggressively
scaled Si CMOS, and a full-suite of on-chip passives together, to create the so-called SiGe BICMOS
technology. SiGe technology has thus emerged as a serious contender for many high-speed digital,
RF, analog and microwave applications [1]. At present, there are more than 25 SiGe HBT industrial
fabrication facilities on line, and their numbers are growing steadily. Design kits for first four
generations of SiGe BiCMOS systems have already been released by IBM. More details of the

industrial “state-of-the-art” for SiGe HBT BiCMOS technology can be found in [19].



1.3 Noise parameters for two-port network

In this study, the substrate of the SiGe HBT is always tied to its collector to facilitate S-
parameter measurements using a GSG probing system. The resulting SiGe HBT is a two-port
network. The noise level of such two-port networks can be measured in terms of Noise Factor, F,

which is defined as

_ (SNR)signal source

1.4
(SNR)output ( )

Here SNR is the signal-to-noise power ratio. F is usually measured in dB and its value is referred
to as the Noise Figure NF,ie. NF = 10Log10(F). For a two-port network connected to a signal
source, F is determined by both the noise parameters (Fyin or NFy,;,, R, and Y,,;) of the two-port

network and the signal source admittance Y as [20]
R, )
NF:Nme"‘G_SIYS_Yaptl , (L.5)
where G is the real part of Y. The noise parameters can be measured using noise measurement

facilities, and their meanings can be explained as follows:

e F,i,, the minimum noise factor. Its value in dB is the so called minimum noise figure NF,;,,

i.e. 10Log10(Fpin).

e R,, the noise resistance, is commonly normalized by the intrinsic impedance Zj, and thus is

unitless.

e Y, the optimum noise matching admittance, is a complex number with a real part G, and
an imaginary part B,,. Its inverse value is denoted as Z,,;. Experimentally, the reflection

coefficient I'y,, is measured instead of Y,,,. Note that I',,, = Mag - el Angle/180-m) Y,y can



be obtained from I',,; as

1 1- l—‘opt

Y,, = — - .
P Zo 14T

(1.5) implies that if a two-port network is noise matched (Ys = Y,;), the noise figure is minimized.
The available power gain under noise matching conditions is known as the associated power gain,
G4 . It can be calculated by

2 Gopt
R[Y2 — (Y12Y21) /(Y11 + Yop)]

G(ZSS —

Y21
A

Yll + Yopt

The noise parameters of a two-port network are fully determined by the noise sources that are
distributed within the network. All of the distributive noises can be lumped into two equivalent
noise sources located at the port terminals, and they are generally correlated [20]. Fig.1.4 shows
four commonly used representations for lumped noise sources, (a) admittance or Y- representation,
(b) impedance or Z- representation, (c) chain or ABCD- or A- presentation, and (d) hybrid or H-

representation. Note the source polarities in (c) and (d). For each representation, the noise Power

Vi V)
Noiseless 0—@- Noiseless —@—O
i 1 i ) Two port 1 i %iz Two port
Network o——— Network ——o0
(a) ()
va vh
Noiseless [—© 0—@— Noiseless
i Two port Two port i,
- Network —o o—— Network
(©) (d)

Figure 1.4: Two-port noise representations. (a) Admittance (Y-) representation, (b) Impedance
(Z-) representation, (c) Chain (ABCD-) presentation, and (d) hybrid (H-) representation.
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Spectral Density (PSD) of the two noise sources, as well as their correlation, can be described by
a noise correlation matrix at each frequency point (w). PSD matrices for the four representations

are defined as

Siyis (@) Siyir(w) Syvr(w) Sy, v (w)
SY(w) = ! : S%(w) = ! :
SiliT (w) Sizi; (w) szvf (w) Sva;‘ (w)
SvaVZ (w) SvaiZ (w) Sv;,v;lF (w) Svhif, (w)
SN w) = SH(w) = . (1.6)
Sigvi (@) Si,iz(@) Sipp (@) Siyir (@)

Each of these matrices, denoted as S8 can be transformed into another, denoted as Sd9estination

by

gdestination _ - goriginpt (1.7)

Here the superscript T represents the transpose conjugate operator. The T-matrices are summarized
in Appendix A.
Noise parameters, determined by lumped noise sources, can be directly calculated from the

chain representation noise matrix elements, i.e. Sy, .S; and .S;,+ as [20]

R, = -
"TAKT
Y L D ?
= \Vs T TS ]
%(Siv*)
B,y = — i
opt Sv
R(S;
NFpin = 142R, |Gopr + (SV)]. (1.8)
v
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The derivation is given in Appendix A. Inversely, the chain representation noise matrix can be

calculated from noise parameters using (1.8) as

sA = Sy Syir — AKT R, % - R”Yofnt

N Fpin—1 2
Siv* Si % - RnYopt RnlYopll

(1.9) will be used in the noise de-embedding procedure described in Chapter 4.

1.4 Frequency and bias dependence of noise parameters for SiGe HBTs

1.9)

Generally speaking, all the noise parameters are both frequency and bias dependent. Fig. 1.5

shows the measured noise parameters versus collector current I, for a 50 GHz SiGe HBT with

emitter area A = 0.24 x 20 x 2 um>. Six frequency points (2 GHz, 5 GHz, 10 GHz, 15 GHz, 20

GHz and 25 GHz) are shown.

50 GHz SiGe HBT 0.24x20x2 um” V=15V

—©- 2GHz
- 5GHz
—&- 10 GHz
—4— 15GHz
—— 20 GHz
—— 25GHz

(dB)

min

NF

0 5 10 15 20 "o 5 10 15 20

Bopt (S)

-0.03

-0.04

0 5 10 15 20
Ig (mA)

Figure 1.5: Noise parameters versus I, for a 50 GHz SiGe HBT with A = 0.24 x 20 x 2 um?. Six

frequency points (2 GHz, 5 GHz, 10 GHz, 15 GHz, 20 GHz and 25 GHz) are measured.
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To qualitatively understand these frequency and bias dependence, it is necessary to derive the
noise parameters analytically. Fig. 1.6 shows a simplified common-emitter small signal equivalent
circuit with noise sources for SiGe HBTs. Cp,; is the total CB capacitance (= Cp.; + Cpex) and ry,
is the total base resistance. Since r, is not included in Fig. 1.6, rp; & rpx + rpi + re(1 + ). Cpe 1S
the total EB capacitance, and is the sum of the EB diffusion capacitance Cp.4 and the EB junction
depletion capacitance Cp,j. gpe is the EB low frequency conductance. ry; is assumed to have 4kT R
noise PSD, i.e. Sy, = 4kTry,. Uncorrelated 2¢gI shot noise PSDs are assumed for the base and
collector current noises, i.e. S;p = 2qlp, Sic = 2ql. and S;.;p» = 0. CB ionization noise is not taken

into account here and throughout this work, since only low V¢ p operation is concerned. Using the

vrbt T, C

v O
VO T @, O

;

<

Figure 1.6: Simplified common-emitter small signal equivalent circuit with noise sources for SiGe
HBTs.

two-port network noise theory in Section 1.3, the noise parameters can be derived as [19]

N 21, 2 1 N2 21, 2
Fminz1+_+ _crbt f_2+_+_ z]'l‘ _Crb[ f_2+— s (1.10)
p Vr fr PP Vr fr P
.
R, ~ 2—£+rbr, (1.11)
Foin — 1
You ~ sz (1.12)

where N is the EB junction ideality factor and N =~ 1.
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o NF,,or F,;, (1.10) means that at a fixed bias, NF,,;, increases versus frequency as shown
in Fig. 1.5 (a). Atlow biases, fr « 1/, according to (1.2), consequently F;, —1 1/\/?6.
Therefore NF,,;, increases when I. decreases at very low I, levels. For high biases before
fr roll-off, fr is nearly constant, hence F,;, — 1 « \/I—C, meaning that NF,,;, increases
versus I.. These trends are indeed shown in Fig. 1.5 (a). Analysis shows that F,;, has a

minimum value, the so-called optimized noise figure (Opt. Fp;,), which is approximately

ﬁ\/Sﬂzrb,(Cbej + Cper)/B'/? at low frequencies and f47/2ry(Chej + Coer) (T + Te + 7c)
at high frequencies. Increasing fr and decreasing ry can significantly reduce the optimized

noise figure (Opt. Fp;y)-

e R, (1.11) shows that R, drops versus I. and saturates to the value of rj, which is consistent
with Fig. 1.5 (b). The frequency dependence cannot be explained using this simplified

equivalent circuit.

e Y, (1.12) shows that the imaginary part of Y, or B, is negligible. This is qualitatively
true, as can be seen by comparing Fig. 1.5 (d) with Fig. 1.5 (c¢). The real part of Y, or
G, increases versus frequency, as shown by Fig. 1.5 (¢), which is consistent with (1.12).
The bias dependence of G,,;, however, cannot be easily explained since both F,;, and R,

are bias dependent. As Fig. 1.5 (c) shows, G, increases versus I..

1.5 Noise performance trends for SiGe HBTs

Advances in scaling technology and a series of innovations in processing and structure have
led to a steady increase in the peak fr and a reduction in the base resistance rp. According to
the discussion above, these fr and rj, trends will improve noise performance, driving a reduction
in NF,,;, with each generation. SiGe BiCOMS technologies thus enable circuit designers to im-
plement noise-sensitive applications at an increasingly broader frequency range based on silicon

technology. Fig. 1.7 shows the optimized noise figure Opt. Fy;, versus frequency for four SiGe

14



HBT BiCMOS technology generations, including three high performance variants at the 0.5-, 0.18-
, and 0.13- ym nodes as well as a cost-reduced (and slightly higher breakdown voltage) variant at
the 0.18- ym node. The performance of GaAs PHEMT is also illustrated for reference. The noise
figure has been greatly decreased for the 0.13- ym node. F,;, remains below 0.4 dB beyond 12
GHz, rising to only 1.3 dB at 26.5 GHz. This level of performance falls within the range estab-
lished using the data sheets for GaAs PHEMT currently on the commercial market, placing silicon

within one generation of this benchmark [19].

5 ¥ T 1 1 T T
Ac (um?) Vo (V) .
al (0.5x20)x2 2.0 .0 5 um
{0.2Xx20)x2 15 || 45 GHz

| ©oxaxie 12 / 8 3B
© 3 ./. O 60 GHz
uE /. ®0.18um
= ol 0y® 120 GHz
= /

CA013pm
1L 200 GHz
...... DLt GaAs PHEMT range
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o 5 10 15 20 25 30
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Figure 1.7: HBT optimized noise figure Opt. F,,;, versus frequency for four SiGe HBT BiCMOS
technologies, including three high performance variants at the 0.5-, 0.18-, and 0.13- ym nodes
as well as a cost-reduced (and slightly higher breakdown voltage) variant at the 0.18- ym node.
(Original figure was shown by D. Greenberg at IEEE MTT-S International Microwave Symposium,
Fort Worth, 2004. The above figure is copied from [19])

1.6 Noise modeling considerations and methodology for SiGe HBTs

A good noise model should give an excellent fit for all the noise parameters. This calls for an

accurate compact noise model for device noise. The noise models used for extrinsic parasitics are
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well established and are sufficiently accurate for this purpose, so for this study the only concern
is the intrinsic device noise modeling. As we are developing models for the wide sense steady
(WSS) RF noise, the noise modeling can be completely based on small signal equivalent circuit
due to the small signal nature of RF noise. Both semi-empirical and physical noise models are
developed here. Emitter geometry scaling, especially emitter length scaling are examined for both
models. MATLAB programs are used for small signal parameter extraction and noise calculation.
The Verilog-A language is used to implement the new semi-empirical noise model in VBIC, a
large signal BJT model applicable for circuit simulators such as Advanced Design System (ADS)

supplied by Agilent Technologies.

1.7 Summary

This chapter describes the motivation for the research and the theoretical background for SiGe
HBTs and RF noise modeling. In this dissertation, Chapter 2 gives the RF noise theory for SiGe
HBTs. Chapter 3 explores the small signal extraction method for a small signal equivalent circuit
including the input non-quasistatic effect. Chapter 4 describes the intrinsic noise source extrac-
tion technique and the new semi-empirical noise model developed based on the extraction results.
Chapter 5 describes the new physical noise model developed for this study based on the improved

electron and base hole noise models.

16



CHAPTER 2

RF NOISE THEORY FOR SIGE HBTS

This chapter opens with a description of two noise sources that are important for semiconduc-
tors, namely carrier velocity fluctuation and carrier population density fluctuation. Then two sets
of base electron noise PSDs are presented without including the distributive effect, one of which is
the solution for a new 1-D Langevin equation including finite exit velocity boundary condition for
CB junction, the other is van Vliet’s general solution for 3-D Langevin equation without including
finite exit velocity boundary condition for CB junction. The 1-D solution is used to evaluate van
Vliet’s 3-D solution for the finite exit velocity effect. Both solutions are extended to include emitter
hole noise. The crowding theory that deals with base distributive effect using segmentation method
is then described. The compact noise model with three noise sources derived from the crowding
theory by assuming uniform fr across the whole EB junction is discussed in detail. Finally the
disadvantages of previous noise models used in CAD tools and the literatures are reviewed, and

new methods are proposed, with which to develop improved models.

2.1 REF noise sources

During the motions induced by external forces, carriers in semiconductors inevitably inter-
act with lattice perturbations, impurities or other carriers, leading to observable terminal voltage
or current variations from their ideal values. The noise measured at device terminals is referred
to as macroscopic noise, while the spatially distributive fluctuations, such as carrier velocity,

position, population density, are referred to as microscopic noise. To mathematically describe
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the microscopic noise, two approaches can be followed, the microscopic and mesoscopic meth-
ods [21,22]. The quantum mechanical microscopic method describes statistical carrier distribu-
tions within whole phase space or states based on Liouville / von Neumann’s equations. Both the
fluctuation-transportation equation and characterization of microscopic noise sources can be ob-
tained in terms of Markov random processes. For example, a semi-classical k-space Boltzmann
transport equation (BTE) with appropriate Langevin source has been derived [23-26], from which
it is possible to obtain hydrodynamic or more simplified drift-diffusion models that include the
microscopic noise sources. This approach is beyond the scope of this dissertation, and will not be
further discussed. The mesoscopic approach deals with carrier fluctuations within coarse-grained
time and space limits, e.g. t >> 7.; and [ >> [y, where 7. is the expected collision time and
[y is the expected free path distance. By satisfying such limits, the impact of the carrier’s initial
state vanishes. Different carriers may have the same statistical characterizations, so for carriers
contained within a small mesoscopic volume, it is only necessary to study the statistical character-
izations of one electron in order to know the statistical characterizations of the whole volume.
There are two main microscopic noise sources in semiconductor materials or devices. They are
generation-recombination (GR) noise, which represents the carrier population density fluctuation
due to transitions between bands and localized states (donors, traps, Shockley-Read-Hall centers,
etc.), and velocity fluctuation or diffusion noise, which is associated with the Brownian motion of
free carriers in the classical treatment or electron-phonon and electron-impurity scattering in the
quantum treatment [21]. The underlying microscopic events are interband transitions for GR noise
and intraband transitions for velocity fluctuation noise. To describe each of the two noise sources
mesoscopically, two methods can be used: the coarse-grained mesoscopic Master equation (ME)

approach and the Langevin approach.
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The ME describes how the transition probability density evolves versus time for Markov pro-
cesses as

oP(a tla")

2 J da'[P(d", 1|d)Wira — P(a, tld) W], @1

where P(a,t|a’) is the probability density of state a at time ¢ with initial state of 4’ at time zero,
W,g is the probability (density) per unit time of an instantaneous transition at time ¢ from a to a”,
and similarly for W,»,. a and &' are the state vectors. (2.1) can be transformed into the Kramer-
Moyal expansion. Often only the first and the second orders of such expansions are important.
Truncating all higher orders (>2) yields the Fokker-Planck equation (FPE)

0P(a.tla) 9 1 4
T Z 5o lAi@PI+ 3 Zj: W[B,-j(a)P], (2.2)

where i and j denote different variables of state @, and A and B are the first and second order

Fokker-Planck moments, explicitly
Ai(a) = J(a:. —a))Wyedd', Bij(a) = J(a; - a,-)(a} —a;))Wygdd. (2.3)

Moments A and B fully describe the stochastic process a, and hence determine the phenomenolog-
ical noise source in the Langevin description, as shown below. From (2.2) and applying a Laplace

transformation gives [21]

0 < Aa(t) >4 0A;(d
9<BAW>d _ _pr o pa(t) >g. My = — 228 2.4)
ot da;

This is the phenomenological equation that gives the average behavior of deviation for a(f) from
its initial state a’(0). Such phenomenological equations may involve external or internal driving

forces and sometimes friction forces. Theoretically, any higher order moment, such as covariances
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and correlations, can be obtained in the same way as (2.4). Note that the Fourier transform of an
autocorrelation gives the power spectrum density (PSD).
In the Langevin approach, (2.4) is written without the conditional averaging bracket by adding

Langevin sources as

aAaat(’) = —MAa() + £(b). 2.5)

Clearly £(¢) is used to mimic the random forces that produce the fluctuation of a(f). Two necessary
and sufficient requirements for £(¢) to provide the same first order and second order moments of

Aa(t), are [21]

<& >=0, <EWDEW) >= Bld(0)]6(t —1). (2.6)

From (2.6), the PSD of £(¢) can be obtained by performing a Fourier transformation as

S:¢ = 2B[d (0)]. 2.7)

The coefficient is 2, since single side band PSD is considered here (for measurement only positive
frequencies are allowed). (2.7) explains the meaning of the Langevin force and how to obtain the
PSD of such a force from the Master equation. The advantage of the Langevin approach is that
the calculation of fluctuation-transportation can then be fully resolved based on familiar partial
differential equations (PDEs).

The next section describes the PSD of the microscopic noise sources using these two methods.
The emphasis here is on velocity fluctuation noise since it is the major noise source for modern

SiGe HBTs with narrow base widths.
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2.1.1 Velocity fluctuation noise

In the mesoscopic approach, carrier velocity fluctuations are modeled as the Brownian motion
of a single particle that takes place in the corresponding band [21], i.e. electrons in the conductance
band and holes in the valence band. The ground breaking work on the theory of Brownian motion
was conducted by Einstein in 1905 in one of the classic papers he published that year [27] using a
Fokker-Planck PDE he had derived, where the relation < x?> >= 2Dt was first established. Another
breakthrough was made in 1908 by Langevin using what is now called Langevin force method [28].
The Brownian motion theory was further elucidated by Uhlenbeck and Ornstein in 1930 [29], where
the motion was treated using both the Langevin method and the Fokker-Planck method and the
motion was proved to be Gaussian. A complete analysis of Brownian motion can be found in the
1943 classic paper by Chandrasekar [30]. The results of the PSD of velocity fluctuations, .Ss, s, (®),
are shown below using the ME/Fokker-Planck and Langevin methods respectively, after which the
methods to establish the microscopic noise source representations for velocity fluctuations will be
discussed.

Brownian motion, which is assumed to be a Markov stochastic process in phase space (7,
V), can be described by the Fokker-Planck equation (2.2). Further assuming that the scattering
events are characterized by a collision time 7.4, and that the carrier effective mass m™ is isotropic,

the Fokker-Planck moment A and B can be derived as [29,30]

i 0O O
A= . B= ) (2.8)
—%7 0) %’fn—fﬂ

where O and I are rank-two zero and unitary tensors, respectively. The solution P(7, 7V, t[rg, Vo)

for (2.2) and (2.8) can be found in [22,30]. Using the obtained solution and the < x> >= 2Dt
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relation, the diffusion coefficient can be obtained as

kT
D = Tes = VT/,l, (29)

" =

where p is the carrier mobility defined as ez, /m*. (2.9) states the Einstein relation. More accurate
D and p expressions can be derived from the Boltzmann transport equation. It shows that (2.9)
holds only when carriers satisfy the Boltzmann statistics [31]. Therefore (2.9) is only valid for low
field transport. As only the velocity of (7, V) is interested here, (2.2) is integrated through the

whole 7 space to obtain the equation for P(¥, t|, %), briefly designated as P,,

0P, 1 1 kT
=—V,-(VP)+ ——V2P, (2.10)
o g Tes m*
The solution is [21, 30]
« 1/2 |V = Vhe 2
P_),_),t_),_) _ m _m 211
(vt o) = | — ey | P | T 1 - et 1D
The conditional mean velocity and variance can then be obtained as
<V >3, = Foe e,
2 —_ = 2 kT —2t/7es
<ov(t) >3, =< (V()— < V(1) >3,)" >3= — (1 —e 7)1 (2.12)
m

(2.12) approaches Maxwell’s equilibrium distribution when ¢t >> z.;. From (2.11), the autocorre-

lation function of velocity can be obtained through integration as [22,32]

k

T 4 kT
R(Sv,ﬁv(t, t/) = _Ee (t+1") [ 7es +

m*

e I=17es | . (2.13)
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By setting t = ¢/, (2.13) is correctly reduced to (2.12). Due to the coarse-grain procedure inherent
in mesoscopic method, i.e. #,# >> 7., the stationary autocorrelation function is obtained from

(2.13)

1
Ry 50(7) = — De I/, (2.14)

cs

where 7 =t —t' and D is given in (2.9). Now the single side band PSD of velocity fluctuation can

be readily obtained from a Fourier transformation of (2.14) multiplied by two. The result is

4D
S&v,&v(a)) = —2]1’ (2.15)
1 + w27

Since 7., is of the order of picoseconds, S, s,(w) &~ 4 DI is valid up to one hundred GHz.
For the Langevin method, two white-noise sources are introduced for 7 and V. The equations

for the fluctuations of 7 and ¥ are

=6V +¢&, — = +&,. (2.16)

&, has a physical meaning of the stochastic collision force. According to (2.7), the PSD of &, and

£, must obey

o O
See=2B= , (2.17)
4 KT

Tes m*

which means S, ¢, (w) = 4D /721 Fourier transformation of (2.16) gives

Tes

ov (2.18)

a 1+ jors Y
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The PSD of velocity fluctuation is therefore

2
T, 4D
S&v,ﬁv(a)) = = 2 Sév'fv = 2 H’ (219)
1 + w?zy 1 + w2t

which is consistent with the ME/Fokker-Planck result in (2.15). Since the noise power spectrum
density is directly related to the diffusion coefficient, velocity fluctuation noise is also called diffu-
sion noise.

The PSD of velocity fluctuation in (2.15) is true only for low electric field case. For mod-
ern SiGe HBTs, the built-in field in the base due to Ge gradient is quite strong. The high field
impacts on diffusion, drift, and noise are no longer negligible. For example, the driving force for
velocity saturation equation is approximated to be the gradient of carrier fermi level 7 E ¢, instead
of the gradient of electric potential \y¢. (2.15) is a very rough approximation for the PSD of ve-
locity fluctuation due to non-equilibrium effects. A self-consistent development of S5, 5, for high
electric field can be followed from the full band Monte Carlo simulation under homogeneous bulk
conditions [33]. In this work, (2.15) is used for simplicity.

Now the problem is to determine how the velocity fluctuation should be described as micro-
scopic noise source. There are two possible kinds of descriptions, the physical vector dipole current
noise source developed by Shockley [34] and the phenomenological current density Langevin noise

source [35]. These are, of course, equivalent.

e Vector dipole current description
Due to velocity fluctuation 67, a carrier labeled with m traveling between #; and t, has a

disturbance from its ideal position as if the carrier is displaced by

5]
5F m = J 8V dt & 8V m(tz — 11).
141
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as shown in Fig. 2.1. This means that the carrier with charge e is taken from its ideal
position and injected into a disturbed position. The current produced by this procedure 61,

is e/(tz —11).

Figure 2.1: Illustration of vector dipole current.

Therefore

q
OF i e

1 —1 _1‘2—2‘1

SV =e 6F m = 61,07 m. (2.20)

(2.20) clearly reveals that velocity fluctuation has a physical meaning of vector dipole cur-

rent. Now at any given instant in a small volume satisfying the mesoscopic requirement,
(AQ), = AxAyAz,
consider the total vector current dipole

Po =€ Y 6V n(t) = 61407 4. (2.21)
m
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69, includes all the noise generated within (AQ),. For the mesoscopic domain, fluctuations

of all particles are independent and the same. The PSD of 63, is thus directly obtained as

4e’nD
Ssp, o0, =€ Y Sovay = ———(AQ),, (2.22)
; 1+ wz,L.ch

where n is the carrier concentration at any position within the small volume (AQ),. For

. . _)
convenience, define the local noise source K, (7, w) as

4e*nD
K, (7, 0) = LZ]I ~ 4e’nDI, (2.23)
1+ w2
so that
S sp. = Ky (F, 0)(AQ),. (2.24)

Such vector dipole current noise representation can be very easily used to calculate its con-
tribution to the terminal macroscopic noise. For example, to examine the noise voltage at
terminal N, 6vy, inject noise current 61, at 71, and subtract the same amount of noise cur-
rentat 7, (67 ¢ = 72 — F1). Supposing the transfer impedance Zy, = 6vn /61, is known

for all positions within device, this gives
VN = [ZNa(F1) = ZNa(FD)1810 = VZNa - 67 4610 = VZNg - 6. (2.25)
Consequently, the total terminal noise voltage PSD can be obtained as
Sy vy (@) = Z Ssvn.oon e @) = " IVZNel* Sy, s, = leerlzKy(? ®)dQ (2.26)

a

This is the so-called impedance field method for noise calculation [34].
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e Current density description
As the treatment of noise transport is based on the drift-diffusion (DD) model, the velocity
fluctuation must be expressed in terms of current density fluctuations, denoted as 7 () at a
certain spatial position at time ¢, which can be directly inserted into the continuity equations.
Again, considering a small volume (AQ),, the current density fluctuations induced by the
mth carrier velocity fluctuations is represented by

- e —
6 = oV, 2.27
Jm (AQ), Vm ( )

The charge e is distributed uniformly within the whole small volume to obtain the charge
density due to the mth carrier, since 57 m 18 the current density for any point within the small

volume. Then

2

Sjmbjm (@) = S5y, (@). (2.28)

(AQ)2

Since the velocity fluctuations of different carriers within (Q), are uncorrelated, the total

power spectrum of the current density fluctuations generated by (Q2), is

ne® 3 K, (7, o)
(AQ), Ssv.v(@) = m (2.29)

Sp(@) =Y Ssj.7,(@) = n(AQ)4 S5, 5, (@) =

Curiously, the current density fluctuation is the inverse of small volume. The problem will

be clear after an examination of the averaged velocity for (AQ),

1
67 = N ; SV . (2.30)
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1 1 Ssvs
Ssv.67 = N_a Z S5vm6vm = " (Ag}):,, (2.31)
m

the averaged velocity fluctuation becomes stronger for smaller volume or fewer carriers. This

is consistent with the intuitive concepts. As 7 = +en'V, this once again gives

) 5 ne’ K,(7, o)

Sy(w) = e"n” Ssy.67 = msav,av(w) = m (2.32)
The S, (@) in (2.33) is the PSD of auto-correlation for the current density fluctuations j (7)
at any point 7 within the small volume, i.e. < Ji(7) j(7) >. Since the current density fluc-
tuation is uniform within the small volume, the current density fluctuations at any given two
points within the same small volume, j(7) and j(7"), are correlated, and < j(7)j(7') >=
< j(7) j(7) >. It can be assumed that the current density fluctuations at different small
volumes are independent, that is, if 7 is inside of (AQ), while 7' is outside of 7’ then
<j (7) Jj (7’ ) >=0. Therefore the PSD of the current correlation at any given two points 7
and 7' is

K, (7, )

Uy (7"
S, 7.7 w)=—"1—— —r
! (AQ)7

Uaey (7') = K, (7, ®) ,
e ' (AQ)7

(2.33)

where (AQ)~ is the small volume containing 7, Uy (7') is a unit step function: it is one
when 7’ is inside of (AQ)+ otherwise zero. (2.33) is already a Langevin source. However, it
is not convenient to use due to the segmentation (divide the whole device into sufficient small

volumes) needed before solving Langevin equations. Further, the size of the small volumes
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should be infinite small to obtain exact results, which is the idea of integration. Note that

Uaay: (7" B

—> v d
= — 2.34
(Agl)gl—m (AQ)= o(r =17, (234
the infinite small limit of (2.33) gives
S, (7.7 ) = K, (7, 0)(F = T"), (2.35)

where Ky(7, ) is given in (2.23). (2.35) is the Langevin source for the diffusion noise in
current density representation. Since this discussion is not confined to either electrons or

holes, (2.35) is applicable to both carriers.

2.1.2 GR noise

GR noise induces population fluctuations within devices. Hence, the stochastic quantity pop-
ulation changing rate {(t) is a good description for such noise. {(¢) has the physical meaning of
the injected current density fluctuation at a given spatial position at time ¢. As with the velocity
fluctuation noise, the power spectrum density of {(¢), S¢ (7, 7', w), can be derived through either
the ME/Fokker-Planck method or the Langevin method. Details can be found in [21,22]. By con-
sidering only the band-to-band transitions and symmetric Shockley-Read-Hall (SRH) transitions,
the result is

_ 2(no +n)

S:(7. 7 w) = Ke(F,0)8(F = TF'), Ke(7, )
T

(2.36)

where 7 is the carrier life time, ng is the DC equilibrium carrier concentration,  is the total carrier
concentration, and Kg(_r), ) is the local noise source for population fluctuation. (2.36) is again

applicable to both electrons and holes.
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2.2 Electron noise of base region without distributive effect

This section first solves a 1-D Langevin equation to obtain the electron noise PSD for base
region. The impact of finite exit velocity boundary condition at CB junction is considered. The
general 3-D solution derived by van Vliet is then introduced although the finite exit velocity bound-
ary condition is not considered. Finally, the van Vliet model is evaluated using the 1-D solution
derived for the finite exit velocity condition. The CB SCR effect and base distributive effect are not

considered in either case.

2.2.1 1-D solution

Assume a uniform base built-in field E induced by either the Ge gradient or the doping gra-

dient, as shown in Fig. 2.2. E is measured using parameter # as in (1.1). The minus sign in (1.1)

E- fidld
SCR

0 dy dy +w,

Figure 2.2: Illustration of base region with built-in electric field.

indicates an acceleration field for the electron from the emitter to the collector. The following are

the parameters and variables used

Apg — cross-sectional area of the 1-D device

d g — neutral base width.

n —related to electrical field strength.

u, — electron mobility.
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e V/p —thermal voltage.

e D, —electron diffusion coefficient, which is related to mobility through the Einstein relation,

i.e. Dn = VTﬂn.

® v,..;; —electron finite exit velocity at the CB junction, which is close to the electron saturation

velocity.
e 7, —electron life time.
e [, —electron diffusion length, L, = v/ D,7,.

e 1o — equilibrium electron concentration at the base beginning point (x = 0).

—Eg si+AEgQ AEg)
N.N,e ' nye 't
noo = = s (2.37)
Na Na

where N4 is the base doping concentration.
e n — electron concentration.

e ng — equilibrium electron concentration, given by

nop = nooe”ﬁ. (2.38)

e An — excess electron concentration, An = n — ny.
e ni—Anatx =0.

e 7 — AC electron concentration.

° ﬁ] —natx =0.

Solving the DC, AC continuity equations and Langevin equation gives the DC current, Y-parameters

and the PSDs of the intrinsic base and collector noise currents. The electron finite exit velocity
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boundary condition is forced at the end of the base for all three cases.

model is used

Drift-Diffusion (DD) model is applied, i.e.

The high field mobility

d
J,=euEn+eD,—n. (2.39)
dx
DC solution
Vg is applied to the EB junction. Solving the continuity equation
0? 0 An
D,—An+ y,E—An— — =0, (2.40)
0x2 0x T,
with the boundary conditions
VBE Jnlx=
An|x=0 = n1 = ny (e T — 1), An|x=q, = — nlx dB,
€Vexit
gives the electron concentration and terminal current densities
e s e s
An(x) = + ni,
(x) <1—K_16’29 I—Ke_29> :
_ _ Vexit ap — a2
Je = Jul=dy = —em 55— (e“"2 — ke~ )
_ _ Vexit n e + ke
JE—Jnlx:()——enl s <§+9m
Jp=Jc—JE, (2.41)
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where

2
a— 6 VexitdB n n n\? dp

= , 0= ———, =—40, =—--0, 0= (—>+ — ] .
R wvr o T2 Ty \/2 L,

The base transit time can be obtained from (2.41) as

0 56— a) l—eT _ 1—e™
rp= 28 48O ®) e 7w (2.42)
Jc Vexit ap —az
With vy = o0 and dp << L,, (2.42) is reduced to the Kramer equation
1 1-e\ d;
T4 = (— - > B (2.43)
n n D,
AC solution
Here a small signal vy, is applied to EB junction. Solving the AC continuity equation
0% o. 7 ~
D,—n+ u, E—n— r_ jon =0, (2.44)
0x? ox 7y
with the boundary conditions
— noo YBE _ ~ 7n|x=d3

Alymo =71 = —€ T Vo, Alymdy = — )
Vr £ €Vexit
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leads to the electron concentration and terminal current densities as follows

a)x ax
- e e -
n(x) = — =+ ——= | "1
1 —k"1e?0 1 —¥Ke 2
~ ~ ~ Vexit a1 - 52
Je = Jnlx:dg = —eny = —— |,
d—ay \e™@ — e ™
~ o~ o Vexit (1 ~eT® 4 Ke@
Je=Jn|x=0:_enlﬂ 4+ 00—,
5 2 TR — e~
Jb = Je— Je (2.45)
where
~ 2 2
~ ap— o VexitdB  ~ n o~ ~ n ~ ~ n 2 ) B
R=3 70 52 Cm=148 m="-79 6= (—)+ 9B) 1 jw=2 (2.46)
A Vi 2 2 2 L.) 7'’D,

AE;b noo YBE | Vexit (1 "’e_az + ’Ee_al Vexit 5] - 52
YB =200 = Ape—er |2 (240 - ,
11,CE E VA 5 5 e

Vhe T 2 @ e — \e® — e
—AE7 noo YBE vy &1 — 52
Y cp=s—=— =Ape—eVi — | ———— ). (2.47)
' Vhe Vr 6—ay \e @ —Ke @

An equivalent circuit is needed to model these Y-parameters. The commonly used one is
shown in Fig. 2.3 (b), where the R(Y7;) is frequency independent. The input network of Fig. 2.3
(b) is quasi-static (QS). Of particular interest for modeling the RF noise in the base current is the
frequency dependence of the real part of the input admittance (R(Y1;)) due to the base electron
transport, as shown below. The frequency dependence of R(Y;;) for the base was first examined
by Winkel [36] using (2.47). The results show that the base minority carrier charge responds to

the base emitter voltage with an input delay time rl.bn, after which the collector current at the end

b

of base region responds to the stored base minority carrier charge with another delay time 7,,,.

rf’n represents the input non-quasistatic (NQS) effect and z°

o TEpresents the output excess phase
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delay. In an equivalent circuit, rf’n can be modeled by an input delay resistance rZ in series with EB

junction diffusion capacitance Cll: .4 as illustrated by Fig. 2.3 (a) [37,38]. T,.bn = rZCb Here the EB

bed*

depletion capacitance Cy,; is also included. As depletion capacitance is charged through majority
carrier movement, Cj,; does not experience an NQS delay, and should therefore be separated from

C;)’ .- Note that Cpe; = 0 and Cpeg = ngtbr for (2.47). Ttb, is the base transit time. 7’ can be

out

included as a delay term in the transconductance. Fig. 2.4 shows the result of (2.47) together with

C B
O O
B N
4\ 1 v
4/" vg,.e

& ¢l ¢

of bed

prm— o, prm— X
—jOT —JoTy
vg,e
8| Cyu+GCGy ‘/ &

E E
(a) with input NOS effect (b) without input NOS effect

Figure 2.3: Equivalent circuit for intrinsic base of bipolar transistor without rp;. (a) With NQS
input. (b) With QS input.

the modeling result of Fig. 2.3 (a). Clearly, Fig. 2.3 (a) is accurate for frequencies up to fr. The
input NQS effect becomes more important at a given frequency for a larger Ge gradient device, as
shown by R(Y71) in Fig. 2.4. However, the modeling error due to using the QS equivalent circuit
for a real device with a base resistance becomes smaller at high current levels for larger Ge gradient
devices (see Section 2.4.2). Fig. 2.5 shows the extracted delay times for the base region. The solid
line is the result of finite v.,;;. The dashed line is the result of infinite v.y;;. The finite v,y;; will
increase rtb, by dp/Vexit,» as shown in Fig. 2.5 (a). Fig. 2.5 (b) shows the Ttb, normalized Tibn and
T(l,’u,. Finite v,;; has a subtle effect on the normalized value, and the finite v,.;; does not change
the importance of input and output NQS delay times. Note that the normalized NQS delay times

increase versus #, with the result that Tl-bn and rf,’ut are weakly dependent on the Ge gradient. For
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Figure 2.4: Y-parameter modeling result using equivalent circuit with NQS input. po=270 cm/vs>.
7, = 1.54 x 1077s. ngyp = 50/cm®. T = 300K. dp=45 nm. Vgr=0.8 V. vexis = 1 x 107 cm/s.
fr = gn/Cp,, =184 GHz forn = 5. fr = g./C},,=83 GHz for n = 0. Ap=1 cm?.

input NQS delay resistance,

b b

b
rb Tin Lﬂ ~ 1 i ~ 1 h
d CI[:ed Em Ttbr WgLgd:/Vr Ttbr WegLgn /(dgVr) Ttbr
b b
1 Tin dgVr Tin

Wi LgnooeVse/Vr [(dpVr) ©). WELgnooeVse/Vr ¢b

2 b
— < > < > < >eAEgO/VTVTe_VBE/VT.

dB n. T
The impacts of base geometry, base doping and bias on rZ

WEgLEg

1 24

Na 0

(2.48)

are clear from (2.48). However the 7

and finite v.y;; impacts are not clear due to the approximations made. Fig. 2.6 shows the input
NQS delay resistance rs versus 7 at Vpp=0.8 V. Both the finite and infinite v.,;; are shown. By
increasing the Ge gradient, ”Z is reduced. A finite CB exit velocity increases rZ,. This is discussed

further in Section 2.4.2.
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Figure 2.5: Delay times of base region. (=270 cm/vs?. 7, = 1.54 x 1077s. ngy = 50/cm3.
T =300K. dg=45 nm. Ag=1 cm?.

Noise solution

The 1-D Langevin equation for the base electron noise is

~

0 0. 1
—D,—n— u,E—n+ — + jon = &(x, ), (2.49)
0x2 0x Ty
where
10
Ex,w) ={(x,w) + ——y(x, w). (2.50)
e 0x

The Langevin noise sources £(w) is the sum of the GR noise {(w) and the gradient of diffusion

noise y (@), which have been described in Section 2.1. The boundary condition for (2.49) is

~ ~ Ji
Alx=0 = 0. 7lx=q, = —ev" : (2.51)
exit
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Figure 2.6: Input NQS delay resistance rZ versus 1 at Vgr=0.8 V. 19=270 cm/vs®. 7, = 1.54 x
10™7s. nop = 50 Jem® (N4 =2 x 10" /em?). T = 300K. dg=45 nm. Wr=0.24 ym. Ly=20 ym.
Ap=1cm?.

To solve (2.49)-(2.50), the Green function method [22] is used. First, we define a carrier

density Green function G,(x, x"), which satisfies

s 0 Gu(x, X'
= D=6, X) = pnE 5 Go(x, ) + Gnlx. )
X

+ jwG,(x,x") = 6(x — x'), (2.52)
ox T

()

€Vexit

Gn(x’ x’) = le:O; Gn(x’ xl) =

|x:d3,x (S [0, dB], x € (0, dB).

Clearly G,(x, x") is the electron density change at position x responding to the unity point carrier
flux density injection at position x’, The total carrier density fluctuation 7 for (2.49) can then be

obtained as

dp
n(x) = J G.(x, xYé(xX', w)dx'. (2.53)
0
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However, the PSD for terminal current instead of carrier density is needed. To provide this, operate

euE + eD,-L on both sides of (2.53)

dp

Jn(x) = J

(e,uE + eDi> G,(x, xé(x', w)dx'. (2.54)
0 dx

For convenience, we define terminal carrier flux density ( current density divided by -e) Green

functions (scalar)

d
G.(x') = <ME + Dn£> Gu(x, x")|x=0, (2.55)
’ d !
G.(x') = — <,uE + Dna) G (x, XY x=dp- (2.56)

G.(x") and G.(x") are thus the emitter and collector outflow carrier flux densities responding to
the unity point carrier flux density injection at position x’, respectively. The base terminal outflow
carrier flux density responding to the unity point carrier flux density injection at position x’, denoted

as Gp(x') can be obtained directly from the quasi-neutral condition, that is
Gp(x') =1 =G (X') — Go(X). (2.57)

The terminal inflow noise current density fluctuations are

dB ~ dB

G (X)X, w)dx', jp = eJ Gp(xNé(x', w)dx’,

dp
Je = eJ Ge(x’)’f(xl’ a))dx/’ Je = eJ
0

0 0
(2.58)
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The PSD for the correlation between the noise current densities of terminal a and g (a, f = e, ¢, b)

can be obtained via the following integration

dp

dp
Sjoiy (@) = < jajg >= e L L Go(x) < EX)E(X) > Gy(x")dxdx!

dp rdp
=e2J Go(x) < §(X)G(X) > G4(x')dxdx'
JO

dB "dB a
+ Go(x)——
Jo “(x)ax ox'

<y(x)yx") > G;(x’)dxdx'

23 rdp

zeZJ Go(x) < ()¢ (X" > G;(x')dxdx'
0o Jo

dp rdp 0G%(x")
+J 9Ga(x) <y(x)y(x") > ()ﬂ —dxdx’
X

0o Jo ox

dp (dg
=e? J Go(x)K¢(x, 0)6(x — x’)G;(x’)dxdx’
0o Jo

+ rB (7 0Ga(x) 0G5 (x’

K, (x, )6(x — x") e dxdx’'

0 JO o
=? | Ga(X)Ke(xX', 0)Gy(x') dx'

ds _, -
+ Ga(x/)Ky(x/, a))Gﬂ(x/)*dx/, (2.59)
0

where _G)a, p(x") are vector Green functions:
= / a !/ = ! a ! -2 ! a ! = ’ = ’
G(x) = =G (x), G(x)= =G (x), Gp(xX') = =Gp(x) = —G(x) — G(x'). (2.60)
ox' ox' ox'

The approximation made for the third step in (2.59) is the neglecting of two complex surface
integrations when using Gauss theorem when the finite exit velocity boundary condition is not
considered. (2.59) shows that the scalar Green functions should be used for GR noise and the
vector Green functions should be used for diffusion noise.

Now to solve G, (x, x'), a unity current pulse is inserted at position x’ as shown in Fig. 2.7.

Note 6i =1. The boundary condition in (2.51) changes to
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Figure 2.7: Setup for solving Langevin equation.

Gu(x, x/)|x=0 =0, Gu(x, x/)|x=x'_ = Gy(x, x,)|x=x’+:

~

0G,(x, x’)| 0G,(x, X')l oi G, (x. )| Jn
_ | —_— = = —, X, X — = — .
ox o ox -7 D, " O e

(2.61)

The third condition in (2.61) can be obtained by integrating (2.49) over the area around x’. The

solutions for (2.49) and (2.61) are

( _axY L oY ax  @x
e 9B —Fe e dB —e 9B +edB
dp . ’
— - , ifxe[0 xX'];
2Dy 0(1-Re20) [0 x]
G,(x,x") = < (2.62)
@x L ax _gx oy
(e dp _Ke e dp ><e B _e dB
dp . ’
= - , ifxe(x d
( 2Dn (1-%e20) (x" dgl,

where a1, @y, K and @ are given in 2.46.
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With G,(x, x'), the scalar and vector Green functions can be calculated from (2.55), (2.56),

(2.57) and (2.60). The results are

_ax ~  ax
g — ke~

20 " dn
e —Ke e B
Ge(x/) = =
1 —Ke 20
Ly oy .
e B —e 9B (51 - E&Z)eaz
G.(xX') = ,

1 —Ke26 a — oy

Gp(x) = 1= Ge(x') = Ge(x),

~ Ly B
— aje 9B —apke ‘e 4B
Ge(x/) = - ~ X,

dp(1 —Ke29)

oo_axX o @Y
- aje B —ae B (a1 —Kapy)e® .
G.(x') =~ ~ —X,

dp(l — Ke=20) a —aj

= ! = / = ’
Gp(x) = =G (x) — G(X). (2.63)

Figs. 2.8 and 2.9 show the scalar Green functions and vector Green functions, respectively, plotted

versus base position. For the solid lines, vey;; = 1 x 107 cm/s, and for the dashed lines, v,y;; — oo.

1 : : : —
- withv__, effect g
. sat _--
0.8} — — without Veat effe/cg _-
0.6} N LS — G,
/>/\ — GC(X)
0.4t // XN . Gb(x)
02t J/ To---mm-- EENNR
0 : BN
0 1 2 3 4
position (cm) x107°

Figure 2.8: Scalar Green functions.

Given the Green functions in (2.63) and DC electron concentration in (2.41), all the noise

PSDs can be obtained by integrating (2.59). Since the diffusion noise dominates for the base
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Figure 2.9: Vector Green functions.

region of SiGe HBT, only the analytical results for diffusion noise are given here:

_ d e
Sy = Sip = Ap|1A+ C|2K+ (e_“l_"‘lJ”" - 1)
i ibi —q —a ta
2% dp —H-Tta
+|B+D|K#(e 2% 1-1)
—ay —Q, + aq
4 C* 2 dp @ —drta
+ (A" +C")(B + D)Rk —2Z (e 1@ 1-1)
- —ay + aq
* *\ I dB - -0 +a
+(A+C)(B* + DK — e~-Tra _

- — 5;" + ay
+ first 4 lines, substitute &y — ay and K — L

+ first 4 lines, substitute &y — nand K — ﬁ] (2.64)
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dp

SEy = Ap| = C(A" + CHR——2— (™o _ 1)
—ap —a; +aj
—_ d £3
= D(B* + D) R———2— (™t _ 1)
—ay — 0, + a1
— d ~g o~
~ D(A" + CHR——2—— (T 1)
—a; —a + o
* Y % dp —a—a,+a
—C(B*+D )K#G -3 '—1)
—ap —a, + o
+ first 4 lines, substitute &y — oy and K — L
+ first 4 lines, substitute &y — nand K — ﬁ] (2.65)
SB — SB _ A C 2[‘{ dB —51—5T+(11 1
ie = Sieie = AE|IC] me -
— dB o~
+|DPR—2 <e BTt _ 1)
- -, +a
oo dp
+C'DR——2— (T 1)
—ay —m +a
o dp & -
+CD'R——2— (e Ttn 1)
—a) —a) +a
+ first 4 lines, substitute a; — ay and K — L
+ first 4 lines, substitute a; — nand K — H] (2.66)
where
dy (1-Fe7) dy (1-Fe ) a0 —a a
4¢’°D i 4¢’°D i
— _ 4q”~Dyngoe = 4q”Dyngoe — 5
K = —1 — i L= —1 — 0 KL = 4q°“D,ny.

a; = 1 |p=0, 0 = 02|p=0, K = K|p=0.
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The last two lines in each PSD represent eight terms that are obtained by a parameter substitution
procedure performed on the first four lines. The velocity saturation boundary condition is involved

through parameter k. k = 1 if such a condition is neglected.

2.2.2 General 3-D solution by van Vliet

The 3-D Langevin equation for base electron noise is solved by van Vliet using Green’s func-
tion method in [39]. The adiabatic (homogeneous) boundary condition, i.e. 7=0 or zero electron
density fluctuation, is used for both ends of the base region. The built-in field can be position
dependent. It is important to note that the base distributive effect is not considered in van Vliet’s
derivation in spite of the 3-D analysis because the AC bias voltage for the whole EB junction is
assumed to be uniform. In the derivation, the Y-parameters are expressed by Green’s functions
in linear fashion using the extended Green theorem. The power spectrum densities of noise are
initially quadratic in Green’s functions. In order to make the connection between noise PSD and
the Y-parameter, it is convenient to transform the noise PSD into a result whose main part is linear
in the Green’s functions. This is accomplished using the A theorem in [40]. Finally the base elec-
tron noises are related to the Y-parameters of the base region. The detailed derivation is given in
Appendix H. The original results are in common-base configuration but can be readily transformed

into common-emitter configuration. The results are

B B B
Sh=4kTRY) - 2912,
S5 = 4kTR(Y ) + 241,

S5

icib*

=2kT(YE + Y5 - g, (2.67)

where [ f is the DC base recombination current. Here, the frequency dependence of S£ and S8

ic’

as well as their correlation SI.B

.ip+» are taken into account through the frequency dependence of the

Y-parameters of base Y 2. For SiGe HBTs, or modern transistors, I f is negligible. Instead, the base
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current due to hole injection into the emitter, / E dominates I,. Also van Vliet’s derivation failed
to consider electron transport in the CB SCR, which is noticeable for aggressively scaled HBTs.
This is because the van Vliet model was derived for early transistors in which the base current is
dominated by base recombination. The 3-D Langevin equation was solved only for base minority
carriers, which in the case of SiGe HBTs is the electrons. Therefore, the base DC recombination
current and Y-parameters of base region should be used in (2.67). In practice, however, the total
base current I (1 f +1 f ) and the Y-parameters of whole transistor are brutally used in (2.67), and
the results are recognized as the noise of whole transistor, which is not justified. These issues will

be discussed in detail in Chapter 5.

2.2.3 Evaluation of van Vliet solution for finite exit velocity boundary condition

Using the 1-D Langevin equation solution derived above,for cases where the finite exit veloc-
ity is not included in the boundary conditions, the van Vliet model gives the base electron noise
exactly, as expected. When such boundary condition is applied, however, the van Vliet model
deviates from the analytical results when the base width becomes narrow. Fig. 2.10 shows the
wide base case (dp=100 nm), where the van Vliet model is consistent with the 1-D solution. Fig.
2.11 shows the narrow base case (dp=20 nm). The van Vliet model clearly overestimates .S;, and
|'R(Sicip+)| while underestimating |S(S;cip*)|.

However, with a strong base built-in field, typically the case in graded SiGe HBTs, the devi-
ation is significantly reduced, as shown in Fig. 2.12, where n = 5.4. A careful inspection of the
solution process does not yield an intuitive explanation for this observation, but calculations show
that this is generally true for all practical values of built-in field found in modern SiGe HBTs with
graded bases. Therefore, it is reasonable to continue to use the van Vliet model to describe the
relationship between noise and Y-parameters of the intrinsic base for graded SiGe HBTs. This is

the starting point for the analysis of the CB SCR effect given in Chapter 5.
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Figure 2.10: Evaluation of van Vliet model for base region noise under dg = 100nm, n = 5.4
(|E|=70.2 kV/cm), Vgr=0.8V, where “ f7"= g/ Cp=698 GHz. Ap=1 cm?.

2.3 Extension to including emitter hole noise

For modern transistors, the base current due to hole injection into the emitter, I, f , dominates
the base current. At low frequency, the PSD of ibE should be 2¢q1 bE to first order, which is much
larger than the PSD of base recombination current 2¢/ f . Therefore it is important to include base

hole noise.

2.3.1 3-D van Vliet model

To obtain the emitter hole noise induced base noise current i f , and denote its PSD as Sig ,itis
necessary to solve a 3-D Langevin equation for emitter minority carriers (holes here as NPN HBTs
are of interest) with a boundary condition Ap = 0 at both the emitter contact and the neutral to
depletion boundary of the EB junction. Ap is the hole density fluctuation. Ap = 0 at the emitter
contact as infinite surface recombination velocity is assumed. Ap = 0 at the neutral to depletion

boundary of the EB junction, as the same adiabatic boundary condition used in [39] is assumed.
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Figure 2.11: Evaluation of van Vliet model for base region noise under dg = 20nm, n = 5.4 (|E|=0
kV/cm), Vgp=0.8V, where “fr"’= g,,/Cp.=698 GHz. Ag=1 cm?.

The solution can be obtained following van Vliet’s derivation for base minority carrier noise [39].
The Langevin equation for minority holes in the emitter of NPN HBT solved here is exactly the
same Langevin equation for minority holes in the base of PNP transistor solved in [39] with the
same adiabatic condition Ap = 0 is used in [39]. The emitter minority carrier induced noise current
at the emitter-side neutral to depletion boundary of the EB junction, i f , is analogous to the base
minority carrier induced noise current at the base-side neutral to depletion boundary of the EB
junction, iZ (= ibB + iB). Therefore, the PSD of if takes the functional form of the PSD of i5

in [39], that is,

SE =akTRY) - 2q1F, (2.68)

where Yf is the input admittance seen by the base terminal due to emitter hole injection. At low

frequency limit, Yl'f ~ql If /kT, hence Sl.}l‘; ~r 2q1 If .
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Figure 2.12: Evaluation of van Vliet model for base region noise under dg = 20nm, n = 5.4
(|E|=70.2 kV/cm), Vgp=0.8V. Ap=1 cm?.

The emitter hole density fluctuations induce emitter electron density fluctuations to maintain
quasi-neutrality due to dielectric relaxation. The electron density fluctuations, however, induce
electron current fluctuation only at the emitter contact but not at the depletion to neutral boundary,
because electrons are majority carriers in the emitter. Therefore the emitter hole noise only con-
tributes to the base current noise ij, but not the collector current noise i.. The PSDs of the total i,

and i. can then be obtained as

SEB = akTR(Y]®) — 241, SEP = 4kTR(YP) + 291, ~ 241,

SEB = 2kT(V[B + Y52* — gw) m 2kT(Y.® = g), (2.69)

icib*

where

EB _ vE B _ JE B
Y11 —Y11+Y11, Ib—Ib + 1.,

EB _ B EB _ vB EB _ vB
" =Y, Y, =Yy Y, =Y,
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Interestingly, (2.69) has the same functional form as (2.67), meaning that the van Vliet model in
(2.67) can be directly applied to include emitter hole noise by simply replacing Y2 with Y£8, the
Y-parameters of base and emitter regions. So far, the effect of electron transport in the CB SCR on

Y-parameters and noise has not been taken into account.

2.3.2 1-D solution

Similarly, the PSD for emitter hole noise Sl.g of the 1-D Langevin equation solution for the

emitter can be obtained from the Sif of the 1-D Langevin equation solution for the base. That is

— d ~ o~y
SZEL; = AE |E|2K+ (e_al_al+a1 — 1)
—ap —a; +ay

FIFPR e (R )
-y —ay +a

+ E*FR————— df (e‘ai“—azﬂ'1 - 1)
—a — @ + o

+ EF*I?% (e_al_a;“" - 1)
—a; —a, + o

+ first 4 lines, substitute &y — oy and K — L

+ first 4 lines, substitute &y — nand K — ﬁ] (2.70)
where
b _#N’ . %e 203, _
dp (1 —ze—29> dp (1 —ze—%)
4q2Dypove Tt 42D ppope T
= _ 4 UpPooe = _ 4 Lppooe )
e g

a1 = Alp=0, @ = Bly=0, K = K|p=0-

- Dya —vgdp ~ ~ 2 dy  jod;
o PN TVCE o _ME LG oG 2 1E g 9=\/<’7E) £ LTTE o1
Dyoy — vy dg 2 Dy, »
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Here vy, is the emitter surface recombination velocity, dg is emitter thickness, #g represents the
emitter built-in field due to non-uniform doping, D), is the emitter hole diffusion coefficient, and z,
is the emitter hole life time. Consequently, the total base and collector current noise PSDs can be

obtained by adding SZ.P;; to .Sj, only. In order to evaluate (2.68), YlE1 and 1 f are derived as

Ve ~e~® 4 Fe~@
YE = LR H Y (1 52 TR ) (2.72)
Vr 0 \2 e ®_Ke
VBE Ver (n e+ ke
E sr
Ib = epoo (e v — 1) ? <§ + e—e_a2 J— ) , (273)

where all parameters are given in (2.71).

2.3.3 Evaluation of finite surface recombination velocity effect

Fig. 2.13 compares two Siji values versus frequency, which are the analytical results of (2.70)
and the modeling result using (2.70), (2.72) and (2.73). Three values for the surface recombination
velocity are used. Clearly the finite surface recombination velocity has only a negligible effect

on the accuracy of (2.68). Furthermore, the frequency dependence of Sl.}j; is weak. Since only

—— Analytical result
V=08V , modeling [4kTRe(Y,)-2qIf]
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Figure 2.13: Evaluation of emitter hole noise model in (2.68). 7, = 1.54 x 1077s. ng=0. poo =
6.66/cm>. T = 300K. dp=120 nm. Vgg=0.8 V. 4,=220 cm/cs*>. Ap=1 cm?.
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the diffusion noise is taken into account here, the result above is not exact for the emitter where
GR noise is non-negligible. However, when the GR current is significant, the effect of surface

recombination velocity is reduced.

2.3.4 Comparison of base electron and emitter hole contributions to .S,

This comparison is based on an HBT constructed for this study with =235 and fr=200 GHz.
A CB SCR delay is included as detailed in Chapter 5. Fig. 2.14 shows a plot of Sfl‘; and Sl.lz versus
frequency at Vpg=0.8 V. The graph shows that only for f<15 GHz is Sg negligible. For f>30

GHz, Sﬁ; dominates .Sjp. S;p has a strong frequency dependence due to base electron noise.
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Figure 2.14: Comparison of base electron and emitter hole contributions to Sj;. 7, = 1.54 x 1077s.
nE=0. poo = 6.66/cm>. T = 300K. dp=120 nm. Vgp=0.8 V. 4,=220 cm/cs’. 7, = 1.54 x 1077s.
ne=5.4. noo = 333/cm>. dg=20 nm. u,=450 cm/cs?. Vs = 1 x 10" em/s. 7. = 0.57ps. Agp=1
cm?. The units of y-axis is A%2/Hz. Ag=1 cm?.
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2.4 Compact noise model including distributive effect

24.1 Compact noise model assuming uniform f7 across EB junction

The technique commonly used to deal with transistor distributive effects is the segmenta-
tion method, where the transistor is divided into many narrow 1-D sub-transistors and these sub-
transistors are then connected by divided base resistances. Fig. 2.15 shows the small signal equiv-
alent circuit for this method. Y;; and Y3; of each sub-transistor naturally include non-quasistatic
(NQS) effect. Yp; includes the input NQS effect, while Y, includes the output NQS effect. The
resistances have 4kT R thermal noise. The base and collector current noises of each segment can

be described by the van Vliet model if the CB SCR effect is not important.

=
L ==

Figure 2.15: Small signal equivalent circuit for a transistor divided into 1-D sub-transistors.

The objective is to develop a compact noise model that includes as few noise sources as pos-
sible, with their analytical expressions. Although a general analytical solution is hard to achieve,
a compact noise model with only three noise sources can be derived by assuming the same fr for
all of the 1-D sub-transistors according to the crowding theory in [41]. Fig. 2.16 shows the lumped

small signal equivalent circuit, together with the lumped noise sources.
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E

Figure 2.16: Compact noise model assuming uniform f7 for whole EB junction [41].

Since the output conductance g, is negligible for SiGe HBTs, the lumped Y;; and Y can be

chosen to be the sum of Y} and Y,; for all the sub-transistors, explicitly,

Y=Y, +Y  +.+Y],

Yy = Y211 + Y221 + ...+ anl‘

The lumped base impedance Zj; has a complex expression, which relates to the distributive base
resistances and EB capacitances. Denote the low frequency limit of the real part of Z;; as ry;, the
lumped AC small signal value of the intrinsic base resistance. For transistors with double base

contacts and at low current levels,

1 W
roi = Rpy = ERDL—E, (2.74)

where L and W are the base length and base width, respectively, and Rp is the base sheet

resistance.
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The lumped base and collector current noises i, and i, are the sum of the noise currents of the

1-D sub-transistors with no crowding effect

iy =iy +is+ ...+,
T R A Sy L
ip and i, are correlated.

The noise current assigned to Zy;, i,p , lumps together all the distributive noise effects, and
therefore contains not only the distributive base resistance thermal noise, but also the distributive
intrinsic base current noise. It is an important result of [41] that i,; is not correlated with either ij
and i, once a uniform f7 across EB junction is assumed. Thus, the PSD of i, .5;,,,, is generally
frequency dependent through the frequency dependence of the intrinsic base current noise and has
a complex expression [41]. Denote the DC voltage drop across Zy; as Vp_p,. For a circular emitter

BJT, the low frequency limit of .S ,, is given as

AkT  5eVxmi/Vr 4]
Sirbi,cir = RBVAf 3 . (2.75)

For a rectangular emitter BJT, the low frequency limit of S ,, is given as

4kT . 5e¥3:n/Vr 4 4
Sirbirec = Ray Af 9 . (2.76)

These expressions are hard to use for noise modeling based on small signal equivalent circuits, be-
cause the parameters used are not available in a small signal equivalent circuit. At low frequencies,

S, can be related to rp; by

Siyy = 4kT[ry —2q1p/3. (2.77)
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The derivation is given in Appendix B based on [41]. (2.77) is exact for circular emitter BJTs,
and has less than a 3% error for rectangular BJTs. At low current levels or under weak crowding
strength, (2.77) simplifies to become 4kT/ry;, the traditional thermal noise model for rp;. Note
that (2.77) is accurate only when the input NQS effect is included in the intrinsic transistor model,
as assumed by [41]. However, in current CAD tools, QS equivalent circuits are used, which cause
some problems for r; noise modeling. Even when the NQS equivalent circuit is used, the rp; needed

for R, fitting is not always equal to ry;. These issues are discussed in more detail in Chapter 5.

2.4.2 NQS and QS base resistance

Based on the crowding theory [41], Fig. 2.17 (a) with NQS input is the correct equivalent
circuit for intrinsic transistor where ryp; is the true lumped intrinsic base resistance. rp; is generally
dependent on ;. If the carrier density modulation in base is not considered, according to Appendix

B

Ry

N— 2.78
1+ IRy /Vr (2.78)

Fpj

(2.78) implies that rp; can be modeled by Rpy paralleled with gg.. Clearly the I, dependence is
more severe at low temperatures. An exact consideration of carrier density modulation is difficult,
but if an averaged Vpg is used to measure the level of carrier density modulation, the rp; can be

derived as

|
2
|

+
roi  Rpy 4 Vr

= + —, (2.79)
Rpy \ 4 Vr
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where N 4 is the base doping concentration, I, is the base saturation current, and

4n? o a, 2PN
p dp

Ibk = (280)

N2 Iy

Ag is the emitter area. Two parameters, Rpy and I, are needed to model the bias dependence of
rpi. For high speed SiGe HBTs at room temperature, Rpy is quite small, and the carrier density
modulation is negligible, leading to the weak I, dependence of rp; as shown in the experimental

extraction in Chapter 3 and in Fig. 2.18 below by analytical calculation.

B ios

(a) with input NQS effect (b) without input NQS effect

Figure 2.17: Equivalent circuit for intrinsic base of bipolar transistor with r;: (a) With NQS input;
(b) With QS input.

If the QS and NQS equivalent circuits in Fig. 2.17 are used to model the same Y-parameters,
rpi,0s becomes a lumped resistance related to the true intrinsic resistance rp; and the NQS delay
resistance rf; (rZ = T,.bn / C;)’ .¢)- Applying the Taylor expansion method described in Chapter 3 yields

ct

2
b bed
rhi,0S N Foi + 1y b—e> . (2.81)
Cb d+Cbej

e,

At low biases rgc,fe g = 2 is a constant. Since Cé’e 4 increases versus bias and Cp,; is nearly

constant, the ratio Cge

4/ (Cll:e g T Che j)z has a maximum value at C,f od = Cbej- This means that
rpi,0s should increase at low biases and fall at high biases. ry; g5 is clearly larger than ry;. Fig.

2.18 compares ryp;, rp; o5 and rZ extracted from the 1-D Y-parameters in (2.47). fr is shown for

reference. ry; is calculated using (2.79). Peak fr=186 GHz. Note fr roll off is not included.
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p=235. 7. = 0.57ps. Cp;=38 fF. WE=0.12 ym. Lg=18 um. These parameters are consistent
with those for experimental 200 GHz SiGe HBTs. Vpg=1.02 V when An = N 4 for base injection.
For 200 GHz SiGe HBTs, fr rolls off around this Vgg. So the Vpgp<1.02 V range is concerned

for AC performance, where ry; is closely bias independent. rj; o5 indeed shows a bell shape and

deviates from r,; by 43% at the bias when Cll,’e 4 = Chej-

— with charge modulaton

Ag=0.12x18pm® | r,,; Without charge modulaton

Peak fT=196 GHz p=235 ] fbi.0s

Tt d
20 T T T T

i AN
i f/10 GHz
15F [

\ le— VBE when An:NA
101

Resistances (Q2)

Figure 2.18: Comparison between ry;, rp; o5 and rs. 7, = 1.54 x 1077s. ng=0. poo = 0.466 /cm3.
T = 300K. dp=120 nm. u,=225 cm/cs®>. 7, = 1.54 x 10 7s. np=5.4. noy = 23.3 Jem?
(N4 = 43 x 10'8 /em?). dp=20 nm. p,0=450 cm/cs?. Voxir = 1 x 107 em/s. 7. = 0.57ps.
Cpej=38 fF. Wg=0.12 ym. Lg=18 ym. Ag=1 cm?.

At high current levels, rp o5 ~ rp + "Z' Thus, it is meaningful and interesting to compare r;

with "3 under different parameter changes.

o Wg,dp (2.48) shows that rs o« dg/WEg. On the contrary, ry; o« Wg/dg. During device

scaling, both W and dp are scaled. Therefore, for different generation devices, it is difficult

to compare the relative importance of rs. For the same generation devices, however, the

smaller the emitter width, the more important rZ.
o Lp, Ny (2.48) shows that rZ o« 1/Lg N4, the same as ry;.
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o Ge gradient (n) As shown in Fig. 2.6,  reduces rZ. However 7 has little effect on ry,.
Therefore, for two devices that only differ in terms of Ge gradient, the one with the larger Ge

gradient will have less modeling error using QS equivalent circuit at high current levels.

Overall, unlike fr, one cannot compare the relative importance of rZ for different generations of

devices without knowing the design details of each generation.

2.5 Present noise models and implementation problems

2.5.1 SPICE model

The default i, and i, noise models in current CAD tools are the same as those used in SPICE
[42]. ip and i, are assumed to be shot like and uncorrelated. This is denoted as SPICE model and
the PSDs are given by

SHPICE =2q15,  SPPCF =2q1c,  SOEICF =0 (2.82)

icib*

Both the theoretical analysis above and experimental data have shown that this highly simplified
model is not sufficient for high frequency applications, particularly at the higher biasing currents
required to achieve high speed operation [43-48]. In particular, S, has been shown to increase

with frequency, and the correlation S+ is significant and cannot be neglected [43,45-47,49].

2.5.2 Transport noise model

The transport noise model [43] [44] has recently been shown to work better than the SPICE
model [43,45] by taking into account the correlation. The essence of this model is that the collector

current noise is transported from the electron current shot noise in the emitter-base junction, with
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a noise transit time z,, [43]:

STran = 2qIp + 4qIc[1 — R(“™)],
SiYC“ran — 2qIC;

STran — 2alc(e™ /@™ — 1). (2.83)

icib*

However, in practical devices, with only a single parameter z,, simultaneous fitting of measured
Si» and Sj¢;p+ can become difficult. Simultaneous fitting of NF,;,, R, Gop and B, is challenging

in some cases.

2.5.3 Brutal use of van Vliet model

The van Vliet model serves as the basis of several other models, e.g. [47,50-53]. Since the
van Vliet derivation does not consider electron transport in the collector-base space charge region
(CB SCR), characterized by transit time z., (2.67) cannot be automatically extended to include the
CB SCR effect simply by replacing Yp with Y-parameters of whole intrinsic transistor [5]. In the

literature [50-53], the van Vliet model is often used unphysically:

e Y3 should explicitly include the input NQS effect, that is, SR(Yl'}lz ) should be frequency de-
pendent, so that the frequency dependence of Slff. can be modeled. However, all the imple-

mentations reported use QS equivalent circuits whose SR(Yllf ) is frequency independent.

e The Y-parameters of the whole intrinsic transistor, including the CB SCR, are used in (2.67),
the results are recognized as the noise of whole transistor without justification. For scaled
bipolar transistors, CB SCR electron transport becomes more significant than base electron

transport. The van Vliet model must be improved to including this effect.
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2.54 4kTryp; for rp; noise

With the uniform f7 assumption, the noise PSD of i, can be approximated with 4kT/ry; for
SiGe HBTs whose crowding effect is negligible. This is the base resistance noise model commonly
used in CAD tools and in the literature [42,50-53]. However, problems were encounted when
using 4kT'ry; for noise modeling based on either QS or NQS Iumped equivalent circuits: First, the
noise resistance R, cannot be well modeled, as it is sensitive to base hole noise. One has to use an
empirical Sj. based on noise extraction, which is unphysically larger than 2qI. for 50 GHz SiGe
HBTs ( see Chapter 4). Another problem is that the absolute value of the imaginary part of the
noise parameter Y,,, i.e. By, is overestimated by the van Vliet model based on NQS equivalent
circuit. The deviation cannot be eliminated by choosing an appropriate rp;.

The uniform fr assumption is not justified for high speed SiGe HBTs with narrow emitter
width (< 0.24um). The fr within the fringe transistor is smaller than that in the main transistor
due to larger base width. Such non-uniform f7 does not have a significant effect on i, and i, noises.
However, the base hole noise now has to be modeled by a noise source at the input together with a

correlated noise current source at the output [6].

2.6 Methodologies to improve noise modeling

Two methods are proposed to improve noise modeling in this work:

e The first method is to implement a semi-empirical model for the intrinsic transistor noise
based on noise extraction for the QS equivalent circuit, as detailed in Chapter 4. Eq. (2.77)
is used for S;,, and then the intrinsic noise Sjp, Sicip+ and S, are extracted from device
noise parameters using standard noise de-embedding methods [54]. Equations can then be
developed to model these noise sources. The deviation caused by the use of a QS input
equivalent circuit, and hence the lumping of input NQS resistance into rp;, as well as the

use of (2.77), is all included in the intrinsic noise. The extracted S;; and .S;. are thus not
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precisely the physical intrinsic transistor noises, which can only be obtained through higher
order modeling that includes input NQS and noise crowding effects. The noise sources and
their correlation, are first modeled as functions of frequency (w). The coefficients are then
extracted and modeled as a function of biasing current through g,. As the QS equivalent
circuit is used, existing parameter extraction methods can be applied, and the proposed model
can be readily implemented in current compact models. This method was verified in VBIC

model using Verilog-A by Advance Design System (ADS) circuit simulator.

The second method improves compact RF noise modeling for SiGe HBTs based on NQS
equivalent circuit using new electron and hole noise models as detailed in Chapter 5. The
impact of CB SCR on electron RF noise is examined to be important for scaled SiGe HBTs.
The van Vliet model is then improved to account for the CB SCR effect. The impact of the
fringe BE junction on base hole noise is further investigated. Due to the fringe effect, the
base hole noise should be modeled with correlated noise voltage source and noise current
source in hybrid representation. The base noise resistance is found to be different from ry;,
and cannot be explained by fringe effect alone. An extra parameter Ry, is included for base
noise resistance. With a total of four bias-independent model parameters, the combination
of electron and hole noise model provides excellent noise parameter fittings for frequencies

up to 26 GHz and all biases before fr roll off for three generations of SiGe HBTs.

2.7 Summary

Diffusion noise is the major noise source in SiGe HBTs. The van Vliet model is still applicable

for typical SiGe HBTs with a base built-in field, and can be directly extended to include emitter

hole noise. The CB SCR effect is important for aggressively scaled devices, and should be included

in noise modeling. The fringe BE junction effect impacts base hole noise, and should be included

for noise modeling. Present noise models are not sufficiently accurate for RF noise modeling at
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high frequencies. Both semi-empirical and physical methods are used in this work to improve RF

noise modeling.
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CHAPTER 3

SMALL SIGNAL PARAMETER EXTRACTION

Small-signal equivalent circuit accurately modeling both AC and noise characteristics of SiGe
HBTs is very useful for RF circuit design as well as understanding of device physics. The topology
of equivalent circuit determines the physics effects that can be accounted for, accuracy of final
AC and noise characteristics, and affects circuit parameter extraction procedure as well as the
physical soundness of extracted equivalent circuit parameters. Microscopic noise physics based
noise models of bipolar transistors described in Chapter 2 require modeling of input NQS effect.
This chapter examines small signal equivalent circuit modeling of input NQS effect including CB
CSR delay, and its parameter extraction.

Accurate parameter extraction is challenging in practice due to the large number of parameters
involved, in spite of the various methods proposed, including both direct or analytical methods and
numerical optimization based methods. Including the input NQS effect makes the circuit topology
even more complex. Numerical methods often lead to physically meaningless values, as reviewed
in [55]. The full analytical expressions of Y/Z-parameters are too complex to be directly used for
extraction. This chapter presents a new direct extraction method based on Taylor series expansion
analysis of Y/Z-parameter expressions [8]. The real part of Y/Z-parameters is approximated up to
second order of frequency. The imaginary part is approximated up to first order. The expansion
coefficients are obtained as simple functions of equivalent circuit parameters, allowing straightfor-
ward parameter extraction. The extracted parameters, such as intrinsic base resistance and excess

phase delay time, show more physical bias dependences compared to conventional extraction. The
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utility of this method is demonstrated using SiGe HBTs of different sizes from different technol-
ogy generations, a SiGe HBT with 180 GHz peak fr is used below for illustration of extraction

procedure.

3.1 Necessity of including input NQS effect in equivalent circuit

Of particular interest to modeling of the RF noise in the base current is the frequency de-
pendence of the real part of the input admittance, ‘R(Y;;), due to base electron transport, which
is responsible for the frequency dependence of base current noise as well as the correlation be-
tween base and collector current RF noises as discussed in Chap 2. We have also show the NQS

equivalent circuit for base region in Fig. 2.3. The base minority carrier charge responds to base

b

emitter voltage by the input NQS delay time 7;,, then the collector current at the end of base region

responds to the stored base minority carrier charge by the output NQS delay time rf,’m. For a real

device, particularly modern SiGe HBTs, the output collector current is further delayed, compared
to the current at the end of the base, by the CB SCR transit time z.. Although the circuit topology
of Fig. 2.3 (a) was derived for the base region, the same circuit topology is capable of including

b b

in® 7

7 out

and 7. delays, as shown below, with proper modifications to values of its elements.
However, in present BJT models e.g. SPICE Gummel-Poon and VBIC, and all the recent

direct parameter extraction methods [55-61], a circuit topology of Fig. 2.3 (b) is used for the in-

b

trinsic transistor. Although 7,

has been included in Fig. 2.3 (b), the input NQS effect is neglected.
We found problems in using such circuit topology for both AC and noise modeling of high peak
fr SiGe HBTs. First of all, with Fig. 2.3 (b), the real part of Y7, of intrinsic device, R(Y11), is

frequency independent [3,4]. Correct modeling of R(Y];) is crucial for a physically meaningful

implementation of microscopic noise physics based base and collector current RF noise models [2],
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such as the van Vliet model, see (2.67). The increase of base current noise with frequency is di-
rectly proportional to the R(Y;;) of the base and this part of the base current noise is correlated
with the collector current noise.

Another major problem with using the circuit topology with QS input is extraction of intrinsic
base resistance, which we denote as rp; gs. rpi s is often extracted using impedance semicircle
fitting method [62], which determines base resistance from the x-axis intercept of a semicircle
fitted to (R[H11],S[H11]) points of different frequencies on a complex impedance plane for an
equivalent circuit excluding the extrinsic base resistance and CB capacitance. We find that the
rpi0s extracted increases unphysically at low base currents because rZ is lumped into rp; [4]. Such
unphysical result in rp; extraction was also observed by others, e.g. in [63], and is typical of existing
rpi Of rp, extraction. The use of rp; g5 also leads to an overestimation of minimum noise figure [4].
The extracted excess phase delay time of the intrinsic device shows a strong bias-dependence even
at low current levels, a clearly unphysical result. The inaccurate excess phase delay time directly
affects the correlation between base current noise and collector current noise through (Y3;) in van
Vliet model, see (2.67). Using an equivalent circuit based on Fig. 2.3 (a) which explicitly includes
the input NQS effect, the abnormal bias dependence of r; o5 can be explained and avoided. A
more physical value of rp; is obtained, which also helps improving noise modeling. The extracted

excess phase delay time shows a more physical bias-dependence [8].

3.2 NQS Equivalent circuit

The input NQS equivalent circuit of Fig. 2.3 (a) proposed by Winkel was based on frequency
domain solution in the base only. For modern SiGe HBTs, it is necessary to include the impact of

CB SCR.
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3.2.1 CB SCR effect

The Y-parameters of base, Y%, can be obtained from Fig. 2.3 (a) as

P
joCp,,
1+ jwrf’n ]

. b
e_j DTyt

Y/S = gpe + jorChej + Y=g (3.1)

m - b
I+ jor;,
Ylb; and Y2b2s are equal to zero. With CB SCR, the Y-parameters of whole transistor, Y%, can be

calculated from Y and 7, as [5]
Yi =Y+ =Yy, v = Ay, (3.2)

where 4 = (1 — e~ /%) /(2jwt.). (More details in (5.1)). A close inspection shows that we can
still use the circuit topology of Fig. 2.3 (a) or Fig. 3.1 (a) to describe Y% with an accuracy up to
the second order in frequency. The intrinsic NQS equivalent circuit including CB SCR is shown
in Fig. 3.1 (b). The equivalent circuit parameters of whole transistor (Cpeq, ¥4 OT Tiyn, and T,,,)

b b

are related to those of base region (le’e 40 g OF T;p,, and rfu,) and 7. Denoting 7;, = Cpeq/gm and

b — b
7, = C,,,/&m, we find

b
Tyr = Ttr + Te,

b
b Ty +27:/3
Tin =Ty + Te—7,
T, + T
b b
b Tir — Tour T TC/3
Tout = T+ T (3.3)
T, + T

Detailed derivation is given in Appendix C. (3.3) reveals that 7;, - 2/37;, and 7, = 1/31, when
T >> r,br, rl.bn, Tgm, the case of SiGe HBTs with ultra narrow base.
To further investigate the 7, effect, we use analytical Y-parameter expressions of ideal 1-D

base region derived from frequency domain solution of the drift-diffusion equations in (2.47). First,

we extract ‘L'g., ribn and 7°

o from the analytical Y-parameters. Then 7., 7;, and 7,,, are evaluated
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Figure 3.1: Intrinsic NQS small signal equivalent circuit of SiGe HBTs: (a) without z.; (b) with
Te.

using (3.3). Fig. 3.2 (a) shows 7;,/7, and 7,, /7, versus base width for different 7, at n = 6,
the typical value for SiGe HBTs. 7, increases the input NQS effect and decreases excess phase
delay time for narrow base transistor. Fig. 3.2 (b) shows t;,, /7y and 7, /7 versus base width for

different # at 7.=0.6 ps. For SiGe HBTs with higher Ge grading, i.e. larger #, the normalized input

NQS effect becomes larger.
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Figure 3.2: CB SCR effect on 7;, and 7,,,. For the 1-D base region, st;t =1x 107 cm/s, pug = 270
em/Vs?, 7,=0.154 us, T=300 K.

The importance of input NQS can be measured by comparing the frequency dependent part of

R(Y11) with gp. (& I/V7). The frequency dependent part of R(Y];) can be calculated from (3.2)
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as w>CpeqTiy. For fixed frequency, bias, and emitter design, the importance of input NQS can thus
be measured by Cpeq7iy. Fig. 3.3 shows Cpeq7iy versus n for different z.. The larger 7. or the larger

base Ge gradient, the more important the input NQS effect.

VBE=0.8 \

3.51 1,=0,03,0.6 ps

]

Figure 3.3: CB SCR and Ge gradient impacts on the importance of input NQS effect. For the 1-D
base region, dg=20 nm, V.25 = 1x 107 cm/s, pt,0 = 270 cm/Vs?, 7,=0.154 s, T=300 K. Vg =0.8
V.

3.2.2 NQS equivalent circuit

Fig. 3.4 shows the small signal equivalent circuit used. The substrate is tied to emitter to
facilitate two-port RF measurements using two GSG probes. Block By is the equivalent circuit
excluding r, and substrate network from the full circuit. By is the block obtained by excluding
r. from By. Block Bjg is the intrinsic device with rp;. Block By is the intrinsic device without
rpi. Note that the control voltage for the transconductance term is the total intrinsic BE voltage
drop across ry and Cyp,q, instead of the voltage across Cp.4 as done in Fig. 2.3 (a). This makes
the total excess phase delay time 7;, + 7,,, designated as 74 below. Lumping t;, and 7, into z4
does not lose modeling accuracy and is advantageous for extraction, as the input NQS and output
excess phase delays are now separated. Cp.y is the extrinsic BE capacitance, for example, the

capacitance between base and emitter through spacer, and is non-negligible for small devices of
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high fr SiGe HBTs. The output conductance r, is neglected due to the large Early voltage in SiGe
HBTs. Parameter r, relating to the Vg modulation of neutral base recombination current has no
significant effect on either Y-parameters or RF noise at frequencies above 1 GHz, and is neglected.
All other extrinsic parameters have their conventional meanings. For convenience, we define total

BE capacitance, total BC capacitance and its partition factor y as

Chet = Cpeq + Cbej’ Chet = Cpex + Coei, ¥ = Cbci/cbct-

Bl B[R BM BX
‘
/4
Cbcx”
L a—
rbx 7271' Cbci rC
AN AN II AN O C
B v v - I v
1 130\
C T — 1% .
bex 8| Cy; Cbe;r ) Tvg.e 1 C,

Figure 3.4: Small signal equivalent circuit of SiGe HBTs with substrate tied to emitter.

Now we discuss a few assumptions we will make on the bias dependence of small signal pa-
rameters. Extrinsic element rp,, 7., Cpey are considered as bias-independent. y is also considered as
bias-independent. Strictly speaking, BE depletion capacitance Cp,; is a function of Vgg. However,
for the RF bias range across which fr is high, the variation of Vg (0.80-0.92 V) is small, and

Chej can be considered bias-independent. The base charge modulation and DC crowding effect are
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negligible for SiGe HBTs because of the high base doping [1]. Consequently r; is weakly bias de-
pendent before high injection base push out occurs. In our extraction method, we first consider rp;
as bias-independent during extrinsic parameter extraction. Bias-independent rp; is extracted. Such
assumption is justified for high fr SiGe HBTs due to the high base doping as discussed in Chapter
2. It is important to note that the bias dependent rp; g5 extracted using equivalent circuit without
including input NQS effect is a lumped parameter involving r; and rp; [4]. The bias dependence of
rpi,0s can be well reproduced by our NQS circuit with bias-independent r; as discussed in Section
IV. To make our method more general, we also give a method that can extract bias-dependent ry;,

where the delay time ratios 7;, /7 and 7,4/, are considered as constant for all biases.

3.3 Parameter extraction

S-parameters are measured for SiGe HBTs of different process generations with different emit-
ter geometries. Only a 180 peak fr device is used below for illustration of parameter extraction.
The HBT has an emitter area Ag = 0.12 x 6 x 1 ym?>. S-parameters are measured on-chip using a
8510C Vector Network Analyzer (VNA) from 1-48 GHz. The S-parameters are de-embedded using
standard OPEN/SHORT structures. “Active” measurement is made by sweeping Vpg (0.80-0.98
V) with Veg=1.5 V. The fr rolls off at Vg=0.921 V. “Cold” measurement (Vgg=0V, Vcg=1.5
V) is also made to extract the substrate network and the Cj, partition factor y.

The analytical Y/Z-parameter expressions for each block in Fig. 3.4 can be derived in a way
very similar to the derivation in [3]. Note that Cp,; is not explicitly split from Cpeq in [3]. The
results are shown in Appendix D. We also use the symbolic analysis of MATLAB to obtain these
results. The source code is given in Appendix D. Some of the Y-parameters and the inverse of
Z-parameters, or their linear combinations, can be used for parameter extraction. We denote them
as T. Due to the complexity of equivalent circuit, the exact T' expressions, however, are difficult

to use for direct parameter extraction. We notice that all of the T expressions are functions of
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frequency or w, and have no singularities at @=0. Hence we can make Taylor expansions for them
at w=0. The real part of T is expanded up to the second order of @ and the imaginary part up to

the first order of w,

R(T) =[R(T)o] + [R(T)2]w* + o(w?),

S(T) =[S(T)1]w + o(w). 34)

We emphasize that the real part expansion consists of only even orders of @ terms and the imaginary
part consists of only odd orders of w terms. Any admittance, impedance or transconductance
element containing @ in Fig. 3.4 contains jw. Since the real part of T only contains even order
terms of j, the real part must only contain even order terms of . Similarly, the imaginary part of
T only contains odd order terms of j, hence the imaginary part must only contain odd order terms
of w. The coefficients directly relate to small signal equivalent circuit parameters and can then be
used for parameter extraction, as detailed below. It is critical to accurately extract these coefficients
for certain Y/Z-parameter. To extract R(T")g and R(T),, we plot R(T') versus @?. A linear relation
should be observed at low frequencies. With a linear fitting, the y-axis intercept gives R(T")y, and
the slope gives R(T),. Fig. 3.5 (a) illustrates the extraction of R(YﬁM + Yll;M )2 at low, medium
and high biases. To extract (T, we plot S(T)/w versus @?. A linear relation is observed at
low frequencies. With a linear fitting, the y-axis intercept gives (7). Fig. 3.5 (b) illustrates the
extraction of %(YZIZBM )1 at low, medium and high biases. One could also extract &(7"); from the
slope of &(T') versus w at lower frequencies where the third order term is weak. This, however, is
not necessary when plotting S(7') /@ versus w>. We now detail the extraction procedure parameter

by parameter.
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Figure 3.5: Illustration of Taylor expansions coefficient extraction for (a) SR(YllfM + YlgM)z, and
(b) S(Y5")1.

33.1 C., e,y and r, extraction

Cold measurement data is used to extract substrate network (r.s, C,s) using the method in [64],
that is

Ces = ® T = Cold |, +Cold\12" (3.5)
(S + Y57

The CB capacitance partition factor y can also be extracted from cold measurement data using the

method in [65], explicitly

(3.6)

~N
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y usually is small for SiGe HBTs. For example, y=0.21 for the device used for illustration. r,
is determined by the y-axis intercept of R(Z},) versus 1/1..After de-embedding the substrate

network and r,, the Z-parameters of block By are known, explicitly,

_ _ JjoCe
ZBX _ Y22 1+jwCesres _ ZBX _ le _
II_YY—YY—Y& oo 212 = Y11 Y — YirYor — Y —2%Ces Fes
1Y = Yo Yor = Yinjge 1Y =Y Yor = Yiugjge
BX _ Y21 BX _ Yll
Z =- 7oC, —re, L,y = 7oC. —Fe.
CS CS
YuYn =YY =Yg o YuYo =YY - Yugoe o
3.7

3.3.2  Chers Chexs Cheis Fe and g, extraction

For block By, we obtain the following Taylor expansion coefficients using symbolic analysis

in MATLAB (code is given in Appendix D)

S [1/(Z23 = 23], = Cer, (3.8)
C cX + C ex
R [1/(Z£X - Zﬁx)]z = Cth <"c - J’Mi%) , 3.9)
ct
R [1/Z5], = am. (3.10)

The basic idea is that rp, does not impact the above Z-parameters. Therefore, the coefficients
are not affected by r,x. Cp; can be directly obtained from (3.8), which essentially is the method
reported in [66]. With Cy.; and y known, Cp., and Cp.; are obtained. g, can be directly obtained
from (3.10). r. can be extracted from (3.9) by neglecting the term related to small y as

Rz -2,
~ = .

bct

(3.11)

re
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Note that (3.11) is sensitive to substrate network de-embedding. Inaccurate C.; and r.; will result

in unphysical bias dependence of r.. Now the Z-parameters of block By, can be obtained

BM _ BX BM _ BX BM _ BX BM _ BX
Zy =Ly Ly =Ly 24y =24, 2y =2y e (3.12)

Consequently, the Y-parameters of block By, are known.

3.3.3 rp and rp; extraction

Fig. 3.6 shows the block By of the small signal equivalent circuit. We have the following

BM
/
Cbcx”
1
rbx ’/}?i Cbci I
Bo—wW——w\ I o(C
_ 3
T = 1% ,
e[ edofol) Toe.e

(@]
E

Figure 3.6: Small signal equivalent circuit of SiGe HBTs for block Byy.

Taylor expansion coefficients for block By, using symbolic analysis

SYSM + Y51 2Cher + Chex, (3.13)
SYEM = Y51 mgm{ (rox + 15:)(Cher + Chex)
+ [74 + (Fox + ¥75i)Coer — T5iChex]}, (3.14)

%(ngM)l RCbet + &mCbet (Fbx + Y7bi)- (3.15)

75



Approximation (rpyx +rp;)gpe << 1 is used, meaning that these expressions are less accurate at high
biases. For SiGe HBTs, due to high base doping, this approximation is valid for low and medium
biases, where we extract rp,. According to (3.13) and (3.14), we have

%(YzliM ~ YlgM)l

. R (e + r)SOYEM + Y5V + U, (3.16)
m

where U = 75+ (Fpx + 775i)Chrer — F'biCrex 1S bias independent at low biases since all the parameters
involved are bias independent at low biases. Fig. 3.7 plots %(YZ?M - YII;M )1/8&m versus %(YﬁM +
YlgM )1. A linear relation is observed. rpy + rp; is determined by the slope of fitting line according

to (3.16). According to (3.15), if we plot %(ngM )1 versus g,,Cp;, a linear relation can be obtained

2 —_
0.12x6x1 um VCE_1.5V

x 1072

Linear fitting
3.5H x Experiment g

25

BM ,BM
21 _Y12 )1/gm
N

1.5r 1

Im(Y

0.5

O 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2

BM , \/BM ~13
Im(Y11+Y12)1 x 10

Figure 3.7: %(YZ?M - YII;M )1/8&m versus %(YﬁM + Yll;M )1. The slope of fitting line gives rpx + rp;.

as shown in Fig. 3.8. The slope gives rp, + yrp;. With y known, r, and rp; can then be calculated

from rp, + yrp and rpy + Fp;.
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Figure 3.8: %(Y;;M )1 versus g,,Cpe. The slope of fitting line gives rpy + yrp;.

3.3.4 Cpex and Cp; extraction

As Cp,; is the low current limit of Cp,, the low current limit of %(YﬁM + Yll;M )1 gives

Chex + Cpej according to (3.13). For block By, we have

ROYEM + YEM), 27 (Chej + Chex)(Chej + Chox + Cher)

+r5iChy; + (175iCher)Chej + &mW, (3.17)

where W is a complex function of circuit parameters. Again (rpx + ;) gpe << 1 is used. Consider

now the low current limit of (3.17),

{rbi}cggj + {(r75iCbet) } Chej + {76x(Chej + Cpex)(Chej + Cpex + Cher)

- RO +Y5M)lg,-0) = 0. (3.18)
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This is a quadratic equation for Cp; with all the coefficients in the curly brackets known. Cp,;
corresponds to the positive root. Cp,y is then obtained.

To extract the low current limits for Taylor expansion coefficients, %(YﬁM + YlgM )1 and
YR(Yﬁ My YlgM )2, we make a linear fitting versus g,, within low current domain for these coeffi-
cients. The y-axis intercepts give the corresponding low current limits. Fig. 3.9 illustrates the low

current limit extraction of SR(Yﬁ M4 YlgM )2 and %(Yﬁ; My YlgM ).

o X 107%° ' | 107"°
Linear fitting
x  Experiment
0.8}
1.5t
x
N Phg
=« =N
m>_v— x m>_,_ 0 6
+ +
s~ 1 s -
m -~ o~
z Z 04
& E
0.5f
0.2 low current limit 1
low current limit
0 > 0 .
0 0.05 0.1 0 0.05 0.1
gm (s) gm (s)

(a) (b)

Figure 3.9: Illustration of low current limit extraction for (a) SR(YﬁM + YlgM )2, and (b) %(YﬁM +
YEMy,
12
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So far we have extracted all the extrinsic parameters and intrinsic parameter rp;. The Y-

parameters of block Byg can be obtained as

YBM BM

Y.
yBIR _ 1 — j&(Chox + Cpey), YEIR = 12 + j@Cher,
11 1 rbeﬁM ex cx 12 1 — rbelliM cx
BM BM BM~,BM BM~,BM
BIR _ Yy . pir _ Yioo — (YU YT =YY
YBIR = 2L 4 iChey, YEIR = - joC
21 1—, YBM bexs  Xoo 1—, YBM bex
bx Xy bx Xy
(3.19)

which can be transformed into Z-parameters. The Z-parameters of the intrinsic transistor, block

By, are
BI _ BIR BI _ BIR BI _ BIR BI _ BIR
Zyy =2y mm Zyy =2y 2y =2y, 2y =2y (3:20)
Consequently, the Y-parameters of block By are now known.

3.3.5 Cheds Fds €he and 7, extraction

The Y-parameter Taylor expansion coefficients of block B; are obtained as

SOET +YED) = Cpor, SOVET = YE), = gpra, (3.21)

ROED = gre. RAED = Cheatin. (3.22)

These expressions are accurate for all biases because the factor (rpx + r5i)gpe does not exist any
more.

Cper 1s given by %(Y]ﬁ” + Ylgl )1. Strictly speaking, Cp.qs can be directly calculated from
Chet — Cpej as Cpej 1s known. This is, however, not accurate for low biases where Cpey < Cpe;-
For these biases, we make a linear fitting for Cy; versus g,. The slope gives low bias z;.. Cpeq

is evaluated by g, 7. Cpe; is then updated as Cper — Cheq. Fig. 3.10 (a) illustrates the splitting

79



procedure for low bias. Clearly z;,, indicated by the curve slope, increases for the biases after fr

roll off due to Kirk effect. Fig. 3.10 (b) shows the extracted Cpeg and Cp;.
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Figure 3.10: Illustration of Cp,; splitting: (a) Linear fitting for Cp; versus gp,; (b) Extracted Cpeq
and Cp,; versus g.

With Cp,; split, 7, can be calculated from SR(YllfI )2/ Ched- T4 is then obtained from 7,/ Cpeqy.
Fig. 3.11 shows the extracted ry versus 1/I¢. The resulting curve is linear at low biases where 7;,
is a constant.

The MATLAB program of small signal parameter extraction for the above illustration device
is not attached in this dissertation, instead, the similar program for a 50 GHz SiGe HBT is given in

Appendix E, since the data of the same device is used to illustrate noise de-embedding in Chapter

4.
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Figure 3.11: Extracted ry versus 1/I¢. rp, and rp; are shown for reference.

3.4 Results and discussions

3.4.1 Extraction and modeling results

Table 4.1 summarizes the extracted small signal parameters for the A = 0.12 x 6 x 1 ym?
SiGe HBTs at three Vg, representing low, medium and high biases, respectively. Fig. 3.12 shows
the Y-parameters for both experimental data and simulation results at V3r=0.921 V. Excellent

fitting has been obtained up to 50 GHz.

3.4.2 Discussions

Fig. 3.13 shows the frequency dependence of intrinsic SR(Yﬁ Ty at three biases for both ex-
tracted and modeling results. SR(YIIIH ) increases versus frequency. Such frequency dependence

cannot be modeled for an equivalent circuit without including input NQS effect.
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Table 3.1: Extracted small signal parameter values of A = 0.12 x 6 x 1 ym? SiGe HBT
Vee (V) 1.5 1.5 1.5
Vee (V) 0.828 0.867 0.921
Ic (mA) 0.44 1.7 7.7
Ig (uA) 0.0 4.0 46
fr (GHz)  60.1 127 183

Fpx (L) 7.56 7.56 7.56
rpi(Q) 18.7 18.7 18.7
re(Q) 4.0 4.0 4.0
re(Q) 7.2 7.2 7.2
rq () 28.0 8.76 3.04
Fes(KQ) 1.8 1.8 1.8
gre(mS) 0.0572 0.257 1.8l
gm(S) 0.0163 0.0554 0.206
T4(ps) 0.43 0.40 0.56
Crea(fF) 9946  32.61 1246
Cpe;(fF) 1274 1274 12.74
Crex(fF)  7.585  7.585 7.585
Crex(fF)  7.614  7.646 7.848
Cyei (fF) 1.877 1.855 1912
C.s(fF) 2380  2.380 2.380
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Figure 3.12: Comparison of Y-parameters for experimental data and modeling results at high bias.

The frequency dependence of SR(Y]? Iy is important for noise modeling [2,39]. Fig. 3.14
compares the power spectrum density of intrinsic base current noise .Sj, obtained from noise de-
embedding of experimental noise data and the S}, from van Vliet model .S;;, = 4kT5R(Yﬁ Iy_2q13,
fora 50 GHz Ap = 0.24 x 20 x 2 um? SiGe HBT at three biases. rp; of this device is 2.03 Q, while
the thermal base resistance, rp, is set to be 3.0 Q for the reasons discussed in [6] and Chapter 5.
Clearly S is frequency dependent and can be modeled by the frequency dependent SR(Yﬁ Iy, we
choose a 50 GHz device for illustration because CB SCR has significant impact on 180 GHz device

noise, consequently .S;; cannot be simply modeled with 4kT SR(Ylll3 Iy —2qIg ([5], also Chapter 5).
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Figure 3.13: Intrinsic SR(Yllf Ty extraction and modeling results for three biases.

Fig. 3.15 shows the extracted intrinsic base resistances using equivalent circuit with and
without including input NQS effect. rp; o5 is extracted from the Y-parameters of block Brr using
circle fitting method [62], which assumes an equivalent circuit without including input NQS effect.
For the rp; ps of circle symbol, the Y-parameters of Brr are obtained from experimental data
by de-embedding. For the r; g5 of solid line, the Y-parameters of Byg are calculated using the
extracted NQS small signal parameters within Brg. rp 05 shows a bell-shaped bias dependence
that is typical of extraction using an equivalent circuit without input NQS effect. Using a bias-
independent rp; (the square symbols), the equivalent circuit including input NQS effect can well
reproduce the bias dependence of rp; o.s as shown by the good fitting of solid line to circle symbols.

The bias dependence of rp; g5 can be explained by the lumping effect of r; and r4, which can be
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Figure 3.14: Comparison of Sj, obtained from noise de-embedding of experimental noise data and
van Vliet model Sj, = 4kTR(Y}") — 2qIp for a 50 GHz Ag = 0.24 x 20 x 2 ym? SiGe HBT at
three biases.

approximately described by [4]

Fpi,0s R Fpi + 1rqCheg——————. (3.23)

At low biases ryCpeq = T, is a constant [37]. Since Cp,q increases versus bias and Cp,; is nearly
constant, the ratio Cpeg/(Cpeg + Che j)z has a maximum value at Cpoqy = Cpej. This means that r; g5
should increase at low biases and drop at high biases. rp g5 is clearly larger than rp;. The star
symbols in Fig. 3.15 show the extracted rp; os from experimental data with Cp.=0. The strong
bias dependence of the extraction results suggests the necessity of including Cy, in even equivalent
circuits without input NQS effect.

Fig. 3.16 shows the extracted delay times. The square represents the effective base transit
time 7. The down-triangle represents z;, and the up-triangle represents z;. The circle represents

74 extracted using equivalent circuit without including input NQS effect. 7;, is the maximum one as
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Figure 3.15: Comparison of rp; extracted using equivalent circuit with and without including input
NQS effect.

expected by theory in (3.3). It is shown that 7;,., 7;, and 7, are bias independent at low to medium
biases and increase dramatically for biases after f7 roll off due to base push out. However, 74 o is
strongly bias dependent and non-monotonic for all biases due to the unphysical bias dependence of
rpi,0s- This further demonstrates that the extracted parameters for the equivalent circuit with input

NQS effect are more physical.

3.5 Extraction of bias dependent r;

In the above sections, we have assumed the bias independence condition for rp;. Such condi-
tion is not valid for transistors with lower base doping, e.g. 50 GHz SiGe HBTs. The r;; extracted
using the above method, denoted as 7p;, is the approximated rp; value of high bias. That is, we treat
rp; as initial guess of r;, which is used to extract rpy, and Cp. To obtain bias dependent ry; for full

bias range, we start from known block Bjyg. Equivalently speaking, all the parameters outside of
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Figure 3.16: Extracted delay times and modeling results for three biases.

block Bjr are obtained using the above extraction method. We have

BIR , vBIR
o | Y Y _ Cheq + C; (3.24)
s yBIR _ yBIR - Zm ’ .
21 2 1
R YR+ YO 24Chej + (ta = 7in)Crea 395
BIR _yBIR| : (3.25)
Y, =Y, ) &m

The total EB capacitance can be extracted using (3.24). Cp.q and Cj,; can be obtained using the

splitting method in Section 3.3.5. Then 7, = Cp.q/gm for all biases.

Extraction of NQS delay time 7;, and 7,

We first extract the 7;,, 74 values at low to medium biases, where they are constants. We plot
YBIR yBIR . . . .
gmR [ﬁ] versus Cp.4, the curve should be linear at low to medium biases, as shown in
21 T2 2
Fig. 3.17 for a 50 GHz SiGe HBT. The y-axis intercept gives 7,Cj; and the slope gives 74 — 7.

Consequently both 7;, and 7,4 values at low to medium biases are obtained. Now we assume that

the ratios 7, /7 and 7;, /7 are bias independent and can be obtained low bias values of z;,, 7, and
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Figure 3.17: NQS delay time (z;, and 7,4 or 7,,) extraction.

7. The 7;,, T4 values of full bias range are determined by

Tin Td
Tin = Ttr ( ) o Td = Ttr < ) . (3.26)
Ttr / jow Ttr / jow

Extraction of bias dependent r;

So far, the only unknown parameter for the intrinsic device without ry;, or block By, iS gpe-

Note that

8be

—_— (3.27)
1 + gpelpi

R(Y:o =
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(3.27) does not give gp, since rp; is unknown yet. Here we use the bias independent rj; value
extracted in Section 3.3.3, i.e. 7p;. gpe then can be calculated as

R(Y,3 o

=— - (3.28)
1= RS oy

8be

Another simple but approximated way to obtain g, is to use I/Vy. Now the Y-parameters of
block Bj is totally known. rp; can be extracted from the Y7, difference between block By and Byg,

that is

1 1 1 1
"o = TBIR ~ v BI _ vBIR : (3.29)
Yn Y11 Y11 &he + jO <Cbc,-+Cbej+M>

1+jwti,

Fig. 3.18 shows the extracted bias dependent r; compared with 7p; for (a) 50 GHz SiGe HBT and
(b) 180 GHz SiGe HBTs. Since the ry; is significantly bias dependent for the 50 GHz SiGe HBT,
the r,; has noticeable error as shown in Fig. 3.18 (a). However, for the 180 GHz SiGe HBT, ry;
is indeed weakly bias dependent. Consequently, the bias independent rj; extraction method gives

accurate value.

3.6 Summary

In this chapter, we have examined small signal equivalent circuit modeling of input NQS ef-
fect including CB SCR delay. The input NQS effect is found to be more pronounced in scaled SiGe
HBTs with higher built-in field, despite reduced total transit time and reduced absolute value of the
input NQS delay time. A new direct parameter extraction method based on Taylor expansion of
analytical Y/Z-parameter expressions has been developed and demonstrated for such circuit. The
extracted parameters, such as intrinsic base resistance and excess phase delay time, are more phys-

ical than using conventional equivalent circuit without including input NQS effect. The frequency
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Figure 3.18: Bias dependent r;; compared with rp; for (a) 50 GHz SiGe HBT and (b) 180 GHz
SiGe HBTs.

dependence of the real part of intrinsic Y;; is modeled and describes well the intrinsic base cur-

rent noise de-embedded from experimental data. The extraction method has been verified for SiGe

HBTs from different generations of technology.
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CHAPTER 4

SEMI-EMPIRICAL NOISE MODEL BASED ON EXTRACTION

Present noise modeling approaches in current compact bipolar models uses uncorrelated 2¢1
shot noises for base and collector currents, and uses 4k7T thermal noise for intrinsic base resistance
based on QS input equivalent circuit [1]. As discussed in Chapter 2, such scenario is not accurate
enough, particularly at the increasingly higher frequencies for robust circuit simulation, and must
be refined to enable predictive low-noise RF circuit design. The straightforward and physical way

to noise modeling is to propose better model for .S;,. and correlated base and collector current

Irpi
noises using NQS equivalent circuit as done in Chapter 5.

This chapter, however, presents modeling of correlated RF noise in the intrinsic base and col-
lector currents of SiGe HBTs, still using QS equivalent circuits. The purpose is to develop an
improved noise model within the frame work of existing CAD tools. We use the improved S; ,,
model of (2.77), and then extract intrinsic noise S;5, Sicip+ and S;. from device noise parameters
using standard noise de-embedding method [54]. We then develop semi-empirical equations to
model these noise sources. The number of model parameters is the same as the previous noise
modeling method, as we need in general four numbers to describe a noise correlation matrix. How-
ever, the .S;; and S;. obtained are in general positive, which is an improvement over the previous
method. The deviation caused by the use of a QS input equivalent circuit, and hence the lumping

of input NQS resistance into rp;, as well as the use of the improved S;,. model, is lumped into

rbi
the intrinsic noise. The extracted S;, and S;. are thus not exactly the physical intrinsic transistor

noises, which can only be obtained through higher order modeling that includes input NQS and

noise crowding effects. The noise sources and their correlation, are first modeled as functions of
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frequency (w). The coefficients are then extracted and modeled as a function of biasing current
through g,,, as detailed below. The model is shown to work at frequencies up to at least half of the
peak fr, and at biasing currents below high injection f7 roll off for devices with different emitter
geometries.

In the following, we present the intrinsic noise de-embedding technique, the semi-empirical

intrinsic noise model, geometry scaling ability, and model implementation in CAD tools.

4.1 Intrinsic noise extraction

4.1.1 Two basic noise de-embedding techniques

In Chapter 1, we introduced four two-port noise representations. For the case of SiGe HBT,
only impedance (Z-) and admittance (Y-) representations are needed for noise de-embedding as

shown below.

e Series block de-embedding
In Fig. 4.1, block N is in series with block A, B and C. Denote the final block as N’. The
noise voltage of block A, B and C can be calculate by 4kT multiplied with the real part of
Z-parameter of each block. If the noises of both N and N’ are in Z-representation, the noise
of inner block noise Sf, can be calculated from total block noise by

4 , R(Za+ Zc) R(Zc)
S$ =S5, —4kT , 4.1)

R(Zc) R(Zp+ Zc)

where Z4, Zp and Z¢ denote the impedances of block A, B and C respectively.
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Figure 4.1: Series block de-embedding using impedance representation.

It is worth to note the Z-parameter de-embedding here:

Zsa+Zc Zc
Zn = Znr — . 4.2)

Zc Zp+Zc
Parallel block de-embedding
In Fig. 4.2, block N is paralleled with Block A, B and C. The final block is denoted as N'.
The noise current of block A, B and C can be calculate by 4kT multiplied with the real part
of Y-parameter of each block. If the noises of both N and N’ are in Y-representation, the
noise of inner block noise SI}\’, can be calculated from total block noise by

v v RXYs+Ye) —RXc)
Sy =Sy —4kT : (4.3)

—-R(Yc) R(Yp+Yco)
where Y4, Y and Y¢ denote the admittances of block A, B and C respectively.
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Figure 4.2: Parallel block de-embedding using admittance representation.
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It is also worth to note the Y-parameter de-embedding for parallel configuration:

Yo+ Yc -Yc
Yy = YN — ) “4.4)

—Yc Y+ Yc

4.1.2 SiGe HBT noise calculation

Fig. 4.3 shows the complete QS small signal equivalent circuit used in noise de-embedding.
In our calculation, Cy , is set to be zero. For the sake of convenience, we define six blocks (B1-B6)

as shown in Fig. 4.3:

B6: just the device under test.

e B5: exclude Lg, L¢, Lg and r., from B6.
e B4: exclude Cy j, C.s and r; from BS.

e B3: exclude rpy, r. and r, from B4.

e B2: exclude Cp, « and Cy, , from B3.

e B1: exclude ry; from B2. It is designated as the "intrinsic" transistor, which stands for the

ideal 1-D transistor without intrinsic base resistance.

Based on these definitions, the noise de-embedding procedure is described below. Note that

the noise calculation for whole transistor is exactly the inverse of noise de-embedding.

e STEP 1: Calculate the noise matrix of B6 in Z-representation from DUT noise parameters.

De-embed Lp, Lc, Lg and r,, which leads to the Z-representation noise matrix of B5.

e STEP 2: Transform Z-representation into Y-representation for BS. De-embed Cy. ,, Cs, and

res- The Y-representation noise matrix of B4 is obtained.
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Figure 4.3: Small signal equivalent circuit of SiGe HBT used for Y-parameter and noise parameters
de-embedding.

e STEP 3: Transform Y-representation into Z-representation for B4. De-embed ryy, r.;, and

re. This gives Z-representation noise matrix of B3.

o STEP 4: Transform the Z-representation into Y-representation for B3. De-embed Cp, , and

Che.x leading to the Y-representation noise matrix of B2.

e STEP 5: Transform Y-representation into Z-representation for B2. De-embed r;. As a
consequence, the Z-representation noise matrix of intrinsic transistor is obtained. For conve-

nience in intrinsic noise modeling, the Z-representation is transformed into Y-representation.

The MATLAB program for Y-parameter and noise de-embedding is shown in Appendix F.
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4.1.3 Extracted intrinsic noise

S-parameters and noise parameters are measured for SiGe HBTs of different emitter geome-
tries from a 50 GHz peak fr process, including Ag = 0.24 x 20 x 2,um2, Agr =0.24 x 20 x lymz,
Ap =024 x 10 x 2um? and Ap = 0.48 x 10 x 1um?. The data of Ag = 0.24 x 20 x 2um?* device
is shown in Appendix F. These geometries allow us to investigate emitter length, width and finger
number scaling. Unless specified, the experimental data of the Ay = 0.24 x 20 x 2um? device
is used below for illustration of model derivation. Noise simulation data for a 0.5 x 1 x 1um?
SiGe HBT with 30 GHz peak f7 is also used for extraction to provide guidance to model equation
development. The SiGe HBT structure used in simulation does not correspond to the measured
HBTs.

The S-parameters are measured on-chip using a 8510C Vector Network Analyzer (VNA) from
2-26 GHz. The noise parameters are measured using an ATN NP5 system from 2-25 GHz. Both
S-parameters and noise parameters are de-embedded with the standard OPEN structure. The mea-
surement is made across a wide biasing current range up to the peak fr point. The noise simulation
is performed using DESSIS [67].

For a given bias, we first determine the equivalent circuit parameters from measured S-
parameters using the direct extraction method in Chapter 3. Note that r; is extracted using the
input impedance circle fitting method with the Y-parameters of the equivalent circuit that consists
of rp; and block B1 in Fig. 4.3. The same ry; is used for all noise models. Excellent fitting of
measured S-parameters is achieved across a wide biasing current range for all of the frequencies
measured. The extracted biasing dependence of equivalent circuit parameters is consistent with
device physics based expectations. Table 4.1 gives the equivalent circuit parameter extraction re-
sults. Three biases representing low, medium and high biasing currents are shown. The extracted
74 value is not strictly monotonous, but the variation is small. The extraction of z; at low biases is

difficult because of the small values of the intrinsic &(Y2;). C,s is bias independent as V¢ is fixed
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Table 4.1: Extracted small signal parameter values of 0.24 x 20 x 2um? SiGe HBT
Vee=15V  Vep=1.5V  Veg=1.5V
Ic=49mA [c=9.TmA Ic=17.9mA
1p=28uA  Ip=66uA Ip=124uA

Fox(Q) 2.70 2.70 2.70
i(Q) 3.20 2.89 2.66
re(Q) 0.63 0.63 0.63
re(Q) 10.1 10.1 10.1

ro(KQ) 3150 421 139
260(S) 0.0011 0.0025 0.0048
2m(S) 0.1730 0.3649 0.6338
74(ps) 1.010 0.9450 0.9465

Chei(pF)  0.5977 0.8854 1.5424

Chpex(fF)  31.000 31.000 31.000

Chei(fF) 12338 12.633 14.604

Ces(fF)  16.000 16.000 16.000

Lp(pH) 48.0 48.0 48.0

Le(pH) 48.0 48.0 48.0

Lg(pH) 112 112 112

in the measurement, leading to a fixed collector-to-substrate junction bias. r, decreases with bias
since the neutral base recombination current modulation by V¢ p is a strong function of I [68]. At
frequencies above 1 GHz, the effect of r, is not significant for either Y-parameters or RF noise.

Using Table 4.1, we find that the 2qIg /3 to 4kT/rp; ratio is 0.25% at peak fr point and less at
lower biases. The 2¢q1g/3 term in improved .S; ,»; model is thus negligible for SiGe HBTs because
of the heavily doped base and hence a small ry;, as well as a high f and hence a low Ip.

Next, the noise correlation matrix for the whole transistor, including all of the parasitics,
is calculated from measured NFy;,, Y,,; and R, as described in Chapter 1. The noise correlation
matrix for the intrinsic transistor is then determined using noise de-embedding technique. After de-
embedding ry;, the PSDs of iy, i. and i i Z are obtained from the Y-representation noise correlation
matrix of the intrinsic transistor. Fig. 4.4 shows the extracted intrinsic noise sources together with
different noise model fits at I¢c=17.9 mA. The data marked with circle are the extraction results.

The dash line represents the SPICE model, the dot line represents the van Vliet model and the
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dash-dot line represents the transport model. The solid line, representing the new model, will
be discussed in detail in Section III. Note that the results of van Vliet model are shown only for
reference as we use QS equivalent circuit. A few important observations can be made from Fig.

4.4:

e The extracted .Sj; has a strong frequency dependence and is much larger than 2gIg at high
frequencies. The van Vliet model Sj, is 2q1p, the same as the SPICE model, as the input
NQS effect is not explicitly modeled. The transport noise model .S;; is fitted to the extraction
result with parameter 7, and overlaps with the new model. Note that 7, is bias dependent

and equals 3.5 ps at I¢=17.9 mA.

e For S;., all models except for the new model give 2qIc, and hence overlap with each other.
Note that the extracted S;. is larger than 2¢qI¢. The excess S is not due to avalanche mul-
tiplication due to the low Vcg. S;» would have also been affected if it was due to avalanche
multiplication. The higher than 2¢gI¢ value of .S;. can be attributed to an simplified base hole

model for S;,p;.

e The extraction shows a strongly frequency dependent correlation .S;.;+, which is assumed to
be zero in the SPICE model. The van Vliet model S, shows a frequency dependence due
to the excess phase 7,4, but the value is underestimated. The transport model .S.;p+ improves
the frequency dependence a lot. However, its &(.Sicp+) is not well modeled, as 7, is used
to fit .S}, only. It is also shown that with only one 7, simultaneous fitting of R(S;.;+) and

%(Sicib* ) is difficult.

Fig. 4.4 shows that the extracted intrinsic noise and cannot be well described by all the old
models. Clearly the new semi-empirical noise model gives the best intrinsic noise. The develop-

ment of the new model is detailed below.
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Figure 4.4: Extracted intrinsic noise sources as a function of frequency.

4.2 Semi-empirical intrinsic noise model

Based on the noise source extraction results, we now develop a new noise compact model that
is aimed at circuit noise simulation, which requires accurate modeling over both bias and frequency.

We will also compare the expressions of the proposed model with other popular models.

4.2.1 S

An inspection of the extracted S;, in Fig. 4.4 shows that .S;;, increases with frequency. At
low frequencies, S;y=2¢1 g, the conventional shot noise. At a given bias, we found that .S;; can be

expressed as the sum of a shot noise component 2¢1 g and a frequency dependent component as:

Sip = 2qI + Cipw?, (4.5)
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where Cj;, is a coefficient that varies with bias. At low frequencies, (4.5) reduces into 2q/g. In
Fig. 4.5 (a), the excess base current noise, defined as S;, — 2q1p, is plotted as a function of w?
for two representative biases. The excess base current noise increases with w? in a linear fashion.
The data shows that (4.5) works well for all frequencies and biases measured. The 2¢glp term
is a direct result of emitter hole velocity fluctuation. The Cjyw? term is, mainly, a result of base
electron velocity and hence current density fluctuations, which induce diffusive capacitive charging,
leading to the @? dependence. This is similar to the w? dependence of the induced gate noise in
FETs caused by capacitive coupling between gate and channel. The functional form of the new .S,
expression can be linked to the .S, expression of the transport noise model, particularly regarding

the w? dependence:

STran = 2qIg + 4qIc[1 — R(e/™)]

2 2
n

=2qlp+4qlc[l -1+ + o(w?)]

~ 2qlp + 2qICT,%a)2, (4.6)

where w << 1/t, is assumed. The w? dependence of the excess Sj, can also be shown from the
van Vliet model by assuming a first order input NQS model, e.g. the model of Winkel [37]. Using

NQS equivalent circuit and noting that g, is approximately equal to g/ /(kT), one has

SY = AkTR(Y11) — 2915
= 4kTgpe —2q1p + 4kTR(Y11 — gbe)

~ 2qlp +4kTC}, rq0”. 4.7)

For each bias, the coefficient Cjj is extracted by plotting Sj, — 2qIp as a function of ®?,

as illustrated in Fig. 4.5 (a). A careful inspection of the extracted C;, shows that the biasing
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Figure 4.5: (a) (Siy — 2q1p) versus ®? at 1,=4.9 mA and 17.9 mA. (b) C;, (denoted as (S;; —
2qIg)/w?) versus g,,.

dependence of C;, can be adequately described through g2:

Cib = Ky g, (4.8)
where Kpp+ is a bias independent parameter. Fig. 4.5 (b) shows the extracted C;; (denoted as
Si»/@?) versus g2. The slope of the fitting line gives Kpp:.

Substituting (4.8) into (4.5) leads to:

Sip = 2qIp + Ky g2 0. 4.9)

Equating (4.6) with (4.9) and noticing that g,, is a nearly linear function of I¢, we find that 7, is

bias dependent as shown in [45] and [54]. In the van Vliet model, if we assume that the input NQS

delay time Cpqry is constant, (S;, — 2qIp) o gn, clear different from (4.9).
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422 S

In the SPICE model, the van Vliet model and the transport model, S;. is shot like and fre-
quency independent, with a PSD of 2qIc. The S;. extracted from both experimental and simula-
tion data, however, indicates that .S;. is higher than 2q¢ and frequency dependent. Further, the

extraction results show that .S}, is proportional to the real part of the intrinsic Y;;:

Sic = CicSR(Yﬂ)’ (410)

where C;, is a bias dependent coefficient. The frequency dependence of 5. is described by the
frequency dependence of R(Y>;). For each bias, Cj, is extracted using least square fitting. Fig. 4.6
(a) shows the S;. extracted from measurement data, together with modeling results, at low, medium
and high biasing currents. The fitting is not good at low frequencies, as the .S;. extraction is less
accurate. The main reason is that noise figure is very low at low frequencies, and the system noise
plays a bigger role in the noise parameter fitting procedure during measurement. To verify (4.10)
without measurement noise problem, we use the simulation data. Very good fitting can be achieved
as shown in Fig. 4.7 for all biases and all frequencies up to 30 GHz, the peak f7.

Fig. 4.6 (b) shows the extracted Cj., denoted as .S;./R(Y2;), as a function of g,. Note that a

linear relation is observed. Thus C;. can be modeled as a function of g, as

Ci = Keer8m + B, (41 1)

where K. and B, are bias independent parameters. The slope and intercept of the fitting line
give K .~ and B, respectively. Substituting (4.11) into (4.10), we obtain the new model equation
for S;. as

Sic = (ch*gm + Bcc*)SR(YZI)~ (412)
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Figure 4.6: (a) Measured ;. versus frequency at I,=1.40 mA, 10.6 mA and 19.4 mA. (b) C;,
(denoted as S;./R(Y>21)) versus g,.

Note that at low bias .S;. reduces to the ideal value 2¢qIc, this indicates that B.. ~ 2kT. In the van
Vliet model, S;. ~ 2ql¢ as R(Y>;) is negligible in SiGe HBTs due to high Early voltage. Neither

the van Vliet model nor the transport noise model can be used to describe the extracted Sj..

4.2.3 Imaginary part of S;.;p+ [S(Sicip+)]

Fig. 4.8 (a) plots S(S;qip+) as a function of @ at representative low and high biasing currents.

A linear dependence on w is observed at all biasing currents. We can thus model &(.S;.;5+) as:

S(Sicipr) = —C},, 0, (4.13)

i

where Cii «ip+ 18 a bias dependent coefficient that is determined from the slope of the fitting line. The

functional form of (4.13) is consistent with the van Vliet model when @ << 1/7,4, and consistent
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Figure 4.7: Simulated .S;, versus frequency at different I. level.

with the transport noise model when w << 1/7,. In the van Vliet model,

S(Ship) = S[2KT (Ya1 + Y75 — gm)]

icib*

2

SQkTYs)) = SQkTge /™)

—2kT gt 0. (4.14)

2

In the transport noise model,

(ST = S[2qIc(e7 /™ — 1))

icib*

x —2qlctT,m. (4.15)

The bias dependence of C; «ip+ €xtracted from measurement data differs from predictions by

both the van Vliet model and the transport noise model. For the van Vliet model, assuming that z,
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Figure 4.8: (a) S(S;cip) versus w at Ic=4.9 mA and 17.9 mA. (b) C;

e (denoted as S(Sicip /@)
versus g8,

is bias independent, an inspection of (4.14) shows that:

C=" = 2kTgnta, (4.16)

icib*

which is proportional to g,. For the transport noise model, the bias dependent 7, gives a more

complex bias dependence of (.S;.;5+) according to (4.15).

i+ VETSUS gl8. Note that a good linear relation is observed. Thus Ciipe

Fig. 4.8 (b) plots C"

il

can be modeled as a function of biasing current through g, as:

C!

icib*

=K',.gk. (4.17)
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The C; . in these three cases can be expressed in a single functional form as

i
& opr

Ciicib* = Kéb*gm . (4.18)

where aéb* and K é »+ are bias independent parameters. Substituting (4.18) into (4.13), we obtain a

new model equation for S(.Sicip):

i
®opr

Sicibr = —(Kly g . (4.19)

4.2.4 Real Part of Sicib* [R(Sicib*)]

Based on the R(.S;qi»+) extracted, we model R(S;qi5+) as a linear function of w? as follows:

R(Sieips) = C'L. —C? .02, (4.20)

icib* icib*

where C'?

Loy and Ci’clib* are two bias dependent coefficients. Fig. 4.9 shows R(.Si.p*) versus w? at

low and high biases respectively. The slope of the fitting line gives C/ 2

‘.ip+ While the intercept gives

c’!

icib**
The w? dependence of R(.S;ip*) is consistent with both the van Vliet model and the transport

noise model. In the van Vliet model,

R(S) = RI2KT(Yay + Y}, — gl
~ SR(gme_jwrd - &m)

~ —2kTguTi07, (4.21)
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Figure 4.9: R(Scip+) versus ®? at 1,=4.9 mA and 17.9 mA.
which is proportional to w?. In the transport noise model,
R(Sieip) = R[2q1c (7™ —1)]
~ —qlctio’, (4.22)

which is also proportional to w?. Here @ << 1/7, is assumed. However, the Ci’clib*

parameter in
(4.20) would be zero for both the van Vliet model and the transport noise model, as can be seen
from (4.21) and (4.22).

To model the bias dependence, the Cl.’czl. » €xtracted is observed to be a linear function of g2,

as illustrated in Fig. 4.10 (a). Thus C">

Loipe Can be modeled as

2 kr 2
Circib* = chr*gm’ (423)

where K fbﬁ is a bias independent parameter.
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Figure 4.10: (a) Cl.’czib* (denoted as R(Sicip+)/@w?) versus g2. (b) c’!

!y (denoted as R(Sicip+) [0 =
0]) versus g,.

Fig. 4.10 (b) shows the extracted Circlib* versus g,,. A linear relation is observed, thus Cl.rcll.b*

can be modeled as a function of biasing by:

ity = Kl (@21

where K fl; is a bias independent parameter.

Substituting (4.23) and (4.24) into (4.20) gives the new model equation for R(S;;p+):
R(Siciv') = Kiyogm — (K. ga) . (4.25)

4.2.5 Generalized Model Equations

So far we have shown that the correlated noise sources extracted from noise measurement

data can be well modeled using (4.9), (4.12), (4.19) and (4.25). The modeling results fit the
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experimental results well, as can be seen from Fig. 4.4 for Ic=17.9 mA. Application of the model
equations to measured noise data and microscopic noise simulation data suggests the following

generalized model expressions:

Sip =21y + &0 (Kpp g + Bpe), (4.26)
Sic = (Kee g + Bee)R(Ya)), (4.27)
R(Sicip) = K2 gm — 0” K. g2, (4.28)
S(Sir) = ~(K',. 52" + B). (4.29)

In general, we found that:
o pp, aéb* is between 1 and 2, and a .« ~ 1.
e B.. can be approximated by 2kT.
o R(Sicip+) 1s less important than other noise terms as detailed below.

(4.26)—(4.29) give a set of model equations with a total of 11 model parameters. The R(Sjcip)
is much less important than S(S;.;p+), we can set R(S;.;»+)=0 with only a slight accuracy loss in
Y, at high frequencies as shown below in Section IV. Such a simplification further reduces two
parameters. The Bpy and Béb* parameters are primarily introduced for low bias fitting. Their
effects on NFy;,, R, and G,,; are opposite, therefore in most cases we only need one of these two
parameters. By is used in this work.

So far we have individually examined the extraction results and proposed models for Sjp, S,
R(Sicip+) and S(Sicip+). These PSDs, however, according to random process statistics, are not
completely independent. Instead, the normalized correlation ¢, defined as ¢ = Sicip- /m,

must have a magnitude no larger than unity, i.e. |c| < 1 [47,69]. The new model equations do
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not guarantee |c|] < 1. Mathematical conditioning can be used during model implementation to
ensure |c¢| < 1. However, during parameter extraction, this should not be used, as |¢| > 1 indicates
a problem with either noise measurement or equivalent circuit parameter extraction.

Fig. 4.11 (a) shows the real and imaginary part of ¢ versus frequency at Ic=17.9 mA. Fig.
4.11 (b) shows the magnitude of c versus frequency at Ic=17.9 mA. Fig. 4.11 (c) shows the real
and imaginary part of ¢ versus I¢ at f=25 GHz. Fig. 4.11 (d) shows the magnitude of ¢ versus
Ic at f=25 GHz. In most cases, |c| < 1 is satisfied as shown in Fig. 4.11 (b) and (d). Observe
that the magnitude of c is close to unity in many cases, therefore the correlation in SiGe HBTs is
important and cannot be neglected. Another related observation is that R(c) is nearly one order
of magnitude smaller than &(c) in practice for frequencies less than half of f7. This is also true
for noise simulation results. As a result, R(S;.;»+) is much less important than S(.S.;p+), which is

further supported by the sensitivity analysis given below.
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Figure 4.11: Normalized correlation ¢ of the extracted intrinsic noise for 0.24 x 20 x 2um? device:
(a) R(c) and S(c) versus frequency at I.=17.9 mA; (b) Magnitude of ¢ versus frequency at 1,=17.9
mA; (c) R(c) and S(c) versus I, at f=25 GHz; (d) Magnitude of ¢ versus I, at f=25 GHz.
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Table 4.2: Parameter values of the simplified noise model for Experiment 0.24 x 20 x 2 um? 50
GHz SiGe HBT .

Parameter Value Parameter Value
A 2 Ky 1.3934 x 10~%
ol 1.8 K!,.  6.2936x 107
Aeer 1 Keer 2.5782 x 10720
By 1 x 1079 B, 0
K ~ 3.0348x 1072 K4 1.0809 x 1074

B 7.8210 x 1021

4.2.6 Noise Parameter Modeling Results

Using the methods described above, the 11 bias independent noise model parameters are ex-
tracted. Table 4.2 lists the parameters values (in MKS units) for the measured 0.24 x 20 x 2 um?
SiGe HBT.

Fig. 4.12 shows the modeled and measured noise parameters versus frequency at I¢c=17.9
mA. R(Sj.ip+) 1s much smaller than I(.Sj.p+), making it possible to neglect R(:S;.;»+). We thus also
calculate the noise parameters with R(S;q;»+)=0. The data marked with circle is the measurement.
The dash line represents the SPICE model, the solid line represents the new model with R(S;.;p*)
and the dash dot line represents the new model with R(S;.+)=0. Fig. 4.13 shows the noise
parameters of the same device as functions of collector current at f=25 GHz. It is inconsistent to
implement the van Vliet model using a QS equivalent circuit, thus noise parameters are not shown
for the van Vliet model. Similarly, the transport noise model result is not shown either due to its
limitations in noise source modeling.

Using the proposed new model, excellent fitting is obtained for all of the four noise parameters,
at all frequencies and across all biasing currents. Even with R(Sj¢;p+)=0, only Y, is slightly
affected at frequencies above 20 GHz. This is beneficial as we can save two noise model parameters

related to R(S;qip+) by setting R(Sjcip+)=0. To quantify errors from using current CAD tools, we

111



also show results obtained using the SPICE model. At low current level, the SPICE model works

well, as was shown in [69]. However, at high current level, NF,;,, Gop and B, are overestimated.
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Figure 4.12: Noise parameters versus frequency for the measured noise data. I.=17.9 mA.
Ap=0.24 x 20 x 2um?>.

So far we have used the Ap=0.24 x 20 x 2um?® device as an example. A natural question is
how the noise sources scale with geometry. For ideal scaling, .Sj;, S and S;i.;»+ should all scale
with the emitter area Ag for the same biasing current density. This is indeed the case according to
the extracted data from various geometries as shown below. Nonideal noise parameter scaling with

geometry is mostly from nonideal scaling of resistances, such as r, and ry;.

4.2.7 Sensitivity Analysis

For understanding of model to data correlation and model parameter extraction, it is useful
to calculate the sensitivity of noise parameters (NFy;,, R, and Y,,) to the intrinsic noise model

parameters. Table 4.3 gives the percentage change of noise parameters responding to 5% change
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Figure 4.13: Noise parameters versus collector current for the measured noise data. f=25 GHz.

Ap=0.24 x 20 x 2um>.

of the intrinsic noise model parameters. Ic=17.9 mA, f=25 GHz. Ag=0.24 x 20 x 2um?. We list
only the noise model parameters that have a large impact on the noise parameters at higher biasing
currents and higher frequencies. B+, Bé »- and B~ mainly affect low bias noise parameters and

thus are not listed. The sensitivity analysis shows that:

e The noise parameters are sensitive to model parameters for S(S;qp), including Ké

i
acb*’ .

e S;. (through K,..+) is as important as .S;, (through Kjp+) at high frequencies.

e The noise parameters are not sensitive to R(S;c;»+) (through Kf,f* and ber*)- This explains

why R(S;.i5+) can be set to zero and produce good noise parameter fitting.
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Table 4.3: Parameter sensitivity at Ic=17.9mA, f=25GHz. Ag=0.24 x 20 x 2um?’. Percentage
variance of noise parameters responding to 5% variance of the noise model parameters.
NFmin Rn Gopt Bopt
K,. 29.10% 10.17% 225% 233.3%
a,, 22.58% 8.6% 2125% 175.0%
Ky 794% 494% 4.14% 78.82%
Keer 794%  3.48%  5.79% 50%
apy 1.62% 494% 4.72% 78.57%

e 3.29% 0.3% 292%  23.5%

KY. 014% 033% 0.61% 5.25%
K. 0035% 0.12% 2.63%  13%

4.3 Emitter geometry scaling

Optimal transistor sizing and biasing are important for high performance RF low-noise am-
plifier design using SiGe HBTs. This calls for accurate understanding and modeling of the emitter
geometry scaling behavior of RF noise sources, including the correlated intrinsic base and collec-
tor current noises, their correlation, the thermal-like noise of intrinsic base resistance and the well
know 4kT R thermal noises due to extrinsic terminal resistances. In SiGe HBTs, the crowding
effect on noise voltage of rbi is negligible because of the high base doping, therefore the r; noise
can be approximated with 4kT'ry;.

The study of scaling issue is based on experimental data of SiGe HBTs with different emitter
geometries, indicates emitter length (LE), emitter width (WE) and emitter finger number (NE)
scaling respectively. We first extract the small signal equivalent circuit parameters from measured
s-parameters, and then extract the intrinsic base and collector current noises using standard noise
de-embedding method [2] from measured noise parameters. With the extraction results, different
scaling effects on intrinsic noise and resistance noise are discussed. The geometry scalability of

our semi-empirical model is examined.
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4.3.1 Intrinsic noise scaling

Ideally for transistors of the same vertical profile, if they are biased to have the same collector
current density J¢, their dc currents, ac currents and Y-parameters are proportional to emitter area
Ap(= Wg x Lg x Ng), where Wg, Lg and Ng are the emitter width, length and number of
fingers respectively. Using a given emitter area Agg as a reference, Ig, Ic, g» and R(Y3;) for
other emitter geometries can be calculated using corresponding emitter area scaling factor M (=
Ag/AEo). Similarly, the PSDs of the intrinsic base and collector current noise and their correlations
scale linearly with Ag in this ideal case. Here the 0.24 x 20 x 2,14m2 device is used as a reference.
Our noise extraction results for different emitter geometries indeed show that the intrinsic noise
PSDs obey such ideal scaling rule. In Fig. 4.14, the extracted intrinsic noises for each device are
divided by its M factor and plotted versus Ic/M at f=15 GHz. For S;;, Si. and S(S;cip+), the
normalized data of the four devices overlap well. The trend is not obvious for R(S;;s*), primarily
due to extraction difficulties. R(S;qp+) is one order of magnitude lower than (.S.ip+), and has
much weaker effect on noise parameters. Therefore R(.S;.;5+) is easily affected by measurement
noise. Furthermore we found that all a terms in the model are approximately emitter geometry
independent. This leads to the following scaling rule for the K and B terms in the proposed noise

model as

Kppe = KppeoM '™ By = Byyeo M, (4.30)
K. = KeeroM ™%, Bopr = Beero, 4.31)
chlj = ng*o’ ber* = ber*o/M’ (4.32)
K, =K, ,M'"% B =B M (4.33)
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where the subscript 0 denotes the reference transistor. Since all of the noise current PSDs scale

linearly with the emitter area, the normalized correlation ¢ does not change, |c| < 1 is kept satisfied.
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Figure 4.14: Extracted intrinsic noise divided by M vs I./M at f=15 GHz, where M is the emitter
geometry scaling factor.

We now verify the geometry scaling ability of the new model with measured noise data of
different emitter geometries. The 0.24 x 20 x 2um? device is used as a reference. We use 0.24 x
10 x 2um? for emitter length scaling, 0.24 x 20 x 1um? for number of emitter finger scaling and
0.48 x 10 x 1um? for emitter width scaling. The model parameters for all devices satisfy the
scaling rule given by (4.30)—(4.33). Note that the emitter area scaling factor M is 2 for all three
scaled devices. The noise figures are shown in Figs. 5.18, 4.16, 4.17 for Ag = 0.24 x 10 x 2,um2,
Ap = 0.24 x20 x 1um?* and Ap = 0.48 x 10 x 1 um? respectively. For each emitter geometry, a low
bias and a high bias point are shown. Excellent agreement between modeling and measurement
has been achieved for all of the four noise parameters and for all of the emitter geometries. Note
that the collector voltage Vg of different size devices are different. The Vg effect has been taken

into account by the small signal parameters.
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Figure 4.15: Noise parameters versus frequency for 0.24 x 10 x 2um? SiGe HBT at I.=1.6 mA
and 8.0 mA. Vcg=2.0 V.

Table 4.4: Extracted rpy, rp; for 50 GHz SiGe HBTs with different emitter geometries
Emitter geometry M rpx rpiatpeak fr rpx X LEXNE rpy x LEXNE

(um?) - (©Q) ) (Qum) (Qpum)
024x20x2  Ref. 270 2.68 108 107.2
024x10x2 172 3.70 5.75 74 115
024x20x1 172 115 10.5 230 210
048x10x1 12 13.0 21.1 - -

4.3.2 Extrinsic noise scaling

Now we consider the geometry scaling of noises due to parasitic resistances. For SiGe HBT
noise, r.y is less important and re is relatively small, hence only 7, and r;; are considered here.
Since the intrinsic noise has shown to scale with AE ideally, if both rp, and rj; inversely scale with
AE, the four normalized noise parameters, i.e., NFpin, Ry X M, Gop /M and B, /M, will nearly

be geometry independent [1]. This will make optimal transistor sizing easier in LNA design.
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Figure 4.16: Noise parameters versus frequency for 0.24 x 20 x 1um? SiGe HBT at I,=1.6 mA
and 8.0 mA. Vcg=3.0 V.

Table 4.4 shows the extracted rpy, rp; for SiGe HBTs with different geometries. For base
resistance, as WE scaling is quite different with LE and NE scaling, we do not evaluate the nor-
malized resistance values for WE case. For LE scaling, we compare the 0.24 x 10 x 2um*> HBT
with the 0.24 x 20 x 2um? reference device. Their normalized base resistances are close to each
other as shown in Table 4.4 suggesting a near ideal LE scaling. Consequently, the four normalized
noise parameters overlap with each other as shown in Fig. 4.18. Next we consider NE scaling by
comparing the 0.24 x 20 x 1ym? HBT with the 0.24 x 20 x 2um?” reference. Their normalized r,
values have a large difference due to the path resistances connected to base, leading to the discrep-
ancy of normalized noise parameters. N F,,;, is reduced using multiple emitter fingers as shown in
Fig. 4.18. For the three scaling strategies, only emitter length scaling is near ideal and should be

primarily considered during noise matching.
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Figure 4.17: Noise parameters versus frequency for 0.48 x 10 x 1um? SiGe HBT at I.=1.6 mA
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and 7.8 mA. Vcp=2.0 V.

4.3.3 Comparison of intrinsic noise with resistance noise

To compare the relative importance of noise sources in SiGe HBTs, we calculate three types
of NF,,;, versus I¢ as shown in Fig. 4.19. The solid line is calculated including both intrinsic noise
and resistance noise, the dash line is calculated including only intrinsic noise and the dash dot line
is calculated including only resistance noise. Note these NF;,;, do not have simple relation. For all
the devices examined, the intrinsic noise contributes more noise. The bias dependence of NF,;,
mainly comes from the bias dependence of intrinsic noise. The resistance noise adds about 1dB to

NF,,;, for all the four devices and is important. Once their values are well modeled, we can model

the noise parameters accurately.

4.4 Implementation in CAD tools

The semi-empirical model can be easily applied in present CAD tools. Here we demonstrate

its implementation in VBIC model using Analog-A language for Advanced Design System (ADS),

Agilent Technologies.
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Figure 4.18: Normalized noise parameters versus I./M at f=15 GHz.

Fig. 4.20 illustrates the technique to introduce correlated intrinsic transistor noise sources that
give PSDs in (4.26)—(4.29) for VBIC model. We add two isolated nodes v, and v;, each of them is
connected to ground through a 1 Ohm noiseless conductance. Unity white noise currents i, and i,

are injected into node v, and v, respectively, producing noise voltage v, and v,. We have

S, =8, =1, 8,=58 =1 (4.34)

We add 2qlI, shot noise current and g;ddt(v,) noise current between base node bi and emitter
node ei. Note that the time derivative operator ddt in Analog-A generates jo factor in frequency

domain, leading to the frequency dependence of noise source. We then add two noise currents g v,
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Figure 4.19: NF,,;, versus I., determined by intrinsic noise only, resistance noise only and both of
intrinsic and resistance noise for different geometry SiGe HBTs: (a) 0.24 x 20 x 2um?; (0)0.24 x
10 x 2um?; (c) 0.24 x 20 x 1um?; (d) 0.48 x 10 x 1um?> .

and g3v, between collector node ci and emitter node ei. We have

Sip =2qlp + Svag%a)z =2ql, + a)zgf,

Sic = Svagg + vagg g% + g%’

Sicipe = Sy, (—jwgrg1) = —jwgrg. (4.35)

The correlation between base and collector current noises thus is obtained by the controlled noise
currents g1ddt(v,) and gv,. Now we need to find the expressions of g;, g> and g3. For simplicity,
R(Sicip:) 18 set to zero. The frequency dependence of S, are neglected. ‘R(Y>;) and g,, are replaced

with gI¢/kT since g, is not referable in Analog-A of present versions. Comparing (4.35) with
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Figure 4.20: Technique of insertion of correlated noise sources into the intrinsic transistor of VBIC
model.

v)82Ya ()8

(4.26)-(4.29), we have

g1 = \/Kbb*gffi’b* + By, (4.36)
Ki *gaéb*
& = == , (4.37)
\/ Kppegm"” + Bpp
. o "
(K.p&m" )?

g3 = \| Keer&m* + Beer)R(Ya1) —

i . (4.38)
Kop-gm" + Bpy:

A similar method of introducing correlated i, and i, noise is given in [70], where noise cor-
relation ii} is introduced while i, and i, are still 2¢qI; and 2qI, white shot noise. This clearly
is non-physical. As discussed in Chapter 2, 2qI;, is mainly contributed by emitter hole noise for
modern transistors. It is the base electron noise that produces significant correlation between i, and
i.. The electron noise will inevitably produce frequency dependent excess noise current to ip. It is

this excess noise current of i, correlated with i.. In our method, the electron noise is described by

g1, & and g3.
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The Analog-A code for implementation of (4.36)—(4.38) in VBIC model is given in Appendix
G. Figs. 4.21, 4.22 show the noise parameters versus frequency simulated by ADS using semi-
empirical noise model and SPICE noise model respectively at Ic=15.1 mA. Clearly the new model

improves noise modeling and gives the same results calculated by MATLAB in the previous sec-

tion.
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Figure 4.21: Noise parameters versus frequency simulated by ADS using semi-empirical noise
model at Ic=15.1 mA.

4.5 Summary

We have presented the noise de-embedding method for SiGe HBTs using a QS input equiva-
lent circuit. The intrinsic transistor noises are then extracted through noise de-embedding method,
and modeled as functions of bias and frequency based on inspection of extraction results. The
modeling methodology is demonstrated using noise parameters measured from 2 to 25 GHz on

SiGe HBTs featuring a 50 GHz peak fr. The imaginary part of the correlation &(.S;.;+) is found
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Ic=15.1 mA.

to be proportional to w. .S;; and and the real part of the correlation R(.S;.;»+) are found to be pro-
portional to w?. ;. is found to be proportional to R(Y21). S(Sieip+) is found to be much greater
than R(Sjci»*), and has a much larger impact on noise parameters. The bias dependence of all
of the noise terms can all be modeled using g,,. Excellent fitting of both Y-parameters and noise

parameters has been achieved. The new semi-empirical model is capable of geometry scaling and

can be implemented in present CAD tools.
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CHAPTER 5

IMPROVED PHYSICAL NOISE MODEL

With the technology advances, transistors are scaled, and have narrower base width and emit-
ter width. Some effects related to BC and BE junctions are non-negligible any longer. This chapter
improves compact RF noise modeling for SiGe HBTs based on NQS equivalent circuit by taking
in account some of these effects. The impact of CB SCR on electron RF noise is examined to be
important for scaled SiGe HBTs. The van Vliet model is then improved to account for the CB
SCR effect. The impact of fringe BE junction on base hole noise is further investigated. Due to
fringe effect, the base hole noise should be modeled with correlated noise voltage source and noise
current source in hybrid representation. The base noise resistance is found to be different from AC
intrinsic base resistance, and thus is modeled by an extra parameter. With four bias-independent
model parameters in total, the combination of electron and hole noise model provides excellent
noise parameter fittings for frequencies up to 26 GHz and all biases before fr roll off for three

generations of SiGe HBTs. The new model is also capable of emitter geometry scaling.

5.1 CB SCR effect on electron noise

As reviewed in Chapter 2, the van Vliet model solves the microscopic noise transport equa-
tion for base minority carrier (electrons for NPN considered here). Van Vliet’s derivation of base
and collector current noise PSDs assumed adiabatic boundary condition i.e. 7=0 or zero electron
density fluctuation at both ends of the base, and did not consider electron transport in the CB SCR.

For scaled bipolar transistors, e.g. SiGe HBTs of 200 GHz peak fr, CB SCR electron transport
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becomes more significant than base electron transport, calling for an investigation of its impact on
transistor noise.

The extremely useful result of van Vliet’s derivation is that the base and collector current noise
and their correlation can be related to the Y-parameters due to intrinsic base electron transport, Y 5.
As shown in (2.69), the van Vliet model can be extended to include emitter hole noise by replacing
Y B with the Y-parameters of base and emitter region Y EB_1In the literature, the van Vliet model is
often applied using Y-parameters of the whole intrinsic transistor, e.g. in [2] and [47], as opposed
to YEB, for which the model was derived. Physically speaking, both the Y-parameters and the
noise parameters are modified by electron transport through the CB SCR, it is not clear at all what
the relation between Y-parameters and transistor noise should be when the CB SCR is accounted

for.

-« ; >
et YEB L
YE Y? CB SCR|
I8 i i(B I,
E - - —— — c
\. \‘.o

|
B

Figure 5.1: Illustration of AC or noise current flows in ideal 1-D intrinsic SiGe HBT.

Here we investigates the impact of CB SCR on transistor noise and derives an improved noise
model including such impact. The CB SCR affects electron transport (and hence noise transport)
in two ways. First, a velocity saturation boundary condition should be applied at the end of neutral

base. Its effect on DC currents and base transit time, and noise has been investigated in Chapter
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2. With a strong base built-in field, typically the case of graded SiGe HBTs, the van Vliet model
can still correctly describe base electron noise. Therefore, we can continue to use van Vliet model
for the relationship between noise and Y-parameters of the intrinsic base for graded SiGe HBTs.
Secondly, electron transport through the CB SCR modifies both the Y-parameters and the noise
parameters. The noise generated within CB SCR is neglected. The main CB SCR effect accounted
is 7. delay, which was briefly discussed in [S]. We derived a new set of relationship between noise
currents and Y-parameters in presence of CB SCR delay based on van Vliet model. Here we note
that 7, effect was also included in [71]. However, the base region noise in [71] is derived from 1-D
transmission line analogy without including base built-in field, and needs extra parameters (electron
diffusion coefficient D,, life time 7, and base width X ). Therefore it is much less general than

our van Vliet model based result, which is based on Y-parameters that can be measured.

5.1.1 Model equation derivation

We denote the AC electron current injected into CB SCR as iZ and the AC collector current
as i.. The electrons inside the CB SCR induce base hole accumulation at the SCR side of the base
region and electron depletion at the SCR side of the collector region. The first part adds an extra
base hole current Ai,, which is i f — i¢, to original base current ibB . Note that i, and i, take positive
signs when they flow into the electrodes. Physics analysis [72] shows that i, and if can be related

by

; 1— —2jwt,
Mw)= 2= 20

ic 2jowt,

where 7, is the collector transit time. The total AC/noise base and collector currents can be derived

as

ip= (i +ip)+ (1= Ak, io = AiB. (5.1)
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With (5.1) and by neglecting YSB and ngB , we obtain the Y-parameters of the whole intrinsic

transistor including CB SCR as

Y =Y P+ -)" Yy = AY,[P. (5.2)

The noise PSDs including CB SCR transport are derived from (5.1) as

Sip =< ipis >= SEB L 2R[(1 - HSER T+ |1 - APSEE,
Sic =< i it >= |A*SEB.

Sicibr =< iciy >= ASER + A(1 = A)SEE. (5.3)

icib*

Here SEB is given in (2.69). Fig. 5.2 shows the effect of z. on noise, 7.=0 for the dash lines and
7.=0.757;, for the solid lines. Emitter hole noise is not included. Clearly the base current noise is
significantly enlarged due to CB SCR electron transport, particularly with increasing frequency. It

is a direct result of increase of AC base current caused by CB SCR effect.

- -- Eq. (9) with ‘Ec=0
dg=20nm [|E|=70.2kV/cm V_ =0.80V | Eq. (9) with 7 =0.757,
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Figure 5.2: Comparison of the intrinsic noise with z.=0 and 7.=0.757;,.. For 7.,=0.757,., fr=174
GHz. Emitter hole noise is not included.
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For various reasons discussed above, it is highly desirable to express the noise PSDs in (5.3)
in terms of the Y-parameters for the whole intrinsic transistor Y. A set of such expressions are

derived below

Sip =4kTR(YEE) = 2q1, + 4kTR[(1 — DY,[B1 = 4kTR(1 = Dgm + |1 — A*SEE
=4kTR(Y11) — 2qI — 4kTR(1 — Dgy + |1 — A*2q1,
={4kTR(Y11) — 2q1p} +2qI.|1 — A* — 4kTg,R(1 - A),
Sic = (2411,
Sicie =A2KTY,[P — A2kTg, + A(1 — A*)SEP
={2kTYy — A2kTgy} + A(1 — A*)2q],

={2kT (Y21 — gm)} +2q1c(A = |A]*) + 2kTgn(1 = ). (5.4)

We illustrate the Sj, derivation as an example. The first step is obtained directly from (5.3) and
(2.69). The second step is obtained using (5.2). Note that the terms enclosed by {} in (5.4)
are the noise expressed by van Vliet model using the Y-parameters of whole transistor, a brutal

YEB _ often used without

force application of van Vliet model (using Y despite that it needs
justification). The additional terms in our new model, (5.4), represent the error introduced by
using the van Vliet model with the overall transistor Y-parameters.

Fig. 5.3 compares the improved model, the brutal use of van Vliet model and the exact result,
that is, Langevin equation solution used with (5.3). The improved model works very well, and
gives results nearly identical to the exact result. S;, and |R(S}i»)| are overestimated by the brutal
use of van Vliet model, while |S(S;.;5+)| is correctly modeled for the analytical result where g, =
1./Vr. For practical SiGe HBTs, g, is typically smaller than I./Vr at high current levels [1].

Consequently, the brutal use of van Vliet model cannot correctly model |S(S;qip+)| at high I.. The

inconsistent modeling of S;, and |S(.Sj.ip+)| results in an overestimation of NF,,;, for the brutal
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Table 5.1: Extracted delay time from DESSIS simulation data
Peak fr (GHz) Device (um?) 7. (p) 7w (pS) _7c/

65 05x1 0.57 2.1 27%
85 02x1 0.55 1.5 37%
183 0.12x 1 0.58 0.86 67%

use of van Vliet model. The magnitude of derivation depends on the ratio ./, which increases
with scaling. Table 5.1 shows the extracted 7. /7, ratio from DESSIS simulated three generations
of SiGe HBTs using the method of [73]. The ratio increases with device scaling, indicating that
the BC SCR has more significant impact on higher f7 devices. Even though the differences look
small on the plots shown, the resulting differences in noise parameters of the intrinsic transistor
(N Fpin, Ry, and Y,,,) are significant, making them important to model. For transistors in which
base resistance is large, the final impact on overall transistor noise parameters is smaller, simply

because of the less importance of intrinsic transistor noise.

dB=20nm |IEI=70.2kV/cm + Eg. (9), exact noise
V__=0.80V 1 =0.751 - -+ Eq. (1), with Y'=Y
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Figure 5.3: Comparison between the brutal used van Vliet model and the improved model under
7.=0.757;. fr=174 GHz.
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5.1.2 Verification and discussion

To verify our derivations, we examine the new model using hydrodynamic DESSIS noise
simulation. The device has 184 GHz peak fr with effective dg=20nm. At Vzg = 0.79V,
7.=0.75(tp+7.), fr=155 GHz. Fig. 5.4 compares the improved model with the extracted z.,
the brutal use of van Vliet model and the extracted intrinsic base electron noise. The new model

improves S;, and R(Sjcip+) modeling. The DESSIS simulated .S;. < 2ql¢ is a direct result of

hydrodynamic simulation.

— Eq. (10), improved model
VBE=O.79V fT=1 55 GHz + DESIS simulated electron noise
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Figure 5.4: Comparison between van Vliet model, new model and the extracted intrinsic noise from
DESIS simulation results. 7.=0.75(t,+7.) is used in the new model. Effective d g=20nm, n=5.4,

|E|=70.2 kV/cm.

We approximate (5.4) up to the second order of w. gp. = I/ V7 are assumed. The frequency

dependence of S;, caused by emitter hole noise is negligible compared to that of base electron
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noise (see Fig. 2.14). We have

Sip R2q1y + w’

2
4kT gy, <T,,T,~n - grf) + 2chTC2:| ,
Sic R2q1, — 0*(2/3q1.7%),
. 2 2 1 2 2 2 2 2
Sicitr X = jo [2kT gm(Tin + Tour — 7c) + 2917 — 0~ |2kT g Tin + TinTouwr + ETom - ch + ngcTc .

(5.5)

Clearly for general case where g, # I./Vr, (5.5) cannot be simplified using three or four lumped
model parameters.

Now we consider an extreme case, i.e. 7. >> 7, Or 7. & Ty . This eventually becomes
the physical scenario described by the transport noise model [44] [43]. Under such condition,

Tin = 2/31 and 7, — 1/31;, as discussed in Chapter 3. We then have

Sip X2q1p + 0* (2q1.72),
Sic *2q1. — 602(2/3ch1'¢2),

1 2
Sicip & — jo(2ql.7.) — 0)2 <§kTgm + ngc> Tc2~ (5.6)

Comparing with the Taylor expression of transport model equations in Chapter 4, we found that

~ Qtran
Sib NSib )

Sic ST +2/3R(STA),

icib*
Sicipe RSt — 4/IR(SIHAL). (5.7)

This shows that under z, >> 7, condition, the transport noise model does not well model the

intrinsic noise. However, it is a good approximation as S;, and S(S;.;»+) have been correctly
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modeled. The improved model thus provides a means of “bridging” the van Vliet model and the

transport noise model.

5.2 Fringe BE junction effect on base hole noise

Base hole noise is another major noise source for SiGe HBTs. Traditionally this noise is
modeled by the thermal noise of r,, and rp;, the small signal base resistance for the extrinsic and
intrinsic region respectively. ry is the resistance of a true resistor whose noise can be well modeled
with 4kT'rp,. However, rp; is a lumped resistance. There are two kinds of rp;, depending on whether
QS equivalent circuit or NQS equivalent circuit is used. As discussed in Chapter 2 and Chapter
3, rpings 18 more physical and also smaller than ry; .. We found problems of using 4kTr; for
noise modeling based on either QS or NQS lumped equivalent circuit. Firstly, noise resistance
R, cannot be well modeled, which is sensitive to base hole noise. One has to use an empirical
S. based on noise extraction, which is unphysically larger than 2q1. for 50 GHz SiGe HBTs [2].
Another problem is that the absolute value of the imaginary part of noise parameter Y, i.€. By,
is overestimated by van Vliet model based on NQS equivalent circuit. The deviation cannot be
eliminated by choosing appropriate r;. This work aims to solve these two problems by modeling
the distributive effect of base hole noise.

The distributive effect is a significant feature of intrinsic base hole noise [48]. The best way to
examine this effect is through microscopic noise simulation. There exist two kinds of distributive
effect, the fringe effect associated with the edge transistor and the crowding effect associated with
the intrinsic transistor. To account for these effects, we divide the BE/BC junction into four seg-
ments A;_4, leading to five equivalent base resistances of three types as shown in Fig. 5.5. Further
analysis shows that at least four segments (five resistors) are needed. Type I resistances are for the
edge transistors. Type III resistances are for the main intrinsic transistor. Type II resistances are a

combination of resistances from the main and edge transistors. Because of the narrow emitter width
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Figure 5.5: Illustration of base distribution effect by dividing the base resistances into five segments
of three types. Double base contact is used.

and high base doping, DC crowding effect is negligible in practice. Hence the traditional 4kTry;
description is theoretically true only for the main intrinsic transistor without the fringe region [41].
In lumped equivalent circuit based modeling, the fringe region or edge transistor is not explicitly
separated from the main intrinsic region [2,51,52]. However it is unknown how the fringe effect
affects base hole noise and how important the effect is.

We will show that the base hole noise should be modeled by a noise voltage source at the input
and a correlated noise current source at the output due to the fringe effect. The fr is no longer
assumed to be uniform across the whole BE junction as opposite to [41]. The fringe transistor has
lower fr because of wider base at the edge of emitter and smaller Vpg. It is the correlation of the
two noise sources that cause the B,,,) problem described above. The base noise resistance needed
to fit noise data from both microscopic noise simulation and measurements is found to be not the
same as rp;, which cannot be explained by fringe effect. Such observation based on simulation was
also reported in [46]. We hence use an extra parameter Rj, as base noise resistance to improve
R, fitting. DESSIS device simulation is used as guidance, as base hole and electron noises can be

separated in simulation. Experimental data are used to verify the new model.
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5.2.1 Physical considerations

The five resistance model has captured both the fringe effect and crowding effect of base hole
noise in a lumped fashion. Fig. 5.6 shows the small signal equivalent circuit that corresponds

to Fig. 5.5. The five resistances correspond to those five segments. The four capacitors and

T
2h b

Figure 5.6: Small signal equivalent circuit of five segments model. Only the noise voltage source
of left Ry is shown. g, is neglected. Four nodes are labeled.

transconductances correspond to segment A_4 . Note that g, >> gp1, C2 >> C|. gp is neglected
in Fig. 5.6 which is only used for base hole noise derivation. The g, in the small signal equivalent
circuit of SiGe HBT is not neglected. All the small signal components are connected through four
inner nodes. The resulting equivalent circuit is symmetric.

Although the DC base-emitter bias is the same for A|_4 segments, the local fr varies along
the emitter junction. A; and A3z have the same fr. A; and A4, however, have lower fr because
of wider base of the edge transistor, meaning that g,,; /C1 < gm2/C>. The smaller local fr does
not affect the transistor f; much because of the small area of A; and A4 compared to A, and
Asz. However we will show that just because of the non-uniformity of fr, base hole will produce
noise current at the collector. This result cannot be obtained in [41] where uniform f7 is assumed.
Although chain representation of noise is directly related to noise parameters [20], for the directness
of physics we will model the base hole noise using hybrid representation as shown in Fig. 1.4. vy
and iy, are the noise source for the hybrid representation, while v, and i, are the noise source for the

chain representation. The hybrid representation noise is then transformed into chain representation
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by [20]

Sin Sinvh
Sya =S+ —+2R ,
T e [ Y21
2
o o5, | T
1a 1 Y21
_ Y Y1
Siava* = oy + ihm- (5.8)

where the Y-parameters are for the intrinsic transistor including r;.

5.2.2 Model equation derivation

We first use the five resistance model to derive model equations for the base hole noise. The
equations include three model parameters Rp,, K| and K,. We then examine the bias dependence

of these model parameters using device simulation.

v, and iy,

To calculate v, and ij, we float the base terminal and short the collector terminal to emitter
in Fig. 5.6. The base terminal voltage gives v, and the collector output current gives iy. Each
resistance has 4kT R thermal noise. Contributions of each resistance to v, and i;, can be calculated.

Because of the symmetry of the circuit in Fig. 5.6, the noise of R3 does not contribute to either
vy or ip. Each Ry gives 4kT Ry /4 noise for v,. The two R, totally contribute 4KT R /2 noise to
vp. Again because of symmetry, R; does not contribute to i,. The two R resistors contribute to

both v, and ij,.
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Now consider the left R;. We insert a test noise voltage source vg, into Fig. 5.6. vy, has a

noise voltage PSD of 4kT R,. Solving the symmetric network,

Gy
Ci+C+ joR,CiCy,
C
Ci+C+ joRyCiC.

Vi + V4 = —VR2

V) + V3 = VR

The equivalent hybrid representation noise sources for Fig. 5.6 are then obtained as

v _vitvg
=
in=—8m2(v2+v3) — gni(vi + v4)
Em2 8ml
= |—==— = Ci1(v1 + va).
[C2 Cl] 1(vi +v4)

(5.9)

(5.10)

(5.11)

(5.12)

If the fr of A; and A, are the same, i.e., g,2/Ca = gm1/C1, then i,=0. The base hole noise can be

fully described by vj,. As discussed in Section II, g,,1 /C| < gm2/C2, therefore ij, has the same sign

as vy, leading to a positive R(Sinyn«)-

Noise in hybrid representation

For convenience, we define two partition factors

C
1 <11 8m1

, =—— < 1.
Ci+ G T gl + gm2

C=
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Note Agm < Ac. As C << Cj, we neglect the @ RyC1C; term in both vy, and ij,. The noise due to

the left R, can be obtained as

Sy r2 =< vpvi >= 4kT Ry[A2/4],
Sinre =< ipit >= 4kTRo(gm1 + gm2)*(1 = A — Agm)*,

Sinvi,R2 =< ihv;,k >=4kT Ry(gm1 + gm2)(1 — Ac)(Ae — /lgm)~ (5.14)

The right R, has the same noise as the left R;, therefore the two R, contribute two times of the
noise shown in (5.14). Now the overall noise can be obtained by adding the contributions of two

Rj and two R; in (5.14) as

Syp = 4kT Ry,
Sin = 4kT Ry,g* K1,

Sinvwe = 4kT RpngmK2, (5.15)
where

gm = 2(gm1 + gm2), Ron = [R1 + Ra(1 — 40)%1/2,

Ry /2 Ry /2
_ R/ (Ae = Agm)? K2 = /

K,
Rbn Rbn

2(1 = Ac)(Ae = Agm). (5.16)

We have lumped R, Ry, A4y and A into three model parameters Rp,, K and K>. The following

observations are noted:
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e The thermal resistance R;, defined in (5.16) is actually the lumped intrinsic base resistance

rp; of Fig. 5.6 . To provide this, we examine the BE input impedance of Fig. 5.6

+
jo(C1 + Cy) — 0?’C1CoR,y

N =

1+ jowCyR;
ZBE = [ 1

~
~N

| =

G\’ 1
R +R —
[ ! 2<c1 +c2) ] jo2C| +2Cy)

— —_ 2 A AN

1

N 5.17
t e (C 120y (5-17)

= Ibpi

(5.17) means that Zgg can be modeled by a resistance in series with total BE capacitance.
Such resistance essentially is rp;, and clearly equal to the Ry, in (5.16). However, the Ry,
needed to fit experimental noise data is different from the r;; extracted either based on QS or

NQS equivalent circuit as detailed below.

e According to stochastic physics, the normalized correlation should not exceed unity [2],
meaning K22 < K. If BE fringe effect is not taken in account, i.e. A, = Agnm, then K1 = K =

0. The new model reduces to 4kT Ry, ~ 4kT'ryp;.

Fig. 5.7 shows the simulated base hole noise in hybrid representation with the new model at
Vee=0.90V. Note that R(Sipyns) > 0, which is consistent with g,,1 /C; < gm2/Ca. The spikes
at low frequencies can be modeled at extra complexity if gp. is included in Fig. 5.6. However,
the spikes will disappear in chain representation due to the Y;; factor in (5.8), which decreases as
frequency decreases.

Fig. 5.8 shows the modeling results in chain representation using (5.8) at Vprp=0.90V. The
new model correctly models S, and S(Siavex). Note that the simulated S, and R(Sisye+) are
nonzero at low frequencies. They are zero in the new model because gy, was neglected. These

low frequency errors are negligible compared to the large value of base electron noise and emitter
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Figure 5.7: Comparison of simulation and new model for base hole noise in hybrid representation
at one bias Vgr=0.90V.

hole noise. S, and S(S;4vqx), however, are correctly modeled. The small error in R(.S;4yq+) 1S nOt

important as ‘R (Sigyas) << S(Siavax)-

Bias dependence of K; and K

We need to investigate the bias dependence of K| and K; because of the unknown bias depen-
dence of A, and Ag,,. We examined two SiGe HBTs simulated by DESSIS. One has 85 GHz peak
fr and the other has 183 GHz peak fr.

Fig. 5.9 (a) shows the bias dependence of K; for the two simulated devices. K; is nearly
constant around peak fr for each device. For low biases, .S;; is not important due to small g,
hence the final noise is not sensitive to K. Further, the new model is proposed to improve noise
modeling for biases before f7 roll off, the K; value of peak f7 bias can be used for all biases. Fig.
5.9 (b) shows the bias dependence of K; for the two devices. Again K3 is nearly constant around
peak fr. Similarly, the K, value of peak fr bias can be used for all biases. Because of the weak
bias dependence of K; and K3, according to (5.15), .S;; and Sinp+ 20 to zero at low biases due to

small g,,. The correlation of v, and ij affects mainly the biases around peak fr.
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Figure 5.8: Comparison of simulation and new model for base hole noise in chain representation
at one bias Vgr=0.90V.

5.2.3 Ry, instead of r;;, as base noise resistance

In DESSIS based microscopic noise simulation, the intrinsic base hole noise in hybrid rep-
resentation can be obtained by integration of hole noise within intrinsic base. Rp, can then be
determined from S, /4kT according to (5.15). The R;, obtained is different from r4;, no matter
NQS or QS equivalent circuit is used. Fig. 5.13 shows Ry, and r; obtained using simulation for
the 183 GHz SiGe HBT. Two different r;; extracted based on QS and NQS equivalent circuits are
shown. The QS ry;, extracted using circle method overestimates Ry, at low biases and underesti-
mates Ry, at biases around peak fr. The NQS ry;, which is more physical, has a value close to
Ry, at low biases, however, underestimates Ry, at high biases. It can also be observed that Ry,
has a weak bias dependence. Therefore Ry, can be modeled as a constant, whose value can be
approximated by the rp; value based on NQS equivalent circuit at low biases.

Experimentally, R;, can be extracted by fitting R, as detailed below. The difference between

Ry, and rp; was also observed using noise simulation in [46], where the total base resistance was
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Figure 5.9: (a) K, extracted for simulated 85 GHz and 183 GHz peak fr SiGe HBTs. (b) K>
extracted for simulated 85 GHz and 183 GHz peak fr SiGe HBTs

used. To our knowledge, at present, the physics behind such difference is not understood and needs

further investigation.

5.3 Improved physical noise model

Our new noise model, the combination of improved electron noise and base hole noise models,
can be implemented for SiGe HBTs with four model parameters, 7., Rp,, K| and Kj. Details are

given below.

5.3.1 Implementation technique

S-parameters and noise parameters are measured for SiGe HBTs from three generations of
processes. The individual HBTs measured here have peak fr of 50 GHz, 90GHz and 160 GHz.
Note that these experimental devices do not exactly correspond to the DESSIS simulated devices.
Two devices of different emitter length from each generation are used, which allow us to investigate
emitter length scaling. The S-parameters are measured on-chip using a 8510C Vector Network

Analyzer (VNA) from 2-26 GHz. The noise parameters are measured using an ATN NP5 system
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Figure 5.10: Comparison between thermal resistances Rp, and small signal resistance r;.

for the same frequency range. Both S-parameters and noise parameters are de-embedded with

standard OPEN/SHORT structures. The measurement is made across a wide biasing current range

up to fr roll off point.

We first determine the equivalent circuit parameters from measured S-parameters for each
bias using our direct extraction method described in Chapter 3. Excellent fitting of measured S-
parameters is achieved across a wide biasing current range for all of the frequencies measured.
The extracted biasing dependence of circuit parameters is consistent with device physics based
expectations. The next step is to determine the four noise model parameters 7., Rp,, K; and Kj.
For DESSIS simulation data, they can be extracted directly. For experimental data, their values are

determined by fitting the noise parameters. This is achievable as different model parameters affect

different noise parameters as detailed below.

Vge V)
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5.3.2 Modeling results

In this section, we show the modeling results for three generations of SiGe HBTs respectively.
Emitter length scaling is also examined. Finally we summarize the effect of model parameters on

noise parameters.

50 GHz SiGe HBTs

Fig. 5.11 shows the noise parameters versus frequency for an emitter area A = 0.24 x
20 x 2 um? SiGe HBT with 50 GHz peak fr. Ic=19.4 mA. The solid line and dot line represent
the results of using improved base hole model and electron model with z.=0 ps and 7.=0.8 ps
respectively. The dash dot line is calculated using 4kT'rp; for base hole noise and brutal use of
van Vliet model for electron noise. The dash line is the result of using S, = 2q1, Sic = 2q1.,

which is referred as SPICE model. Fig. 5.12 plots the noise parameters versus I. for the same

o Experiment

50 GHz SiGe HBT _ _ SPICE
AE:0.24><20><2 um ... 4KTr_ + van Viiet model
1 =19.4 mA ___ New model,rc:Ops
S New model, rc=0.8ps
6 0.25
g4 S o02f° S
£ P R
LZI-EZ E015) ___ © v
o (b)
0 0.1
0 10 20 30 0 10 20 30

Freq (GHz) f (GHz)

f (GHz) f (GHz)

Figure 5.11: Noise parameters versus frequency for A = 0.24 x 20 x 2um? 50 GHz SiGe HBT at
1,=19.4 mA.

device at f=15 GHz. The solid line is for the new model. The dash line is for the SPICE model.
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The dot dash line is for the brutal use of van Vliet model with 4kTrp; hole noise. As shown by
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Figure 5.12: Noise parameters versus I¢ for Ax = 0.24 x 20 x 2 ym” 50 GHz SiGe HBT at f=15
GHz.

Fig. 5.11 and Fig. 5.12, the SPICE model overestimates NF,,;, and G,,. Compared to the van
Vliet model with 4kTr;, the new model is clearly better in modeling R, and B,,;, and provides
excellent fitting for all noise parameters overall. We can make the following observations on the

various effects involved:

e CB SCR effect
7. has no significant effect. For this device, the total transit time 7. is 2.1 ps, which is
dominated by base transit time. Therefore the brutal use of van Vliet model does not cause

noticeable error.

e Fringe BE junction effect
We find the fringe effect mainly affects B, through correlation parameter K;. An inspection

of the difference between the solid line and the dash dot line in Fig. 5.11 (d) shows that the
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correlation of base hole noise decreases B, Fig. 5.12 (d) shows that such reduction can

improve B,,; modeling at high current levels.

e R}, instead of rj; as base noise resistance
Since we choose small value for K; i.e. K; = K22 as shown in Table 5.2, improvement of
R, fitting is mainly achieved by choosing appropriate Ry, value. A bias independent Ry, is
shown to be enough. Fig. 5.13 shows Ry, together with ry; for the device examined. Two
different rp; extracted based on QS and NQS equivalent circuits are shown. Ry, is close to

the low current r,; values and is larger than r; at high current levels. As shown by Fig. 5.11

4.5 -
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—_—— bn
G 3.5f
3l 50 GHz SiGe HBT,
AE:0.24><20><2 um
VCE=1 5V
2.5 . L
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V__ (V)
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Figure 5.13: Comparison between thermal resistances Rp, and small signal resistance ry;.

(b) and Fig. 5.12 (b), a larger R;, increases R, at all frequencies and all biases. The R,

curve is shifted upward in parallel.

160 GHz SiGe HBTs

Fig. 5.14 shows the noise parameters versus frequency for an Ax = 0.12 x 18 ym? 160 GHz
peak fr SiGe HBT. I.,=11.7 mA. The solid line and dot line represent the results of using improved
base hole model and electron model with 7.=0.5 ps and 7.=0 ps respectively. The dash dot line is

the result of new model with K| = K, = 0 and 7. = 0.5 ps. The dash line is the result of SPICE
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model. For R,, the dot line overlaps with the solid line. For G, all of the lines almost overlap

together and give good fitting. Fig. 5.15 plots the noise parameters versus I, for the same 160 GHz

. o Experiment
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AE:O.12><1 8 um ... New model,7 =0.5ps, K =K,=0
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Figure 5.14: Noise parameters versus frequency for Ar = 0.12 x 18 ym? 160 GHz SiGe HBT at
I.=11.7 mA.

SiGe HBT at =26 GHz. The line meanings are exactly the same as in Fig. 5.14. We can examine

the various effects:

e CB SCR effect
Fig. 5.14 (a) shows that 7, reduces NF,,;, at high frequencies as illustrated by the difference
between the solid line and the dot line. Such reduction becomes more significant at high
current levels as shown by Fig. 5.15 (a). Actually, the total transit time of this device is 0.58

ps. The 0.5 ps 7. thus has noticeable impact on NF,;,,.

e Fringe BE junction effect
Comparing the dash dot line and the solid line in Fig. 5.14 (d), we again find that the corre-

lation parameter K, reduces B,,,. However because of the small value of B, (<0.005) for
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Figure 5.15: Noise parameters versus I, for Ap = 0.12 x 18 ym? 160 GHz SiGe HBT at f=26
GHz.

this device, and the noisiness of measurement data, it is difficult to evaluate the importance

of the fringe effect.

e Ry, instead of rp; as base noise resistance
R, fitting process shows that we need R;, < rp; for this device. Consequently, the new model
gives smaller R, as shown in Fig. 5.14 (b). The bias dependences for high frequencies are

improved, as shown in Fig. 5.15 (b).

90 GHz SiGe HBT's

Fig. 5.16 shows the noise parameters versus frequency for 0.12 x 20 x 4 Fig. 5.17 shows
the noise parameters versus I¢ for 0.12 x 20 x 4 90 GHz SiGe HBT at f=20 GHz. The impact of
CB SCR is between its impacts on the former two generations. The impact of the fringe effect is

similar to that observed in 50 GHz device. For this generation, Ry, is close to rp;. Overall, the new
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Figure 5.16: Noise parameters versus frequency for 0.12 x 20 x 4 90 GHz SiGe HBT at I-=34.8
mA.

model gives excellent noise parameter fittings for all measured frequencies and biases before fr

roll off.

5.3.3 Geometry scaling

Here we examine emitter length (LE) scaling. Ideally, z. should be constant versus LE. K; and
K> should be also constant versus LE as the partition factor Ac and Ag,, are independent on LE. Ry,
should scale closely like a resistance as discussed in [46] using noise simulation. Excellent fittings
have been obtained for scaled devices of three generations. Figs. 5.18- 5.20 plots noise parameters
versus frequency for scaled 50 GHz, 90 GHz and 160 GHz devices respectively. The solid line is
the result of a high bias and the dash line is the result of a low bias. The experimental data has been

well modeled for both biases of each generation.
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Figure 5.17: Noise parameters versus I¢ for 0.12 x 20 x 4 90 GHz SiGe HBT at =20 GHz.

5.3.4 Model parameter impacts and extraction guidelines

e 7, reduces high frequency NF,,;, for high biases as shown by Fig. 5.14 (a) and Fig. 5.15 (a).
It has more significant effect for highly scaled generations where 7. > 7. The initial value

can be estimated with z;,.. Its final value can be determined by NF,;, fitting.

e R;, mainly affects R, for all frequencies and all biases. How Ry, compares to rp; depends
on technology generation as shown by Fig. 5.12 (b) and Fig. 5.15 (b). Its initial value can

be estimated with r; at low current levels, and finally determined by R, fitting.

e K5 reduces B, for high biases and has little effect on other parameters as shown by Fig.
5.12. K5, which involves Ac, Agm and Ry / Ry, can be estimated with simulation. Experimen-
tally, a small value, e.g. 0.01, should be used as initial guess, Its final values is determined

by high current level B, fitting.
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Figure 5.18: Noise parameters versus frequency for scaled 50 GHz SiGe HBTs (Ag = 0.24 x 10 x
2um?).

e K can increase NF,;, and R, as shown by Fig. 5.14 (a) and (b). However, in model im-
plementation, we choose K| = K22 to simplify parameter determination, which is generally

satisfactory.

Table 5.2 summarizes the model parameters for the previous results. rp; and rp, are also shown.

Table 5.2: Model parameters, rp;* and rp,* for reference

fT Device Te K K> Ry, rbi* rbx*
GHz um? ps - - Q Q Q

50 024x10x2 0.8 0.002 0045 62 54 3.5
0.24 x20 x 2 42 27 24

90 0.12x8x4 0.8 0.02 0.1 30 3.0 152

0.12x20x 4 1.2 1.2 3.67

160 0.12 x 12 0.5 0.02 0.1 7.5 11.1 6.10

0.12 x 18 4.0 70 477

151



o Experiment IC=3.1 mA
90 GHz SiGe HBT - - New model | =3.1 mA
0.12x8x4 pmz o Experiment IC=16.5 mA
V. =10V —— New model |_=16.5 mA
CB [
2
_ 2 o p
§ | oo | gos Teo
£1 -7 = o_oo—o
LZ._E -t o € 0.1
=]
0 0
0 10 20 0 10 20
f (GHz) f (GHz)
0.04 0
o
= ,(o/ D)
‘g_ 0.02 ° a ‘g’_ -0.01
0] - )
- p-o
0 = -0.02
0 10 20 0 10 20
f (GHz) f (GHz)

Figure 5.19: Noise parameters versus frequency for scaled 90 GHz SiGe HBTs (Ag=0.12 x 8 x
Aum?).

5.4 Summary

We have presented an improved RF noise model for SiGe HBTs using NQS equivalent circuit.
The van Vliet model has been extended to include both emitter hole noise and CB SCR effect for
modern BJTs. The CB SCR delay time decreases high frequency NF,,;, for high biases. The
base hole noise is modeled by a noise voltage source and a correlated noise current source in
hybrid representation due to fringe BE junction effect. The correlation between two noise sources
decreases B,,;. The base noise resistance Ry, is not always the same as the intrinsic base resistance
rpi, Which cannot be explained by fringe effect. Model parameter extraction guidelines are given.
The utility of the model has been demonstrated using experimental data of SiGe HBTs from three

generations.
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Figure 5.20: Noise parameters versus frequency for scaled 160 GHz SiGe HBTs (Ag=0.12 x
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APPENDIX A

REPRESENTATION TRANSFORMATION FOR TWO-PORT NETWORK

A.1 T-matrix for noise representation transformation

Table A.1: Transformation Matrices to Calculate Noise Matrices

Original Representation
T Y- Z- A-
S 1 0 Yu Yi2 =Y 1
NI 11 Zip 1 0 1 -Z11
Zy Zxn 01 0 —Zy
o0
.E
ER 0 Ap 1 —-Ap 10
[}
o~ 1 Ax» 0 —Ay 0 1
A.2 Derivation of Noise Parameters
According to (1.4), we have
NF:SS/NS — No =1+Nadded=1+Nadded/G.
So/No NG NG N

(A.1)

This means that N F can be calculated at any point of circuit by 1 plus a ratio (Noise added by

two-port network divided by noise from signal source). Fig. A.1 shows the circuit configuration

used for derivation. We denote the input admittance of the two-port network as Y;. Ys = Gs+jBs.

‘We choose node B for derivation.
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Noiseless ouT
Network

Figure A.1: Noise Figure

We have
YS + ia is
Y =v . Ve = .
added = Yoy Ye T Yi+Ys 0 Y+ Ys
which means
2 *
YS Si ZSR(YS Siv*)
N, =< v >=.9 + ,
added addedV ;4404 v Y, + Y |Y[ " YS|2 |Y[ " YS|2

_ 4kTRe(Ys) _ 4kTGs

N, =< vv' >= = )
’ i Y7 +Ys|?2  |Y7 + Ys]?

Therefore

S S; Siye
NF=1+ 4kTVGS [S—’ +2R (Y; b’f ) + |YS|2] (A.2)
v v

With some algebra maniplutation, (A.2) can be simplified into (1.5) with relations in (1.8). Note
that generally we have two opposite values for G, from a square root, however only the positive

value is chosen because of the resistivity of signal source admittance.
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APPENDIX B
APPROXIMATION OF INTRINSIC BASE RESISTANCE NOISE CONSIDERING CURRENT

CROWDING EFFECT

B.1 General Principles

The approximation for the intrinsic base resistance noise current PSD, .S;,;, is based on J.
C. J. Paasschens’s theorectical analysis of BJT noise considering both dc and ac crowding [41].
In [41], the intrinsic base resistance noise was described using Vp_p,, the dc voltage drop cross the
equivalent base resistance representing dc current crowding. To avoid Vp_pg. extraction, we relate
the intrinsic base resistance noise to its small signal value rp; and dc current Ig. This is helpful
when modeling noise based on small signal equivalent circuit.

Carefully observing the Iz and ;.5 expressions for both circular and rectangular emitter
BITs, (see (37), (41), (52) and (56) in [41]), we found that all these terms are inversely proportional
to Rpy and the remaining part of these expressions excluding Rpy only depends on Vg _p,. Here
Rpy is the low current limit of Vp_p, /I p. Therefore we can make an approximation for .S;.5; using

a linear combination of 4kT g;; and gl p as

Sirbi,appr = (M14kTgp — 2qlp)Af. (B.1)

where gy = 1/rp. Note that the error is independent of Rpy . Therefore the two coefficients
are general for any crowding strength. In the following we will obtain these two coefficients for

circular and rectangular emitters respectively.
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B.2 Circular Emitter BJT
For circular emitter BJT [41],

V(e sn/Vr — 1)
Ip = .

B.2
Rpy B-2)

gpi 1s obtained by

dlg eV /Vr
— — . B-3
dVp B, Rpy (8-3)

8bi

The base resistance noise is given in (2.75) by [41] Substitute (B.2), (B.3) and (2.75) into (B.1),

one has

41 + Ay = 10/3, (B.4)

d=2/3. (B.5)

This gives A; = 1 and 4; = 2/3. Therefore, we get an exact expression for .S;.5; as

Sirbi,appr = [4kT/rbi - 2q13/3] Af. (B.6)

To make (B.6) positive, we need

ryi < 6(Vr/Ip) = 6rs .

This is easily satisfied in practice.
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B.3 Rectangular Emitter BJT

For rectangular emitter BJT [41],

W@~ 1)+ Vg,

Ig = B.7
B 3Ry (B.7)

gpi 18 thus
_dlg  2e"mn/VT 4]
- dVs.p, 3Ry

8bi (B.8)

The noise S;.4; is given in (2.76) by [41]If Vg_p, >> V7, Sirp will be proportional to e"3:5/"7  the
same as Ip and gp;. Therefore the error using approximation (B.1) at large Vp_p, will saturate to a
constant. Because of the exponential term, Vp g, = 10V7 is sufficient to cause such saturation of
error. Therefore we only need to consider Vp_ g, € [0 10V7]. We optimize 4; and A, to minimize
the error defined by

Err = |(Sirbi,theory - Sirbi,appr)/Sirbi,theory|-

We found A; = 1.0149 and 4, = 0.6772. The solid line in Fig. B.1 shows the error from approxi-
mations. The error is smaller than 1.5% for all V_p,. These two coefficients are very close to the
values of the circular case. The dash line in Fig. B.1 shows the error using 4; = 1 and 4, = 2/3.
The error is less than 3%. Therefore we can unify these two cases using (B.6) with little loss in
accuracy. Fig. B.2 shows the ratio of calculated noise to the theoretical noise using this method and
traditional 4kT/ry; method. The error has been much decreased using the proposed method. For
the SiGe HBTs used in this work, Vi _p,/V7 is less than 0.8 at peak fr, making the crowding effect
indeed unimportant for practical purposes. This is in part by design, as the HBTs are typically

designed to keep the crowding effect under control.
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Figure B.1: Approximation induced error versus Vp_p, for rectangular emitter BJT.

1.25

2

s 1.2; mmimmimm i
s o
cn:-g 1.5 SO R Traditional 4KT/r,
~o 14} — 1,=1.0149,1,=0.6772
% ‘/'I [ }\«1=1,7L2=2l3

8 1.05}

E.\ 7

3
o

Figure B.2: Comparison between approximation method and the traditional 4kT/r,; method for
rectangular emitter BJT.
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APPENDIX C

DERIVATION OF NQS DELAY TIME WITH CB SCR

We can drive (3.3) by approximating (3.2) with the functional form of (3.1) using Taylor
expansion analysis method. We use Arabic numeral subscripts to indicate the order of the Taylor
expansion coefficients, as was done in Section III. The first order coefficients for &(Y7;) without
and with CB SCR delay are

S/1 = Crej + Cpoy

C‘\s(Ylall)1 = Cbej + C;fed + 8mTe = Cbej + Chea, (C.D

respectively. (C.1) means Cpy = C 1’; g T &mTc. With the definitions of 7, and rtbr, we obtain the 7,
expression in (3.3). The second order coefficients of R(Y3;) for the base and the whole intrinsic

transistor are

b b_b
R 2 = EnTy T

w2 +22./3

Ttr

sR(YZ[lll)z = &mTr [Tibn + 7 ] = EmTtrTin- (C2)
(C.2) directly gives the 7;, expression in (3.3). Similarly, by comparing %(Yzbf )1 and %(YZ“II )1, we

have 7;, + Tour = 151 + ré’ut + 7.. With the 7;, expression already known, the 7,,; expression in (3.3)

can then be obtained through substraction.
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APPENDIX D

ANALYTICAL Y-PARAMETERS

In the following, we derive the analytical Y-parameters for different blocks related to the small

signal equivalent circuit in Fig. 3.4 using two methods.

D.1 Manual Derivation of Analytical Y-parameters

We define Y; and G/ as

jwC .
Y1 = ghe + j0Cpoj + — Gy = gpe O, (D.1)
1+ ja)Cbedrd
‘We have
Y =Y + joCh, Y5 = —joChi YS3' = Gy — joChei, Yay' = jorCie. (D.2)
then
BIR _ Y; + joCh; BIR _ —joChei
i 1+ Yyry + joCpeiry 12 L+ Yry + joCheirpi
Yzlfm _ Gm —jQCbci ’ ngm _ JoChpei(1 + er{;i + GMrbi). (D.3)
L+ Yiry + joCpeirpi L+ Yiry + joCpeirpi
‘We further define

_ vBIRyBIR BIRyBIR | . BIR BIR BIR BIR . BIR 2
AsY Y, " =Y, " T+ joCuex (Y "+ Y "+ Y, "+ Y0 + jwChex Yy, ™ — @ ChexChex

T=1+ Yﬁmrbx + YZZIRrC + Arpxre + jo(FpxChex + FoxChex + FeChex ), (D.4)
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we have

e Vi + j@Chex + joCoex + Are BM YR = joCpex
l711 = ) le =12 S
r T
sy Y = jwChex g You R4 jChex + Arpy
Y= — 7 12 = - D.5)

D.2 MATLAB Code for Analytical Y-parameters Derivation

For the Taylor expansion analysis, gp. is neglected.

how -- omega

% gbe -- EB conductance

% Cd -- EB diffusion capacitance

% Cj  -- EB depletion capacitance

%» Cs -- Cbci, Ci is a reserved symbol of MATLAB
% Cx  -- Cbcx

% Cbex -- extrinsic EB capacitance

% gm -- transconductance

ht -- total output delay time (tau_in+tau_out)
% Rb  -- rbi

% Rd  -- delay resistance rd

%» Rc  -- rcitrcx

% Rx  -- rbx

clear all;

syms w ghbe Cd Cj Cs Cx Cbex gm t Rb Rd Rc Rx real
YI=j*w*Cd/ (1+j*w*Rd*Cd)+j*wxCj;%+gbe;
GM=gm*exp (-j*w*t) ;
Ybci=j*w*Cs;
Ybcx=j*w*Cx;
Y=[YI+Ybci -Ybci
GM-Ybci Ybcil;
% Y -— Y-parameters of BI block

Z=inv(Y);
Z(1,1)=Z(1,1)+Rb;
% Z -- Z-parameters of BIR block

YY=inv(Z) ;

YY(1,1)=YY(1,1)+Ybcx+j*uxCbex;
YY(1,2)=YY(1,2)-Ybcx;

YY(2,1)=YY(2,1)-Ybcx;

YY(2,2)=YY(2,2)+Ybcx;

simple (YY) ;

% YY -- Y-parameters of BM block without rbx

detYY=YY(1,1)*YY(2,2)-YY(1,2)*YY(2,1);
T=1+Rx*YY(1,1);

YYx(1,1)=YY(1,1)/T;
YYx(2,2)=(YY(2,2)+Rx*detYY) /T;
YYx(1,2)=YY(1,2)/T;
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YYx(2,1)=YY(2,1) /T;
% YYx -- Y-parameters of BM block with rbx

detYY=YY(1,1)*YY(2,2)-YY(1,2)*YY(2,1);
T=1+Rx*YY(1,1)+Rc*YY(2,2)+detYY*Rx*Rc;
YYY(1,1)=(YY(1,1)+Rc*detYY)/T;
YYY(2,2)=(YY(2,2) +Rx*detYY) /T;
YYY(1,2)=YY(1,2)/T;

YYY(2,1)=YY(2,1)/T;

ZZ2Z=inv (YYY) ;

% YYY/ZZZ -- Y/Z-parameters of BX block

D.3 MATLAB code for Taylor expansion

For (3.8)-(3.10),

AA=1/(227(2,2)-22Z(2,1));
BB=1/77ZZ(1,2);

imAA=taylor (imag(AA) ,w,2);

simple (imAA);

pretty(imAA);

% imAA -- the first order coefficient of Im(AA)

reAA=taylor (real(AA) ,w,3);

simple(rell);

pretty(reAld);

% reAA -- the second order coefficient of Re(AA)

reBB=taylor(real(BB),w,1);
simple(reBB) ;
% reBB -- the zero order coefficient of Re(BB)

For (3.13)-(3.15) and (3.17)

imAA=taylor (imag (YYx(1,1)+YYx(1,2)),w,2);

simple (imAA);

pretty(imAA);

% imAA -- the first order coefficient of Im(Y11“BM+Y12"BM)

imAA=taylor (imag(YYx(2,1)-YYx(1,2)),w,2);

simple (imAA);

pretty(imAA);

% imAA -- the first order coefficient of Im(Y21"BM-Y12"BM)

imAA=taylor (imag(YY¥x(2,2)),w,2);

simple (imAA);

pretty(imAA);

% imAA -- the first order coefficient of Im(Y22"BM)

reAA=taylor(real (YYx(1,1)+Y¥x(1,2)),w,3);

simple(rehA);

pretty(rell);

% imAA -- the second order coefficient of Re(Y11"BM+Y12"BM)

For (3.21)-(3.22), gp should be added, then the Y-parameters should be re-calculated.
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imAA=taylor (imag(Y(1,1)+Y(1,2)),w,2);

simple(imAA);

pretty(imAA) ;

% imAA -- the first order coefficient of Im(Y11"BI+Y12°BI)

imAA=taylor (imag(Y(2,1)-Y(1,2)),w,2);

simple (imAA);

pretty(imAA);

% imAA -- the first order coefficient of Im(Y21"BI-Y12"BI)

reAA=taylor(real (Y(1,1)),w,1);

simple(reAl);

pretty(reld);

% imAA -- the zero order coefficient of Re(Y117°BI)

reAA=taylor(real(Y(1,1))-gbe,w,3);

simple(rell);

pretty(reAld);

% imAA -- the second order coefficient of Re(Y117"BI)

170



APPENDIX E

MATLAB CODE FOR SMALL SIGNAL PARAMETER EXTRACTION

The following MATLAB code extracts the small signal parameters for a 50 GHz SiGe HBT
with Ag = 0.24 x 20 x 2 um?.

HasCbi=0; % Cbi is the crowding cap paralleled with rbi. 0: no Cbe
HasCrowdingnoise=0; % 0: Sirbi=4kT/rbi, otherwise 4kT/rbi-2qIb/3

% Data: Fixed Vce=1.5 V, Vbe=0.77-0.869 V, freq 2-26 GHz, num_bias=20;
% Data: peakfT 50GHz at bias 19. Ae=0.24x20x2 um~2. Open de-embedded.

load_data_26G;
f=Y_cell_exp{step}(:,1); Omega=2*pix*f;

% Deembedding Lb Lc Le =====

for step=1:1:num_bias

Lb(step)=4.8e-11;

Lc(step)=4.8e-11;

Le(step)=1.12e-11;

Ydlc=Y_cell_exp{step}(:,2:5);

Zdlc=Y_to_Z(Ydlc);
Zdlc(:,1)=Zd1lc(:,1)-j*0Omega*Lb(step)-j*Omega*Le(step);
Zdlc(:,4)=Zd1lc(:,4)-j*0Omega*Lc(step)-j*Omega*Le(step);
Zdlc(:,2)=Zdlc(:,2)-j*0Omega*Le(step);
Zdlc(:,3)=Zd1lc(:,3)-j*0Omega*Le(step);
Ydlc=Z_to_Y(Zdlc);

Y_cell_exp{step}(:,2:5)=Ydlc;

end;

%===De Ccs rcs == ==

for step=1:1:num_bias

Ccs(step)=1.80e-14; ¥ obtained from cold measurement
Rcs(step)=180; % obtained from cold measurement
Ccs2(step)=0;

Y=Y_cell_exp{step}(:,2:5);
Ys=j.*0Omega.*Ccs(step)./(1+j.*0mega.*Ccs(step) . *Rcs(step)) ;
Y(:,4)=Y(:,4)-Ys;

Y_cell_exp{step}(:,2:5)=Y;

end;

%== extract Re ==========

for step=1:1:num_bias
Ybeta=Y_cell_exp{step}(:,2:5);
Zbeta=Y_to_Z(Ybeta);
z12(step)=real(Zbeta(1,2));
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y21(step)=real(Ybeta(1,3));
%plot (Omega,real(Ybeta(:,3))); hold on;

end;

% ben=17; enn=18;

% xx=1./Ic_tmp;%;

% k_b=polyfit(xx(ben:enn),z12(ben:enn),1); %intercept gives Re
% plot(xx,re_gm,xx,xx.*k_b(1)+k_b(2),’+-’); hold on;

%== De-embed Re, extract Cbct tt gm ==========

for step=1:1:num_bias
Re(step)=0.66; 7 determined from above method
Y=Y_cell_exp{step}(:,2:5);
Y=com_Y_re(Y,-Re(step));
Y_cell_exp{step}(:,2:5)=Y;

_Z(Y);

:,4)-72(:,3);

2, 1)-2(:,2);

1,2)-2(:,3);

=linefit (Omega,imag(1l./H),1,20,1,0,’+-",°r’);

ct(step)=k_b(1);
k_b=linefit(Omega."2,real(1./H),1,20,-1,0,’+=>,’r’);
tt(step)=k_b(1)/Cbct(step)"2;
k_b=linefit(Omega."2,real(1./Z(:,2)),5,15,1,0,°+=?,°r’);
gm0 (step)=k_b(2);

end;

% smooth tt (for rcx)

tt(1)=tt(2);

tt (5:num_bias)=tt(5:num_bias) .*0+tt (4);

tt=fitcurv(tt.’,0.3)7;

SRR
O NN N <

| ~—~ I
ct

O

N
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Y===== De Rcx ========

for step=1:1:num_bias
Rcx(step)=tt(step);
Y=Y_cell_exp{step}(:,2:5);
Y=com_Y_rc(Y,-Rcx(step));
Y_cell_exp{step}(:,2:5)=Y;
end;

%i===taylor method for Rbx ====

for step=1:1:num_bias
Y=Y_cell_exp{step}(:,2:5);
%-—imag y12
k_b=linefit(Omega."2,imag(Y(:,2))./0Omega,1,5,1,0,’+=>,’r’);
Cbctt (step)=-k_b(2);
%--imag y11
k_b=linefit(Omega."2,imag(Y(:,1))./0Omega,1,3,1,0,’+=7,’r’);
Ct(step)=k_b(2);
%—-real Y12
k_b=linefit(Omega."2,real(¥(:,2)),1,2,-1,0,’+-’,°r’);
ReY12_2(step)=-k_b(1);
%--imag Y22
k_b=linefit(Omega."2,imag(Y(:,4))./0Omega,1,4,1,0,°+=7,’r’);
ImY22_1(step)=k_b(2);
%--real Y21
k_b=linefit(Omega."2,real(Y(:,3)),1,4,1,0,’+=°,’r’);
gm(step)=k_b(2);
h--imagy¥2112
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k_b=linefit(Omega,imag(¥(:,3)-Y(:,2)),1,5,-1,0,’+-",°r’);
ImY2112(step)=-k_b(1);

%--real Y11+Y12
k_b=linefit(Omega."2,real(Y(:,1)+Y(:,2)),1,5,1,0,’+=’,’r’);
ReY1112(step)=k_b(1);

end;
%===== Extract Rbx Cbex Cbcx Cbci ====
k_b=linefit(gm0.*Cbct,Im¥22_1,1,8,1,0,’+’,’r’); Rx_rRi=k_b(1);

k_b=linefit(Ct-Cbct,ImY2112./gm0,1,num_bias,1,0,’+’,’b’) ;Rx_Ri=k_b(1);
r=0.3; % Cbci/Cbct, extracted from cold measurement

Ri=(Rx_Ri-Rx_rRi)/(1-r); Rx=Rx_Ri-Ri;

Cbcx=Cbct.*(1-r); Cbci=Cbct. *r;
k_b=linefit(gm0,Ct-Cbct,1,8,1,0,’+’,°b’); cj=k_b(2);
k_b=linefit(ng,ReY1112,2,3,1,0,’+’,’r’); test=k_b(2);

aa=Ri; bb=r.*Ri.*Cbctt; cc=-test+Rx.*cj.*(cj+Cbctt);
xx=(-bb+sqrt(bb. 2-4.*aa.*cc))./(2.*aa);
Cbex=(Cbct-Cbct+cj-xx(1));

Cbej=cj-Cbex;

%==== De Rbx Cbcx Cbex ======

for step=1:1:num_bias
Rbx (step)=Rx;
Y=Y_cell_exp{step}(:,2:5);
Y=com_Y_rb(Y,-Rbx(step));
Y=Y-[j*Omega*Cbcx (step) -j*Omega*Cbcx(step)...

-j*Omega*Cbcx(step) j*Omega*Cbcx(step)];

rbi_QSx(step)=circle(1l./Y(:,1));
Y(:,1)=Y(:,1)-j.*0mega.*Cbex(step) ;
rbi_QS(step)=circle(1./Y(:,1));
Y_cell_exp{step}(:,2:5)=Y;

end;

%==== Extract and de go =====
for step=1:1:num_bias
Y=Y_cell_exp{step}(:,2:5);
go(step)=0;%real (Y(1,4));
hfigure(100); plot(Omega,real(Y(:,4)),0Omega,Omega-Omega+go(step));
Y(:,4)=Y(:,4)-go(step); Y_cell_exp{step}(:,2:5)=Y;
end;

hhlh==== Extraction for QS rbi and intrinsic para======
%—-—de-embed rbi_QS, then extract gbe, gm ,Cbet and Taud
for step=1:1:num_bias
Y=Y_cell_exp{step}(:,2:5);
Y=com_Y_rb(Y,-rbi_QS(step));
y11=Y(:,1)+Y(:,2);
y21=Y(:,3)-Y(:,2);
%--- Cbet_QS
ben=1; enn=15;
k_b=polyfit(Omega(ben:enn). 2,imag(yl1l(ben:enn))./Omega(ben:enn),1);
%plot (Omega."2,imag(y11l) ./Omega,Omega."2,0mega. " 2%k_b(1)+k_b(2));
Cbet_QS (step)=k_b(2)}
%——— gm_QS

ben=1; enn=15;
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k_b=polyfit(Omega(ben:enn). 2,real(y21(ben:enn)),1);
%plot (Omega. 2,real(y21) ,0mega. 2,0mega. 2xk_b(1)+k_b(2)); hold on;
gm_QS(step)=k_b(2);
%-—— gbe_QS
ben=1; enn=5;
k_b=polyfit(Omega(ben:enn). 2,real(yli(ben:enn)),1);
%plot (Omega. 2,real(yll) ,0Omega."2,0mega. 2xk_b(1)+k_b(2)); hold on;
gbe_QS(step)=k_b(2);
%--- Taud_QS
ben=1; enn=15;
k_b=polyfit(Omega(ben:enn)."2,imag(y21(ben:enn))./Omega(ben:enn),1);
%plot (Omega."2,imag(y21) ./Omega,Omega. 2,0mega. "2%k_b(1)+k_b(2));
Taud_QS_old(step)=-k_b(2)/gm_QS(step);
%plot (Omega,-imag(log(y21))./0Omega); hold on;
k_b=slopefit (Omega(ben:enn),imag(y21(ben:enn)));
Taud_QS_old(step)=-k_b/gm_QS(step);
%plot (Omega,imag(y21) ,0mega,Omega*k_b); hold on;

end;

Taud_QS_o0ld(1)=Taud_QS_o0ld(2);

Taud_QS=fitcurv(Taud_QS_old’,1)’;

gbe_QS=Ib_tmp./0.026;

Y%hh===Extraction for QS end===

%==== NQS tau extraction ======
for step=1:1:num_bias
Y=Y_cell_exp{step}(:,2:5);

Z=Y_to_Z(Y);
H=Z(:,4)-Z(:,3);
Q=Z(: 32)_2(: ,3))

k_b=linefit(Omega."2,real(H./Q),1,20,1,0,’°+-",°r’);
ReHQ(step)=-k_b(1).*gmO(step) ;
k_b=linefit(Omega,imag(H./Q),1,20,-1,0,’+-7,’r’);
ImHQ(step)=k_b (1) .*gmO(step) ;
end;
k_b=linefit(gmO,ImHQ,1,6,1,0,’+’,’r’);
CbeiO=gm0.*k_b(1); CbejO=ImHQ-CbeiO;
fn=num_bias-7;
CbejO(fn:num_bias)=CbejO(fn:num_bias) .*0+CbejO(fn-1);
CbeiO=ImHQ-CbejO;
%plot (gm0,Cbeil,gm0,Cbejo) ;
k_b=linefit(CbeiO(1:10),ReHQ(1:10),1,6,1,1,%ks’,’k’);
Tautr0=Cbei0./gmo0;
Taud0=k_b(2)/Cbej0(8) /Tautr0(1) .*Tautr0;
TauinO=(Taud0(1)-k_b(1))/Tautr0(1) .*Tautr0;
%plot (gm0, Tautr0, gm0, Tauin0, gm0, Taudo) ;

gbe=Ib_tmp./0.026;

for step=1:1:num_bias
Y=Y_cell_exp{step}(:,2:5);
Y1l=gbe(step)+j.*0megax(CbejO(step)+Cbci(step))...
+j.*0mega.*CbeiO(step) ./ (1+].*0mega.*Tauin0(step)) ;
Ybi=1./(1./Y(:,1)-1./Y11);

Rbi(step)=sum(1./real(Ybi(11:15)))/(156-11+1);
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b
b
b
b

end
Rci=

Y===
%T
%T
%T
%C

subplot(1,2,1);

plot(Omega,l1./real(Ybi) ,Omega,Omega+Rbi(step)-Omega); hold on;
subplot(1,2,2);

plot (Omega,imag(Ybi) ./Omega,Omega,Omega.*0+(Cbeil(step))/5);

Rbi-Rbi; % set to be zero

If rbi bias dependent method, use the following block
au_in=TauinO; Rd=Tau_in./Cbei;
au_out_all=TaudO;
aud=Tau_out_all-Tau_in;
bei=Cbeil;

hgm=gm0 ;

C

for

end;

—
b

fo

bej=CbejO;

If rbi bias independent, cnt ====
de Rbi Cbi, Rci ======
step=1:1:num_bias
rbi(step)=Ri; Y’ bias independent value
Y=Y_cell_exp{step}(:,2:5);
if (HasCbi==1)
Cbi(step)=(Cbci(step)+Cbet_QS(step))./5;
Zrbi=Rbi(step) ./ (1+j.*0mega.*Rbi(step) .*Cbi(step));
else
Zrbi=Omega-Omega+Rbi (step) ;
end;
Y=com_Y_rb(Y,-Zrbi);
Y=com_Y_rc(Y,-Rci(step));
Y_cell_exp_sav{step}(:,2:5)=Y;

Extracion of the intrinsic transistor
for bias independent rbi method =======

r step=1:1:num_bias
ytmp=Y_cell_exp_sav{step}(:,2:5);

%--- Cbci

ben=1; enn=6;
k_b=polyfit(Omega(ben:enn) . 2,imag(ytmp(ben:enn,2))./0mega(ben:enn),1);
%plot (Omega."2,imag(ytmp(:,2))./0Omega,Omega. 2,0mega. " 2xk_b(1)+k_b(2));
%Cbci(step)=-k_b(2);

h——— ru

ben=1; enn=4;

k_b=polyfit(Omega(ben:enn). 2,real(ytmp(ben:enn,2)),1);
Ru(step)=abs(1./k_b(2));

Ru(step)=1.5e6;

%plot (Omega. 2,real (ytmp(:,2)),0mega. 2,0mega. 2¥k_b(1)+k_b(2));

%=== de Cbci (Y12)===
ytmp=ytmp- [-ytmp(:,2) ytmp(:,2) ytmp(:,2) -ytmp(:,2)];
Y_cell_exp{step}(:,2:5)=ytmp;
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T

%plot (Omega,real (ytmp(:,1))); hold on;

%-—— gbe

ben=1; enn=5;

k_b=polyfit(Omega(ben:enn). 2,real(ytmp(ben:enn,1)),1);

%plot (Omega. 2,real (ytmp(:,1)) ,0mega. 2,0mega. 2*xk_b(1)+k_b(2));
gbe_ex(step)=k_b(2);

%--- Cd*Cd+*Rd

ben=1; enn=15;

k_b=polyfit(Omega(ben:enn). 2,real(ytmp(ben:enn,1)),1);

%plot (Omega,real (ytmp(:,1)) ,0mega,Omega. 2xk_b(1)+k_b(2)); hold on;
CdCdRd (step)=k_b(1);

%--- Cbet

ben=1; enn=6;
k_b=polyfit(Omega(ben:enn) . 2,imag(ytmp(ben:enn,1))./0Omega(ben:enn),1);
hplot (Omega.”2,imag(ytmp(:,1))./Omega,Omega.~2,0mega. "2*k_b(1)+k_b(2));
Cbet (step)=k_b(2);

CdCdCdRdRd (step)=-k_b(1);

I--- gu
ben=1; enn=6;

k_b=polyfit(Omega(ben:enn). 2,real(ytmp(ben:enn,3)),1);

%plot (Omega. 2,real (ytmp(:,3)) ,0mega. 2,0mega. " 2*xk_b(1)+k_b(2));
gm_ex(step)=k_b(2);

%-—-- Taud+Tau_in = Tau_out_all

ben=10; enn=20;
k_b=polyfit(Omega(ben:enn) . 2,imag(ytmp(ben:enn,3))./0mega(ben:enn),1);
%plot (Omega. 2,imag(ytmp(:,3)) ./0Omega,Omega. 2,0mega. "2*xk_b(1)+k_b(2));
Tau_out_all(step)=-k_b(2)/gm_ex(step);

gm(step)=gm_ex(step);
%gbe (step)=gbe_ex(step) ;
gbe (step)=Ib_tmp(step) ./ (k*bias_cell{step}(5)/q);%gbe_ex(step);

end;

split Cbet into Cbei and Cbej

k_b=polyfit(gm(1:10),Cbet(1:10),1);
%plot (gm,Cbet,gm,gm*k_b(1)+k_b(2));
for step=1:1:num_bias;

Cbej(step)=k_b(2);
Cbei(step)=Cbet (step)-Cbej(step);
Tau_in(step)=CdCdRd (step)/Cbei(step);

end;

Tau_in(1)=Tau_in(3);
Tau_in(2)=Tau_in(3);
Rd=Tau_in./Cbei;
Taud_old=Tau_out_all-Tau_in;
Taud=fitcurv(Taud_old’,1)’;

%plot(Vbe(1l:num_bias),Tau_in,’r*’,Vbe(1l:num_bias),Tau_out_all,’rs’,...

Vbe (1:num_bias) ,Taud_QS, ’gv’,Vbe(1:num_bias),Cbei./gm); hold on;
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APPENDIX F

MATLAB CODE FOR INTRINSIC NOISE EXTRACTION

The following MATLAB code is used to extract the intrinsic noise for a 50 GHz SiGe HBT
with Ap = 0.24 x 20 x 2 um?. N_exp_adm_cell_intr is the full PSD of intrinsic base and
collector current noises. N_exp_adm_cell_base is the PSD of base electron noise, i.e. the 2¢q1,

removed version of N_exp_adm_cell_intr

F.1 MATLAB code

load_data_26G;

num_b=1;

num_e=20;
Omega=Y_cell_exp{step}(:,1).%2.%pi;

index=[1 4 9 14 19 24]; YNoise frequency points

for step=num_b:1:num_e
%de-embeded Y parameters
N_Y_exp=select_row(Y_cell_exp{step},index);
f_N=N_Y_exp(:,1);
Omega_N=f _N*2x*pi;

_6=N_Y_exp(:,2:5);

e
Y
_Y_5=com_Y_rc(N_Y_6,-j*0Omega_N*Lc(step)-Rcx(step)); %Lc Rcx
_Y_5=com_Y_rb(N_Y_5,-j*0Omega_N*Lb(step)); %LDb
Y_5=com_Y_re(N_Y_5,-j*0Omega_N*Le(step)); %Le

N Y_5;
1,4)=N_Y_4(:,4).
_N. *Ccs(step) /(1+J*Omega N*Ccs (step) *Rcs(step) ) ;%Rcs Ccs
_Y_4-[j*0Omega_N*Cbco (step)
-j*0Omega_N*Cbco (step)
-j*Omega_N#*Cbco(step) ...
j*Omega_N*Cbco(step)]; %Cbco

ZUQ
QJ*-I

com_Y_rb(N_Y_4,-Rbx(step)); %Rbx
com_Y_rc(N_Y_3,-Rci(step)); %Rci
om_Y_re(N_Y_3,-Re(step)); %Re
_Y_3;

ZO

N_Y_2(:,1)=N_Y_2(:,1)-j*0Omega_N*Cbex (step)-gbex(step); %Cbex

177



N_Y_2=N_Y_2-[j*Omega_N*Cbcx (step)
-j*0Omega_N*Cbcx (step)
-j*Omega_N*Cbcx (step) .
j*Omega_N*Cbcx (step)]; %Cbcx

if (HasCbi==1)
Zrbi=Rbi(step)./(1+j.*0Omega_N.*Rbi(step) .*Cbi(step));
else
Zrbi=Rbi(step) ;
end;
N_Yintrinsic=com_Y_rb(N_Y_2,-Zrbi); %Rbi Cbi

N_Ybase=N_Yintrinsic;
N_Ybase(:,1)=N_Ybase(:,1)-gbe(step)-j*Omega_N*Cbej(step);

N_Yintr_cell_exp{step}=[f_N N_Yintrinsic];
N_Ybase_cell_exp{step}=[f_N N_Ybasel;

%Noise de-embedding

T=bias_cell{step}(5);

N_exp_6=FRY_to_Svi(10." (N_cell_exp{step}(:,2)./10),...
N_cell_exp{step}(:,3)*get_Z0,N_cell_exp{step}(:,4),T_noise);

N_exp_b=cha_to_imp_noise(N_exp_6,Y_to_Z(N_Y_6));
N_exp_5(:,4)=N_exp_5(:,4)-4xkxT*Rcx(step) ; %#Rcx

N_exp_4=imp_to_adm_noise(N_exp_5,N_Y_5);
N_exp_4(:,4)=N_exp_4(:,4)-...
4xk*Txreal (j*Omega_N.*Ccs(step) ./ (1+j*0Omega_N+*Ccs(step)*Rcs(step))) ;%Rcs

N_exp_3=adm_to_imp_noise(N_exp_4,Y_to_Z(N_Y_4));
N_exp_3(:,1)=N_exp_3(:,1)-4xkxT*(Re(step)+Rbx(step)); % Rbx re
N_exp_3(:,4)=N_exp_3(:,4)-4xk*T*(Re(step)+Rci(step)); % Rci re
N_exp_3(:,2)=N_exp_3(:,2)-4xkxT*(Re(step)); ‘re
N_exp_3(:,3)=N_exp_3(:,3)-4xk*Tx(Re(step)); ‘re

N_exp_2=imp_to_adm_noise(N_exp_3,N_Y_3);
N_exp_2(:,1)=N_exp_2(:,1)-2.xk.*T.*gbex(step); %gbex
N_exp_1l=adm_to_imp_noise(N_exp_2,Y_to_Z(N_Y_2));
if (HasCbi==1)
Zrbi=Rbi(step) ./ (1+].*0mega_N.*Rbi(step) .*Cbi(step));
else
Zrbi=Rbi (step) ;
end;
if (HasCrowdingnoise==1)
noiserbiv=(4.*k.*T./Rbi(step)-2.*q.*Ib_tmp(step)./3) .*Zrbi.*conj(Zrbi);
else
noiserbiv=4.*k.*T./Rbi(step) .*Zrbi.*conj(Zrbi);
end;
N_exp_1(:,1)=N_exp_1(:,1)-noiserbiv; %Rbi

N_exp_intrinsic=imp_to_adm_noise(N_exp_1,N_Yintrinsic);

N_exp_base=N_exp_intrinsic;
N_exp_base(:,1)=N_exp_base(:,1)-2*q*xIb_tmp(step);

N_exp_adm_cell{step}=[f_N N_exp_intrinsicl; % for noise calculateion
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(Deg)

(Deg)

I

DOT:DUT_NF_M;

[f_N N_exp_intrinsic]l; % intrinsic
(Deg)

[f_N N_exp_basel]; % base

base{step}
(Deg)

.520 mA

27 Mar 2003

Ic:
15:52:30

511 Mag S11 Ang S21 Mag S21 Ang S12 Mag S12 Ang S22 Mag S22 Ang

Ib:.002 mA

adm_cell

P—

The following is the S-parameters and noise data de-embedded with OPEN structure for the

N_exp_adm_cell_intr{step}

N_ex
IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

| S-Parameters vs Frequency vs Bias

IBias# 1

I1Bias Values Read:
'Wb:.770 V,
1Vc:1.500 V,
IDate:

ITime:
IDeembedding: ON

F.2 Data of S-parameters and noise
50 GHz SiGe HBT with Ag = 0.24 x 20 x 2 um?.

end;
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Rn ZO

DOT:DUT_NF_M;
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i Noise Parameters vs Frequency vs Bias
Freq

'M NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;



| S-Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

IBias# 2

IBias Values Read:

Ib:.008 mA

IVb:.796 V,

Ic:1.400 mA

IVc:1.500 V,
27 Mar_ 2003
15:52:32

IDate:

ITime:

!Deembedding: ON

(Deg) (Deg) (Deg)
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! Noise Parameters vs Frequency vs Bias

b

DOT :DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;
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| Noise Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;
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| S-Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;

IBias# 4

IBias Values Read:

Ib:.022 mA

IVb:.819 V,

1Vc:1.500 V, Ic:3.360 mA
27 Mar_2003
15:52:37

IDeembedding: ON

Date:

ITime:

(Deg) (Deg) (Deg)

S11 Mag S11 Ang S21 Mag S21 Ang S12 Mag S12 Ang S22 Mag S22 Ang
(Deg)
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I Noise Parameters vs Frequency vs Bias

I

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;
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| S-Parameters vs Frequency vs Bias

I

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

iBias# 5

I1Bias Values Read:

Ib:.028 mA

IVb:.829 V,

Ic:4.860 mA

1Vc:1.500 V,
27 Mar 2003
15:52:39

IDate:

ITime:

IDeembedding: ON

(Deg) (Deg) (Deg)
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(Deg)
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I Noise Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

Gain (dB)
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| S-Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

iBias# 6

IBias Values Read:

Ib:.036 mA

IVb:.831 V,

Ic:5.060 mA

1Vc:1.500 V,
27 Mar 2003
15:52:42

IDate:
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IDeembedding: ON
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I Noise Parameters vs Frequency vs Bias

'M NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;
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| Noise Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;
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| S-Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;

IBias# 8

IBias Values Read:

Ib:.050 mA

IVb:.841 V,

1Vc:1.500 V, Ic:7.380 mA
27 Mar 2003
15:52:47

IDeembedding: ON

Date:

ITime:
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(Deg)
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I Noise Parameters vs Frequency vs Bias

I

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;
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| S-Parameters vs Frequency vs Bias

I

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

iBias# 9

IBias Values Read:

Ib:.054 mA

1Vb:.844 V,
1Vc:1.500 V,

IDate:

Ic:8.100 mA

27 Mar 2003
15:52:49

ITime:

IDeembedding: ON

(Deg) (Deg) (Deg)

S11 Mag S11 Ang S21 Mag S21 Ang S12 Mag S12 Ang S22 Mag S22 Ang
(Deg)
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I Noise Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

Gain (dB)
Fitted

Rn Z0=50
Fitted

Fitted
Angle

Fitted

Gamma Opt Gamma Opt Normalized Associated
Mag

Fitted
(dB)

F(min)

©2.0000

25.56

.22

21

.486

.72
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| S-Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

iBias# 10

IBias Values Read:

Ib:.066 mA

IVb:.849 V,

Ic:9.680 mA

1Vc:1.500 V,
27 Mar 2003
15:52:52

IDate:

ITime:

IDeembedding: ON

(Deg) (Deg) (Deg)

S11 Mag S11 Ang S21 Mag S21 Ang S12 Mag ©S12 Ang S22 Mag S22 Ang
(Deg)
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I Noise Parameters vs Frequency vs Bias

'M NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;
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| Noise Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;

Gain (dB)
Fitted

50

Gamma Opt Gamma Opt Normalized Associated
Rn 70
Fitted
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| S-Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;

IBias# 12

IBias Values Read:

Ib:.082 mA

IVb:.854 V,

1Vc:1.500 V, Ic:11.580 mA
27 Mar 2003
15:52:57

IDeembedding: ON

Date:

ITime:

(Deg) (Deg) (Deg)

S11 Mag S11 Ang S21 Mag S21 Ang S12 Mag S12 Ang S22 Mag S22 Ang
(Deg)
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I Noise Parameters vs Frequency vs Bias

I

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;
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| S-Parameters vs Frequency vs Bias

I

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

iBias# 13

IBias Values Read:

Ib:.084 mA

IVb:.856 V,

Ic:12.700 mA

1Vc:1.500 V,
27 Mar 2003
15:52:59

IDate:

ITime:

IDeembedding: ON

(Deg) (Deg) (Deg)

S11 Mag S11 Ang S21 Mag S21 Ang S12 Mag S12 Ang S22 Mag S22 Ang
(Deg)
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I Noise Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

Gain (dB)
Fitted

50

Fitted

Rn ZO

Fitted
Angle

Fitted

Gamma Opt Gamma Opt Normalized Associated
Mag

Fitted
(dB)

F(min)

©2.0000

.317 32.0 .21 27.35

1.02
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| S-Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;

iBias# 14

IBias Values Read:

Ib:.096 mA

IVb:.859 V,

Ic:13.920 mA

1Vc:1.500 V,
27 Mar 2003
15:53:01

IDate:

ITime:

IDeembedding: ON

(Deg) (Deg) (Deg)

S11 Mag S11 Ang S21 Mag S21 Ang S12 Mag ©S12 Ang S22 Mag S22 Ang
(Deg)
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I Noise Parameters vs Frequency vs Bias

'M NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;

Gain (dB)
Fitted

50

Rn Z0=
Fitted

Fitted
Angle

Fitted

Gamma Opt Gamma Opt Normalized Associated
Mag

Fitted
(dB)

F(min)

S11 Mag S11 Ang ©S21 Mag S21 Ang S12 Mag S12 Ang S22 Mag S22 Ang
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| Noise Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;

Gain (dB)
Fitted

50

Gamma Opt Gamma Opt Normalized Associated
Rn 70
Fitted
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| S-Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;

IBias# 16

IBias Values Read:

.106 mA

Ib:

IVb:.861 V,

Vc:1.500 V, Ic:15.120 mA
27 Mar 2003
15:53:06

IDeembedding: ON

Date:

ITime:

(Deg) (Deg) (Deg)

S11 Mag S11 Ang S21 Mag S21 Ang S12 Mag S12 Ang S22 Mag S22 Ang
(Deg)
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I Noise Parameters vs Frequency vs Bias
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DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;
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| S-Parameters vs Frequency vs Bias
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I Noise Parameters vs Frequency vs Bias

b

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;
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| S-Parameters vs Frequency vs Bias
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| Noise Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;
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| S-Parameters vs Frequency vs Bias

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;DOT:DUT_NF_M;
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I Noise Parameters vs Frequency vs Bias

I

DOT:DUT_NF_M;

IM NOISE: M:PS;A:16;C:16;DC:1;H:0;P:1;
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APPENDIX G
VERILOG-A CODE OF VBIC MODEL FOR SEMI-EMPIRICAL NOISE MODEL

IMPLEMENTATION

Only the noise block is given, which is relavant to the semi-empirical noise model. Branch
n_ia and n_ib consist of 1 Ohm resistance respectively. Branch b_bei is the intrinsic BE diode.

Branch b_cei is the intrinsic CB current flow path.

// begin noise block

n_gm = abs(Itzf)/(nf_t*Vtv); // added by kejun
n_cSib = n_Kbb*pow(n_gm,n_abb)+n_Bbb+1e-60; // added by kejun
n_cSic = (n_Kccxpow(n_gm,n_acc)+n_Bcc)*n_gnm; // added by kejun
n_cSicib = n_Kcb*pow(n_gm,n_acb)+n_Bcb; // added by kejun
n_cVib = n_cSic-n_cSicib*n_cSicib/n_cSib; // added by kejun
n_cVib = n_cVib>0.0 ? sqrt(n_cVib) : 0.0; // added by kejun
I(n_ia) <+ white_noise(1); // added by kejun
I(n_ib) <+ white_noise(1); // added by kejun
I(n_ia) <+ V(n_ia); // added by kejun
I(n_ib) <+ V(n_ib); // added by kejun
I(b_bei) <+ ddt(V(n_ia))*sqrt(n_cSib); // added by kejun
I(b_cei) <+ V(n_ia)*n_cSicib/sqrt(n_cSib); // changed by kejun
I(b_cei) <+ V(n_ib)#*n_cVib; // changed by kejun

I(b_bei) <+ white_noise(2*‘QQ*abs(Ibe))
+flicker_noise(kfn*pow(abs(Ibe),afn),bfn);

I(b_bex) <+ white_noise(2*‘QQ*abs(Ibex))
+flicker_noise(kfn*pow(abs(Ibex),afn),bfn);

I(b_bep) <+ white_noise(2*‘QQ*abs(Ibep))
+flicker_noise(kfn*pow(abs(Ibep),afn),bfn);

I(b_rcx) <+ white_noise(4*‘KB*Tdev*Gcx) ;

I(b_rci) <+ white_noise(4*‘KB*xTdev*((abs(Irci)

+1.0e-10*Gci)/(abs(Vrci)+1.0e-10)));

I(b_rbx) <+ white_noise(4*‘KB*Tdev*Gbx) ;

I(b_rbi) <+ white_noise (4% ‘KB*Tdev*qb*Gbi) ;

I(b_re) <+ white_noise(4*‘KB*Tdev*Ge);

I(b_rbp) <+ white_noise (4* ‘KB*Tdev*qbp*Gbp) ;

I(b_cep) <+ white_noise(2*‘QQ*abs(Iccp));

I(b_rs) <+ white_noise(4x*‘KB*Tdev*Gs) ;

// end noise block

195



APPENDIX H

DERIVATION OF LOW INJECTION VAN VLIET MODEL IN ADMITTANCE REPRESENTATION

H.1 Fundamentals

H.1.1 Operator

We define inner product

<f,g>EJfg*dv,

For operator L, its adjoint operator, L, is defined as

<Lf,g>—<f,fg>:{)C[f,g]-da. (H.1)

That is, there is only a surface integration for the difference of inner products. The surface integral
is along the inner surface. Note that L= (LT)*, where LT is the transpose of L, superscript
* denotes conjugate. If L = L, L is called self-adjoint operator. If the surface integration of a
self-adjoint operator vanishes, L is a Hermitian operator.

For carrier transport in semiconductor, carrier continuity equations like (2.40), (2.44) and
(2.49) should be satisfied. The carrier changing rate operators for electron and hole in frequency

domain are

- 2
s+1/t,—v-uE — D/, (H.2)

b~
S
Il

- 2
s+1/t,+v - ukE - Dy, (H.3)

~
S
Il
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where s = jw. The diffusion coefficient D is assumed to be position independent, while the electric

field is not subjected to such constraint. Their adjoint operators are

~

L,=—s+1/t,+ uE -7 — DV°, (H.4)

L,=-s+1/1y—uE-v—-Dv". (H.5)

The adjoint operators are simple because the electrical field is in front of 7. Further, in accord
with [39], we write A the spatial parts of these operators, i.e. L = A+ s and L = A+ s*. For

example, the A of hole carrier is

- 2
Ay =1/t +v - uE - Dv", (H.6)

~ -
Ap=1/t,—pE -7 —D*. (H.7)

H.1.2 Green’s theorem for L,

The Green’s theorem for L, is that for any two functions a(r) and f(r), (H.1) is satisfied,

explicitly
Jﬂ*Lpadv - Jaz;ﬁ*dv = (Jg[—ﬂ*(D Yo —;475)0)05 +aD vy f*] - do. (H.8)
The surface integral is along the inner surface.

H.1.3 Dirac delta function

The bulk delta function §(r — r') is zero at any position except ' and [ 6(r — r')dv = 1. There

are many analytical §(r—r') functions, for example — v2 [1/(4z|r—F'|)]. 6(r—r") has the following
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properties:

P(r6(r —1') = p(r)d(r = 1),
Vo(r—r) == 8(r—r),
D) 8(r = 1) = p(r) 7 6(r — 1) + [VP()I8(r — '),

15("0 = r)g(rydv = ¢(ro)/2, (H.9)

where ¢(r) can be any function, and r is a point on the smooth boundary surface of given integra-

tion volume.

H.1.4 A theorem

A is the spatial part of operator L. The A theorem derived by van Vliet in [40] gives the
connection between the covariance I'(r, ') =< Ap(r, t)Ap(¢’, t) > and the noise source £(r, t) with

strength Z(r, ') = 3 Spuk, that is
/ 1 /
A+ ADC(r 1) = ESbulk(r;r)- (H.10)

Note I'(r, ") = ['(+', r) and Spux(r, ') = Spur(+’, r). Certain boundary conditions can be stated
which indicate that I often satisfies delta-type singularities at the surface of volume V. The solution

inside V stemming from the volume sources only will be denoted as I".

H.2 Problem setup for base low injection noise of PNP transistor

We consider the low injection minority carrier (i.e. hole) noise for the base region of a PNP
transistor as shown in Fig. H.1. S, and Sy are the neutral base ending surface at EB and CB junc-

tions. Sy is the free surface of base. S, is the base contact surface. We allow position dependent
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built-in field E(r) and life time z(r), while a position independent diffusion coefficient D. E(r)

should not depend on the carrier density.

OB

Sf\' VE

S \ P/

N

a.p

é

Figure H.1: Schematic geometry of a PNP transistor.

The hole continuity equation with homogenous boundary condition is

Lpp=§(r, S)’ 5("1 S) =C(r’ S)+V'J/(r’ S)' (Hll)

Plo=s,.s;, =0, (H.12)

where L), is given in (H.3), p is the hole density fluctuation. y(r, s) is the diffusion noise with PSD

(in flux density representation, i.e. no charge units e)
S, (r,r") = 4Dpy(r)é(r — r')L, (H.13)

according to (2.35), where p,(r) is the total DC hole density. {(r, s) is the GR noise with PSD

4pg(r)

Tp

Se(r,r') = { —2D 7’ ps(r) +2v -[Mf(r)ps(r)]} 6(r—r") (H.14)
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Note (H.14) is equivalent to (2.36) once ps(r) >> po(r), a condition well satisfied when the
transistor is forward biased. p;o(r) is the hole density at zero bias. To provide this, we consider the

DC continuity equation, which is A,p,(r) = 0. Hence,

_|2ps(0) 20, ps(r)| 8 = 1) = 2ps(r)5(r — ) 2Lps(r) + pso(r)]

Tp Ty Tp

Se(r,r) r—r).

The reason of using (H.14) instead of (2.36) will be clear when applying A theorem below. The

total noise spectrum is

Se(r.r') =Se(r,r)Y+ v -V - Sy (r. r)

= { @ ~2D % py(r) + 2 v LWE(r)ps(r)] } 6(r=r')Y+4D v - ' [ps(r)é(r — r)].
p

(H.15)

Due to the assumption ps(r) >> pso(r), the van Vliet model is not correct at zero bias. Clearly
finite exit velocity effect at CB junction is not considered as of the homogenous boundary condition

used.

H.3 Green’s function of homogeneous boundary

Define the homogeneous boundary Green’s function G° as
L,G’(r,¥',s) =6(r—r"), G*(ro,r',s) = OlroesSe.Sy.50.55- (H.16)

If the surface recombination velocity of S. and Sy are not infinite, boundary conditions in (H.16)
are not correct. However, theoretical analysis shows that the noise results will not change [39].
Define the adjoint Green’s function G’ as

L,G*(r, 1", s) = 6(r —r"). (H.17)
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Here #' and r” are source positions within the volume of integration. The Green’s functions are not
defined when the source positions are on the boundary yet. A ”good” boundary condition for G’

should be chosen so that reciprocity
G'(r,r,s) = G*(,r,5)

holds. This means that 45 C[G*(ro, V', jo), 55*(r0, r”, s)]do must vanish. To provide this, G* should

satisfy the boundary condition according to (H.8)

G*(ro. 1", 5) = Olryes,.S,.50.5)-

Due to the reciprocity condition,

G*(r',ro, 8) = Olnyes..s;.5,.5;, G*(r".ro,5) = Olries,.s,.5..5;

So far the Green’s functions are fully defined.

G(r, v, s) has the following property: for r = r, and ¥’ — ry,

é
{XD Va —UE)G(rq, r;, s)-dog = -1, (H.18)

where r is a point on surface @, and ' approaches to the surface a from the inside. To provide
this, consider an infinite small volume AV enclosed by surface a and surface ¢ as shown in Fig.
H.2. The surface ¢ is a auxiliary surface infinitely close to surface a. ' — 7 is contained by AV.

According to the boundary condition of G(r, ', s),

G(rq.r}.s) =0, G(ri,rf. s)=0. (H.19)
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and then take a volume integral of (H.16) inside AV,
Jv . (yf — DY)G(r, 7, s)dv = J6(r —rdv =1. (H.20)

By using the Gauss theorem for the left side of (H.20), the volume integral can be transformed into
a surface integral. Noticing that the surface integral on surface 7 is infinite small, (H.18) is then
obtained. Physically, (H.18) means that when the delta current injection position is very close to

surface a, then all the injected current will be collected by surface a.

Figure H.2: Illustration of surface integral.

H.4 Hole concentration fluctuation and its spectrum

The Green’s theorem with @ = p(r, s) and f = G* (r, ¥, s) gives

p(r',s) = J G** (r, 7', $)E(r, s)dv

+ 4;[6”(70, ¥, $)(D vo —uEo)p(ro, s) — p(ro. s)D w0 G (ro, 7', )] - do.  (H.21)
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Making the changes ' — r, r — r” and using the reciprocity, the hole concentration fluctuation
g g g p y

can be obtained as

p(r,s) = J G*(r, 1", $)E(r", s)dv

+ %[Gs(r, ro. $)(D 70 —HE0)p(ro. s) — p(ro. $)D o G (r, ro. )] - do. (H.22)

(H.22) is valid for G* with any boundary condition. Especially for the homogeneous boundary
y y

condition defined for G*, (H.22) reduces to
p(r,s) = J G’(r. ¥, $)E(r", s)dv. (H.23)
From (H.23), the noise spectrum of the correlation between p(r, s) and p(+’, s) can be obtained

Sy(r,r',w) = < p*(r, s)p(r', s) >= J[Gs(r, r1,—8) < E(r1, $)E(ra, 8) > G*(r', ra, s)dvidwv,

=| | G’(r,r1, =8)Se(r1, r2)G* (¥, rp, s)dvidvy. (H.24)
¢

(H.24) is quadratic in Green’s function, and should be transformed to be linear in Green’s function

using the A theorem.

H.4.1 van Vliet - Fasset form of noise spectrum

According to (H.10), the bulk covariance I'(ry, rp) satisfies

p.ri

y 1
(Lpr, + Lo )T (11, r2) = (Npry + Ay, )T (r1,12) = 55¢e(r1. r2), (H.25)

203



so that

p.ri

Sy(r, r', @) =2 J J G’(r,r1,—s)G*(r', r2, S)[L;, + Ly, 1T (r1, r2)dvidvs. (H.26)

Changing r — r, and making a = I'(ry, ) and g* = G*(r,r1, —s)G*(¥', r2, s), the Green’s

theorem gives

p.r2

JGs(r, ri, —s)G*(r',ry, )Ly, T (r1, r2)dvy = [F’(rl, rz)z* G (r,r1, —s)G* (¥, rp, s)dv
+ <J;[—Gs(r, ri, —8)G’(r', ro, s)(D o —ME)O)F'("L ro)] - do

+ C,l;[rl(rl’ r0)D <vo G5 (r, 1, —=)G* (¥, ro, 5)] - do. (H.27)

Similarly, Changing r — r; and making a* = I"(r1,r) and § = G*°(r,r;, —s)G°(¥', ra, 5), the

conjugate Green’s theorem gives

J G'(r,r1,—5)G*(r', ra, S)L;”F’(h ,F)dvy = JF’(r1 , rz)z,m G(r,r1, —s)G* (¥, rp, 5)dv;

+ #[—Gs(r, ro. —8)G (', 12, )(D 7o —UEQ)T (ro, 12)] - do

+ {>[F’(ro, ) D <70 G*(r. ro, —s)G* (¥, 2, 5)] - do. (H.28)
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Now using (H.27) and (H.28), (H.26) becomes

Sp(r’ I", ) =2 J [ F’(rl, r2)[zp,r1 + Z;,rz]as(rl, r, S)és*(rz, r', s)dvidvy
+20 | =G*(r. ¥, —s)G* (¥, ro, s)(D o —;475)0)1“'(1"", ro)dv" - do
+2 ', ro)D 70 G°(r, ¥, —=)G* (¥, ro, $)dV" - do

120 | =G ro, —)G° (7, ", $)(D o —uE) (ro, F")dv" - do

+2@ | T'(ro, ¥")D 70 G*(r, 1o, —)G* (', ¥, s)dV" - do.

(H.29)

Note that the bulk part of (H.29) can be further reduced using the definition of Green’s functions

Sy(r. v, o) puik =2 J J G**(ra, ¥, )T (r1, r)[ Ly G* (11, 7, 5)]dvidvs
+2 J J G*(r1. 7, 9T (r1, 1)L}, G (ra, 7', 5)|dvidv,
=2 J J G (ra, ¥, )T (r1, 12)8(r1 — r)dvidvy

+2 J J G (r1, r, T (r1, 12)8(ry — r)dvidvy

=2 J[F’(r, MG, s) + T, r)GE (r F", —s)dv”,
so that

Sy(r,r', w) =2 J[F’(r, MG ", )+ T, G (r, r", —s)dV"”

([ -
+2 -G (r, ¥, =s)G' (¥, ro, $)(D 7o —uE)N' (", ro)dv" - do
+2¢ | TG, r0)D xvo G5 (r, ¥, —5)G* (¥, 1o, s)dV" - do

+2¢ | =G*(r,ro, =)G* (', ", s)(D vy —ME')O)F'(rO, rdv" - do

+2Q | T (ro, ¥")D 70 G°(r, 19, —)G* (', ¥, $)dV" - do.
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This is the van-Fasset form whose main part is linear in Green’s functions. (H.31) is valid for
G* with any boundary condition for the hole density fluctuation caused by bulk noise sources.
Particularly, for the homogeneous boundary condition of G*, G*(r, rg, s) = 0. All surface integrals

in (H.31) vanish, therefore
Sy(r,r', @) =2 J[F'(r, MG (", )+ T (", rHG (r, r", —s)dv". (H.32)

H.4.2 Solution for A theorem at low injection

For low injection, the A theorem with the source (H.15) and A (H.7) is

2
=+ -UE() = D+ uE() - Dv’z] r'er.r)
p

2 s -, ' ! !
- {—” O D p) 4y [,uE(r)ps(r)]} 5(r =) +2D 7 - [py(r)6(r — ). (H.33)

Tp

Using the properties of delta function in (H.9), one finds that (H.33) admits the solution
'(r, ¥ = ps(r)o(r — r). (H.34)

The derivation manifests the value of using Aps(r) = 0 in the GR noise source as discussed in
Section H.2. With (H.34) and (H.32), the spectrum of hole fluctuation for homogeneous boundary

condition is

Sy(r. v, @) =2p(r)G*(r', r, 5) + 2ps(r )G (r, ', —s). (H.35)
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H.S Terminal noise current spectrum

_)
The operator to transform carrier density into current density is (ey E — eD<y) for hole. The

total hole current density at given point r is
j(r.1) = eE — D)p(r.1) — ey(r. 1) = j°(r.1) = ex(r.1), (H.36)
where j°(r, t) is the response fluctuation current density
J(r,0) = e(WE = DY)p(r, 1), (H.37)
Therefore, the spectrum of is
Si(r. v, @) = Sjo(r, v, @) = Sjor oy (1, ', @) = Sepe jo(r, ¥, @) + €S, (r, 7', ). (H.38)
The current spectrum due to y is
S, (@) = & E{) ﬂE S, (ro, ¥, ) - dog - do} = €* ++4Dps(ra)6(ra —rdo, -do =0. (H.39)

In the following, the rest three components are calculated.
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H.5.1 Spectrum due to j°

The correlation spectrum of j°, < jo*(r)jo(r') >, is

. / =2 2. T _ ey _ ’ S (S o
Sj(r.r', w) =2e"(uE — D7)(HE" — D7 )[ps(r)G°(r', r, 5) + ps(r)G*(r, r', —5)]
2 ’ = ! s ’
=2e"ps(r)(Dv —uE)D 7' G (r, 1", —s)
2 ' ) ' - s '
+2e" (D —uE)ps(r) ¢ (D7 —puE)G (r, r', —s)
2 ' - Sy
+2e“ps(r) (D~ —uE"YD 7 G°(¥', r, 5)

+22{(D v —uE)p() | (D' ~UENG (7. r.5) (H.40)

The reason of separation will be clear when it is connected to Y-parameters below.

Now the correlation PSD of two different terminal « and terminal § (a # f) is,

Slg*l;(a)) :+ Sjo(r, r', 60) . do‘a . dO'/]

r=rq,r'=rg

[ -
= #C 2e2ps(rﬁ)(D Ve —HuEL)D Vs G*(rq, rp, —s) - dog - dGﬂ

[ -
+ +Zezps(ra)(D Vs —HE)D 7o G*(rp, 1. 8) - doy - dop. (H.41)

For the auto-correlation PSD of terminal @, r = r, and ¥’ = r, cannot be set simultaneously, since
the derivative of G(rg, ry, s) cannot be defined. The trick is to set r = r, and let ' — r} (or to set
¥ = rq and let ¥ — r}). Here the superscript + indicates that the surface position is approached

from the inside (consistent with the Green’s theorem). Note that

_)
e(D o —HE)ps(re) = =JPC(ry), #ch(ra) dog =1,
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Then the auto-correlation PSD of terminal « is

Siorio(w) = SL Ca Sjo(r, 1, @) - dog - doal,—r, p—rt

= (JE & 262py(r)(D Vo —HE)D v G (ra.rF. —s) - dog - do
+{ ﬂg2e2ps(ra)(D vt —UED)D Vo G*(rF 1a. 5) - dog - dot
- \ 2eJ£C(ra) ﬂg(D \va —y_E)a)GS(ra, r¥,—s)-do, - do}

[ -
= 4‘) ) Zezps(r;)(D Va —HEq)D V; Gs(ra’ ";_’ —5)-dog - dO';'

[ -
+ {)2e2ps(ra)(D VE—HEDD 74 G5 (r), rq, 5) - dog - do

+2el,. (H.42)

H.5.2 Spectrum due to correlation of j° and y

Similar to the derivation of S,(r, ', w), using (H.23) and (2.35), S+ ,(r. ', @) can be obtained

as
Sy y(r.F',w) = 4D J G(r, ", —s) 7" [ps(r6(r" — ¥)] = —=4Dp,(r'Y 7' G*(r, r', —s), (H.43)
since the surface integral vanishes. Further,
Sjory(Fa, rg, @) = 4eDps(rp)(D Vq _,UE)()() vp G (ro.rp, —5), (H.44)
and finally

q
Sitt o [ ypedey (@) = € <J> cjﬁ 4Dp,(rp)(HE o — DY) Vp G*(ra,rp, —s) - dog - doy.  (H45)
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Similarly,

ﬁ
Sefy;‘~da,,,i2(a)) = 92 + +4Dps(ra)(ﬂEﬂ - DVﬂ) Va Gs(rﬂ: Fa,S) - dO'p -doy.

H.5.3 Terminal total noise current density spectrum

The correlation PSD of two different terminal « and terminal § (a # f) is,

Sif;,iﬂ(w) =St§*t‘;(w) - Sig*,ejyﬁ-daﬂ(w) - Sefyj-doa,iz (@)
ﬁ
=- + + Zezps(rﬂ)(D Vo —HEL)D Vg G'(rq, rp, —s) - doy - dog

_)
- <]g + 2¢%ps(ro)(D Vs —HER)D o G (rp.ry. s) - doy - dog.

The auto-correlation PSD of terminal « is,

SiZ,ia () =Sig*i$ (w) — Sif,*,e [ vp-doy (w) |r,;=r;,r - S | y;:‘-doa,i; (w) |r,;=r3,'

_)
=- Mzezps(mw Va —HE)D 7} G(ro. 1y, —s) - dog - do

ﬁ
- Mzezps(ra)w Vi —UEDD vy G*(r} 1y, ) - dog - dot

+ 2el,.

H.6 Y-parameters in homogeneous Green’s function

(H.46)

(H.47)

(H.48)

We supply small signal vy at surface f and measure the small signal current that flows into

surface a, then Y,3 = i,/vp. Denote the small signal hole carrier density p(r). We need to solve

p(r) for equation

L,p(r) =0, p(re) =0, p(rg) = eps(rp)/kTvg.
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To do this, we insert @ = p(r), f = 5S(r, ¥, s) into (H.8), with boundary condition of both p(r)

and Green’s function, we at once obtain (+’ is substituted with r)

p(r) = — {)p(rﬂ)D vp G'(r.rpg, s) - dop. (H.49)

é
With the current operator (eu E — e D<y) for hole carrier, we obtain the Y-parameter as

2
e -
Yop = ~TT #;ﬂgp.g(rﬁ)(D Vo —HE)D 75 G*(r,rp, 5) - dog - dop. (H.50)

Let f — a* for (H.50), Y,, can be obtained as

2
(4 —_
Yy = — T 4}{)ps(r;)(D Ve —HE)D 7! G*(r,r},s) - doy - do}

2
e -
==r (J) {)ps(ra)(D Vi —UEN)D 74 G*(r,1g, 5) - doy - do). (H.51)
The second step of (H.51) follows from symmetry.

H.7 Relation between Y-parameter and noise spectrum

Comparing the Y-parameters in (H.51) and (eq:Yab) with the noise spectrum in (H.48) and

(H.47), their relation can be summarized as
Siy, ig(w) = 2kT (Ypq + Y;ﬂ) + Oap2el,, (H.52)

where 644 is the Kronecker delta. (H.52) is the van Vliet model in common-base configuration.
Note the terminal DC current I, takes the positive sign when it flows outward from the device and

the e should be —e for NPN transistor.

211



H.7.1 Common-base noise for BJTs

The PSD of i€ and i® noise currents for BJTs in common-base configuration as shown in

Fig. H.3 (a) can be obtained from (H.52) directly

SEE = 4kTR(Y(®) - 291,

SCB = 2kT(Y B+ YCP),

icie*
CB CB
Sic = 4kT3R(Y22 )+ 2qlc. (H.53)
Vi LV
E O— Noiseless -0 C BO Noiseless oC
BJT BJT
ieCB W Qw icCB ibCE Y ‘@ irCE
O O
B E
(a) common base (b) common  emitter

Figure H.3: Admittance representation for BJT noise: (a) Common-base; (b) Common-emitter.

H.7.2 Common-emitter noise for BJTs

Comparing Fig. H.3 (a) with Fig. H.3 (a), we have ibCE = —i¢B — jCB and iCF = iCB,

o

Therefore the PSD of ibCE and i€F is

SGE =8P+ 8P+ 2RSS = 4kTR(YSP + Y52 +YSP +Y5P) — 2415,

ic,ie*
CE CB CB CB CB CB CB
Sieir = Sic = Sigier = —2kT(Vy " +Y5," + Y57 + Yy, ") — 2¢qlc,
SCF = S0P = 4akTR(Y,®) +2491c. (H.54)
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Now derive the Y-parameter relations between the common-base and common-emitter configura-

tions. V1, V3, I and I, defined in Fig. H.3 (a) satisfy

I, yCB yCB Vi
(" e . (H.55)
I Y2C13 Yzczg Va
V1, Vo, I and I also satisfy
-IL -1 chlE YlgE -V
= ) (H.56)
I Y2C1E YzczE Va-n
According to (H.55) and (H.56),
CE CE CB CB CB CB CB CB
Yll le Yll +Y12 +Y21 +Y22 _le _Yzz
— . (H.57)
CE CE CB CB CB
" Yy TR £Y Y,

Finally, with (H.57) and (H.54), the van Vliet model in common-emitter configuration can be

obtained

SCE = 4kTR(Y(F) — 2415,
SCE = 2kT(YF + Y5 - 2qlc,

ic,ib*

SCF = 4kTR(YSF) +2qlc. (H.58)
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