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Abstract

In this Ph.D. dissertation, I report the device instability of ZnO thin film transistors (TFTs) under extreme environmental conditions. It is extremely important to identify the cause of device instability under different environmental conditions. The types of defects and its influence in ZnO TFT performance have been analyzed in this work.

The device instability under electrical stressing and subsequent relaxation have been investigated for ZnO TFTs. A systemic comparison between ambient and vacuum conditions was carried out to investigate the effect of adsorption of oxygen and water molecules, which leads to the creation of defects in the channel layer. The observed subthreshold swing and change in field effect mobility under gate bias stressing have supported the fact that oxygen and moisture directly affect the threshold voltage ($V_{TH}$) shift. We have presented the comprehensive analysis of device relaxation under both ambient and vacuum conditions to further confirm the defect creation and charge trapping/de-trapping process since it has not been reported before. It was hypothesized that chemisorbed molecules form acceptor-like traps and can diffuse into the ZnO thin film through the void on the grain boundary, being relocated even near the semiconductor/dielectric interface. The stretched exponential and power-law model fitting reinforces the conclusion of defect creation by oxygen and moisture adsorption on the active layer.

I have investigated the displacement damage (DD) effect on the electrical characteristics of ZnO thin film transistors (TFTs) based on its location of origin in the device structure. The
area subjected to maximum proton dose induces maximum DD effect in that particular location. ZnO TFTs with two different passivation layer thicknesses were prepared to obtain maximum proton dose distribution in either the ZnO channel layer or ZnO/SiO$_2$ interface. The devices were irradiated by a proton beam with an energy 200 keV and $1\times10^{14}$ protons/cm$^2$ fluence. Transport of Ions in Matter (TRIM) simulation, followed by calculation of depth distribution of the non-ionizing energy loss (NIEL), illustrated different proton dose distribution profiles and NIEL profiles along the depth of the device for these two types of samples. The sample with maximum proton dose peak at the ZnO/SiO$_2$ interface exhibited a significant degradation in device electrical characteristics after the irradiation compared to negligible degradation of the sample where the maximum proton dose was absorbed in the ZnO layer. Therefore, one must be cautious when studying the radiation hardness of proton-irradiated ZnO TFTs since the displacement damage induces drastic changes on the device characteristics based on the damage location.
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Chapter 1
Introduction

The history of Zinc goes back to as early as the first century A.D. Ancient Romans have used zinc in the fabrication process of brass and also a Greek physician, pharmacologist, and botanist named Pedanius Dioscorides have described the oxidation of zinc in his book, “De Materia Medica.” However, the first record of recognition for zinc as a metal dated back to 14\textsuperscript{th} century in India. Zinc Oxide (ZnO) was a byproduct of the smelting process in jewelry production [1]. Then the smelting technology was spread to China in the 16\textsuperscript{th} or 17\textsuperscript{th} century to be used in brass manufacturing with high zinc composition. Europeans imported zinc from China around the same period. Zinc was first introduced to the periodic table as an element by a French chemist, Antoine Lavoisier in 1789 [2]. Before the electrical and optical properties of ZnO were discovered, ZnO powder was used in oil-based paints in the late 1800s. The first application of ZnO in electronics was in ZnO radios in the 1920s [3]. The Schottky barrier created by contacting a copper wire with ZnO crystal was utilized in the process of AC radio wave converted into DC signals. The first significant application of ZnO in electronic was the varistors, which a component uses to protect circuits against excessive transient voltages.

ZnO was one of the materials that got attention in the 20\textsuperscript{th} century with the improvement of material analysis. The first electron diffraction data on ZnO was published in 1935 [4]. After three years, the first scanning transmission electron microscopic (STEM) image was taken on ZnO crystal [5]. The undoped n-type conductivity ZnO was experimentally identified by the temperature dependent Hall measurements in 1954 [6]. In the same year, the optical properties of ZnO were initially studied by a German research group [7]. Since then ZnO has been extensively
studied for its electrical and optical properties. ZnO is one of the essential materials in nanotechnology due to its varieties in self-assembled nanostructured forms. Moreover, the transparency of visible light has made ZnO an ideal candidate material for transparent electronics. The softness of the ZnO films is another property which introduced ZnO for flexible electronics. Flat panel display technology and solar cell industry require transparent conductive oxides. The conductivity of ZnO can be significantly increased by doping with Al, B, and Ga. The inexpensive large-scale deposition capability and abundancy of ZnO show potential to replace expensive Indium-Tin oxide (ITO) in flat panel display technology. However, ZnO still requires more improvements to make to enhance its quality and durability to compete with ITO.

ZnO can be comparable to GaN due to its similar properties such as direct wide bandgap, wurtzite crystal structure, and break down voltage [8]–[10]. Further, ZnO has some advantages over GaN such as larger excitonic binding energy (60 meV) [11], [12] and its availability as large single crystal [11]. The ZnO growth on native substrate yields a lower concentration of extended defects compared to GaN, which results in higher electrical and optical device performances [13]–[15]. Also, ZnO shows amenability to wet chemical etching, unlike GaN. This property is an added advantage in device fabrication process. However, the use of ZnO as an alternative for GaN has been limited with difficulty to obtain stable p-type conductivity in ZnO [14], [15]. There are several reports which claim proper p-type doping in ZnO with appropriate hole concentrations and hole mobility [16], [17]. However, the reliability and the reproducibility are still inadequate to make a strong claim.

ZnO is an inorganic material with high spontaneous polarization. Hence, the surface of ZnO is prone to contaminated by adsorbed elements in the ambient air. Therefore, the conductivity of ZnO film shows high sensitivity towards absorbents. In a way, this nature of ZnO is useful as
in gas sensors to detect gas contaminations [18], and also as odor sensors to identify the freshness of food and drinks [19]. But the surface sensitivity causes electrical instability in ZnO thin film transistors (TFTs) and consequently, limiting its applicability in logic circuits. Extensive researches have done to investigate the surface sensitivity effect on device instability of ZnO based TFTs [20]–[22]. It is essential to study the mechanism of defect creation and its influence on the electrical performance of devices. In chapter 5 of this dissertation, a model is proposed to explain the defect creation mechanism when ZnO TFTs are operating under constant gate bias in ambient air.

The radiation hardness of ZnO has been reported as higher than other semiconductor materials such as GaN, Si, GaAs, and CdS [23]–[25]. With the advancement of space exploration, it was a necessity to employ electronics onboard of space crafts to operate without getting damaged by high energy radiation in space. Different types of defects are generated in the device structure to influence the device operations based on the type of radiation. ZnO TFTs have been studied for its radiations hardness against charged particle irradiations such as electrons [23], [25], [26], protons [27]–[29], and photons (gamma rays) [30], [31]. In chapter 6, the formation of displacement damage due to the energetic proton irradiation in rf-sputtered ZnO films and its effect on the ZnO TFT performances were investigated, and the results are discussed. Further, the proton radiation-induced damage mechanisms in ZnO/SiO$_2$ interface and SiO$_2$ dielectric layer were investigated by using sol-gel derived ZnO TFTs. The results and conclusion are reported in appendix II.
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Chapter 2
Theoretical background

2.1 Zinc Oxide Semiconductor

2.1.1 Crystal Structure

ZnO is a group II-VI compound belongs to $C_{6v}^4$ or P63m space group and commonly occurs in wurtzite, zinc blende, and rock salt crystal structures as shown in figure 2.1-1 [1]. As a group II-VI semiconductor compound, ZnO is thermodynamically stable at ambient conditions in wurtzite structure. The zinc blende structure can be obtained when the ZnO is grown on the cubic substrate. The high-pressure growing conditions stabilize the rock salt crystal structure in ZnO [2]–[4].

![Crystal structures of ZnO](image)

Figure 2.1-1: Schematics of the crystal structures of ZnO; (a) Wurtzite, (b) Zinc-blende, and (c) Rock-salt.

The metastable zinc blende structure of ZnO can be obtained by heteroepitaxial growth on cubic substrates such as ZnS, GaAs/ZnS, and Pt/Ti/SiO$_2$/Si [5]–[7]. The zinc blende structure belongs to the space group $F\bar{4}3m$ and constructed by two interpenetrating face centered cubic...
(fcc) sublattices shifted along the body diagonal by one quarter of the body diagonal. There are four atoms in unit cell, each atom is tetrahelrally coordinated with four atoms of other type, and vice versa. Since, both wurtzite and zinc blende structures posses tetrahedral coordination, the four nearest neighbours and 12 next nearest neighbours share same bond length between atoms in both structures. The main deviation of these two structures is the stacking seqency of closed-packed diatomic planes. The zinc blende structure contains Zn and O atoms in closed packed stacking seqency $AaBbCcAaBbCs..$ along $<111>$ direction along (111) plane. In addition that, the phase transistion of wurtzite to rocksalt (NaCl) structure occures at high pressure near 10 GPa. Futher, it has been suggested that phase transitions of sixfold coordinated cubic (NaCl) to eightfold coordinated cubic (CsCl) is attained at sufficiently high pressure conditions.

The ZnO wurtzite structure contains a hexagonal unit cell with lattice parameters, $a=3.2496 \, \text{Å}$ and $c=5.2042 \, \text{Å}$ to have a relation to $c/a=1.6018$ [8]. The ZnO crystal shows deviation from the ideal wurtzite structure ($c/a=1.633$).This crystal structure is composed of two interpenetrating hexagonal close-packed (hcp) sublattices, each for each type of atoms which are separated with respect to each other by parameter, $u=0.382$ along the $c$-axis [9]. The $u$ parameter is defined as the bond length between Zn and O atom along the $c$-axis in units $c$. Each sublattice contains four atoms per unit cell and each Zn atom tetrahedrally surrounded by four O atoms and visa verse. This tetrahedral coordination is typically generated with $sp^3$ covalent bonding between Zn and O atom. However, ZnO shows substantial ionic character with ionicity of 39%, which makes ZnO treated as an ionic oxide [10]. Moreover, the tetrahedral sublattice causes for noncentral symmetry in ZnO structure. The combination of non-central symmetry and the large electromechanical coupling result in large piezoelectric and pyroelectric properties of ZnO. The ZnO structure contains alternating bi-atomic closed packed planes with stacking sequence $AaBbAa$
along the c-axis. The positively charged Zn-(0001) Surface and negatively charged O-(000\overline{1}) Surface results in dipole moment and hence, a large spontaneous polarization of -0.05 C m\(^{-2}\) in ZnO [11], [12]. The polar surfaces maintain the stability of the structure by massive surface reconstructions. However, ZnO ± (0001) differentiated from other polar surfaces by exhibiting atomically flat and stable nature without reconstructions. The other two mostly observed facets of ZnO are \{2\overline{1}10\} and \{01\overline{1}0\}, which are nonpolar surfaces having lower energy than \{0001\} facet [13], [14]. The polar faces exhibit different chemical and physical properties, while the O-terminated face contains slightly different electronic structure compared to other three faces [15]. The non-polar (11\overline{2}0) surface is less stable and posses a higher level of surface roughness, while polar surface and the (10\overline{1}0) The surface is stable. Among the most commonly observed planes in ZnO, the (0001) plane posses the highest surface energy. Hence, ZnO structure shows highest growth rate along c-axis and the minimum surface area of the (0001) plane.

### 2.1.2 Electronic Band Structure

The electronic band structure of wurtzite ZnO has been widely investigated by Local Density Approximation (LDA) [16]–[18]. However, when the \(d\) electrons are treated as the core electrons in LDA approach, the calculated lattice constants were underestimated the experimental value. Even if the \(d\) electrons are appropriately taken into account in LDA approach, the estimated value for band gap energy for wurtzite ZnO has underestimated the experimental value. The LDA approach underestimated the band gap to be as low as \(E_g=0.23\) eV compared to the experimental value, \(E_g^{\text{exp}}=3.37\) eV. In contrast, the self-interaction corrected pseudopotentials (SIC-PP) approach has estimated results in closer agreement with the experimental value (\(E_g=3.77\) eV) compared the values extracted from LDA [19]. The wurtzite ZnO shows a direct band gap of \(E_g=3.37\) eV at room temperature. The Table 2.2-1 shows the basic physical parameters of ZnO.
Table 2.1-1 Properties of ZnO wurtzite structure [20].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice parameters at 300 K</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>3.2495 Å</td>
</tr>
<tr>
<td>c</td>
<td>5.2069 Å</td>
</tr>
<tr>
<td>a/c</td>
<td>1.602</td>
</tr>
<tr>
<td>u</td>
<td>0.375</td>
</tr>
<tr>
<td>Band-gap</td>
<td>3.37 eV</td>
</tr>
<tr>
<td>Density</td>
<td>5.606 g/cm³</td>
</tr>
<tr>
<td>Melting point</td>
<td>1975 °C</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>0.6, 1-1.2 W/cm K</td>
</tr>
<tr>
<td>Static dielectric constant</td>
<td>8.656</td>
</tr>
<tr>
<td>Exciton binding energy</td>
<td>60 meV</td>
</tr>
</tbody>
</table>

The ZnO band structure exhibits high symmetry in the hexagonal Brillouin zone. The direct interband transitions take place at the Γ point (k=0) since the minimum of the conduction band and the maximum of the valence band aligned at the k=0 in the Brillouin zone as shown in figure 2.1-2.

The conduction band of ZnO is s-like while the valence band is p like state with six-fold degeneracy. As shown in band diagram 2.2-1, the bottom bands located between -8 to -9 eV correspond to 3d levels of Zn while the upper six bands correspond to 2p levels of O. The two conduction bands are strongly localized and correspond to empty Zn 3s levels. Moreover, the valence band split into three twofold sub-bands due to the spin-orbit interaction and crystal-field
The degenerated p state bands in valence bands are denoted as A, $\Gamma_7$ (symmetry), B($\Gamma_9$), and C($\Gamma_\gamma$) as illustrated in figure 2.1-3 [22].

Figure 2.1-2 The bulk band structure diagram of ZnO calculated by LDA-SIC-PP [19].

Figure 2.1-3 The band structure of hexagonal ZnO. The splitting of valence band into three subbands A, B, and C due to the spin-orbit interaction and crystal field effect at 4.2 K [23].
The band gap is temperature dependent up to 300 K according to the following equation [23].

\[ E_g = E_{g(\tau=0)} \frac{5.05 \times 10^{-4} \tau^2}{900 - T} \]

The key properties of the binary II-VI oxides are given in table 2.1-2.

Table 2.1-2 Properties of binary II-VI oxides [24],[25]

<table>
<thead>
<tr>
<th></th>
<th>ZnO</th>
<th>MgO</th>
<th>CdO</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_g) (eV)</td>
<td>3.37</td>
<td>5.4</td>
<td>2.2</td>
</tr>
<tr>
<td>(m_e^* (m_o))</td>
<td>0.28</td>
<td>0.35</td>
<td>-</td>
</tr>
<tr>
<td>(m_{hh}^* (m_o))</td>
<td>0.78</td>
<td>1.60 [001], 2.77 [111]</td>
<td>-</td>
</tr>
<tr>
<td>(m_{lh}^* (m_o))</td>
<td>-</td>
<td>0.35 [001], 0.31 [111]</td>
<td>-</td>
</tr>
<tr>
<td>(a (\text{Å}))</td>
<td>3.2</td>
<td>4.2</td>
<td>4.7</td>
</tr>
<tr>
<td>(c (\text{Å}))</td>
<td>5.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stable crystal structure</td>
<td>Wurtzite</td>
<td>Rocksalt</td>
<td>Rocksalt</td>
</tr>
</tbody>
</table>

Table 2.1-3 Parameters of the alloy \(\text{Zn}_{(1-x)}\text{Mg}_x\text{O}\) and \(\text{Zn}_{(1-y)}\text{Cd}_y\text{O}\) [26],[27],[28],[29]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(\text{Zn}_{(1-x)}\text{Mg}_x\text{O})</th>
<th>(\text{Zn}_{(1-y)}\text{Cd}_y\text{O})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band gap (eV)</td>
<td>3.37 – 4</td>
<td>2.9 – 3.37</td>
</tr>
<tr>
<td>Maximum alloy incorporation</td>
<td>43%</td>
<td>70%</td>
</tr>
<tr>
<td>(a)-axis length expansion (Å)</td>
<td>3.250+0.036x</td>
<td>3.252+0.143y – 0.147y^2</td>
</tr>
<tr>
<td>(c)-axis length expansion (Å)</td>
<td>3.34 – 0.063x</td>
<td>5.204+ 0.956y – 5.42y^2</td>
</tr>
</tbody>
</table>

Band gap engineering is a crucial process in a semiconductor in reference to optoelectronic device applications. The alloying process allows a tailoring of the band gap of a semiconductor
material, whereby the wavelength of the exciton emission could be fine-tuned. The energy band gap of ZnO can be increased or decreased by alloying with Mg and Cd, respectively. The important parameters of the alloy ZnO, Zn\(_{(1-x)}\)Mg\(_x\)O and Zn\(_{(1-y)}\)Cd\(_y\)O are listed in table 2.1-3.

### 2.1.3 Optical Properties

The optical properties of ZnO depend on the intrinsic and extrinsic properties of the material. Typically, intrinsic transitions take place between free electrons in the conduction band and the holes in the valance band, including excitonic transitions due to Coulomb interactions. The excitonic recombinations can be categorized into free excitons which have energy slightly less than band gap and bound excitons. Bound excitons define as excitons bound to shallow donor recombination with a hole and free electron recombination with the deep acceptor [23]. The extrinsic optical properties accompanied with impurities introduced into ZnO during the growth and preparations. These impurities create defect levels with discrete energies in the band gap. The optical properties of ZnO heavily rely on the transition which occurs between band- defect levels, and inter-defect level transitions. The band to band transitions in ZnO generates UV emission (~3.75 eV) which makes ZnO is an ideal candidate for UV sensing devices. Moreover, the higher exciton binding energy well above the room temperature thermal energy (25 meV) facilitates the possibility of excitonic recombination even at room temperature. Therefore, efficient excitonic emission can be seen in ZnO at room temperature and above which makes ZnO a suitable material for exciton related optoelectronic applications. The table 2.1-4 shows the comparison of exciton binding energy for wide bandgap semiconductor materials.
Table 2.1-4 Exciton binding energies for wide bandgap semiconductors [30].

<table>
<thead>
<tr>
<th>Material</th>
<th>Exciton binding energy (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnO</td>
<td>60</td>
</tr>
<tr>
<td>GaN</td>
<td>21</td>
</tr>
<tr>
<td>ZnS</td>
<td>39</td>
</tr>
<tr>
<td>ZnSe</td>
<td>20</td>
</tr>
</tbody>
</table>

The extrinsic optical properties of ZnO rely on the type of impurities and native defects. The native point defects and impurities create defect states with discrete energy in the bandgap of ZnO. The electron-hole recombination associated with these defect levels emit visible luminescence observed in photoluminescence analysis of ZnO. A wider visible spectrum of ZnO indicates a larger number of transitions occurred with little differences between each transition. It has been widely accepted that the visible luminescence occurs due to the transitions related to oxygen vacancies in ZnO. The three types of oxygen vacancies in ZnO as native defects create three different energy states and show deep and shallow donor nature. The blue, green, and yellow luminescences are attributed to the mechanisms of delocalized electron recombination with doubly ionized oxygen vacancy ($V_{O}^{++}$), electron transition from singly ionized oxygen vacancy ($V_{O}^{+}$) to valance band, and electron transition from neutral oxygen vacancy ($V_{O}^{0}$) to valance band, respectively [31]–[33]. However, other authors have suggested that green luminescence occurred due to transition from near conduction band to deep oxygen antisites ($O_{Zn}$) [34]. Annealing of ZnO under oxygen rich conditions would modify the oxygen vacancy concentration in the material. Therefore, the oxygen annealing should produce a significant change in visible luminesence in ZnO. However, contravertial results have been reported after the oxygen annealing.
as some authors observed enhancement in visible PL spectra and reduction in UV peak in PL analysis [35], [36].

2.1.4 Mechanical Properties

The mechanical properties of a material primarily identified with the parameters such as hardness, piezoelectric constant, Young’s and Bulk moduli. The mechanical properties of a semiconductor material need to take into account when device designing and material processing for different applications. Table 2.1-5 shows an overview of experimental and theoretical parameters to describe the mechanical properties of ZnO.

Table 2.1-5 Experimental and theoretical values of mechanical properties of ZnO

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experimental</th>
<th>Theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus, $E$ (GPa)</td>
<td>$111.2 \pm 4.7$ [37]</td>
<td></td>
</tr>
<tr>
<td>Bulk modulus, $B$ (GPa)</td>
<td>142.4 [38]</td>
<td>156.8 [39]</td>
</tr>
<tr>
<td>Hardness, $H$ (GPa)</td>
<td>5.0 ± 0.1 [37]</td>
<td></td>
</tr>
<tr>
<td>$C_{11}$ (GPa)</td>
<td>207 [40]</td>
<td>209 [41]</td>
</tr>
<tr>
<td>$C_{12}$ (GPa)</td>
<td>121.1 [37]</td>
<td>127 [42]</td>
</tr>
<tr>
<td>$C_{13}$ (GPa)</td>
<td>105.1 [37]</td>
<td>105 [42]</td>
</tr>
<tr>
<td>$C_{33}$ (GPa)</td>
<td>210.9 [37]</td>
<td>246 [42]</td>
</tr>
<tr>
<td>$C_{44}$ (GPa)</td>
<td>42.47 [37]</td>
<td>56 [42]</td>
</tr>
<tr>
<td>Spontaneous polarization (C/m$^2$)</td>
<td></td>
<td>-0.057 [43]</td>
</tr>
<tr>
<td>$e_{33}$</td>
<td>0.96 [44]</td>
<td>1.19 [42]</td>
</tr>
<tr>
<td>$e_{31}$</td>
<td>-0.62 [44]</td>
<td>-0.55 [42]</td>
</tr>
<tr>
<td>$e_{15}$</td>
<td>-0.37 [44]</td>
<td>-0.46 [42]</td>
</tr>
</tbody>
</table>
There are five independent elastic constants in hexagonal structures, \( C_{11}, C_{12}, C_{13}, C_{33}, \) and \( C_{44} \). The \( C_{11} \) and \( C_{33} \) are corresponding to longitudinal modes along [1000] and [0001] directions, respectively. The \( C_{44} \) and \( C_{66} = (C_{11} - C_{12})/2 \) can be determined from the sound velocity of transverse modes propagating along [0001] and [1000] directions, respectively. The \( C_{13} \) can be obtained by combining other four moduli in the velocity of modes propagate in [0011] direction. The Bulk modulus \( (B) \) can be calculated as follows [45];

\[
B = \frac{(C_{11} - C_{12})C_{33} - 2C_{13}^2}{C_{11} + C_{12} - C_{33} - 4C_{13}^2}
\]

The wurtzite ZnO has the negligible difference between the shear velocities propagating along [001] and [100] directions. Therefore, it is reasonable to apply isotropic approximation to ZnO to determine Young’s modulus \( (E) \) as follows,

\[
E = 3B(1 - 2\nu)
\]

where \( \nu \) is the Poisson ratio \( \nu = \frac{C_{13}}{(C_{11} + C_{12})} \)

The elastic constant can be determined by ultrasonic measurements for compound materials in the single-crystalline state. Moreover, Brillouin scattering technique which uses the interaction of light with thermal excitation in a material is also utilized to obtain elastic constants. x-ray based methods such as energy-dispersive x-ray spectroscopy (EDS), angular-dispersive x-ray diffraction (ADX), and x-ray absorption spectroscopy (XAS) can be used to determine the pressure dependence of lattice parameters. And then, under the assumption of linear dependence
of the bulk modulus on pressure, Brich-Murnaghan equation of state would deduce the bulk modulus [46].

\[ V = V_0 \left(1 + \frac{B'_p P}{B}\right)^{1/B'} \]  

where \( V_0 \) is the unit volume at ambient pressure and \( B' \) is the derivative of \( B \) with respect to pressure. Besides the experimental techniques, theoretical methods based on density-functional theory within the LDA, plane-wave expansion pseudopotentials or LMTO employed to determine the mechanical properties of ZnO.

Among other tetrahedrally bonded semiconductors, it is claimed that ZnO has a piezoelectric tensor greater or at least comparable to that of GaN and AlN [47]. This property of ZnO makes it is an important material for device applications which require a larger electromechanical coupling. The piezoelectric tensor contains three independent components in the wurtzite phase and one in zinc-blende phase. Two components in wurtzite phase measure the polarization along the c-axis by uniform strain either along the c-axis or basal plane when no electric field is present. The piezoelectric polarization along c-axis can be represented as follows [11]:

\[ P_{z}^{\text{piezo}} = e_{33} \varepsilon_z + e_{31} \varepsilon_{\perp} \]  

where \( \varepsilon_z \) and \( \varepsilon_{\perp} \) are the strain along the c-axis and the basal plane, respectievly. The \( e_{33} \) and \( e_{31} \) are the piezoelectric componenets. The sign of the piezoelectric tensor is fixed as the direction along the c-axis from cation to anion to be positive. The wurtzite ZnO shows low symmtry in the crystal structure, resulting a spontaneous polarization along c-axis. The spontaneous polarization can be experimentally determined by studying the two-dimentinal electron gas and the red shift of transitions in quatum well albeit indentrly [48]. The theoritical approach to determine the
spontaneous polarizations is the comparison of polarization of low-symmetric (wurtzite) crystal with highly symmetric (zinc-blende) crystal of the same material.

ZnO is relatively a soft material with hardness ($H$) is approximately 5 GPa at a plastic penetration depth of 300 nm [37]. Therefore, it is an important material property in device designing and processing. Nanoindentation is a widely used method to determine the hardness of ZnO in a range of size scales and temperatures. The hardness measurements are usually employed by pyramid-shaped diamond tip indented on (0001) surface of the crystal. The insight into the hardness and the pressure-induced phase transformation of the semiconductor material can be extracted by the depth-sensing indentation measurements.

In the case of ZnO, the experimental and theoretical values are in good agreement with each other for mechanical properties. However, the precision of the determined values is based on the quality of the crystals and the theoretical approximations.

2.2 Optical Characterizations

2.2.1 Raman Spectroscopy

1. Introduction to Micro-Raman Spectroscopy

Raman is a widely used material characterization method in semiconductor research area due to its nondestructive and simple sample preparation nature. Raman spectroscopy is based on inelastic scattering of monochromatic light of elementary excitations generated or annihilated by lattice vibration (phonons). Therefore, Raman spectroscopy provides information about sample lattice dynamics which could reveal the chemical composition, crystal quality, and crystal orientation. Apart from that, Raman spectroscopy could give information on electrical and magnetic properties of the sample with additional measurements.
Typically, molecular vibrational transitions are observed by IR and Raman spectrum. Generally, Raman spectra are measured in UV-visible region while IR spectra collected in IR region. When laser beam incident on the sample, it produces two types of scattering, elastic Rayleigh scattering which has the same frequency as incident photon and inelastic scattering (Stoke and anti-Stoke Raman) caused by generation or annihilation of elementary excitation [49]. Raman shift is measured with the frequency difference between inelastically scattered light and the incident photon [1], [50], [51]. Therefore, the Raman scattering is denoted as $\omega_o \pm \omega_m$ [49]. Positive Raman shift occurs in Stoke Raman scattering and negative Raman shift in anti-Stoke. In figure 2.3-1, the schematic diagram of excitation energy states is illustrated the Rayleigh and Raman scattering processes.

Figure 2.2-1: Schematic energy diagram of transitions corresponding to Rayleigh and Raman scattering.

The frequency of the incident photon is much higher than the elementary excitation frequencies. Therefore, Raman shift is very small. Since there are only a few phonons are thermally
excited at room temperature, stokes lines are dominating over anti-stokes lines in room temperature Raman spectroscopy [1].

In classical theory, Raman scattering is explained as the electric field (E) fluctuation with time (t) as showed below,

\[ E = E_0 \cos(2\pi \nu_0 t) \]  \hspace{1cm} 2.2-1

where \( E_0 \) is the vibration amplitude and \( \nu_0 \) is the frequency of the incident laser beam. In order to explain the Raman scattering, a simple diatomic molecule was chosen. The dipole moment (P) produced by the incident laser can be expressed as below,

\[ P = \alpha_0 E_0 \cos 2\pi \nu_0 t + \frac{1}{2} \left( \frac{\partial \alpha}{\partial q} \right)_0 q_0 E_0 \left\{ \cos\left(2\pi (\nu_0 + \nu_m) t\right) + \cos\left(2\pi (\nu_0 - \nu_m) t\right) \right\} \]  \hspace{1cm} 2.2-2

where \( \alpha_0 \) is the polarizability at the equilibrium position and \( \left( \frac{\partial \alpha}{\partial q} \right)_0 \) is the rate of change of polarizability with respect to the nuclear displacement (\( q = q_0 \cos 2\pi \nu_m t \)). The second term denotes the Raman scattering with \((\nu_0 + \nu_m)\) anti-stokes and \((\nu_0 - \nu_m)\) stokes frequencies while first term represents Rayleigh scattering according to the classical theory. To be Raman active, \( \left( \frac{\partial \alpha}{\partial q} \right)_0 \) should not be zero.

2. Selection Rules for Raman Spectroscopy

The selection rules must be applied to the normal vibration to determine whether the vibration is Raman active or not. Based on quantum mechanics, a vibration is Raman active if the polarizability is changed during the vibration. The size, shape, and orientation of the molecule tend to distort when molecules are exposed to an electric field induced by the laser beam due to charge separation in the molecule and created dipole moment. This dipole moment can be expressed in matrix form as,
The matrix contains polarizability components is called polarizability tensor. If one of these polarizability components is changed during the vibration, the vibration would be Raman active [49]. Since this simple normal mode approach not suitable for complex molecules, group theory has introduced selection rules for Raman spectrum by integrals.

\[
\begin{bmatrix}
\alpha_{xx} & \alpha_{xy} & \alpha_{xz} \\
\alpha_{yx} & \alpha_{yy} & \alpha_{yz} \\
\alpha_{zx} & \alpha_{zy} & \alpha_{zz} \\
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z \\
\end{bmatrix} =
\begin{bmatrix}
P_x \\
P_y \\
P_z \\
\end{bmatrix}
\]
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The matrix contains polarizability components is called polarizability tensor. If one of these polarizability components is changed during the vibration, the vibration would be Raman active [49]. Since this simple normal mode approach not suitable for complex molecules, group theory has introduced selection rules for Raman spectrum by integrals.

\[
[\alpha_{xx}]_{v',v''} = \int \psi^{+}_{v'}(Q_a)\alpha_{xx}\psi^{-}_{v''}(Q_a)dQ_a
\]

\[
[\alpha_{yy}]_{v',v''} = \int \psi^{+}_{v'}(Q_a)\alpha_{yy}\psi^{-}_{v''}(Q_a)dQ_a
\]

\[
[\alpha_{zz}]_{v',v''} = \int \psi^{+}_{v'}(Q_a)\alpha_{zz}\psi^{-}_{v''}(Q_a)dQ_a
\]

\[
[\alpha_{xy}]_{v',v''} = \int \psi^{+}_{v'}(Q_a)\alpha_{xy}\psi^{-}_{v''}(Q_a)dQ_a
\]

\[
[\alpha_{xz}]_{v',v''} = \int \psi^{+}_{v'}(Q_a)\alpha_{xz}\psi^{-}_{v''}(Q_a)dQ_a
\]

\[
[\alpha_{yz}]_{v',v''} = \int \psi^{+}_{v'}(Q_a)\alpha_{yz}\psi^{-}_{v''}(Q_a)dQ_a
\]
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where \(\psi_{v'}\) and \(\psi_{v''}\) are vibrational wavefunctions with \(v'\) and \(v''\) are the vibrational quantum numbers before and after the transition. \(Q_a\) is the normal coordinate of the normal vibration. If all six integrals are zero, then the vibration is Raman inactive.

Raman Scattering by phonons shows higher efficiency in molecules with covalent bonds than ionic bonds. Since valence electrons are poorly localized in covalent crystals, large fluctuations in polarizability can be induced by the lattice vibrations. Therefore, Raman spectroscopy would give accurate results for ZnO due to its covalent and ionic nature of bonding. In ambient conditions, ZnO shows a stable hexagonal Wurtzite structure. The wurtzite structure belongs to the space group \(\text{C}_{6v}\) [52], [53],[54]. A unit cell contains four atoms, two from each Zn
and O. Since there are four atoms in the unit cell, 12 phonons in total exist. These 12 phonons consist of 3 acoustic modes (1LA and 2TA) and 9 optical modes (3LO and 6TO) [1]. Due to the conservation of momentum rule in light scattering, first-order Raman scattering is caused by phonon with k~0 (Γ point). By group theory, eight possible phonon modes are predicted at Γ point, 2A₁+2B₁+2E₁+2E₂ [50]. The A and B modes are one-dimensional irreducible representations, and E modes are two-dimensional representations. Among them, one of A₁ and one of the E₁ modes are acoustic modes which show zero phonon curves at Γ point. Therefore, rest of the 6 phonon modes are optical, A₁+2B₁+E₁+2E₂ [48], [51], [55]. The B₁ mode is silent, and Raman inactive, and E₂ modes are only Raman active [56], [57]. The A₁ and E₁ modes are Raman active and each split into LO and TO modes with different frequencies under macroscopic electric field due to its polar nature [58]. All vibrational modes in wurtzite are characterized by the atomic displacement of 4 atoms in the unit cell. While atomic displacements along C-axis are responsible for A₁ and B₁ modes, E₁ and E₂ modes are produced by atomic vibrations perpendicular to the C-axis. The atomic displacements within the unit cell corresponding to each vibrational mode are given in figure 2.2-2.

Figure 2.2-2: Schematic of atomic displacement of four atoms in the unit cell of ZnO for each vibrational mode.
The $A_1$ mode shows oscillating polarization due to the strong polar nature of the Zn vs. O oscillations. In contrast, $B_1$ mode consists of the atomic vibrations which one sub-lattice is at rest while the atoms in another sub-lattice move in opposite directions. Therefore, the net polarization induced by the lattice vibration is zero, which makes $B_1$ mode Raman inactive. $B_1$ mode shows two non-polar modes, $B_1^{\text{Low}}$ responsible for Zn sub-lattice distortion and $B_1^{\text{High}}$ for predominantly Oxygen distortion. The E modes are twofold degenerated due to the energy equivalence in its two-vibrational axis perpendicular to C-axis. The $E_1$ mode shows strong net polarization due to the oscillation of Zn sub-lattice with respect to Oxygen sub-lattice. In contrast, one sub-lattice predominantly moves in opposite directions to the neighboring atom compared to the other sub-lattice in $E_2$ mode. In $E_2^{\text{Low}}$, the vibration of heavy Zn sub-lattice dominates and vibration of lighter Oxygen sub-lattice responsible for the $E_2^{\text{High}}$ mode. Raman shifts for ZnO wurtzite structure at room temperature for each vibrational mode are given in table 2.2-1.

Table 2.2-1: Raman shifts of ZnO for vibrational modes at room temperature [53], [54], [59]–[61].

<table>
<thead>
<tr>
<th>Optical Mode</th>
<th>$A_1$(LO)</th>
<th>$A_1$(TO)</th>
<th>$E_1$(LO)</th>
<th>$E_1$(TO)</th>
<th>$E_2^{\text{High}}$</th>
<th>$E_2^{\text{Low}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnO (cm$^{-1}$)</td>
<td>574-579</td>
<td>378-380</td>
<td>584-590</td>
<td>410-414</td>
<td>435-438</td>
<td>99-101</td>
</tr>
</tbody>
</table>

As mentioned in this section, it is a necessity to have non-vanishing components in Raman tensor. The Raman tensors for Raman active $A_1$, $E_1$ and $E_2$ modes are given below.

$$A_1(z) = \begin{pmatrix} a & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & b \end{pmatrix} \quad E_1(x) = \begin{pmatrix} 0 & 0 & c \\ 0 & 0 & 0 \\ c & 0 & 0 \end{pmatrix} \quad E_1(y) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & c \\ 0 & c & 0 \end{pmatrix}$$

2.2-5

$$E_2^1 = \begin{pmatrix} d & 0 & 0 \\ 0 & -d & 0 \\ 0 & 0 & 0 \end{pmatrix} \quad E_2^2 = \begin{pmatrix} 0 & d & 0 \\ d & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$
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where a, b, and c are material constants, and x, y, z represent the phonon polarization of modes with (x, y, z) coordinate system with z-axis along the c-axis of the wurtzite structure. The observability of the modes depends on the scattering configuration as denoted by Porto notation. For example, 180° backscattered light from incident light beam along c-axis and detected in parallel represented as z(x, x)z. The allowed modes for wurtzite structure at different scattering configurations are listed in the table 2.2-2.

Table 2.2-2: Corresponding Raman modes for different scattering configurations [51], [54].

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>x(yy)x</td>
<td>A₁(TO), E₂</td>
</tr>
<tr>
<td>x(zz)x</td>
<td>A₁(TO)</td>
</tr>
<tr>
<td>x(xy)x</td>
<td>E₁(TO)</td>
</tr>
<tr>
<td>x(zy)y</td>
<td>E₁(LO), E₁(TO)</td>
</tr>
<tr>
<td>x(yy)z</td>
<td>E₂</td>
</tr>
<tr>
<td>z(xx)z</td>
<td>A₁(LO), E₂</td>
</tr>
<tr>
<td>z(xy)z</td>
<td>E₂</td>
</tr>
<tr>
<td>z(yy)z</td>
<td>A₁(LO), E₂</td>
</tr>
</tbody>
</table>

3. **Crystal quality and the stress effect.**

The changes in stress induced in the wurtzite crystal can be extracted from the shift in the phonon frequency. There are three types of stresses can be observed in semiconductor materials: biaxial stress, uniaxial stress, and hydrostatic stress. The biaxial and uniaxial stresses arise due to the thermal expansion mismatch between the films and the substrate, lattice mismatch, and the
distortion [61]. The lattice distortion is considered as a result of doing the material. The native defects and incorporated impurities in the material would cause the hydrostatic stress [51]. The deformation is conserved in C$^{4}_{6v}$ space group, hence only the phonon shift is observed. An increment in phonon frequency ascribes to the compressive stress, while reduction indicates the tensile stress. The atomic positions are characterized by the two hexagonal lattice constants a and c. Therefore, the in-plane ($\epsilon_{xx} = \epsilon_{yy}$) and a normal ($\epsilon_{zz}$) component of the strain tensor can be expressed as follows [62].

\[
\epsilon_{xx} = (a - a_0)/a_0
\]
\[
\epsilon_{zz} = (c - c_0)/c_0
\]

The corresponding stress tensor can be obtained via Hook’s law as follows [62].

\[
\sigma_{xx} = (C_{11} - C_{12})\epsilon_{xx} + C_{13}\epsilon_{zz}
\]
\[
\sigma_{zz} = 2C_{13}\epsilon_{xx} + C_{33}\epsilon_{zz}
\]

where $C_{ij}$ is the independent stiffness constants of the corresponding wurtzite structure. For pure biaxial stress, $\sigma_{zz}=0$ since all the forces vanishes along c-axis. Therefore, the relationship between $\epsilon_{xx}$ and $\epsilon_{zz}$ stain components derives the in-plane stress $\sigma_{xx}$ by equation 2.2-8 and 2.2-9 [63].

\[
\sigma_{xx} = \left[ (C_{11} - C_{12}) - \frac{2C_{13}^2}{C_{33}} \right] \epsilon_{xx}
\]

where elastic constants of ZnO are $C_{11}= 206$ GPa, $C_{12}= 118$ GPa, $C_{13}= 118$ GPa, and $C_{33}= 211$ GPa [64], [65]. The phonon frequency shift in Raman modes are associated with the stress and strain can be calculated with the following relationships.

\[
\Delta \omega_\lambda = 2a_\lambda \epsilon_{xx} + b_\lambda \epsilon_{zz}
\]
where $a_\lambda$ and $b_\lambda$ are the deformation potential constant in the case of stain. For stress, the deformation potential of stress, $\tilde{a}_\lambda$ and $\tilde{b}_\lambda$ need to be substituted instead of stain deformation potentials in equation 2.3-11. Therefore, the relationship between phonon shift in Raman spectrum and the pure biaxial stress and strain can be presented as follows,

$$\Delta \omega_\lambda = 2[a_\lambda - b_\lambda (C_{13}/C_{33})] \epsilon_{xx}$$  \hspace{1cm} 2.2-12

The phonon frequency shift increases as stress and strain in the wurtzite crystal increases for both (LO) and (TO) modes of $A_1$ and $E_1$ Raman modes, and $E_2^{\text{High}}$ mode. However, $E_2^{\text{Low}}$ mode shows opposite characterization of phonon frequency shift upon increasing stress and strain to $A_1$ and $E_1$ modes [48]. Since the $E_2^{\text{High}}$ mode commonly yields higher signal compared to other modes in biaxial strain in c-plane, the Raman frequency shift corresponding to the $E_2^{\text{High}}$ peak is used to evaluate the biaxial stress in c-plane. The full width at half maximum (FWHM) of $E_2^{\text{High}}$ peak gives the information about the crystal quality.

When plasmon frequency ($\omega_p$) reaches to the frequency of LO phonon mode ($\omega_{LO}$), the free electrons start to couple with LO phonons via its longitudinal electric field. The LO phonon-plasmon coupled mode splits into two LPP modes: higher (LPP+) and lower (LPP-) modes. If the plasmon is in over damped condition; $\omega_p < \gamma$, only the LPP+ mode can be detected [66]. The LPP+ mode shifts to a higher frequency and peak broadening occurs if the free carrier concentration increases. Therefore, the free carrier concentration can be determined by the Raman spectra analysis. If the damping is negligible, the frequency of LPP+ and LPP- modes can be calculated as follows.

$$\omega_{LPP}^\pm = \frac{\omega_{LO}^2 - \omega_p^2}{2} \pm \left[ \left( \frac{\omega_{LO}^2 + \omega_p^2}{2} \right)^2 - \omega_p^2 \omega_{TO}^2 \right]^{1/2}$$  \hspace{1cm} 2.2-13
where $\omega_p$ is the plasmon frequency, $\omega_{LO}$ and $\omega_{TO}$ are the frequencies of LO and TO modes, respectively. The $\omega_{LO}$ and $\omega_{TO}$ values can be extracted from Raman spectra as 574 cm\(^{-1}\) and 378 cm\(^{-1}\), respectively [66]. When the free carrier concentration is higher than $10^{18}$ cm\(^{-3}\), it is expected to obtain a plasmon dominance in LPP mode and symmetry in shape. Therefore, the Gaussian fit to the $A_1$(LO) peak could be useful to extract LPP mode frequency [67]. Hence, the plasmon frequency ($\omega_p$) can be calculated by rearranging the equation 2.2-13 and substituting the extracted values from Raman spectra. After that, the free carrier concentration ($n$) can be obtained by using the following equation.

$$\omega_p = \sqrt{\frac{4\pi n e^2}{\varepsilon_\infty m^*}}$$

where $m^*$ is the effective mass of free carrier, and it is determined as $0.23m_e$ for ZnO [68]. The $\varepsilon_\infty$ is the high frequency optical dielectric constant for ZnO; 3.68 [69]. Moreover, the free carrier mobility along the z-axis can be obtained data acquired from $A_1$(LO) with the relationship given below.

$$\gamma = \frac{e}{m^*\mu}$$

where $\gamma$ is the damping constant. The ZnO lattice stress induced by the proton radiation calculated by Raman spectroscopic analysis is reported in chapter 6.

2.2.2 Photoluminescence (PL)

1. Introduction to Photoluminescence

Photoluminescence is a nondestructive technique to detect certain impurities in semiconductor materials [70]. The method relies on the creation of electron-hole pairs (EHPs) by the incident laser beam on the sample and detection of emitted photons of subsequent radiative
recombinations. The photoluminesce is suited as a precise method for impurity level identification due to its higher energy resolution. The intensity of the PL spectra is proportional to the impurity concentration. However, the accuracy of impurity concentration detection is low due to the non-radiative recombinations through deep level defects and surface recombination [71]. The photoluminescence technique shows higher sensitivity to semiconductor materials with high internal efficiency. Internal efficiency is higher when the optically generated EHPs recombine radiatively. Semiconductor materials with direct band gap show significant internal efficiency compared to indirect band gap. Because most of the recombinations in indirect bandgap materials occur via Shockley-Read-Hall or Auger recombinations, which are non-radiative [72]. Therefore, low-temperature PL measurements are much desirable to obtain much information since it minimizes the thermally activated nonradiative recombinations.

2. Basics of photoluminesces

When the sample is excited with the incident laser beam with energy $h\nu > E_g$, electron-hole pairs (EHPs) are generated and then recombine via several mechanisms. If the recombination process is radiative, then photons are emitted, and the PL intensity for the particular recombination can be obtained. The electron eigenvalues of excited EHP is given by the Schrodinger equation as follows.

$$\left(-\frac{\hbar^2}{2m_e^*}\nabla^2 - \frac{\hbar^2}{2m_h^*}\nabla^2 - \frac{e^2}{\varepsilon r_{eh}}\right)\psi = E\psi \quad 2.2-16$$

where $\hbar = h/2\pi$ and $h$ is the Planck’s constant, $m_e^*$ and $m_h^*$ are effective masses of electron and hole, respectively. The $\frac{e^2}{\varepsilon r_{eh}}$ is the modified coulombic electron-hole intercation for the medium with dielectric constant $\varepsilon$ and $r_{eh}$ is the distance between electron and hole. The solution for the equation applied to Bloch wavefuntion ($\psi$) is given below.
\[ E_n = -\frac{\mu e^2}{2(n\varepsilon \hbar)^2} \]

where \( \mu \) is the reduced mass of EHP, \( \varepsilon \) is the dielectric constant of the material, \( n \) is the quantum exciton state and \( e \) is the charge of an electron. The bottom of the conduction band is considered as the zero energy level. The free excitons would emit light only when they are at the quantum energy states given by equation 2.2-17. The energy of the emitted photon depends on the recombinations process as shown in figure 2.2-3.

![Figure 2.2-3: Radiative recombinations of electron-hole in photoluminescence process.](image)

There are five most common PL transitions after EHP generation as illustrated in figure 2.2-3 [71]. The first type of transition is the band to band recombination as in figure 2.2-3 (a). The band to band recombination is dominant at room temperature. However, it is rarely seen in materials with smaller effective mass due to large electron orbital radii at low temperatures. The free exciton (FE) recombination is shown in figure 2.2-3(b). The energy of FE is slightly less than the band gap. Therefore, the energy of the emitted photon in direct bandgap semiconductor can be expressed as [73];

\[ h\nu = E_g - E_x \]
where $E_g$ is the band gap energy, and $E_x$ is the excitonic binding energy. Since an exciton is a bound EHP, both electron and the hole move together. Therefore, the photoconductivity does not occur through bound excitons. The excitons bound to shallow donor recombination with a hole and free electron recombination with deep acceptor to form bound exciton (BE) is illustrated in figure 2.2-3(c). For less pure materials, bound exciton recombination dominates over free exciton recombination. A free electron in conduction band minimum can recombine with, and a hole in acceptor level to complete the transition showed in figure 2.2-3(d). The final type of recombination is the electron in donor level recombines with a hole in acceptor level which is known as donor-acceptor (D-A) recombination [showed in figure 2.2-3(e)]. The emitted photon energy can be expressed with the following relationship modified by the Coulombic interaction between donor and acceptor [74].

$$h\nu = E_g - (E_A + E_D) + \frac{q^2}{K_s \varepsilon_0 r}$$

where $K_s$ is the dielectric constant of the semiconductor, $\varepsilon_0$ is the permitivity of free space, and $r$ is the distance between donor and acceptor. If the $(E_A + E_D)$ is low, the photon energy of the D-A recombination would be higher than the band gap energy. Such photons are reabsorbed in the sample. The FWHM of the bound exciton transition peaks are typically less than $kT/2$. However, the donor-valance band transitions are generally given wider peaks with few $kT$ for FWHM. Hence, the FWHM values are a good measure of identifying the type of transitions since the energy for both types of recombinations are similar.

3. Photoluminescence spectra of ZnO

Typically, low-temperature photoluminescence (~ 4 K) measurements are preferable in ZnO due to two main reasons. When the temperature is sufficiently low, all the carriers are in their
ground state. Therefore, the complicated transitions from the ground state to excited states can be eliminated with low-temperature PL measurements. Moreover, the low-temperature conditions minimize the thermal line broadening and thermally activated non-radiative transitions. The thermal factor for a free electron at 4 K is about 0.18 meV while it is as high as 3.31 meV at 77 K [71]. The line broadening can cause the screening of important details in the PL spectra. It has been reported that low temperature such as 1.8 K is necessary to obtain some high-resolution PL spectra [75]. The extrinsic optical properties of ZnO is caused by native point defects and impurities. The defects states are located in band gap region as discrete energy levels. The radiative recombination of electron-hole pairs occurs between the conduction-valence bands, conduction band-defect levels, and defect levels-valence band emit visible luminescences in ZnO [23]. Even though the room temperature PL spectra does not provide high-resolution spectrum, a sharp UV emission peak due to the near band edge emission and a broad visible peak can be observed for ZnO. The oxygen vacancies are widely accepted as the defect states that is responsible for visible luminescence [31]–[33]. Oxygen vacancies occur at three different levels in the band gap with discrete energies. The singly ionized oxygen vacancy ($V_0^+$) is singly positive charged relative to the ZnO lattice, the doubly ionized oxygen vacancy ($V_0^{++}$) is doubly positive charged relative to the ZnO lattice, and the neutral oxygen vacancy ($V_0^*$) captures two electrons and is neutral relative to the lattice [31].

The blue, green and yellow luminescence observed in PL spectra can be attributed to the electron transition from neutral oxygen vacancy to valence band (~2.8 eV), electron transition from singly ionized oxygen vacancy to valence band (~2.5 eV), and delocalized electron near conduction band recombination with doubly ionized oxygen vacancy (~2.2 eV), respectively [31]–[33], [48]. However, some other authors have suggested that the blue luminescence generated by
radiative recombination between zinc interstials ($\text{Zn}_i$) and valance band and green and yellow luminescences occurred due to the transitions from near conduction band to deep oxygen anti-site ($\text{O}_{\text{Zn}}$) (~2.38 eV) and oxygen interstitials ($\text{O}_i$) (~2.28 eV), respectively [34]. The PL analyses for sol-gel derived and rf-sputtered ZnO films are presented in chapter 4.

2.3 Metal-Semiconductor Contacts

The metal-semiconductor (M-S) contact can be either rectifying or non-rectifying. The low contact resistance between metal and the semiconductor forms an ohmic contact (non-rectifying) which is necessary for source/drain contacts in MOSFETs and interconnections in IC processing. A Schottky contact (rectifying) is required for switching and rectification in circuits.

2.3.1 Schottky Contact

For an n-type semiconductor, the Schottky barrier height is defined as the potential difference between the Fermi energy level of a metal and the conduction band edge of a semiconductor. Figure 2.3-1 (a) shows the energy band diagram of an n-type semiconductor and metal in proximity.

Figure 2.3-1: Energy band diagram of metal and an n-type semiconductor (a) in close proximity, and (b) in contact.
Before the semiconductor and the metal bring in to contact, the vacuum energy levels are aligned while Fermi levels are separated. The Fermi levels aligned when the metal and the semiconductor brought into contact, while conduction and valence bands bend at the M-S contact interface as shown in figure 2.3-1 (b). This band bending creates an energy barrier for free electrons that defines as the Schottky barrier. For the n-type semiconductor, the Schottky barrier height \( \varphi_B \) is defined as follows;

\[
\varphi_B = \varphi_m - \chi
\]

where \( \varphi_m \) is the work function of the metal and \( \chi \) is the electron affinity of the semiconductor. The work function of the metal is defined as the energy required move an electron from the Fermi level to the vacuum level of a metal. The electron affinity is the energy required to move an electron from the bottom of the conduction band to the vacuum level of a semiconductor.

The alignment of Fermi level of metal and the semiconductor creates and depletion region with the width \( (W_D) \) that varies with built-in potential potential \( (V_B) \) of the Schottky barrier.

\[
W_D = \sqrt{\frac{2\varepsilon_s}{qN_D} \left( V_B - \frac{kT}{q} \right)}
\]

where \( \varepsilon_s \) is the permitivity of the semiconductor, \( N_D \) is the donor concentration of the semiconductor, \( q \) is the charge of an electron, \( k \) is the Bolzmann constant and \( T \) is the absoulte temperature. The built-in potential is required for electron in the conduction band to overcome the Schottky barrier and move to the metal.

\[
V_B = \varphi_m - \varphi_s
\]

where \( \varphi_s \) is the work function of the semiconductor. When a positive voltage is applied to the metal (forward bias), the barrier height is lowered and carrier conduction across the M-S contact increases. When a negative voltage is applied to the metal (reverse bias), the barrier height
increases and the current flow is rectified. Figure 2.3-2 shows the characteristics current-voltage (I-V) curve for both ohmic and shottky contacts.

![Current-Voltage (I-V) characteristics of Schottky and Ohmic contacts.](image)

Figure 2.3-2: Current-Voltage (I-V) characteristics of Schottky and Ohmic contacts.

Table 2.3-1 showed the work function of selected metals and calculated Schottky barrier potential from equation 2.3-1. The work function of the ZnO is considered as 4.71 eV [76]. The calculated values often deviate from the experimental values since the ideal conditions are assumed in the calculation. The deviation in experimental and the estimated values can be attributed to the chemical reactions between metal and semiconductor and interfacial contamination, which change the barrier potential.

Table 2.3-1 Work function, and calculated barrier potential for selected metals on ZnO.

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>Ti</th>
<th>Ni</th>
<th>Au</th>
<th>Pt</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_m$ (eV)</td>
<td>4.28</td>
<td>4.33</td>
<td>5.10</td>
<td>5.15</td>
<td>5.65</td>
</tr>
<tr>
<td>$\varphi_B$ (eV)</td>
<td>-0.43</td>
<td>-0.38</td>
<td>0.39</td>
<td>0.44</td>
<td>0.94</td>
</tr>
</tbody>
</table>
2.3.2 Ohmic Contact

Ohmic contact has negligible barrier between the Fermi level of the metal and the conduction band of the semiconductor. An ideal ohmic contact exhibits a straight line relationship in I-V characteristic with low contact resistance \( R_c \). The \( R_c \) of a semiconductor with high doping level can be calculated as follows [77]:

\[
R_c = \exp\left(\frac{2\sqrt{\varepsilon_s m^*}}{h} \left[ \frac{\varphi_B}{\sqrt{N_D}} \right]\right)
\] 2.3-4

where \( \varepsilon_s \) is the permitivity of the semiconductor, \( m^* \) is the effective mass of an electron, \( h \) is the Plank’s constant, \( \varphi_B \) is the barrier potential and \( N_D \) is the donor concentration of the semiconductor. A low contact resistance compared to the bulk resistance is required to obtain low voltage drop across the metal-semiconductor junction to reduce power dissipation during the current conduction.

A semiconductor with higher doping concentration and a metal-semiconductor contact with low barrier potential can facilitate a low contact resistance. Fine control in surface variables that affect the Schottky barrier height dictates the Schottky or Ohmic nature of the contact. If the work function of the metal \( (\varphi_m) \) is lower than the work function of the semiconductor \( (\varphi_s) \), a ohmic contact can be obtained for n-type semiconductors as shown in figure 2.3-3.

The ohmic characteristics of an M-S contact can be obtained by controlling the Schottky barrier via specific processing steps to reduce the height of the Schottky barrier or width of the depletion region. The height of the Schottky barrier is a function of the work function of the metal in contact with the semiconductor. However, the width of the depletion region can be manipulated with the doping of the semiconductor. A thinner depletion region facilitates carrier tunneling through the barrier to obtain an ohmic contact. Moreover, the barrier height can be lowered with
selected metal that has a work function lower than the work function of ZnO and also with contact metal annealing by rapid thermal annealing (RTA) in N₂.

Figure 2.3-3: Energy band diagram of an ohmic contact on n-type semiconductor.

2.3.3 Transmission Line Model (TLM)

One of a most effective method of evaluating the specific contact resistivity of ohmic contacts is Transmission Line Model (TLM). The TLM technique was first proposed by Shockley as a convenient method to determine the specific contact resistivity of planer ohmic contacts[78].

Figure 2.3-4: Plot of total contact resistance ($R_T$) as a function of $l$ to obtain transfer length and contact resistance.
The experiment is to measure the total resistance \( (R_T) \) between two contact pads \((dxw)\) separated by a distance \( l \) and plot as a function of \( l \) as shown in figure 2.3-4. The equation of the fitted linear plot for \( R_T \) vs. \( l \) provides an estimation for \( \rho_C \) through transfer length \((L_T)\) extracted from the x-intercept of the plot. The \( R_T \) between two contact pads seperated by a distance \( l \) is given by,

\[
R_T = 2R_C + \frac{R_{SH}l}{w} \tag{2.3-5}
\]

![Figure 2.3-5: Top view of the linear transmission line method (LTLM) contacts.](image)

where \( R_C \) is the contact resistance, \( R_{SH} \) is the sheet resistance of the semiconductor outside the contact region, and \( w \) is the width of the contact pad. The \( R_C \) has the relationship as follows;

\[
R_C = \frac{R_{SK}L_T}{w} \coth \left( \frac{d}{L_T} \right) \tag{2.3-6}
\]

where \( L_T = \sqrt{\frac{\rho_C}{R_{SK}}} \) \tag{2.3-7}

Therefore, when \( d > 2L_T \),

\[
R_T = \frac{2R_{SK}L_T}{w} + \frac{R_{SH}.l}{w} \tag{2.3-8}
\]

The \( R_{SK} \) is the modified sheet resistance of the semiconductor under the contact pad, \( d \) is the length of the contact pad. Under the assumption that the sheet resistance of the semiconductor outside the contact region \((R_{SH})\) is same as the sheet resistance of the semiconductor directly beneath the contact region \((R_{SK})\), the \( L_T \) can be deduced as following,
\[ -l = L_x = 2L_T \]

Once \( L_T \) is extracted, the \( \rho_C \) can be determined from equation 2.3-7. However, the M-S contact interface modification brought by sintering during the contact deposition process enforce the \( R_{SH} \neq R_{SK} \) condition. Therefore, \( L_T \) can not be extracted from the x-axis extrapolition of the \( R_T \) vs. \( l \) plot. In this case, an extra experimental data called “end resistance” (\( R_E \)) need to be collected to obtain the \( L_T \) as shown in figure 2.3-6.

![Diagram of experimental measurement setup](image)

**Figure 2.3-6: Experimental measurement set up to extract end resistance (\( R_E \)).**

A constant current was passed between two contacts and the potential was measured between one the contacts and an opposite outside contact pad. The \( R_E \) value calculated by simple ohms law.

\[
R_E = \frac{V}{I}
\]

where \( V \) is the potential between the contact pads and the \( I \) is the constant current passed between contacts. Then the \( L_T \) can be determined by using parameters extracted from the \( R_T \) vs. \( l \) plot and the \( R_E \).

\[
\frac{R_C}{R_E} = \cosh \left( \frac{d}{L_T} \right)
\]
The relationship between TLM parameters and the $R_E$ can be shown as follows [79]:

$$R_E = \frac{\rho_c}{L_{T,w} \sinh\left(\frac{d}{L_T}\right)}$$  \hspace{1cm} 2.3-12

The $\rho_c$ can be calculated accurately from equation 2.3-12 with $L_T$ extracted from equation 2.3-7. The LTLM measurement and data analysis performed to identify the proton irradiation effect on metal contacts of ZnO TFTs are reported in chapter 6.

2.4 Basics of Metal-Insulator-Semiconductor Field Effect Transistors

2.4.1 Metal-Insulator-Semiconductor Band Diagram

In an ideal Metal-Insulator-Semiconductor (MIS) structure, an applied external voltage to the metal accumulates charges either only at the metal-insulator interfaces or opposite charges in the semiconductor. An ideal insulator is assumed with infinite resistivity. Hence no charges are allowed within the insulator. Also, an ideal insulator-semiconductor interface without trap charges is assumed. For an ideal MIS, there is no difference between metal and semiconductor work function under a zero external applied voltage:

$$\varphi_{ms} = \varphi_m - \varphi_s = \varphi_m - \left(\chi_s + \frac{E_g}{2q} - \Psi_B\right) = 0$$  \hspace{1cm} 2.4-1

where $\varphi_m$ and $\varphi_s$ are the work functions of the metal and the semiconductor, respectively. The $\chi_s$ is the electron affinity of the semiconductor, $E_g$ is the band gap of the semiconductor, $q$ is the charge of an electron and $\Psi_B$ is the difference between Fermi energy level ($E_F$) and the intrinsic energy level ($E_i$). Figure 2.4-1 shows the band diagram of an ideal MIS structure in flat-band condition (zero applied voltage).
Figure 2.4-1: Band diagram of an ideal MIS structure in flat-band condition.

For n-type semiconductors, the $\Psi_B$ can be obtained from the bulk electron concentration.

$$\Psi_B = \frac{k_B T}{q} \ln \left( \frac{N_D}{n_i} \right)$$

where $n \approx N_D = n_i e^{(E_i - E_F)/k_B T}$

where $n_i$ is the intrinsic carrier concentration and $N_D$ is the donor concentration.

An MIS structure undergoes three possible cases when an external voltage is applied: a) accumulation, b) depletion and c) inversion.

a) Accumulation

If a positive voltage is applied to the metal, the bands bend downwards with respect to the Fermi energy level allowing no current flow through the insulator as shown in figure 2.4-2 (a). Due to the charge neutrality, the positive charge at the metal interface is equalized by electrons accumulated at the insulator-semiconductor interface. This process is known as the field effect.
b) Depletion

If a negative voltage is applied to the metal, the bands bend upwards, creating a Schottky barrier at the insulator-semiconductor interface. However, the intrinsic energy level does not cross the Fermi energy level band. When the applied negative voltage increases, the Schottky barrier expands.

c) Inversion

When the applied voltage is further increased beyond $\Psi_B$, the $E_i$ level crosses the $E_F$ and creates an inversion layer. In the inversion layer, thermally generated hole concentration increases over the electron concentration. However, the inversion due to the thermally generated holes in ZnO is impossible due to the large band gap.

Figure 2.4-2: Band diagrams of ideal MIS structure with applied external voltage; (a) accumulation, (b) depletion, and (c) inversion.

2.4.2 Operation Principle of ZnO Thin Film Transistors

The operation principle of n-type, normally-on ZnO MISFET will be discussed in this section. When a positive gate voltage ($V_{GS}>0V$) is applied, electron accumulation occurs at the semiconductor-insulator interface to create an active channel between the source and drain as shown in figure 2.4-3 (a). For $V_{DS}>0V$, an electric field will be created between source and drain
and current \( (I_D) \) will start the flow. For lower \( V_{DS} \), the channel resistance is constant and therefore, \( I_D \) will linearly vary with \( V_{DS} \) according to the Ohm’s law. With increasing \( V_{DS} \), the potential drop across the channel and the potential difference lead to expanding the depletion layer at the drain side of the channel. At a critical value of \( V_{DS} \) (\( V_{DS, sat} \)), the depletion layer width expands to the full width of the active channel, causing a pinch off as shown in figure 2.4-3 (b). Further increase in \( V_{DS} \) to \( V_{DS, sat} + \Delta V \) shifts the pinch-off point towards the source and \( \Delta V \) potential drops across the depleted region. Therefore, the potential drop across the source and the pinch-off point remains same as the \( V_{DS, sat} \) to obtain contact \( I_D \) for higher \( V_{DS} \) values \( [I_D (V_{DS} > V_{DS, sat}) = I_{D, sat}] \).

![Figure 2.4-3: Operation principle and schematic output characteristics of a MISFET.](image)

The width of the open channel or active channel can be controlled by the gate voltage \( (V_{GS}) \). If the \( V_{GS} \) is high enough to expand the depletion region to the full channel width as shown in figure 2.4-3 (c), no current will flow between source and drain \( (I_D) \) for any \( V_{DS} \) keeping the transistor off state. The critical value of \( V_{GS} \) that requires to fully deplete the channel layer is known
as the threshold voltage \(V_{TH}\). For \(V_{GS} > V_{TH}\), the transistor is in on state and for \(V_{GS} < V_{TH}\), the transistor is in off state. With increasing negative \(V_{GS}\) and constant \(V_{DS}\), the width of the active channel decreases and the ohmic resistance of the linear region of the output characteristics increases. The pinch-off potential reaches to small \(V_{DS}; V_{DS, sat} \rightarrow 0\) for \(V_{GS} \rightarrow V_{TH}\). Therefore, the \(\Delta V\) of the \(V_{DS}\) drops across the active channel and \(I_D\) decreases until \(V_{DS, sat} = 0\) to be \(I_D = 0\).

### 2.4.3 Current-Voltage Characteristics

The following assumptions are made to derive the current-voltage characteristics of MISFET;

1. The direction parallel to the substrate is referred as \(x\)-direction.
2. The channel is homogeneously doped with doping concentration; \(N_D\).
3. The size of the depletion layer is slowly changing in \(x\)-direction compared to \(y\)-direction \((\varepsilon_x \ll \varepsilon_y)\).
4. The length of the gate is larger than the channel thickness, \((L >> d)\)
5. The mobility of the electron is constant, \((\nu = \mu \varepsilon_x)\)
6. The gate leakage current is negligible.

The drift current density can be written regarding mobile charges and their velocity.

\[
j(x) = Q \nu(x) = -q N_D \mu \varepsilon_x = q N_D \mu \frac{\partial \nu}{\partial x}
\]

Therefore, the source-drain current in the neutral part of the channel with cross-section \(A = W(d-w(x))\), \(W\) is the channel width, and \(w(x)\) is the depletion layer width can be given as,

\[
I_D(x) = j(x)A = q N_D \mu \frac{\partial \nu}{\partial x} (d - w(x))W
\]

Since inversion cannot be achieved in ZnO MISFET, an electrostatic approach need to be used to discuss the electrical characteristics of the transistors. The induced charge \(Q_{ind}\), in the ZnO
channel is given by the insulator capacitance \( C_i \) and the difference between the gate voltage and the threshold voltage.

\[
Q_{\text{ind}} = -C_i(V_G - V_{TH}) \tag{2.4-5}
\]

Under the assumption of constant charge density along the channel, the source-drain current can be written as,

\[
I_D = -Q_{\text{ind}}\nu W = -Q_{\text{ind}}\mu \frac{W}{L} V_{DS} \tag{2.4-6}
\]

where \( \nu = \mu \varepsilon = \mu \frac{V_{DS}}{L} \) is the charged carrier velocity. By substituting equation 2.4-5 into equation 2.4-6,

\[
I_D = \mu C_i \frac{W}{L} (V_G - V_{TH}) V_{DS} \tag{2.4-7}
\]

The equation 2.4-7 is valid for small \( V_{DS} \) where the channel act as a linear resistor modulated by \( V_{GS} \) \[80\].

Since the electric field varies along the channel from source to drain, a small section of the channel \((dx)\) and a local channel voltage \( V_C \) accounted in the equation 2.4-7. Hence the modified relationship of current-voltage in ZnO MISFET can be given as,

\[
I_D = \mu C_i \frac{W}{dx} (V_G - V_C - V_{TH}) dV_C \tag{2.4-8}
\]

when both sides of the equation 2.4-8 integrated from source to drain; \( I_D \) remains constant according to the Kirchhoff’s second law.

\[
\int_0^L I_D dx = \mu C_i W \int_0^{V_{DS}} (V_G - V_C - V_{TH}) dV_C \tag{2.4-9}
\]

The integration results in;

\[
I_D = \mu C_i \frac{W}{L} \left[(V_G - V_{TH}) V_{DS} - \frac{V_{DS}^2}{2}\right] \tag{2.4-10}
\]

\( I_D \) increases linearly with increasing \( V_{DS} \) until \( V_{DS} \) reaches to \( V_{DS, sat} \) where the pinch-off occurred. Further increased \( V_{DS} \) beyond the \( V_{DS, sat} \) resulted in saturation \( I_D \) which is independent of the \( V_{DS} \).
\[ I_D = \mu C_i \frac{W (V_G - V_{TH})^2}{L} \]  

Equation 2.4-10 is usually applied to extract \( V_{TH} \) of MISFET by extrapolating the x-axis intercept of \( I_D \) vs. \( V_{GS} \) plot. Moreover, the field effect mobility can be obtained from transconductance extracted from equation 2.4-10.

\[ g_m = \frac{\partial I_D}{\partial V_{GS}} = \mu C_i \frac{W}{L} V_{DS} \]  

Therefore, the field effect mobility is given by,

\[ \mu_{FE} = \frac{g_m}{C_i V_{DS} \left( \frac{W}{L} \right)} \]  

The subthreshold swing (SS) can be extracted from transfer characteristics; \( I_D \) vs. \( V_{GS} \).

The linear extrapolation of \( \log I_D \) vs. \( V_{GS} \) in the region between \( V_{ON} \) and \( V_{TH} \) yields the subthreshold swing as follows,

\[ SS = \frac{dV_{GS}}{d \log I_D} \]  

Then the interface trap density (\( D_{it} \)) can be calculated by using the equation 2.4-15.

\[ D_{it} = \left( \frac{0.434(\text{SS})}{k_B T / q} - 1 \right) \frac{C_i}{q} \]  

where \( C_i \) is the capacitance of the dielectric layer, \( k_B \) is the Bolzmann constant, \( T \) is the temperature, and \( q \) is the charge of an electron.

The I-V data analysis for ZnO TFTs by methods mentioned above are reported in chapter 5, 6, and appendix II.

2.4.4 Capacitance-Voltage Characteristics

When an oxide is used as an insulator such as SiO\(_2\) in MIS structure, a metal-oxide-semiconductor (MOS) capacitor can be obtained. The capacitance-voltage characterization is used
to identify the behavior of trap charges in the MOS structure. The capacitance is defined as the change of charge due to the change of voltage,

\[ C = \frac{dQ}{dV} \quad \text{(2.4-14)} \]

During the capacitance measurements, a small ac voltage is applied across the MOS structure. The change is the charge across the MOS generates a capacitance, \[ C = \frac{dQ_G}{dV_G} \]. Since the voltage is applied to the gate, charge the accumulated in the gate electrode should be balanced by the charges across the MOS structure. Hence, under the assumption of no oxide charges,

\[ Q_G = -(Q_S + Q_{it}) \quad \text{(2.4-15)} \]

where \( Q_S \) and \( Q_{it} \) are the charges in the semiconductor and interface trapped charges, respectively. The band diagram of the MOS capacitor is given in the figure 2.4-4.

Figure 2.4-4: Schematics of potential band diagram and the cross-section of an MOS capacitor.

The applied gate voltage drop across the oxide-semiconductor structure. Therefore, \( V_G = V_{FB} + V_{ox} + \phi_S \), where \( V_{FB} \) is the flat band voltage, \( V_{ox} \) is the voltage across the oxide, and \( \phi_S \) is the surface potential. By equation 2.4-14 and 2.4-15;
The semiconductor charge density, \( Q_S \), consists of the hole charge density (\( Q_p \)), and electron charge density (\( Q_n \)). Therefore, the relationship in equation 2.4-16 can be written as,

\[
C = \frac{dQ_S + dQ_{it}}{dV_{ox} + d\phi_S} \quad 2.4-16
\]

By the definition of the capacitance of as in equation 2.4-14,

\[
C = \frac{1}{C_{ox} + C_{p} + C_{n} + C_{it}} \quad 2.4-17
\]

In undoped ZnO, the hole density is relatively low compared to electron density, resulting in negligible \( C_p \). Hence, the equation 2.4-18 needs to be modified for ZnO as follows.

\[
C = \frac{C_{ox}(C_{n} + C_{it})}{C_{ox} + C_{n} + C_{it}} \quad 2.4-19
\]

For a negative gate voltage, the surface is depleted, thus the electron density in the semiconductor becomes negligibly smaller. Therefore, the contribution of the free electron density to the total capacitance is negligible in a fully depleted MOS capacitor. The interface trapped charge density also contributes total capacitance across the MOS structure. When the semiconductor layer is fully depleted, the total capacitance is given by the combination of \( C_{ox} \) and \( C_{it} \) in series. For a positive gate voltage applied, free electrons accumulate in the semiconductor to increase the electron density. Hence, the \( C_n \) dominates over the \( C_{ox} \) when the MOS capacitor is in accumulation mode. The C-V measurement can be done by using high-frequency and low-frequency (quasi-static) AC signal.

The low-frequency C-V method is commonly used to determine interface trap charges in MOS structure [81]. During the low-frequency C-V measurements, the interface traps are able to respond to the low ac probe frequency. Therefore, the contribution of \( C_{it} \) is presented in the total
capacitance. The comparison of the quasi-static C-V curve with the theoretical C-V curve which is free of interface traps would give the insight into interface trap density. The high-frequency C-V measurement uses higher ac probe frequency to which the interface traps cannot respond. Therefore, the high-frequency C-V curve does not include the \( C_{ii} \) contribution. The comparison between the quasi-static and high-frequency C-V curves has been a common practice to determine the interface trap density [72]. The relationship between the interface trap density \( D_{it} \) and high \( (C_{hf}) \) and low-frequency \( (C_{lf}) \) C-V measurements can be illustrated as follows,

\[
D_{it} = \frac{C_{ox}}{q^2} \left( \frac{c_{lf}/c_{ox} - c_{hf}/c_{ox}}{1-c_{lf}/c_{ox}} \right) \tag{2.4-20}
\]

The series resistance and the stray light can influence the C-V curve in quasi-static measurement. Moreover, the quasi-static method has a lower limit of \( D_{it} \) to be determined at \( 10^{10} \) cm\(^{-2}\) eV\(^{-1}\). Also when the oxide layer thickness decreases, the oxide leakage current component dominates in the C-V curve. Therefore, the \( D_{it} \) determined in quasi-static method contains its limitations. Then, more sensitive method such as conductance method was proposed to determine \( D_{it} \) of \( 10^9 \) cm\(^{-2}\) eV\(^{-1}\) and lower [82]. The conductance method measures the equivalent parallel conductance of the MOS capacitor as a function of gate bias and the frequency. The conductance is a measure of the loss mechanism due to the interface trapping and emission of carriers. Other than that, high-frequency techniques such as Terman method [83], Gray-Brown [84] and Jenq [85] methods are used to determine the interface trap density. The C-V data analysis are reported in appendix II.

2.5 Fixed, Trapped, Mobile Oxide, and Interface Trapped Charges

In an ideal MOS structure, the flat band occurs at \( V_G=0 \). However, there are charges present within the insulator layer and at the semiconductor-insulator interface influencing a nonzero flat band voltage. These nonidealities of the MOS structure affects the threshold voltage \( (V_{TH}) \) of the
MOS transistor. Based on the type and the location of the trapped charges in the MOS structure, different effects on the $V_{TH}$ can be observed.

### 2.5.1 Fixed Oxide Charges ($Q_f$)

Typically for the Si-SiO$_2$ system, positive charges are invariably seen in the insulator. The origin of these positive charges linked with the oxidation conditions such as temperature and oxidation ambient and also silicon orientation. It has been identified that majority of the fixed oxide charges are located in the proximity of the Si-SiO$_2$ interface and do not electrically interact with semiconductor bands [86]. It is challenging to analyze fixed oxide charges at room temperature measurements with the interference of the interface trapped charge effect. Therefore, the standard practice is to take place measurements at low temperature (450$^\circ$C) which minimizes interface trap charge effect [72]. The relationship between the oxidation conditions and the $Q_f$ is summarized in the *Deal triangle* as shown in figure 2.5-1 [87].

![Deal triangle diagram](image)

Figure 2.5-1: Schematic of the Deal triangle, which represents the dependence of $Q_f$ on processing [86].
At higher temperature oxidation with dry oxygen yields lower $Q_f$. However, it is possible to obtain lower $Q_f$ with low-temperature annealing in a nitrogen or argon ambient after the oxidation. The $Q_f$ of a carefully grown SiO$_2$ is maintained in less than $10^{11}$ charges/cm$^2$.

2.5.2 Tapped Oxide Charges ($Q_{ot}$)

The trapped oxide charges are defined as positive or negative charges induced in the insulator due to hole or electron trapped in the insulator. The origin of the $Q_{ot}$ influenced mechanisms such as electron-hole pair production during ionizing radiation [88], avalanche injection, and Fowler-Nordheim tunneling [89]. The higher mobility in electrons compared to holes results in generated electrons to be immediately swept to the gate of the MOS structure while slow holes are trapped in the insulator [90]. Therefore, it is highly likely that $Q_{ot}$ to be positively charged. However, unlike fixed oxide charges, $Q_{ot}$ can be annealed out by low-temperature ($< 500^\circ$C) annealing process.

2.5.3 Mobile Oxide Charges ($Q_m$)

The alkali metal ions such as Na$^+$, Li$^+$, K$^+$, and Cs$^+$ present in the insulator are mobile slightly above room temperature. The ionic impurities can be introduced to the insulator during the growth process and as contaminants of process chemicals. In a case of proton irradiation, H$^+$ possibly be contributed to the mobile oxide charge density. The electrical effect of $Q_m$ on the MOS structure is described as follows.

When positive gate bias is applied at elevated temperatures, mobile ions drift towards the semiconductor-insulator interface. The ions located in the proximity of the interface cause the band bending and shift the $V_{FB}$, thereby the $V_{TH}$ of the MOS transistor shifts. In contrast, negative gate bias attracts positive $Q_m$ towards the gate and keeping them away from the semiconductor-insulator
interface. Hence, the influence on semiconductor bands is low, and $V_{FB}$ shift back to its original value so does $V_{TH}$. Therefore, $Q_m$ causes an electrical instability in MOS devices under bias-temperature stress. In modern device manufacturing processes, the mobile oxide charge density has controlled by meticulous cleaning in the fabrication process.

2.5.4 Interface Trapped Charges ($Q_{it}$)

The interface trapped charges ($Q_{it}$) can be either positive or negative charge trapped at the semiconductor-insulator interface due to oxidation-induced defects, structural defects, ionic impurities or other types of defects induced by radiation (e.g., hot electrons). The $Q_{it}$ shows direct influence to the semiconductor band structure at the interface. Hence, $Q_{it}$ is more electrically active than other types of defects in the MOS structure. The charges are trapped in interface states which are distributed based on energy. These trapped energy states are described by the density of state, $D_{it}$. The $D_{it}$ shows a U-shaped distribution between the conduction band and the valence band energy. In equilibrium condition, the occupancy of the interface states is determined by the Fermi energy level of the semiconductor. The interface states located in the upper half of the bandgap are acceptor-like (neutral when empty, negatively charged when filled) and lower half are donor-like (neutral when filled, positively charged when empty) [91]. If a MOS structure with n-type semiconductor at flat band is considered, a considerable number of acceptor-like states are filled to yield net negative charge in the interface states.

$$Q_{it(flatt band)} = -q D_{it} \varphi_F$$  \hspace{1cm} 2.5-1

where $q$ is the magnitude of charge of an electron, and $\varphi_F = E_F - E_i = kT \ln (N_D/n_i)$.

Also, the flat band voltage can be written as,

$$V_{FB} = \frac{Q_{it(flatt band)}}{C_i} = \frac{q D_{it} \varphi_F}{C_i}$$  \hspace{1cm} 2.5-2
The additional negative charges due to $Q_n$ increases the surface potential to create a wider depletion at the interface. Therefore, more positive gate voltage is required to reduce the surface potential at the semiconductor-insulator interface to obtain carrier accumulation. This phenomenon results in $V_{TH}$ shift in positive gate bias direction for MOS transistor. The change in surface potential with gate bias due to interface state induces a change in capacitance of MOS capacitor. Therefore, the C-V curve shows a “stretch out” behavior compared to ideal MOS capacitor as shown in figure 2.5-2.

![Figure 2.5-2: Schematic of C-V characteristics for MOS capacitor with interface trap states causing stretch out.](image)

2.6 Etching Techniques

Chemical etching is a technique used to remove materials that are not protected with mask by a liquid or gaseous form of the etchant. The choice of chemical depends on the materials to be etched. A higher selectivity is required so that the etchant will remove the uncovered material much more than the masking material. The photoresist is typically using a masking material since it shows higher selectivity with most of the etchants. The wet chemical or dry chemical etching
techniques are selected based on parameters such as the etch rate, selectivity, pattern size and etching material.

2.6.1 Wet Chemical Etching

Wet chemical etching is a purely chemical etching process. Liquid chemicals or etchants are using to remove material from the surface of a substrate. The device patterns are defined by a mask on the substrate. The masks are deposited and patterned on the substrate by photolithography prior to the wet chemical etching process. Areas that are not protected by the mask are etched away by the chemical reaction [92].

In wet chemical etching, multiple chemical reactions are possible to aid the material removal process through original reactant itself and a by-product of primary reactions. The wet chemical etching process can be described by three main mechanisms;

1. Diffusion of the liquid etchant to the substrate that needs to be etched.
2. The redox reaction between the liquid etchant and the material. The redox reaction entails the oxidation of the material and then dissolve the oxidized material.
3. Diffusion of the by-products in the reaction from the reacted surface.

When a material is exposed to liquid or vapor etchant, it can be removed uniformly in all directions (isotropically) or uniformly only in the vertical direction (anisotropically). The etch rate is usually higher in wet chemical etching compared to dry etching. The etch rate can be varied with the temperature and the concentration of the etchant. Wet chemical etching is an isotropic process even with a mask since liquid etchant can penetrate through the mask to etch underneath the mask. For example, a mixture of hydrofluoric acid (HF), hydrocholic acid (HCl), nitric acid (HNO₃), and acetic acid (HNA) is the most common liquid etchant used for silicon etching through
the wet chemical process. Silicon dioxide (SiO$_2$) or silicon nitride (Si) is used as a mask material against HNA.

If the directionality of the etching process is very important for high-resolution pattern transfer, dry etching is used instead of wet chemical etching due to its anisotropic etching property. Figure 2.6-1 shows the schematic diagrams of anisotropic and isotropic etching profiles. The recipe of wet chemical etching performed for mesa etching in ZnO TFTs fabrication in chapter 6 and 7 is showed in table 2.6-1.

Table 2.6-1 The recipe of wet chemical etching and the yield

<table>
<thead>
<tr>
<th>Etchent</th>
<th>Etch rate</th>
<th>Etch temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>di. H$_2$O:HCl= 100:1</td>
<td>30 nm/s</td>
<td>Room temperature</td>
</tr>
</tbody>
</table>

Figure 2.6-1: Schematics of (a) anisotropic, and (b) isotropic etching profiles.
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Chapter 3
Radiation Environmental conditions

3.1 Characterization of Radiations

The types of radiation can be categorized into charged particle radiation (electron, alpha, proton and other ions) and neutral radiation including photons (X-ray and gamma) and neutrons. Some key characteristics of each types radiations are summarized in table 3.1-1.

Table 3.1-1 Characteristics of ionizing radiation of 1MeV

<table>
<thead>
<tr>
<th></th>
<th>Alpha (α)</th>
<th>Proton (p)</th>
<th>Electron (e)</th>
<th>Gamma (γ)</th>
<th>Neutron (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>$\frac{4}{2}\alpha$ or He$^{2+}$</td>
<td>$\frac{1}{1}p$ or H$^+$</td>
<td>$\frac{0}{-1}e$ or β</td>
<td>$\frac{0}{0}\gamma$</td>
<td>$\frac{1}{0}n$</td>
</tr>
<tr>
<td>Charge</td>
<td>+2</td>
<td>+1</td>
<td>-1</td>
<td>neutral</td>
<td>neutral</td>
</tr>
<tr>
<td>Ionization</td>
<td>Direct</td>
<td>Direct</td>
<td>Direct</td>
<td>Indirect</td>
<td>Indirect</td>
</tr>
<tr>
<td>Mass (amu)</td>
<td>4.001506</td>
<td>1.007276</td>
<td>0.000549</td>
<td>-</td>
<td>1.008665</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>$6.944\times10^6$</td>
<td>$1.38\times10^7$</td>
<td>$2.82\times10^8$</td>
<td>$2.998\times10^8$</td>
<td>$1.38\times10^7$</td>
</tr>
<tr>
<td>Speed of light</td>
<td>2.3%</td>
<td>4.6%</td>
<td>94.1%</td>
<td>100%</td>
<td>4.6%</td>
</tr>
<tr>
<td>Range in air (cm)</td>
<td>0.56</td>
<td>1.81</td>
<td>319</td>
<td>82000$^*$</td>
<td>39250$^*$</td>
</tr>
</tbody>
</table>

$I. \quad$ Charged Particle Radiation

The fundamental behavior of the charged particle radiation ($α$, $β$, $p$) is different from the neutral radiation ($γ$, $n$). For the same energy, heavy charged particles are slower, and the penetration depth into a material is small due to a rapid drop in its kinetic energy (higher stopping
potential). Charged particles strongly interact with the orbital electrons of elements in the material, thereby it is known as directly ionizing radiation. Moreover, the charged particle radiation can be categorized into two sub-section 1) heavy charged particle radiation \((a, p)\), 2) light electrons.

1. **Heavy Charged Particle Radiation**

   In the beginning, heavy charged particles slow down by losing energy through interactions with electrons. Since charged particles are much heavier than electrons, they are rarely deflected from its path after electron interaction. Hence, they move in a straight path. Once heavy particles lose enough energy such that they do not have sufficient energy to excite electrons, the collision with nuclei becomes prominent. When nuclei receive sufficient transferred energy through collision which is larger than the atomic displacement energy threshold of the element, the atom can be removed from its original lattice point to create displacement damage. The heavy particles slow down almost entirely by Coulombic interactions with the atomic electrons. In contrast to the neutral radiation, heavy charged particles have well defined stopping potential for materials.

2. **Light Electrons**

   In the case of electron radiation, several interaction processes could be possible such as ionization, the creation of X-ray from the electron deceleration (Bremsstrahlung), and elastic scattering from nuclear and electron interactions. The scattered electrons tend to have an undefined random path. Therefore, its range is greater compared to heavy particles with the same energy.
II. Neutral Radiation

Neutral radiation can cause either direct ionized particles or transformation in the nucleus. Neutral radiation includes uncharged particle radiation such as neutron and photon radiation (γ). The fundamental interactions of neutron are scattering and absorption through capture and fission. Neutrons captured by a nucleus does change the isotope present. The new isotope could be radioactive and decay to change the chemical element present. During the decay process, additional radiation emits to the material.

The primary interaction of photon can be described in three mechanisms;

a) **Photoelectric Effect:** The photoelectric effect is prominent when the photon energy is less than 200 keV (E< 200keV). The incoming photon transfers its total energy into an orbital electron resulting an ejected electron. The ejected electron contains kinetic energy equals the energy difference between photon energy and the binding energy of the electron (KE = Eγ – BE).

b) **Compton Effect:** The elastic scattering between the photon and orbital electron results in an excited electron and scattered photon. Typically the Compton effect occurs with photon energy range 200 keV to 1.5 MeV. Scattered photon often has reduced energy and the direction change from the original incident photon.

c) **Pair Production:** The absorbed photon produces an electron-positron pair. The rest mass energy of electron/positron is 0.511 MeV. Hence the minimum required photon energy to obtain pair production is 1.02 MeV. Photons with energy higher than 1.5 MeV more likely to produce electron-positron pair in the matter with the kinetic energy of energy difference between photon energy and the pair production energy (KE = Eγ − 2m_eC^2). Eventually, the
positron and the electron recombines emitting two photons (annihilation radiation) with 0.511 MeV of each.

3.2 Space Radiation (Van Allen Radiation Belts)

The idea of the existence of radiation belts that trapped energetic particles by the Earth’s magnetic field is first claimed by James Van Allen and his team in May 1958 at a meeting of the American Geophysical Union. In November 1957, Soviet scientists launched Sputnik 2 which is the second human-made satellite ever sent into the Earth’s orbit after their successful first launch, Sputnik 1. Soviet scientist, Sergei Vernov placed a Geiger-Muller (G-M) tube in Sputnik 2 to measure radiation encountered by the satellite in Earth’s orbit [1]. Vernov has been studying the cosmic rays by using ground-based balloons at Moscow State University. Therefore, he wanted to explore the primary cosmic-ray particles from the deep galaxy before they interact with the Earth’s atmosphere with Sputnik 2 data. After less than three months of Sputnik 2 launch, the US launched their first artificial satellite, Explorer 1 using Jupiter C rocket in January 1958. The US physicist, James Van Allen and his team at the University of Iowa were studying cosmic radiation with rockets and balloons even many years before the Explorer 1 launch just like Vernov. Van Allen and his team designed, built and installed a Geiger-Muller tube on board Explorer 1[2].

When Vernov and his team observed the data from Sputnik 2, they identified a significant fluctuation in G-M count rate. However, they interpreted the observation as fluctuations due to the interference of charged particles from a solar flare. As a result of the total secrecy of Soviet science in that period, Soviet scientists could not collect data from Sputnik 2 received by other nations. However, Van Allen and his team realized that the observed fluctuation in G-M count rate from Explorer 1 data is due to natural phenomenon. The count rate was far high for some period, and
then it dropped to zero for another period. Otherwise, it matched with expected cosmic rays. They first assumed the drop in count rate is due to low-energy particles encounter. However, later they realized that an area with higher particle flux would drive the G-M tube to saturation and it would stop counting entirely. This explanation was a breakthrough in the Geophysical research community. Then the Soviet scientists launched Sputnik 3, much larger satellite equipped with complex equipment to study the particle trapped in Earth’s Magnetosphere. The data collected from Sputnik 3 mission allowed to identify an outer zone of intense radiation separated from the inner zone. The inner and the outer radiation belts later named after the pioneer James Van Allen, Van Allen Radiation belts.

The majority of the inner belt contained by high energetic protons (0.1-40 MeV) and the outer belt composed of energetic electrons (0.1-7 MeV) [3]. It is estimated that the inner radiation belt is located in the lower altitude, which extends from above the atmosphere out to about 2.5 Earth radii. The outer radiation belt located at the altitude of 3-10 Earth radii. It is believed that the Sputnik 2 was launched at the higher altitude and its orbital trajectory interfered with outer radiation belt. On the other hand, the Explorer 1 was launched into equatorial orbit and the satellite's orbit extended to the inner radiation belt.

Soviet scientists Vernov and Alexander Lebedinsky of MSU first proposed the origins of the radiation belts in July 1958, only a few months after the discovery of the radiation belts. They claimed that the cosmic rays have too much momentum to become trapped. However, when cosmic rays interfere with the Earth’s atmosphere, it creates neutrons as a result of nuclear reactions. Eventually, the created neutrons decay into electrons and protons that are trapped in Earth’s magnetic field to generate radiation belts. A US scientist, Fred Singer also independently published a similar mechanism to describe the origin of the trapped electrons and proton in
radiation belts [4]. Later, researchers realized that proposed neutron decay model could successfully explain the trapped proton in the inner radiation belt, the trapped electrons in the outer belt are variable of radial extent, overall intensity, and energy range. The properties of the outer belt merely depend on the strength of the solar winds interact with the magnetosphere and thereby the acceleration and the transport of the electrons.

The apparent use of the naturally existed radiation belts was to keep the dangerous cosmic rays from reaching to the Earth’s surface and affecting lives. Later, some researchers suggested that the high charged particle flux in the radiation belts can be utilized as a defensive screen against Intercontinental Ballistic Missiles (ICBs). The idea was that intense radiation in the radiation belt could disable the ICBs launched through the region. This idea was drawn Van Allen’s team into classified experiments of nuclear explosions in space. The series of human-made nuclear explosions by the US and the Soviet Union in the 1960s severely altered the inner Van Allen radiation belt and introduced electrons with MeV energies to last for many years [5]. The human-made radiation intensified the radiation belt at least million times and made a hostile environment for satellites. Therefore, it was confirmed that artificially injection of particles into the Earth’s magnetic field could create stable trapped flux region around the Earth.

Apart from the cosmic rays, there are several others sources of matters contribute to the radiation belts. They include solar plasma penetrated the Earth’s magnetosphere, and ionospheric particles injected into the radiation belt region during magnetic storms. Among other sources, anomalous cosmic rays generated in the outer solar systems, particles of interplanetary matter that escaped from Jupiter’s magnetosphere and travel towards Earth through interplanetary magnetic field lines are dominated.
With the technological evolution, Earth’s human-made satellites have been launched for atmospheric studies, communications, navigation, weather observations, military surveillance, remote sensing and many other purposes. The conditions in the radiation belts extend serious threat to those satellites [6]. Therefore, understanding the variation and the detailed behavior of the Van Allen belts is essential. Since the 1970s to 1990s, space missions such as the Combined Release and Radiation Effects Satellite and NASA’s Solar Anomalous and Magnetospheric Particle Explorer discovered vital information about the Van Allen belts such as loss of particles from the belts, particle acceleration, and the high-energy events during the solar activities. In 2012 NASA launched Van Allen probe mission which is a dual-satellite mission to explore the spatial structure and the dynamics of the radiation belt regions. The data from this mission revealed the existence of a third distinct population of energetic particles [7]. It was identified that the third radiation belt located in between inner and outer Van Allen belts consisted of ultrarelativistic electrons with energies greater than 2 MeV. The space missions conducted by the US, Russia and other nations were able to explore more about the Van Allen radiation belts such as the barrier to transport charged particles from the outer to the inner belt, fluctuation in the population of high-energy protons, and the existence of electric field that control the particles in the radiation belts [8]. The most recent satellites for space-environment studies were launched in December 2016 by Japan (Arase) and Russia (Lomonosov).

3.3 Radiation-Induced Damage

The detrimental effects on the performance of the microelectronics once they exposed to radiation is known as radiation-induced damage. The degree of the damage and its influence depend on parameters such as the type of radiation, energies, dose, and also the exposed material.
The general types of radiation-induced effect can be categorized into four such as 1) ionization, 2) atom displacement 3) impurity production, and 4) energy deposition.

1. Ionization

The ionization is a process that strips electrons from atoms in the material, thereby creating ions. The electron excitation is the closely related mechanism of ionization. However, the excitation happens when the energy is less than the potential for ionization. The charged particle radiation such as alpha (α), beta (β) and proton induce direct ionization to the material while neutral radiation such as neutron, and gamma (γ) cause indirect ionization. The susceptibility of ionization damage varies with the type of bonding in the material. Metallic bonding holds positive ions together with free valence electrons. Ionization radiation excites the electron to higher energy level, but they relax to its original energy state shortly. Therefore, there is no permanent damage occurred due to the ionization of metallic bonding. Ionic bonding is weaker than metallic bonding in ionization prospect. In ionic bonding, one element transfers its loosely bound electron to another element to create positive ion (cation) and negative ion (anion). The electrostatic attraction and repulsion between cation and anion lead to a well ordered three-dimensional arrangement in the crystal structure. The ionization could create a higher positive charge in cation due to electron stripping and hence enhanced the attraction between cation and anion. However, the ionization effect is temporary in ionic bonding due to its fast recovery of the excited electrons. The covalent bonding found in compounds such as H₂O, CO₂, Si, SiO₂, etc. shares outer electrons in a molecule between all the atoms. The resultant covalent molecules do not attract one another, and the energy of the bonding is in low eV range. Hence, the radiation has enough energy to separate the covalent
molecule into its constituent atoms or radicals through ionization. Therefore, the original chemical composition of the material changes leaving permanent damage.

ZnO has ionic bonding between Zn\(^{+2}\) and O\(^{-2}\) cation and anion [9]. On the other hand, Si and SiO\(_2\) show covalent bonding in the lattice. Therefore, it is apparent that ionization effect in a microelectronic structure composed of ZnO/SiO\(_2\)/Si would be significant in the SiO\(_2\) dielectric layer and Si substrate rather than ZnO channel layer. Extensive research has done on the ionization effect in SiO\(_2\) since it is a widely used gate dielectric material in the commercial electronic manufacturing. Ionization radiation generates electron-hole pair by exciting an electron from the valence band of the elements in SiO\(_2\). Excited electrons tend to swipe to the grounded gate rather than recombination due to its higher mobility compared to holes. The holes left behind would move in the SiO\(_2\) layer with an applied gate bias and eventually trap to generate positive trap charges in SiO\(_2\) to influence the device’s electrical stability as shown in figure 3.3-1.

Figure 3.3-1: The band diagram of the device structure illustrating the ionization effect in SiO\(_2\).
2. Atomic Displacement

The atomic displacement primarily occurs through kinetic energy transfer or radiolytically by the conversion of radiation-induced excitation into atom motion (recoil). When a charged particle passes through the material, some of the particle’s energy dissipates by exciting orbital electrons of the elements and by elastic collisions with the nuclei. The atomic displacement damage is a result of an elastic nuclear collision caused by the incoming energetic particle. Due to the elastic collision, the atom could eject from its normal lattice position. The ejected atom is known as a primary knock-on, which may cause a cascade of atomic displacements before coming to rest. The figure 3.3-2 illustrates the mechanism of atomic displacement damage in a crystal structure.

![Figure 3.3-2: The schematic diagram of the mechanism of atomic displacement damage in a lattice.](image)

The displaced atom becomes an interstitial, and its original vacant position in the lattice becomes a vacancy. Together the interstitial and the vacancy are known as a Frenkel pair. The displaced atom could continue the atomic displacement process with its excess transferred energy to create displacement cascade damage. The collisions are produced by both incident heavy
particles such as protons, neutrons, ions and secondary particles (recoils). The defects are produced along the path of the displacement cascade. The atomic displacement damage initiates when the transferred kinetic energy via elastic collision surpasses the atomic displacement energy threshold of the particular element or the compound. Therefore, the atomic displacement energy threshold is one of a measure of radiation hardness of a material. ZnO inherits one of the highest value compared to other mostly used materials as compared in the table 3.3-1.

Table 3.3-1: Atomic displacement energy threshold for selected materials [3],[10],[11],[12],[13] [14].

<table>
<thead>
<tr>
<th>Material</th>
<th>Atomic displacement energy threshold (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InAs</td>
<td>7.4</td>
</tr>
<tr>
<td>InP</td>
<td>7.8</td>
</tr>
<tr>
<td>GaAs</td>
<td>9.5</td>
</tr>
<tr>
<td>Si</td>
<td>12.9</td>
</tr>
<tr>
<td>Ge</td>
<td>14.5</td>
</tr>
<tr>
<td>GaN</td>
<td>19.5</td>
</tr>
<tr>
<td>4H-SiC</td>
<td>21.3</td>
</tr>
<tr>
<td>ZnO</td>
<td>57, 40-70 (Zn), and 47-55 (O), 18.5 (Zn), and 41.3 (O)</td>
</tr>
</tbody>
</table>

The protons impinging on Zn and O atoms in ZnO lattice would create simple Frankel pair by knocking out the particular atom and relocate it to the nearest interstitial position. However, as
argued previously, ZnO has a very high atomic displacement energy (133 eV for Zn and 484 eV for O) for the creation of the nearest neighbor Frankel pair [15],[16]. Look et al.[15] proposed a multiple displacement model where stable defects are created upon electron irradiations. The multiple displacement model has used Van Vechten’s theoretical displacement energy values for Zn and O which has shown good agreement with experimental data as well as explained the atomic displacement mechanism in ZnO. In our work, we have utilized the multiple displacement model to identify the most likely displacement defects introduced to the ZnO lattice by 200 keV protons. We calculated the maximum energy transferred by protons after the elastic collision between the proton and the Zn or O nuclei (E_{max});

\[
M_{\text{max}}(Zn) = \frac{4M_pM_{Zn}}{(M_p+M_{Zn})^2} \cdot E
\]

3.3-1

Here, \( M_p \) is the atomic weight of the proton, \( M_{Zn} \) is the atomic weight of Zn and \( E \) is the energy of the proton beam. Here, the proton is treated as a non-relativistic particle. The \( E_{\text{max}} \) for O can be calculated by replacing \( M_{Zn} \) with an atomic weight of O (\( M_O \)) in equation 3.3-1.

After the initial knockoff of the Zn or O atom, the secondary particle could initiate multiple displacement chain reaction, and the energy associated with the total chain reaction (\( E_{d, \text{eff}} \)) could be calculated as follows; [15]

\[
E_{d, \text{eff}}(Zn) = E_d(Zn) + \frac{E_d(O)}{R} + \frac{E_d(Zn)}{R^2} + \frac{E_d(O)}{R^3} + \cdots + \frac{E_d(O)}{R^{m-1}}
\]

3.3-2

where \( E_d(Zn) \) and \( E_d(O) \) are theoretical displacement values for Zn and O, respectively. We have used the same Van Vechten’s theoretical displacement values [14] as Look et al.[15] have used in their calculations; \( E_d(Zn) = 18.5 \) eV and \( E_d(O) = 41.5 \) eV. The calculated \( R \) value for ZnO is 0.6318 by

\[
R = \frac{4M_{Zn}M_O}{(M_{Zn}+M_O)^2}
\]

The \( m \) is the total number of atoms displaced. When \( E_{d, \text{eff}} < E_{\text{max}} \) for a certain \( m \),
the particular chain displacement reaction corresponding to the $m$ value is plausible to occur upon proton irradiation. When the $m$ becomes larger, the displacement reaction chain becomes longer. Hence, the Frankel pair gets separated far enough to create permanent damage to the lattice avoiding the defect recombination.

Displacement damage can be quantified using the non-ionizing energy loss (NIEL). The NIEL measures the energy lost to non-ionizing events per unit length, keV cm$^2$/g. The product of NIEL and proton fluence ($\psi$) provides the displacement damage related deposited energy per unit mass of the material ($E_{d, (damage)}$), $E_{d, (damage)} = \text{NIEL} \cdot \psi$ [17],[18]. The NIEL with respect to the penetration depth into the ZnO film can be calculated from the simulation data extracted from the Transport of Ion in Matters (TRIM) (see Appendix I) [19].

The production of interstitials and the vacancies involves the transfer of particle kinetic energy to potential energy stored in the lattice. Both interstitials and vacancies are mobile at sufficiently high temperature due to the increased vibration of the atoms in the lattice with supplied thermal energy [17]. Therefore, the interstitial atoms migrate to the vacancies to facilitate recombination, whereby the annealing process fix the induced displacement defects in the material [20],[21],[22].

3. Impurity Production

Impurities in a crystal structure induce imperfections to the lattice that alter electrical and mechanical properties. Electrons and photons do not directly introduce impurities to the lattice. However, they can cause impurity production indirectly through breaking chemical bonds. The neutron and ion radiation could show higher influence towards impurity production. In the case of ion radiation such as proton and alpha particle, the ion slows down eventually to capture necessary electrons to become neutral, thereby the protons ($\text{H}^+$) become Hydrogen and alpha particles
become Helium. At room temperature, both hydrogen and helium are in gas phase and exert pressure on its neighboring atoms. The internal pressurization mechanism in solids causes swelling in the material.

Apart from that the neutron and ion radiation could form radioactive species. Neutrons captured by a nucleus does change the isotope present. The new isotope could be radioactive and decay to change the chemical element present. During the decay process, additional radiation emits to the material.

4. Energy Deposition

Almost all the radiations cause energy deposition through ionization process within the material that exposed to the radiation. In organic materials, most of the absorbed ionization energy use for breaking chemical bonds while in metals, most of the absorbed energy appears as heat. The temperature rise due to the thermal heating could change some material properties. The volumetric heat generation rate in a material due to radiation ($\dot{Q}$) is the product of the absorbed dose rate ($\dot{D}$) and the material density ($\rho$);

$$\dot{Q} = \dot{D} \rho$$

3.4 Radiation Hard Electronics

Multiple approaches have employed independently or in combination to protect electronic systems in the radiation environment. So far, Shielding the vital electronic systems is the most common practical approach to protect electronics on board of space crafts. However, other approaches such as mission design, radiation hardening by architecture, design, and process are using in combination with shielding to enhance the protection of electronic systems from radiation.
When designing a shield for spacecraft, several factors needed to be analyzed such as radiation resistance of electronic devices used onboard, the ratio of minimum radiation limit for devices to be failed to amount of radiation in the desired location of spacecraft in space (radiation design margin), and self-shield analysis of electronic circuits [23]. These three factors are analyzed through extensive simulation process, and the results would aid to design additional shielding if necessary [24], [25]. In addition to the radiation hardening analysis, the weight and the volume limitations for the shedding material needs to be considered. Based on the satellite and the nature of the mission, spot shielding or local shielding are applied. These two types of shielding differ from each other based on weight, volume limitations and the parts of electronic systems that need to be shielded onboard [26]. When a collection of adjacent electronic devices or systems are required radiation shielding, the local shield is preferable. Notably, a large number of electronic devices are needed to be shielded from radiation environment such as nuclear power reactors. Therefore, local shielding over the entire electronic board is applied. However, such extensive shielding accompanied additional weight and volume to the electronic systems. In compact systems such as satellites, weight and volume are vital factors to consider as same as radiation hardening. Therefore, spot shielding is more practical in space mission applications. Also, the type and the dose of radiation that is expected to affect the electronic devices are also needed to consider in the design process. The radiation type and the dose merely depend on the altitude where the satellite will be located. The acceptable dose limitation for sensitive parts depends on the architecture of the devices. Typically, the shield thickness noted as aluminum thickness equivalent.

When positively charged particles irradiated on a dense matter, it tends to generate secondary radiation due to collision and particle splitting. Therefore, a higher thickness of shielding is required to stop secondary radiation to affect devices underneath [27]. In contrast,
lighter materials significantly reduce the generation of secondary radiation. However, its lighter density minimizes the particle stopping power, resulting in a larger thickness of shielding compared to the dense material is required to stop the radiation effect. Therefore, an ideal shield can be achieved by a multilayer shield consists of dense and light materials. Highly dense materials such as Tungsten and Tantalum and light materials such as polyethylene can be combined to achieve a better shield [23], [28]. The stopping power of a material is a useful parameter to consider during the investigation of the applicability of a material to be used in the shield. The stopping power is a measure of linear energy reduction along the material [24];

\[ S = -\frac{dE}{dx} \]  \hspace{1cm} 3.3-4

The \( S \) values of protons can be calculated as,

\[ S = \frac{4nZ^4e^4}{m_0v^2}NB = -\frac{dE}{dx} \]  \hspace{1cm} 3.3-5

where \( B = Z \left( \ln \left( \frac{2m_0v^2}{I} \right) - \ln \left( 1 - \frac{v^2}{c^2} \right) - \frac{v^2}{c^2} \right) \) \hspace{1cm} 3.3-6

where \( Z \) is the atomic density, \( N \) is the environment atomic number, \( m_0 \) is the electron inertia mass, \( e \) and \( v \) are the charges and the velocity of the radiated particle. Test analysis measures the potential of ionization and excitation of environment atom \( (I) \). The thickness of the shield determines based on the calculations total dose and the most sensitive part of the electronic system to be radiation resistance of 2 krad.

Mission design to minimize the radiation exposure of the spacecraft is another method to avoid device failure due to radiation. Since the space mission technology rapidly developed during past few decades, a higher level of limitations applied to mission design. Deep universe explorations accompanied higher risk of radiation exposure and could not be avoided. Therefore,
radiation hardening by architecture, design, and process drew more attention in research communities. Multiple levels of redundancy can be employed by the radiation such as component level, board level, subsystem level and spacecraft level. The triple module redundancy (TMR) method introduced to the electronic system architecture to identify the failed systems and correct the output with subsystems. A duplicative configuration of the vital electronic system is used to determine the faults by voting schemes. However, TMR method has its drawbacks with higher power consumption and additional weight.

In contrast, radiation hardening by design shows some advantages over architecture since TMR strategies can be introduced into the chip layout. Hence, the electronic systems can be designed to overcome the power consumption and additional mass issues as well. Also, designing dopant wells and isolated trenches into the chip layout, and device spacing and decoupling techniques are applied to the circuit design to achieve radiation hardness. Radiation hardening by the process is still at preliminary research level since it requires extensive research to replace the existing process with the new. Testing of new materials and process techniques are taking place in dedicated radiation-hard foundry fabrication facilities such as NASA’s jet propulsion laboratories (JPL). NASA spacecraft developers have defined a radiation hardness assurance (RHA) methodology process [29]. NASA has launched the radiation hardened electronics for space environments (RHESE) project to deliver new technology and methodologies to implement RHA standards for constellation missions. The primary goal of the RHESE is to expand current state-of-the-art in radiation hardened electronics to develop high-performance devices robust enough to withstand the radiation conditions encountered in space.
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Chapter 4

Device Processing & Experimental Procedure

4.1 Device Processing Procedure

In this chapter, a summary of the procedure of ZnO thin film transistors (TFTs) fabrication process and the fabrication recipes are presented. Mainly, the theoretical background of the device processing and the detailed description of the primary experimental procedures are described.

4.1.1 Growth

Thin films of ZnO can be grown by various deposition techniques such as thermal oxidation of metallic zinc films [1], spray pyrolysis [2], sol-gel process [3], dip-coating [4], rf-sputtering [5], chemical vapor deposition (CVD) [6], pulsed laser deposition (PLD) [7], and molecular beam epitaxy (MBE) [8]. Each technique has its advantages towards quality ZnO film as well as its drawbacks. For example, MBE, CVD, and PLD methodologies have been able to produce high-quality ZnO films. However, those methods require expensive instrumentation and carefully controlled environment. The rf-magnetron sputtering of ZnO resulted in polycrystalline films with preferred c-axis orientation at higher deposition rate. The growth of defect-free optical quality ZnO films by rf-sputtering is still an issue. The sol-gel, spray pyrolysis, and dip-coating are three different deposition techniques that use solution based ZnO. The advantages of the solution based film deposition are its inexpensive instrumentation and the capability to deposit films on very large substrates. In this dissertation work, the sol-gel process and rf-magnetron sputtering have used to deposit ZnO films. The table 4.1-1 shows a summary of device characteristics of ZnO TFTs fabricated with various deposition methods.
Table 4.1-1 Summary of device characteristics of ZnO TFT fabricated by various film deposition methods [9].

<table>
<thead>
<tr>
<th>Technique</th>
<th>Annealing temperature (°C)</th>
<th>Mobility (cm²/V.s)</th>
<th>V_TH (V)</th>
<th>On/off ratio</th>
<th>I_sat (μA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion beam</td>
<td>600-800</td>
<td>0.2-2.5</td>
<td>10-20</td>
<td>10⁶</td>
<td>70</td>
</tr>
<tr>
<td>Pulsed laser</td>
<td>450</td>
<td>0.031-0.97</td>
<td>-1.0-2.5</td>
<td>10⁶</td>
<td>80</td>
</tr>
<tr>
<td>So-gel</td>
<td>700-800</td>
<td>0.2</td>
<td>-</td>
<td>10⁷</td>
<td>14</td>
</tr>
<tr>
<td>rf-magnetron sputtering</td>
<td>Room temperature</td>
<td>20-70</td>
<td>1.8</td>
<td>10⁵</td>
<td>1000</td>
</tr>
</tbody>
</table>

4.1.2 Sol-gel Process

1. ZnO Sol-gel Preparation

Zinc acetate dihydrate (Zn(CH₃COO)₂.2H₂O), isopropanol (C₃H₈O), and monoethanolamine (HO(CH₂)₂NH₂) are used in the ZnO sol-gel preparation process as the source of zinc, solvent, and stabilizer, respectively. To obtain 55 ml of 0.3 mole/cm³ ZnO sol-gel, 3.58 g of zinc acetate dihydrate from Avantor performance materials Inc. was dissolved in 54 ml of isopropanol with 1 ml of 99% monoethanolamine (MEA) from Alfa Aesar. The solution mixture was stirred by a magnetic stirrer for 2 hours at 70°C to yield a clear homogenous solution. The reaction between zinc acetate dihydrate and isopropanol initially forms a complex called monoacetate ([ZnCH₃COO]+) [10]. The chemical reaction can be written as follows,

\[
\text{Zn(CH₃COO)₂.2H₂O + C₃H₈O} \rightarrow [\text{ZnCH₃COO}]^+ + [\text{CH₃COO}]^- + 2H^+ + 2(OH)^- + C₃H₈O
\]

4.1-1
Low quantity of water in the solution slows the hydrolysis process of Zn cation and disturbs the condensation. Moreover, the MEA further prevent the Zn cation condensation result in milky solution turns into clear solution after adding MEA. Also, the MEA is an amine which increases the pH value of the solution to enhance the ZnO formation. The \( [CH_3COO]^- \) and \( H^+ \) reacts to form acetic acid \( (CH_3COOH) \) and the monoacetate reacts with \( (OH)^- \) groups to form zinc hydroxide \( (Zn(OH)_2) \) at temperatures below 150\(^\circ\)C [10].

\[
[ZnCH_3COO]^+ + H^+ + 2OH^- \rightarrow CH_3COOH + Zn(OH)_2
\]

4.1-2

The chemical reaction mechanism and the subproducts of the ZnO sol-gel process were determined by FTIR absorption [10], [11] and transmittance spectra analysis [12]. The clear ZnO sol-gel contains zinc hydroxide and needs to be stored below 100\(^\circ\)C temperatures to avoid partial ZnO formation in the solution.

2. Spin Coating Process

Spin coating is a technique which uses centrifugal force generated by the rotating substrate combined with the surface tension of the solution to deposit thin film (typically ~ 10s of nm) across the surface of the substrate. One of the advantages of the spin coating process is its capability to deposit films on substrates with a broader range of sizes from few mm samples to larger flat panel TV screens. Also, due to the instrumental simplicity, it is easy to integrate into the process. The ability to achieve uniform and consistent film with high spin speeds is another advantage. However, there are few drawbacks in the techniques also such as low throughput due to single substrate deposition compared to batch deposition and high chemical waste. There is only 10\% of the chemical used in the process while the rest being flung off during the deposition. The spin coating process involves three steps mechanism as shown in figure 4.1-1.
Figure 4.1-1: Schematic diagram of main steps of film deposition in spin coating; (a) sol-gel poured onto the substrate, (b) substrate spins at high speed, and excess solution fling off to sides, and (c) airflow dries the coated film by evaporating excess solvent.

The thickness of the film depends on the parameters such as speed of the spinner, the viscosity of the solution, vapor pressure, temperature and local humidity. The film thickness \( t \) and the spin-coated film can be obtained by [13],

\[
t = k \frac{p^2}{\sqrt{\omega}} \sim \frac{v^{0.4}}{\omega^{0.2}}
\]

where \( k \) is spinner constant, \( p \) is the percentage of solids in the solution, \( \omega \) is the spin speed in rpm, and \( v \) is the viscosity of the solution. It is standard practice to determine the required conditions empirically to achieve the desired thickness for a film.

3. ZnO Thin Film Deposition

The oxidized Si wafers with 100 nm dry oxidized SiO₂ and highly p doped (Boron) Si substrate with <100> orientation and 0.001-0.005 Ω cm resistivity purchased from University wafers Inc. First, the Si wafer was cleaned with house nitrogen are gun to remove any dust particles
on the surface and attached to the spinning head of the spin coater. It is essential to make sure the Si wafer is well centered and leveled. The ZnO sol-gel solution pours onto an oxidized Si wafer to spin coat a thin film of ZnO. The spin speed was maintained at 3000 rpm for 30 s at room temperature under ambient. Then the coated film was calcined at 285°C for 5 minutes on a hot plate under ambient. At 285°C with O₂ from the air, zinc hydroxide decomposes into ZnO as following,

\[
Zn(OH)_2 \rightarrow ZnO + H_2O
\]

The thickness of the film was measured by profilometer and recorded as ~ 25 nm. The spin coating and following calcination process was repeated to obtain the desired ZnO film thickness, e.g., four times repetition to obtain 100 nm ZnO film. Finally, the film was post-annealed at 800°C in air for 1 hour to achieve polycrystalline phase in deposited ZnO film.

### 4.1.3 Radio-Frequency Magnetron Sputtering

1. **The principle of rf-Magnetron Sputtering**

   Sputtering systems use energetic ions generated in a plasma to bombard on a target which is the cathode of the setup. Then the ejected atoms from the surface of the target impinge on a substrate (sample) mounted to the anode to form a film [14]. In general, Ar⁺ is widely used as the bombarding ions in the plasma. Sputtering systems can be categorized based on the source of plasma discharge; direct-current (DC) sputtering and radio-frequency (rf) sputtering. The rf-sputtering employed rf source to generate a plasma while DC sputtering used DC gaseous discharge. In rf-sputtering system, the cathode and the anode are in series with a blocking capacitor. The blocking capacitor is a part of an impedance matching network to maximize the
power transform from rf source to plasma. The rf source operates at fixed 13.56 MHz. Figure 4.1-2 shows the schematic diagram of an rf-sputtering system.

Figure 4.1-2: Schematic diagram of the rf-sputtering system.

The magnetron is a source that intensifies the plasma by using a magnetic field [15]. In the magnetron configuration, a permanent magnet is applied to create magnetic flux parallel to the surface of the target. Therefore, the plasma gets intensified due to the electron trapping took place with the magnetic field near the target surface. This phenomenon results in enhanced sputtering rate in rf-sputtering.

2. ZnO Thin Film Deposition

A 99.9% pure ZnO target from Kurt J. Lesker company was bonded to a copper back plate to enhance the conductivity between the cathode and the target. The diameter and the thickness of the target were 3” and 0.125”, respectively. First, the ZnO target was attached to the cathode of the rf-sputtering system. Then the oxidized Si wafers with 100 nm dry oxidized SiO₂ and highly p doped (Boron) Si substrate with <100> orientation and 0.001-0.005 Ω cm resistivity purchased
from University wafers Inc. loaded and attached to the anode. The parameters were fixed as shown
in table 4.1-2 to deposit a thin film of ZnO.

Table 4.1-2 Parameters applied to Denton Discovery 18 rf-magnetron sputtering system

<table>
<thead>
<tr>
<th>Material</th>
<th>ZnO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-sputtering power (W)</td>
<td>160</td>
</tr>
<tr>
<td>Pre-sputtering time (s)</td>
<td>300</td>
</tr>
<tr>
<td>Sputtering power (W)</td>
<td>160</td>
</tr>
<tr>
<td>Sputtering time (s)</td>
<td>1200</td>
</tr>
<tr>
<td>Ar flow rate (sccm)</td>
<td>25</td>
</tr>
<tr>
<td>(\text{O}_2/\text{N}_2) flow rate (sccm)</td>
<td>1</td>
</tr>
<tr>
<td>Deposition temperature (°C)</td>
<td>RT</td>
</tr>
<tr>
<td>Deposition pressure (mTorr)</td>
<td>5</td>
</tr>
<tr>
<td>Substrate holder rotation (%)</td>
<td>50</td>
</tr>
</tbody>
</table>

Then the films were post-annealed at 800°C for 2 hours in air to obtain polycrystalline ZnO film.
The thickness of the film was measured as 70 nm by a profilometer.

4.1.3 Cleaning

A clean substrate surface has been recognized as an essential requirement in the fabrication
of semiconductor microelectronic devices. The micro-contamination causes 50% of yield loss in
integrated circuit fabrication. The contaminants can be introduced to the surface during the storage
and fabrication process through process chemicals, tools, and human operations. These impurities
can be diffused into the material under high-temperature fabrication process leading to device
failure. Therefore, it is required to remove organic contaminants, metallic impurities, adsorbed molecules and residual species before and after low-temperature processing steps [16], [17]. The surface contaminants can be categorized into three main domains; molecular compounds, ionic materials, and atomic species [18]. Molecular compounds are most likely the organic contaminants from photoresist, solvent residues, storage containers, and metal oxides or hydroxides. Ionic materials such as sodium ions, fluorine ions, and chlorine ions are physically adsorbed to the surface during the processing. The atomic species such as gold and copper are mainly introduced by equipment.

For device fabrication, the ZnO deposited Si wafer was diced into 1×1 cm pieces. Then the individual pieces were chemically cleaned in the order of acetone and methanol in an ultrasonic bath for 5 minutes in each solvent. Finally, the samples were rinsed with deionized (DI) water to remove any remained acetone or methanol residuals. House nitrogen gas blew on the pieces to dry the samples before use for photolithography.

4.1.4 Photolithography

Photolithography is a process that uses light to transfer a pattern into the substrate. The photolithography has its limitation with the minimum feature sizes to be in few μm. Therefore, in most modern device fabrication process, electron beam lithography is employed to obtain smaller feature sizes in nm scale. In this dissertation, the sensitivity of the photolithography was sufficient with required minimum device dimensions. The patterns are initially transferred from the photomask to light-sensitive polymer called photoresist. Chemical or plasma etching is then used to transfer the pattern to the substrate. The typical photolithography process involves multiple steps.
to follow to yield the device pattern on the substrate. Figure 4.1-3 illustrates the order of photolithography process.

![Diagram of photolithography process](image)

Figure 4.1-3: The order of photolithography process with positive photoresist.

Initially, a diced sample was attached to the center of a mechanical grade 3” Si wafer by acetone-soluble wax. Then the sample-wafer assembly was coated with photoresist (AZ-5414e IR) by spin coating at 4000 rpm for 30 s. Next, the sample was annealed in a process called post-apply bake. During the post-apply bake, the excess solvent in the photoresist layer will be removed. Hence, the thickness of the photoresist film reduces and also the adhesion of the photoresist to the substrate increases. The post-apply bake was carried out in an oven at 110°C for 1 minute. The final thickness of the photoresist layer was approximately 1.4 µm. There are two types of photoresists; positive photoresist (e.g., AZ-5414e-IR) and negative photoresist (e.g., AZ-nLOF 2070). The positive photoresist becomes more soluble when it exposed to UV light, and negative photoresist gets harden with UV exposure. The selection of the type of photoresist depends on the
kind of photomask used to transfer the pattern. Figure 4.1-4 indicates the use of positive and negative photoresists.

![Illustration of pattern transfer mechanism of positive and negative photoresist.](image)

Figure 4.1-4: Illustration of pattern transfer mechanism of positive and negative photoresist.

After the post-apply bake, the sample was mounted to sample holder of the mask aligner to initiate photolithography process. A Karl Suss MJB3 UV400 mask aligner equipped with a 160W Hg lamp as the UV source was used for the photolithography. A photomask which is a quartz plate patterned with chromium was mounted above the sample. Then the sample and the pattern on the photomask were aligned by using the optical microscope attached to the mask aligner. After that, the sample was exposed to UV light for 30 s. Depending on the type of photomask and the photoresist, it is required to do post-exposure bake. Clear field photomask has an opaque pattern on a transparent background, and dark field photomask has a transparent pattern on an opaque background. AZ-5214e photoresist has a capability of image reversal (IR). A crosslinking (hardening) agent form in the photoresist when the post-exposure bake is applied at
110°C for 1 minute. A direct Re-exposure of UV (flood exposure) to the post-exposure baked sample makes photoresist harden in areas where a higher dose of UV absorbed than the lower dose, results in the image reversal. Figure 4.1-5 illustrates the image reversal process with post-exposure bake and UV flood exposure.

![Image reversal process](image)

Figure 4.1-5: Illustration of image reversal process with AZ-5214e-IR (positive) photoresist.

Then the sample was developed in AZ 726 MIF developer to dissolve the soluble area of the photoresist film to develop the negative image of the pattern on the substrate. The shape of the transferred pattern and the linewidth control depend on the reaction between the developer and resist. In this work, the puddle development technique, which spins the substrate to spread developer efficiently was used develop the pattern on the photoresist. When the developing time elapsed, the additional developer was rinsed with DI water. It is essential to employ the rinsing immediately after development to avoid over developed patterns.
The spatial resolution of the photolithography process defines the minimum feature size (MFS) of the pattern. The MFS depends on the optical element and the wavelength of the light as follows [19],

\[
\text{resolution} = \frac{\lambda}{NA}
\]

where \(\lambda\) is the wavelength of the exposure light, and \(NA\) is the numerical aperture.

4.1.5 Metal Deposition

1. Direct-Current (DC) Magnetron Sputtering

Sputtering is a process in which material is removed from a target at the cathode by bombarding energetic ions from the plasma and the ejected materials transport to the surface of the sample to deposit [20]. In a DC sputtering system, plasma is created with DC voltage applied between the cathode and the anode. Argon (Ar) is used as the regular feed gas to generate plasma with ions (Ar\(^+\)). The magnetron configuration enhances the intensity of the plasma by increasing energetic electron density near the target. Therefore, a DC magnetron sputtering system can yield higher sputtering rate compared to ordinary parallel electrode DC sputtering. Figure 4.1-6 is a schematic diagram of a DC magnetron sputtering system and elaborated metal deposition mechanism.

In the DC magnetron sputtering system in Leach science center of Auburn University, a high vacuum of \(3\times10^{-7}\) Torr can be achieved by a vacuum system coupled with roughing pump and turbopump. It consists of four 2” diameter magnetron sputtering guns and maximum DC power of 1000 W. The sample holder plate is located right above the sputtering target. The sample holder plate can be mechanically rotated once the vacuum chamber is closed. Therefore, it is plausible to
deposit four different metals on the same or several samples successively without venting the vacuum.

Figure 4.1-6: Schematic diagram of the DC magnetron sputtering system and the metal deposition process.

First, the 2” diameter sputtering target was attached to the sputtering gun and placed a chimney to keep the ejected material form wide spreading. Then the photolithographically patterned samples were attached to a 3” Si wafer and then mounted to the sample holder plate. The vacuum chamber was vented with the pumping assembly until it reaches to $3 \times 10^{-7}$ Torr. During the sputtering, Ar was flowing into the chamber at the rate of 95 sccm (standard cubic centimeter per minute), and the pressure of the chamber was maintained at 17 mTorr. The samples were at room temperature during the deposition. A summary of parameters to be fixed for each metal deposition was given in table 4.1-3.
Table 4.1-3 Summary of sputtering parameters for different metal depositions

<table>
<thead>
<tr>
<th>Metal</th>
<th>Voltage (V)</th>
<th>Current (A)</th>
<th>Pre-sputter time (s)</th>
<th>Sputter time (s)</th>
<th>Film thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>290</td>
<td>0.25</td>
<td>180</td>
<td>360</td>
<td>100</td>
</tr>
<tr>
<td>Pd</td>
<td>380</td>
<td>0.25</td>
<td>40</td>
<td>120</td>
<td>140</td>
</tr>
<tr>
<td>Ir</td>
<td>490</td>
<td>0.25</td>
<td>60</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>Ni$<em>{93%}$ V$</em>{7%}$</td>
<td>340</td>
<td>0.25</td>
<td>120</td>
<td>240</td>
<td>40</td>
</tr>
</tbody>
</table>

The pre-sputter time is required to remove any impurities on the target surface before depositing the metal on samples. During the pre-sputter, the samples were kept away from the sputter target by mechanically rotating the sample holder. When the sputtering time is elapsed, the samples were taken out after venting the vacuum in the sputtering chamber.

2. Thermal Evaporation

Thermal evaporation method required to heat metal to the point of vaporization, and then the evaporated metal deposited on the surface of the sample. A higher vacuum is essential to control the composition of the deposited metal in thermal evaporation technique [21].

Figure 4.1-7 shows the schematic diagram of the thermal evaporation system in this dissertation work to deposit Aluminum (Al). The pressure of the chamber was maintained at approximately 5×10⁻⁶ Torr by vacuum system equipped with roughing pump and diffusion pump. The 99.999% aluminum pallets (1/8”×1/8”) from Kurt J. Lesker company were used in the metal evaporation process. Metal evaporation was done by heating an alumina-coated tungsten bucket to 1500°C. The relationship between the deposited metal thickness and the applied DC bias and
evaporation time were empirically determined. Thermal evaporation at 60 W for 4 minutes after 1-minute pre-evaporation yield approximately 140 nm Al layer. Aluminum deposition by DC sputtering was time-consuming due to its low deposition rate, and it was required to pause the sputtering process frequently to avoid overheating the target. In contrast, thermal evaporation was convenient and faster than DC sputtering. However, one of the drawbacks in thermal evaporation is its lack of thickness control. It was identified that the reuse of heating bucket causes the problem of the thicker film than expected. The reason was that the pre-deposited Al on the heating bucket evaporated in addition to the added Al pallets, thereby result in thicker Al deposited on the sample. This problem can be avoided by using a new heating bucket and also with a more sophisticated solution which is assembling a mass flow detector to monitor the deposited film thickness.

Figure 4.1-7: Schematic diagram of the thermal evaporation system.
4.1.6 Lift-off

Lift-off is a process that removes the excess metal deposited on the substrate by stripping photoresist underneath. In this dissertation work, wet chemical lift-off was performed with acetone to dissolve photoresist and lift-off the excess metal to pattern metal contacts on the substrate. The duration of the lift-off process depends on several factors such as the thickness of the metal film, type of photoresist, post-apply bake temperature, UV exposure dose, and quality of the photoresist layer.

4.1.7 Rapid Thermal Annealing (RTA)

Rapid thermal annealing (RTA) is mainly employed to activate implanted dopants and yield excellent ohmic contact by interfacial diffusion of metal and semiconductor. In this dissertation, RTA was used to obtain good ohmic behavior for deposited Ti/Pd and Ti/Ir contacts. RTA treatment at 300°C for 1 minute under N$_2$ ambient could yield contact resistivity as low as 3.34×10$^{-4}$ Ω cm$^2$ and 1.68×10$^{-5}$ Ω cm$^2$ for Ti/Ir and Ti/Pd contacts on ZnO, respectively. At 300°C oxygen from ZnO diffuse into Ti to form TiO generating oxygen vacancies ($V_0$) in ZnO [22]. The Gibbs free energy per mole of oxygen for TiO$_2$ ($\Delta G_{600 K}=-833.972$ kJ/mole) is lower than that of ZnO ($\Delta G_{600 K}=-290.452$ kJ/mole) [23]. Therefore, the formation of TiO is preferable at 300°C RTA. The created $V_0$ at the ZnO/Ti interface act as shallow donors to enhance the conduction [24]. The RTA system consists of a vacuum chamber, an infrared optical pyrometer, and a rheostat to control the current. Figure 4.1-8 shows the schematic diagram of the RTA system.

The RTA system used in this work contains two carbon stripes separated by 2” as the heating element. First, the samples were placed in a carbon crucible and then the crucible was mounted on the carbon strip. The infrared optical pyrometer located right above the vacuum
chamber focused to the carbon stripe adjacent to the sample. Then the vacuum chamber was vented to achieve $2 \times 10^{-7}$ Torr by the use of a roughing pump and then a diffusion pump. After that, the chamber was filled with high purity $N_2$ and brought the chamber pressure to atmospheric pressure. The carbon stripe was heated to obtain 300°C by carefully adjusting the input power. During the 1 minute RTA under $N_2$ ambient, the temperature of the sample was maintained at 300°C. Right after the annealing time elapsed; the samples were cooled down to the room temperature rapidly with the aid of a mechanical fan located closer to the vacuum chamber.

![Schematic diagram of rapid thermal annealing (RTA) system.](image)

The back-gated ZnO TFTs were prepared for electrical measurements by attaching a gold-plated ceramic plate to the back of the Si substrate by conducting silver paste. The back of the Si substrate was scratched out to remove natural oxide to access conducting Si substrate which
employed as the gate electrode in the ZnO TFTs. The attached gold plate was used to land probe to the gate electrode. Figure 4.1-9 shows a picture of the fabricated ZnO TFTs for this dissertation work.

4.2 Experimental Procedure

In this work, ZnO film analysis and characterizations were performed by micro-Raman spectroscopy, photoluminescence, and X-ray diffraction spectroscopy. The current-voltage (I-V) and capacitance-voltage (C-V) measurements were carried out as electrical characterizations of ZnO TFTs. The proton irradiation experiment on ZnO TFTs and ZnO films were done by the 2MV Tandem source Pelletron accelerator in Leach science center, Auburn University.

4.2.1 Micro-Raman Spectroscopy

Mainly Raman spectrometer consists of 4 components as listed as follows;

1) Excitation source

2) Sample holder and microscope

3) Wavelength selector

4) Detection and computer controlled processing system.

The laser has been used as an excitation source of modern Raman spectroscopy due to the ideal characteristics of large peak power in the order of MW, monochromatic beam with weak spurious lines, smaller beam diameter, and the availability of wide range of wavelength. The He-Cd laser provides blue (441.563 nm) and UV (325 nm) laser lines with average power 40 and 10 MW, respectively. The Rayleigh and anti-stokes can be eliminated by using edge filters. The Raman scattering is an inherently weak signal. Therefore, the laser beam needs to focus on the sample and collect the scattered beam from the sample. The laser excitation and scattered beam collection
from the sample can be done with several optical configurations such as 90° and 180° scattering geometries in the lens system. The preliminary focusing of the incident laser beam on the sample is done by an optical microscope. During the sample focusing by the optical microscope, the laser beam was blocked by a shutter system. Once the sample focus is done, the shutter was opened and the adjustable mirrors were moved to focus the laser beam on the sample. The grating monochromators are used as wavelength selectors. A selective wavelength is used in Raman spectroscopy to obtain better resolution and accordingly to the scanning range. The 2400 lines/mm grating facilitates wider scan range (200-750 nm) while 3600 lines/mm provides better resolution compared to 2400 lines/mm. The charge-coupled detector (CCD) has used as the detection device in Raman spectrometer. The CCD is a silicon-based arranged array of photosensitive elements. When a photon strikes on each pixel, it stored as a small charge. Therefore, each pixel store charges as a function of the stricken photon on individual pixel. The low readout noise in CCD is an advantage compared to other multi-channel detectors. Hence, the signal intensification for weak Raman signal is unnecessary with CCD. A wider range of wavelengths for detection can be obtain with the use of CCD as well.

Our custom-made Raman spectrometer consists of He-Cd laser from Kimmon Koha Co.Ltd., which excites 441.563 and 325 nm laser lines. The diameter of the laser beam measured as 5-10 µm after focused on the sample by the optical microscope. An edge filter used to filter out Rayleigh and anti-stock signals before entering to the Jobin Yvon spectrometer. The CCD with 2048×512 pixel array used to detect the Raman signal with higher precision. The scan with 2400 lines/mm grating provided 1 cm⁻¹ resolution. The schematics diagram of Raman spectroscopic system is presented in figure 3.1-3.
4.2.2 Photoluminescence (PL)

In photoluminescence, ZnO films were exposed to 325 nm laser line generated by He-Cd laser from Kimmon Koha Co.Ltd. The PL spectra were dispersed with 2400 lines/mm grating. The PL measurements were performed at room temperature. The penetration depth of 325 nm laser into ZnO layer is determined as around 60 nm. Therefore, PL spectra represent the characteristics of bulk ZnO. The variation in the intensity of the UV peak and the broad visible luminescence peak would provide the insight into the crystal quality and the defect concentration in the sub-bandgap region of ZnO. The blue, green and yellow luminescence observed in PL spectra are produced by the electron transitions from neutral oxygen vacancy to valence band (~2.8 eV), singly ionized oxygen vacancy to valence band (~2.5 eV), and delocalized electron near conduction band
recombination with doubly ionized oxygen vacancy (~2.2 eV), respectively [25]–[27]. The UV peak observed in PL spectrum is caused by the band to band radiative recombination in ZnO. Figure 4.2-2 shows the comparison of PL spectra of ZnO films deposited by the sol-gel method and the rf-magnetron sputtering.

![Figure 4.2-2: The PL spectra of ZnO films deposited by sol-gel spin coating and rf-magnetron sputtering.](image)

As can be seen in figure 4.2-2, the near band edge UV emission is dominated over deep level emission in sub-bandgap region for ZnO. Sol-gel derived ZnO films show high intensity in UV peak compared to visible luminescence. Visible luminescence in PL spectra can be attributed to native defects such as oxygen vacancies and other impurities introduced during the film deposition. Therefore, the high intensity in visible luminescence in rf-sputtered ZnO indicates high level of native defects and impurities in film. Since sol-gel ZnO shows higher $I_{UV}/I_{VIS}$ compared to rf-sputtered films, sol-gel derived ZnO films are much favorable for optoelectronic applications.
4.2.3 X-Ray Diffraction Spectroscopy (XRD)

The XRD analysis of ZnO films was employed to determine the crystal quality of the ZnO. The Bruker D2 Phaser XRD system used in this dissertation work is shown in figure 4.2-3.

![Bruker D2 Phaser XRD system](image)

Figure 4.2-3: Picture of Bruker D2 Phaser XRD system in the department of Geosciences, Auburn University.

The XRD analyzer consists of a Lynxeye detector and a Cu shutter tube. The X-ray was generated with 300 W power, and the wavelength was 1.54184 Å. Sample was rotated at a speed of 20 rpm during the data collection to obtain a spectrum for the sample. The sample scan was performed in continuous PSD mode with 0.5 s scan time and 0.02° 2θ increment for the scan range. It is important to use the same procedure to load the sample to the XRD chamber to avoid the spurious parallel shift in XRD spectra. For example, if the upper surface of the sample is elevated compared to the surface of the sample holder, the XRD peaks tend to shift in higher 2θ direction. When the upper surface of the sample is located below the surface of the sample holder, the XRD peaks shift in lower 2θ direction. Therefore, the shift in XRD peaks due to stress and strain in ZnO crystal structure can be shadowed by the spurious shift in XRD spectra.
The grain size of polycrystalline ZnO can be extracted from XRD data by using Debye-Scherrer relationship [28].

\[ D = \frac{k\lambda}{B \cos \theta} \tag{4.2-1} \]

where, \( D \) is the grain size, \( k \) is 0.94, \( \lambda \) is the wavelength of x-ray, \( B \) is the full width at half-maximum (FWHM) of (0002) peak in radians, and \( \theta \) is the Bragg angle for the (0002) peak. For hexagonal structures, the biaxial stress of the film along c-axis can be obtained by [29],

\[ \sigma_{film} = \frac{2C_{13}^2 - C_{33}(C_{11} + C_{12})}{C_{13}}, \varepsilon_z \tag{4.2-2} \]

where, \( C_{11} = 209.7 \) GPa, \( C_{12} = 121.1 \) GPa, \( C_{13} = 105.1 \) GPa, and \( C_{33} = 210.9 \) GPa are the elastic stiffness constants for ZnO [30]. The \( \varepsilon_z \) is strain in the lattice along c-axis, which can be deduced by [29],

\[ \varepsilon_z = \frac{(C - C_0)}{C_0} \tag{4.2-3} \]

where \( C \) and \( C_0 \) are the strained and strain-free lattice parameters of ZnO, respectively. The strain-free lattice parameter \( (C_0) \) was obtained from a joint committee of powder diffraction standards (JCPD) card 75-0576 card. The lattice parameter for (002) peak of ZnO film was calculated by the following equation [31];

\[ \frac{1}{d^2_{(hkl)}} = \frac{4}{3} \left[ \frac{h^2 +hk + k^2}{a^2} \right] + \frac{l^2}{c^2} \tag{4.2-4} \]

where \( a \) and \( c \) are lattice parameters of ZnO. The \( d_{(002)} \) can be obtained by Bragg’s equation;

\[ d_{(002)} = \frac{\lambda}{2 \sin \theta_{(002)}} \tag{4.2-5} \]
where, \( \lambda \) is the wavelength of x-ray and \( \theta_{(002)} \) is the Bragg angle for (002) peak. Figure 4.2-4 shows the XRD spectra for ZnO films deposited by sol-gel spin coating and rf-magnetron sputtering.

Figure 4.2-4: XRD spectra of ZnO film deposited by (a) sol-gel spin coating, and (b) rf-magnetron sputtering.

The calculated biaxial stress of the ZnO film along c-axis is summarized in table 4.2-1.

Table 4.2-1 Calculated biaxial stress of the ZnO film along the c-axis.

<table>
<thead>
<tr>
<th>Deposition technique</th>
<th>( \sigma_{film} ) (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sol-gel</td>
<td>1.469</td>
</tr>
<tr>
<td>rf-magnetron sputtering</td>
<td>1.630</td>
</tr>
</tbody>
</table>

4.2.4 Current-Voltage (I-V) and Capacitance-Voltage (C-V) Measurements

I-V measurements for output characterizations and transfer characterizations were done using an H-100 Signatone probe station equipped with Keithley 6517 voltage source. Typically all the electrical measurements were performed at room temperature and in dark environment.
However, in specially designed experiments which required a controlled environment, a cryogenic manipulated probe station from Advanced Research Systems equipped with Keithley 4200-SCS parameter analyzer was used. Low-frequency C-V measurements for the capacitance of vertical ZnO/SiO₂/Si MOS structure were done using an H-100 Signatone probe station equipped with Keithley 590CV analyzer. The C-V analyses were also performed at room temperature and in dark environment. Calibrated cables with Signatone S-725 micropositioners were used in electrical measurements to increase the signal to noise ratio. The electrical measurement data were extracted from a Labview programme written to collect output, transfer characteristics, and capacitance.

### 4.2.5 Proton Irradiation

The proton irradiation process for data reported in chapter 6 and appendix II performed by a 2 MV Tandem source Pelletron accelerator in Leach science center, Auburn University. Figure 4.2-5 shows the schematic diagram of the Pelletron accelerator.

![Schematic diagram of the particle accelerator.](image)

Figure 4.2-5: Schematic diagram of the particle accelerator.
Protons were generated by stripping an electron from hydrogen with nitrogen. Then the protons were accelerated to gain 200 keV energy. The energetic proton beam was guided towards the sample mounted at the end of the beam line with a beam splitting magnet. The sample was under the vacuum with a pressure of $5 \times 10^{-6}$ Torr, and cooling water was flowing through the sample holder to keep the sample at room temperature during the irradiation. The fluence of the proton radiation was carefully maintained at $1.0 \times 10^{14}$ protons/cm$^2$ by monitoring the beam current throughout the irradiation process. The proton beam was scanned over a 6.3 cm diameter circular aperture area with a scan rate of 64 Hz in the y-axis and 517 Hz in the x-axis. Four isolated Faraday cups located on the aperture, 4” apart from each other were monitored the proton beam current. Equal current readout in all four Faraday cups indicates a uniform distribution of proton across the sample. The fluence of the proton beam was fixed with beam current and the exposure time as following,

$$Time = \frac{q \times \text{fluence} \times A}{I}$$

where $q$ is the charge of a proton, $A$ is the area of the aperture, and $I$ is the beam current. The fluence of $1.0 \times 10^{14}$ proton/cm$^2$ was obtained with 781 s irradiation time and 700 nA current. Moreover, a larger movable Faraday cup located 8” upstream of the sample was used to monitor beam current intermittently to confirm uniform proton irradiation over the sample. The ZnO samples were mounted to the sample holder with conducting carbon tape. Therefore, the gate electrodes of ZnO TFTs were grounded during the proton irradiation.
References


Chapter 4

Device Processing & Experimental Procedure

4.1 Device Processing Procedure

In this chapter, a summary of the procedure of ZnO thin film transistors (TFTs) fabrication process and the fabrication recipes are presented. Mainly, the theoretical background of the device processing and the detailed description of the primary experimental procedures are described.

4.1.1 Growth

Thin films of ZnO can be grown by various deposition techniques such as thermal oxidation of metallic zinc films [1], spray pyrolysis [2], sol-gel process [3], dip-coating [4], rf-sputtering [5], chemical vapor deposition (CVD) [6], pulsed laser deposition (PLD) [7], and molecular beam epitaxy (MBE) [8]. Each technique has its advantages towards quality ZnO film as well as its drawbacks. For example, MBE, CVD, and PLD methodologies have been able to produce high-quality ZnO films. However, those methods require expensive instrumentation and carefully controlled environment. The rf-magnetron sputtering of ZnO resulted in polycrystalline films with preferred c-axis orientation at higher deposition rate. The growth of defect-free optical quality ZnO films by rf-sputtering is still an issue. The sol-gel, spray pyrolysis, and dip-coating are three different deposition techniques that use solution based ZnO. The advantages of the solution based film deposition are its inexpensive instrumentation and the capability to deposit films on very large substrates. In this dissertation work, the sol-gel process and rf-magnetron sputtering have used to deposit ZnO films. The table 4.1-1 shows a summary of device characteristics of ZnO TFTs fabricated with various deposition methods.
Table 4.1-1 Summary of device characteristics of ZnO TFT fabricated by various film deposition methods [9].

<table>
<thead>
<tr>
<th>Technique</th>
<th>Annealing temperature (°C)</th>
<th>Mobility (cm²/V.s)</th>
<th>V_TH (V)</th>
<th>On/off ratio</th>
<th>I_sat (µA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion beam</td>
<td>600-800</td>
<td>0.2-2.5</td>
<td>10-20</td>
<td>10⁶</td>
<td>70</td>
</tr>
<tr>
<td>Pulsed laser</td>
<td>450</td>
<td>0.031-0.97</td>
<td>-1.0-2.5</td>
<td>10⁶</td>
<td>80</td>
</tr>
<tr>
<td>So-gel</td>
<td>700-800</td>
<td>0.2</td>
<td>-</td>
<td>10⁷</td>
<td>14</td>
</tr>
<tr>
<td>rf-magnetron sputtering</td>
<td>Room temperature</td>
<td>20-70</td>
<td>1.8</td>
<td>10⁵</td>
<td>1000</td>
</tr>
</tbody>
</table>

4.1.2 Sol-gel Process

1. ZnO Sol-gel Preparation

Zinc acetate dihydrate (Zn(CH₃COO)₂.2H₂O), isopropanol (C₃H₈O), and monoethanolamine (HO(CH₂)₂NH₂) are used in the ZnO sol-gel preparation process as the source of zinc, solvent, and stabilizer, respectively. To obtain 55 ml of 0.3 mole/cm³ ZnO sol-gel, 3.58 g of zinc acetate dihydrate from Avantor performance materials Inc. was dissolved in 54 ml of isopropanol with 1 ml of 99% monoethanolamine (MEA) from Alfa Aesar. The solution mixture was stirred by a magnetic stirrer for 2 hours at 70°C to yield a clear homogenous solution. The reaction between zinc acetate dihydrate and isopropanol initially forms a complex called monoacetate ([ZnCH₃COO]⁺) [10]. The chemical reaction can be written as follows,

\[
\text{Zn(CH}_3\text{COO)}_2.2\text{H}_2\text{O} + \text{C}_3\text{H}_8\text{O} \rightarrow [\text{ZnCH}_3\text{COO}]^+ + [\text{CH}_3\text{COO}]^- + 2H^+ + 2(OH)^- + \text{C}_3\text{H}_8\text{O}
\] 4.1-1
Low quantity of water in the solution slows the hydrolysis process of Zn cation and disturbs the condensation. Moreover, the MEA further prevent the Zn cation condensation result in milky solution turns into clear solution after adding MEA. Also, the MEA is an amine which increases the pH value of the solution to enhance the ZnO formation. The \([CH_3COO]^-\) and \(H^+\) reacts to form acetic acid \((CH_3COOH)\) and the monoacetate reacts with \((OH)^-\) groups to form zinc hydroxide \((Zn(OH)_2)\) at temperatures below 150°C [10].

\[
[ZnCH_3COO]^+ + H^+ + 2OH^- \rightarrow CH_3COOH + Zn(OH)_2
\]

4.1-2

The chemical reaction mechanism and the subproducts of the ZnO sol-gel process were determined by FTIR absorption [10], [11] and transmittance spectra analysis [12]. The clear ZnO sol-gel contains zinc hydroxide and needs to be stored below 100°C temperatures to avoid partial ZnO formation in the solution.

2. **Spin Coating Process**

Spin coating is a technique which uses centrifugal force generated by the rotating substrate combined with the surface tension of the solution to deposit thin film (typically ~ 10s of nm) across the surface of the substrate. One of the advantages of the spin coating process is its capability to deposit films on substrates with a broader range of sizes from few mm samples to larger flat panel TV screens. Also, due to the instrumental simplicity, it is easy to integrate into the process. The ability to achieve uniform and consistent film with high spin speeds is another advantage. However, there are few drawbacks in the techniques also such as low throughput due to single substrate deposition compared to batch deposition and high chemical waste. There is only 10% of the chemical used in the process while the rest being flung off during the deposition. The spin coating process involves three steps mechanism as shown in figure 4.1-1.
Figure 4.1-1: Schematic diagram of main steps of film deposition in spin coating; (a) sol-gel poured onto the substrate, (b) substrate spins at high speed, and excess solution fling off to sides, and (c) airflow dries the coated film by evaporating excess solvent.

The thickness of the film depends on the parameters such as speed of the spinner, the viscosity of the solution, vapor pressure, temperature and local humidity. The film thickness \( t \) and the spin-coated film can be obtained by [13],

\[
t = k \frac{p^2}{\sqrt{\omega}} \sim \frac{v^{0.4}}{\omega^{0.2}}
\]  

4.1-3

where \( k \) is spinner constant, \( p \) is the percentage of solids in the solution, \( \omega \) is the spin speed in rpm, and \( v \) is the viscosity of the solution. It is standard practice to determine the required conditions empirically to achieve the desired thickness for a film.

3. ZnO Thin Film Deposition

The oxidized Si wafers with 100 nm dry oxidized SiO\(_2\) and highly p doped (Boron) Si substrate with <100> orientation and 0.001-0.005 \( \Omega \). cm resistivity purchased from University wafers Inc. First, the Si wafer was cleaned with house nitrogen are gun to remove any dust particles
on the surface and attached to the spinning head of the spin coater. It is essential to make sure the Si wafer is well centered and leveled. The ZnO sol-gel solution pours onto an oxidized Si wafer to spin coat a thin film of ZnO. The spin speed was maintained at 3000 rpm for 30 s at room temperature under ambient. Then the coated film was calcined at 285°C for 5 minutes on a hot plate under ambient. At 285°C with O₂ from the air, zinc hydroxide decomposes into ZnO as following,

\[ \text{Zn(OH)}_2 \rightarrow \text{ZnO} + \text{H}_2\text{O} \]  

The thickness of the film was measured by profilometer and recorded as ~ 25 nm. The spin coating and following calcination process was repeated to obtain the desired ZnO film thickness, e.g., four times repetition to obtain 100 nm ZnO film. Finally, the film was post-annealed at 800°C in air for 1 hour to achieve polycrystalline phase in deposited ZnO film.

4.1.3 Radio-Frequency Magnetron Sputtering

1. The principle of rf-Magnetron Sputtering

Sputtering systems use energetic ions generated in a plasma to bombard on a target which is the cathode of the setup. Then the ejected atoms from the surface of the target impinge on a substrate (sample) mounted to the anode to form a film [14]. In general, Ar⁺ is widely used as the bombarding ions in the plasma. Sputtering systems can be categorized based on the source of plasma discharge; direct-current (DC) sputtering and radio-frequency (rf) sputtering. The rf-sputtering employed rf source to generate a plasma while DC sputtering used DC gaseous discharge. In rf-sputtering system, the cathode and the anode are in series with a blocking capacitor. The blocking capacitor is a part of an impedance matching network to maximize the
power transform from rf source to plasma. The rf source operates at fixed 13.56 MHz. Figure 4.1-2 shows the schematic diagram of an rf-sputtering system.

![Schematic diagram of the rf-sputtering system.](image)

The magnetron is a source that intensifies the plasma by using a magnetic field [15]. In the magnetron configuration, a permanent magnet is applied to create magnetic flux parallel to the surface of the target. Therefore, the plasma gets intensified due to the electron trapping took place with the magnetic field near the target surface. This phenomenon results in enhanced sputtering rate in rf-sputtering.

### 2. ZnO Thin Film Deposition

A 99.9% pure ZnO target from Kurt J. Lesker company was bonded to a copper back plate to enhance the conductivity between the cathode and the target. The diameter and the thickness of the target were 3” and 0.125”, respectively. First, the ZnO target was attached to the cathode of the rf-sputtering system. Then the oxidized Si wafers with 100 nm dry oxidized SiO₂ and highly p doped (Boron) Si substrate with <100> orientation and 0.001-0.005 Ω·cm resistivity purchased
from University wafers Inc. loaded and attached to the anode. The parameters were fixed as shown in table 4.1-2 to deposit a thin film of ZnO.

Table 4.1-2 Parameters applied to Denton Discovery 18 rf-magnetron sputtering system

<table>
<thead>
<tr>
<th>Material</th>
<th>ZnO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-sputtering power (W)</td>
<td>160</td>
</tr>
<tr>
<td>Pre-sputtering time (s)</td>
<td>300</td>
</tr>
<tr>
<td>Sputtering power (W)</td>
<td>160</td>
</tr>
<tr>
<td>Sputtering time (s)</td>
<td>1200</td>
</tr>
<tr>
<td>Ar flow rate (sccm)</td>
<td>25</td>
</tr>
<tr>
<td>O₂/N₂ flow rate (sccm)</td>
<td>1</td>
</tr>
<tr>
<td>Deposition temperature (°C)</td>
<td>RT</td>
</tr>
<tr>
<td>Deposition pressure (mTorr)</td>
<td>5</td>
</tr>
<tr>
<td>Substrate holder rotation (%)</td>
<td>50</td>
</tr>
</tbody>
</table>

Then the films were post-annealed at 800°C for 2 hours in air to obtain polycrystalline ZnO film. The thickness of the film was measured as 70 nm by a profilometer.

4.1.3 Cleaning

A clean substrate surface has been recognized as an essential requirement in the fabrication of semiconductor microelectronic devices. The micro-contamination causes 50% of yield loss in integrated circuit fabrication. The contaminants can be introduced to the surface during the storage and fabrication process through process chemicals, tools, and human operations. These impurities can be diffused into the material under high-temperature fabrication process leading to device
failure. Therefore, it is required to remove organic contaminants, metallic impurities, adsorbed molecules and residual species before and after low-temperature processing steps [16], [17]. The surface contaminants can be categorized into three main domains; molecular compounds, ionic materials, and atomic species [18]. Molecular compounds are most likely the organic contaminants from photoresist, solvent residues, storage containers, and metal oxides or hydroxides. Ionic materials such as sodium ions, fluorine ions, and chlorine ions are physically adsorbed to the surface during the processing. The atomic species such as gold and copper are mainly introduced by equipment.

For device fabrication, the ZnO deposited Si wafer was diced into 1×1 cm pieces. Then the individual pieces were chemically cleaned in the order of acetone and methanol in an ultrasonic bath for 5 minutes in each solvent. Finally, the samples were rinsed with deionized (DI) water to remove any remained acetone or methanol residuals. House nitrogen gas blew on the pieces to dry the samples before use for photolithography.

4.1.4 Photolithography

Photolithography is a process that uses light to transfer a pattern into the substrate. The photolithography has its limitation with the minimum feature sizes to be in few µm. Therefore, in most modern device fabrication process, electron beam lithography is employed to obtain smaller feature sizes in nm scale. In this dissertation, the sensitivity of the photolithography was sufficient with required minimum device dimensions. The patterns are initially transferred from the photomask to light-sensitive polymer called photoresist. Chemical or plasma etching is then used to transfer the pattern to the substrate. The typical photolithography process involves multiple steps.
to follow to yield the device pattern on the substrate. Figure 4.1-3 illustrates the order of photolithography process.

![Photolithography Process Diagram](image)

Figure 4.1-3: The order of photolithography process with positive photoresist.

Initially, a diced sample was attached to the center of a mechanical grade 3” Si wafer by acetone-soluble wax. Then the sample-wafer assembly was coated with photoresist (AZ-5414e IR) by spin coating at 4000 rpm for 30 s. Next, the sample was annealed in a process called post-apply bake. During the post-apply bake, the excess solvent in the photoresist layer will be removed. Hence, the thickness of the photoresist film reduces and also the adhesion of the photoresist to the substrate increases. The post-apply bake was carried out in an oven at 110°C for 1 minute. The final thickness of the photoresist layer was approximately 1.4 µm. There are two types of photoresists; positive photoresist (e.g., AZ-5414e-IR) and negative photoresist (e.g., AZ-nLOF 2070). The positive photoresist becomes more soluble when it exposed to UV light, and negative photoresist gets harden with UV exposure. The selection of the type of photoresist depends on the
kind of photomask used to transfer the pattern. Figure 4.1-4 indicates the use of positive and negative photoresists.

![Pattern Transfer Mechanism](image)

Figure 4.1-4: Illustration of pattern transfer mechanism of positive and negative photoresist.

After the post-apply bake, the sample was mounted to sample holder of the mask aligner to initiate photolithography process. A Karl Suss MJB3 UV400 mask aligner equipped with a 160W Hg lamp as the UV source was used for the photolithography. A photomask which is a quartz plate patterned with chromium was mounted above the sample. Then the sample and the pattern on the photomask were aligned by using the optical microscope attached to the mask aligner. After that, the sample was exposed to UV light for 30 s. Depending on the type of photomask and the photoresist, it is required to do post-exposure bake. Clear field photomask has an opaque pattern on a transparent background, and dark field photomask has a transparent pattern on an opaque background. AZ-5214e photoresist has a capability of image reversal (IR). A crosslinking (hardening) agent form in the photoresist when the post-exposure bake is applied at
110°C for 1 minute. A direct Re-exposure of UV (flood exposure) to the post-exposure baked sample makes photoresist harden in areas where a higher dose of UV absorbed than the lower dose, results in the image reversal. Figure 4.1-5 illustrates the image reversal process with post-exposure bake and UV flood exposure.

Figure 4.1-5: Illustration of image reversal process with AZ-5214e-IR (positive) photoresist.

Then the sample was developed in AZ 726 MIF developer to dissolve the soluble area of the photoresist film to develop the negative image of the pattern on the substrate. The shape of the transferred pattern and the linewidth control depend on the reaction between the developer and resist. In this work, the puddle development technique, which spins the substrate to spread developer efficiently was used develop the pattern on the photoresist. When the developing time elapsed, the additional developer was rinsed with DI water. It is essential to employ the rinsing immediately after development to avoid over developed patterns.
The spatial resolution of the photolithography process defines the minimum feature size (MFS) of the pattern. The MFS depends on the optical element and the wavelength of the light as follows [19],

\[
\text{resolution} = \frac{\lambda}{NA}
\]

where \(\lambda\) is the wavelength of the exposure light, and \(NA\) is the numerical aperture.

### 4.1.5 Metal Deposition

#### 1. Direct-Current (DC) Magnetron Sputtering

Sputtering is a process in which material is removed from a target at the cathode by bombarding energetic ions from the plasma and the ejected materials transport to the surface of the sample to deposit [20]. In a DC sputtering system, plasma is created with DC voltage applied between the cathode and the anode. Argon (Ar) is used as the regular feed gas to generate plasma with ions (Ar\(^+\)). The magnetron configuration enhances the intensity of the plasma by increasing energetic electron density near the target. Therefore, a DC magnetron sputtering system can yield higher sputtering rate compared to ordinary parallel electrode DC sputtering. Figure 4.1-6 is a schematic diagram of a DC magnetron sputtering system and elaborated metal deposition mechanism.

In the DC magnetron sputtering system in Leach science center of Auburn University, a high vacuum of 3\(\times\)10\(^{-7}\) Torr can be achieved by a vacuum system coupled with roughing pump and turbopump. It consists of four 2” diameter magnetron sputtering guns and maximum DC power of 1000 W. The sample holder plate is located right above the sputtering target. The sample holder plate can be mechanically rotated once the vacuum chamber is closed. Therefore, it is plausible to
deposit four different metals on the same or several samples successively without venting the vacuum.

Figure 4.1-6: Schematic diagram of the DC magnetron sputtering system and the metal deposition process.

First, the 2” diameter sputtering target was attached to the sputtering gun and placed a chimney to keep the ejected material form wide spreading. Then the photolithographically patterned samples were attached to a 3” Si wafer and then mounted to the sample holder plate. The vacuum chamber was vented with the pumping assembly until it reaches to 3×10⁻⁷ Torr. During the sputtering, Ar was flowing into the chamber at the rate of 95 sccm (standard cubic centimeter per minute), and the pressure of the chamber was maintained at 17 mTorr. The samples were at room temperature during the deposition. A summary of parameters to be fixed for each metal deposition was given in table 4.1-3.
Table 4.1-3 Summary of sputtering parameters for different metal depositions

<table>
<thead>
<tr>
<th>Metal</th>
<th>Voltage (V)</th>
<th>Current (A)</th>
<th>Pre-sputter time (s)</th>
<th>Sputter time (s)</th>
<th>Film thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>290</td>
<td>0.25</td>
<td>180</td>
<td>360</td>
<td>100</td>
</tr>
<tr>
<td>Pd</td>
<td>380</td>
<td>0.25</td>
<td>40</td>
<td>120</td>
<td>140</td>
</tr>
<tr>
<td>Ir</td>
<td>490</td>
<td>0.25</td>
<td>60</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>Ni93% V7%</td>
<td>340</td>
<td>0.25</td>
<td>120</td>
<td>240</td>
<td>40</td>
</tr>
</tbody>
</table>

The pre-sputter time is required to remove any impurities on the target surface before depositing the metal on samples. During the pre-sputter, the samples were kept away from the sputter target by mechanically rotating the sample holder. When the sputtering time is elapsed, the samples were taken out after venting the vacuum in the sputtering chamber.

2. Thermal Evaporation

Thermal evaporation method required to heat metal to the point of vaporization, and then the evaporated metal deposited on the surface of the sample. A higher vacuum is essential to control the composition of the deposited metal in thermal evaporation technique [21].

Figure 4.1-7 shows the schematic diagram of the thermal evaporation system in this dissertation work to deposit Aluminum (Al). The pressure of the chamber was maintained at approximately 5×10⁻⁶ Torr by vacuum system equipped with roughing pump and diffusion pump. The 99.999% aluminum pallets (1/8”×1/8”) from Kurt J. Lesker company were used in the metal evaporation process. Metal evaporation was done by heating an alumina-coated tungsten bucket to 1500°C. The relationship between the deposited metal thickness and the applied DC bias and
evaporation time were empirically determined. Thermal evaporation at 60 W for 4 minutes after 1-minute pre-evaporation yield approximately 140 nm Al layer. Aluminum deposition by DC sputtering was time-consuming due to its low deposition rate, and it was required to pause the sputtering process frequently to avoid overheating the target. In contrast, thermal evaporation was convenient and faster than DC sputtering. However, one of the drawbacks in thermal evaporation is its lack of thickness control. It was identified that the reuse of heating bucket causes the problem of the thicker film than expected. The reason was that the pre-deposited Al on the heating bucket evaporated in addition to the added Al pallets, thereby result in thicker Al deposited on the sample. This problem can be avoided by using a new heating bucket and also with a more sophisticated solution which is assembling a mass flow detector to monitor the deposited film thickness.

Figure 4.1-7: Schematic diagram of the thermal evaporation system.
4.1.6 Lift-off

Lift-off is a process that removes the excess metal deposited on the substrate by stripping photoresist underneath. In this dissertation work, wet chemical lift-off was performed with acetone to dissolve photoresist and lift-off the excess metal to pattern metal contacts on the substrate. The duration of the lift-off process depends on several factors such as the thickness of the metal film, type of photoresist, post-apply bake temperature, UV exposure dose, and quality of the photoresist layer.

4.1.7 Rapid Thermal Annealing (RTA)

Rapid thermal annealing (RTA) is mainly employed to activate implanted dopants and yield excellent ohmic contact by interfacial diffusion of metal and semiconductor. In this dissertation, RTA was used to obtain good ohmic behavior for deposited Ti/Pd and Ti/Ir contacts. RTA treatment at 300°C for 1 minute under N₂ ambient could yield contact resistivity as low as 3.34×10⁻⁴ Ω cm² and 1.68×10⁻⁵ Ω cm² for Ti/Ir and Ti/Pd contacts on ZnO, respectively. At 300°C oxygen from ZnO diffuse into Ti to form TiO generating oxygen vacancies (V₀) in ZnO [22]. The Gibbs free energy per mole of oxygen for TiO₂ (ΔG₆₀₀ K=−833.972 kJ/mole) is lower than that of ZnO (ΔG₆₀₀ K=−290.452 kJ/mole) [23]. Therefore, the formation of TiO is preferable at 300°C RTA. The created V₀ at the ZnO/Ti interface act as shallow donors to enhance the conduction [24]. The RTA system consists of a vacuum chamber, an infrared optical pyrometer, and a rheostat to control the current. Figure 4.1-8 shows the schematic diagram of the RTA system.

The RTA system used in this work contains two carbon stripes separated by 2” as the heating element. First, the samples were placed in a carbon crucible and then the crucible was mounted on the carbon strip. The infrared optical pyrometer located right above the vacuum
chamber focused to the carbon stripe adjacent to the sample. Then the vacuum chamber was vented to achieve $2 \times 10^{-7}$ Torr by the use of a roughing pump and then a diffusion pump. After that, the chamber was filled with high purity $N_2$ and brought the chamber pressure to atmospheric pressure. The carbon stripe was heated to obtain 300$^\circ$C by carefully adjusting the input power. During the 1 minute RTA under $N_2$ ambient, the temperature of the sample was maintained at 300$^\circ$C. Right after the annealing time elapsed; the samples were cooled down to the room temperature rapidly with the aid of a mechanical fan located closer to the vacuum chamber.

Figure 4.1-8: Schematic diagram of rapid thermal annealing (RTA) system.

The back-gated ZnO TFTs were prepared for electrical measurements by attaching a gold-plated ceramic plate to the back of the Si substrate by conducting silver paste. The back of the Si substrate was scratched out to remove natural oxide to access conducting Si substrate which
employed as the gate electrode in the ZnO TFTs. The attached gold plate was used to land probe to the gate electrode. Figure 4.1-9 shows a picture of the fabricated ZnO TFTs for this dissertation work.

4.2 Experimental Procedure

In this work, ZnO film analysis and characterizations were performed by micro-Raman spectroscopy, photoluminescence, and X-ray diffraction spectroscopy. The current-voltage (I-V) and capacitance-voltage (C-V) measurements were carried out as electrical characterizations of ZnO TFTs. The proton irradiation experiment on ZnO TFTs and ZnO films were done by the 2MV Tandem source Pelletron accelerator in Leach science center, Auburn University.

4.2.1 Micro-Raman Spectroscopy

Mainly Raman spectrometer consists of 4 components as listed as follows;

1) Excitation source
2) Sample holder and microscope
3) Wavelength selector
4) Detection and computer controlled processing system.

The laser has been used as an excitation source of modern Raman spectroscopy due to the ideal characteristics of large peak power in the order of MW, monochromatic beam with weak spurious lines, smaller beam diameter, and the availability of wide range of wavelength. The He-Cd laser provides blue (441.563 nm) and UV (325 nm) laser lines with average power 40 and 10 MW, respectively. The Rayleigh and anti-stokes can be eliminated by using edge filters. The Raman scattering is an inherently weak signal. Therefore, the laser beam needs to focus on the sample and collect the scattered beam from the sample. The laser excitation and scattered beam collection
from the sample can be done with several optical configurations such as 90° and 180° scattering geometries in the lens system. The preliminary focusing of the incident laser beam on the sample is done by an optical microscope. During the sample focusing by the optical microscope, the laser beam was blocked by a shutter system. Once the sample focus is done, the shutter was opened and the adjustable mirrors were moved to focus the laser beam on the sample. The grating monochromators are used as wavelength selectors. A selective wavelength is used in Raman spectroscopy to obtain better resolution and accordingly to the scanning range. The 2400 lines/mm grating facilitates wider scan range (200-750 nm) while 3600 lines/mm provides better resolution compared to 2400 lines/mm. The charge-coupled detector (CCD) has used as the detection device in Raman spectrometer. The CCD is a silicon-based arranged array of photosensitive elements. When a photon strikes on each pixel, it stored as a small charge. Therefore, each pixel store charges as a function of the stricken photon on individual pixel. The low readout noise in CCD is an advantage compared to other multi-channel detectors. Hence, the signal intensification for weak Raman signal is unnecessary with CCD. A wider range of wavelengths for detection can be obtain with the use of CCD as well.

Our custom-made Raman spectrometer consists of He-Cd laser from Kimmon Koha Co.Ltd., which excites 441.563 and 325 nm laser lines. The diameter of the laser beam measured as 5-10 µm after focused on the sample by the optical microscope. An edge filter used to filter out Rayleigh and anti-stock signals before entering to the Jobin Yvon spectrometer. The CCD with 2048×512 pixel array used to detect the Raman signal with higher precision. The scan with 2400 lines/mm grating provided 1 cm⁻¹ resolution. The schematics diagram of Raman spectroscopic system is presented in figure 3.1-3.
4.2.2 Photoluminescence (PL)

In photoluminescence, ZnO films were exposed to 325 nm laser line generated by He-Cd laser from Kimmon Koha Co.Ltd. The PL spectra were dispersed with 2400 lines/mm grating. The PL measurements were performed at room temperature. The penetration depth of 325 nm laser into ZnO layer is determined as around 60 nm. Therefore, PL spectra represent the characteristics of bulk ZnO. The variation in the intensity of the UV peak and the broad visible luminescence peak would provide the insight into the crystal quality and the defect concentration in the sub-bandgap region of ZnO. The blue, green and yellow luminescence observed in PL spectra are produced by the electron transitions from neutral oxygen vacancy to valence band (~2.8 eV), singly ionized oxygen vacancy to valance band (~2.5 eV), and delocalized electron near conduction band
recombination with doubly ionized oxygen vacancy (~2.2 eV), respectively [25]–[27]. The UV peak observed in PL spectrum is caused by the band to band radiative recombination in ZnO. Figure 4.2-2 shows the comparison of PL spectra of ZnO films deposited by the sol-gel method and the rf-magnetron sputtering.

![Figure 4.2-2: The PL spectra of ZnO films deposited by sol-gel spin coating and rf-magnetron sputtering.](image)

As can be seen in figure 4.2-2, the near band edge UV emission is dominated over deep level emission in sub-bandgap region for ZnO. Sol-gel derived ZnO films show high intensity in UV peak compared to visible luminescence. Visible luminescence in PL spectra can be attributed to native defects such as oxygen vacancies and other impurities introduced during the film deposition. Therefore, the high intensity in visible luminescence in rf-sputtered ZnO indicates high level of native defects and impurities in film. Since sol-gel ZnO shows higher \( \frac{I_{UV}}{I_{Vis}} \) compared to rf-sputtered films, sol-gel derived ZnO films are much favorable for optoelectronic applications.
4.2.3 X-Ray Diffraction Spectroscopy (XRD)

The XRD analysis of ZnO films was employed to determine the crystal quality of the ZnO. The Bruker D2 Phaser XRD system used in this dissertation work is shown in figure 4.2-3.

![Figure 4.2-3: Picture of Bruker D2 Phaser XRD system in the department of Geosciences, Auburn University.](image)

The XRD analyzer consists of a Lynxeye detector and a Cu shutter tube. The X-ray was generated with 300 W power, and the wavelength was 1.54184 Å. Sample was rotated at a speed of 20 rpm during the data collection to obtain a spectrum for the sample. The sample scan was performed in continuous PSD mode with 0.5 s scan time and 0.02° 2θ increment for the scan range. It is important to use the same procedure to load the sample to the XRD chamber to avoid the spurious parallel shift in XRD spectra. For example, if the upper surface of the sample is elevated compared to the surface of the sample holder, the XRD peaks tend to shift in higher 2θ direction. When the upper surface of the sample is located below the surface of the sample holder, the XRD peaks shift in lower 2θ direction. Therefore, the shift in XRD peaks due to stress and strain in ZnO crystal structure can be shadowed by the spurious shift in XRD spectra.
The grain size of polycrystalline ZnO can be extracted from XRD data by using Debye-Scherrer relationship [28].

\[ D = \frac{k\lambda}{B \cos \theta} \tag{4.2-1} \]

where, \( D \) is the grain size, \( k \) is 0.94, \( \lambda \) is the wavelength of x-ray, \( B \) is the full width at half-maximum (FWHM) of (0002) peak in radians, and \( \theta \) is the Bragg angle for the (0002) peak. For hexagonal structures, the biaxial stress of the film along c-axis can be obtained by [29],

\[ \sigma_{film} = \frac{2C_{13}^2-C_{33}(C_{11}+C_{12})}{C_{13}} \cdot \varepsilon_z \tag{4.2-2} \]

where, \( C_{11} = 209.7 \) GPa, \( C_{12} = 121.1 \) GPa, \( C_{13} = 105.1 \) GPa, and \( C_{33} = 210.9 \) GPa are the elastic stiffness constants for ZnO [30]. The \( \varepsilon_z \) is strain in the lattice along c-axis, which can be deduced by [29],

\[ \varepsilon_z = \frac{(C-C_0)}{C_0} \tag{4.2-3} \]

where \( C \) and \( C_0 \) are the strained and strain-free lattice parameters of ZnO, respectively. The strain-free lattice parameter (\( C_0 \)) was obtained from a joint committee of powder diffraction standards (JCPD) card 75-0576 card. The lattice parameter for (002) peak of ZnO film was calculated by the following equation [31];

\[ \frac{1}{d_{(hkl)}^2} = \frac{4}{3} \left[ \frac{h^2+hk+k^2}{a^2} \right] + \frac{l^2}{c^2} \tag{4.2-4} \]

where \( a \) and \( c \) are lattice parameters of ZnO. The \( d_{(002)} \) can be obtained by Bragg’s equation;

\[ d_{(002)} = \frac{\lambda}{2 \sin \theta_{(002)}} \tag{4.2-5} \]
where, $\lambda$ is the wavelength of x-ray and $\theta_{(002)}$ is the Bragg angle for (002) peak. Figure 4.2-4 shows the XRD spectra for ZnO films deposited by sol-gel spin coating and rf-magnetron sputtering.

Figure 4.2-4: XRD spectra of ZnO film deposited by (a) sol-gel spin coating, and (b) rf-magnetron sputtering.

The calculated biaxial stress of the ZnO film along c-axis is summarized in table 4.2-1.

Table 4.2-1 Calculated biaxial stress of the ZnO film along the c-axis.

<table>
<thead>
<tr>
<th>Deposition technique</th>
<th>$\sigma_{film}$ (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sol-gel</td>
<td>1.469</td>
</tr>
<tr>
<td>rf-magnetron sputtering</td>
<td>1.630</td>
</tr>
</tbody>
</table>

**4.2.4 Current-Voltage (I-V) and Capacitance-Voltage (C-V) Measurements**

I-V measurements for output characterizations and transfer characterizations were done using an H-100 Signatone probe station equipped with Keithley 6517 voltage source. Typically all the electrical measurements were performed at room temperature and in dark environment.
However, in specially designed experiments which required a controlled environment, a cryogenic manipulated probe station from Advanced Research Systems equipped with Keithley 4200-SCS parameter analyzer was used. Low-frequency C-V measurements for the capacitance of vertical ZnO/SiO$_2$/Si MOS structure were done using an H-100 Signatone probe station equipped with Keithley 590CV analyzer. The C-V analyses were also performed at room temperature and in dark environment. Calibrated cables with Signatone S-725 micropositioners were used in electrical measurements to increase the signal to noise ratio. The electrical measurement data were extracted from a Labview programme written to collect output, transfer characteristics, and capacitance.

4.2.5 Proton Irradiation

The proton irradiation process for data reported in chapter 6 and appendix II performed by a 2 MV Tandem source Pelletron accelerator in Leach science center, Auburn University. Figure 4.2-5 shows the schematic diagram of the Pelletron accelerator.

Figure 4.2-5: Schematic diagram of the particle accelerator.
Protons were generated by stripping an electron from hydrogen with nitrogen. Then the protons were accelerated to gain 200 keV energy. The energetic proton beam was guided towards the sample mounted at the end of the beam line with a beam splitting magnet. The sample was under the vacuum with a pressure of $5 \times 10^{-6}$ Torr, and cooling water was flowing through the sample holder to keep the sample at room temperature during the irradiation. The fluence of the proton radiation was carefully maintained at $1.0 \times 10^{14}$ protons/cm$^2$ by monitoring the beam current throughout the irradiation process. The proton beam was scanned over a 6.3 cm diameter circular aperture area with a scan rate of 64 Hz in the y-axis and 517 Hz in the x-axis. Four isolated Faraday cups located on the aperture, 4” apart from each other were monitored the proton beam current. Equal current readout in all four Faraday cups indicates a uniform distribution of proton across the sample. The fluence of the proton beam was fixed with beam current and the exposure time as follows,

$$Time = \frac{q \times \text{fluence} \times A}{I} \quad 4.2-6$$

where $q$ is the charge of a proton, $A$ is the area of the aperture, and $I$ is the beam current. The fluence of $1.0 \times 10^{14}$ proton/cm$^2$ was obtained with 781 s irradiation time and 700 nA current. Moreover, a larger movable Faraday cup located 8” upstream of the sample was used to monitor beam current intermittently to confirm uniform proton irradiation over the sample. The ZnO samples were mounted to the sample holder with conducting carbon tape. Therefore, the gate electrodes of ZnO TFTs were grounded during the proton irradiation.
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Chapter 6

Proton-Induced Displacement Damage in ZnO Thin Film Transistors: Impact of Damage Location

6.1 Introduction

Radiation hard electronics has been a hot topic in scientific research community due to the advancement of space exploration. The Van Allen radiation belts located near the Earth’s orbit contains high energy protons and electrons. The inner belt located in the lower Earth’s orbit contains protons with energy ranging between 0.1 and 400 MeV although the flux density is not well established due to the unpredictability of solar activities and limited real-time data [1]. Therefore, it is necessary to study the effect of proton irradiation on the semiconductor materials and devices for space applications.

Zinc Oxide (ZnO) has been considered as one of the candidates for radiation-hard TFT fabrication due to its higher radiation tolerance than other semiconductors such as GaN, Si, CdS, and GaAs [2]. The atomic displacement energy threshold ($E_d$) is one of the measures of radiation hardness of the material. A material with higher $E_d$ is likely to have less permanent displacement damage (DD) upon irradiation. Therefore, a higher atomic displacement energy threshold of ZnO [57 eV, 18.5 eV (Zn), and 41.4 eV (O)] [3],[4] compared to GaN (19.5 eV), Si (12.9 eV), and GaAs (9.5 eV) might be the reason for higher radiation tolerance of ZnO than other materials [1]. Extensive studies of the high-energy electron [2], [5], [6] and gamma-ray [7], [8] irradiation on ZnO have been reported. However, only limited work has been reported on the effect of proton...
irradiation of ZnO materials and devices [9], [10]. Auret et al. [9] have characterized single crystal ZnO exposed to 1.8 MeV protons with fluence up to $7 \times 10^{14}$ protons/cm$^2$. The C-V measurements have provided evidence that ZnO shows higher resistance to proton irradiation with less than two orders of magnitude carrier removal compared to GaN. Meanwhile, Jo et al., [11] Hong et al., [12] and Choe et al. [13] have studied the proton-induced effects on ZnO nanowire-based field effect transistors (FETs). Jo et al. [11] have applied a bilayer polyimide (PI) with a SiO$_2$ dielectric to modulate the FET electrical characteristics by separating the radiation-induced charges from ZnO/SiO$_2$ interface. The observed threshold voltage ($V_{TH}$) shift in negative gate bias direction was attributed to the radiation-induced oxide-trapped charges in the SiO$_2$ gate dielectric. Moreover, Hong et al. [12] have shown a novel approach of suspending-type channel FETs to mitigate the channel/dielectric interface effect on device characteristics. As reported by the authors, the FETs with suspended the ZnO nanowire have shown a significant improvement over regular dielectric channel FETs upon proton irradiation. Choe et al. [13] investigated the ultraviolet (UV) photoconductivity characteristics of ZnO nanowire FETs treated with the proton beam. The larger depletion layer width and higher barrier potential might have delayed the photogenerated electron-hole pair recombination, resulting in a longer relaxation time than the unirradiated samples. Therefore, the authors claimed that the photocurrent persists longer in ZnO nanowire devices than other materials which are exposed to proton beam. Moon et al. [10] reported the analysis and comparison of ZnO TFT performances under rapid thermal annealing (RTA) process and post proton bombardment with 6.1 MeV energy at $6.7 \times 10^{12}$ cm$^{-2}$ to $6.5 \times 10^{14}$ cm$^{-2}$ fluences. The combined treatment of RTA and post proton irradiation showed the $V_{TH}$ shift in positive gate bias direction in ZnO TFTs. However, previous studies have not reported extended details on the DD
effect on the device characteristics. The DD effect is much permanent in device structures than TID effect and could cause complete device failure when occurred.

In order to elucidate the displacement damage occurring in which region is much sensitive to altering the device characteristics, we have deliberately located the proton dose distribution maxima on two different regions (ZnO film and ZnO/SiO$_2$ interface) along the depth of the device by using the passivation layers with two different thicknesses. Since the displacement damage is less favorable to occur for thin active layers in TFTs if the energy of the proton is sufficiently high, a thick passivation layer needs to be employed to slow down the protons in order to promote the nuclear collision with atoms in the lattice [14]. Therefore, we have designed the passivation layers in such a way to locate the maximum proton dose in the ZnO film and ZnO/SiO$_2$ interface, thereby obtained maximum DD effect in corresponding regions. The energy of the proton irradiation (200 keV) was chosen based on two reasons. First, the principle of selectivity to use minimum passivation thickness for samples and still be comparable with radiation limit in the Van Allen radiation belt [1]. Second, the shell of the spacecraft is shielded with heavy materials such as Tungsten (W) and Aluminum (Al). High energy protons slow down significantly while they penetrate through heavy metal shield [15]. Therefore, protons lose a significant amount of its energy when they completely penetrated through the outer shield. Hence, protons with energy in MeVs tend to be in keVs when they interfere with electronics on board the spacecraft. A higher fluence (1×10$^{14}$ proton/cm$^2$) was applied to simulate long-term radiation effect in ZnO TFTs in the real outer space environment. In the Van Allen belts, the protons with energy higher than 100 keV have 1×10$^7$ protons/cm$^2$/s flux [16]. The $10^{14}$ protons/cm$^2$ fluence equals to the amount of proton radiation imposed on electronics through 10 years in Van Allen belts. A high fluence would generate a larger DD effect compared to lower fluences [14]. Since the motive of this work is to
study the DD effect based on the impact location, it is essential to apply a proton dosage that would generate sufficient amount of displacement damage to be detected.

6.2 Experiment

1. Device Fabrication

The bottom gate ZnO TFTs were fabricated on thermally oxidized highly p doped (Boron) Si wafers (purchased from University Wafer) with <100> orientation and 0.001-0.005 Ω.cm resistivity. The wafer has a SiO₂ dielectric layer formed by dry oxidation, and the thickness of the SiO₂ layer is about 100 nm. The ZnO channel layer was deposited on the SiO₂ layer by Radio-Frequency (RF) magnetron sputtering. The sputtering power, Ar flow rate, O₂ flow rate and the deposition pressure were maintained as 160 W, 25 sccm, 1 sccm, and 5 mTorr, respectively.

The device structures were photolithographically defined. Titanium (Ti) and iridium (Ir) bimetallic stack were deposited as source and drain ohmic contacts via direct-current (DC) sputtering, followed by lift-off process. The width (W) and the length (L) of the channel were 975 μm and 101 μm, respectively, providing 9.6 width-to-length ratio (W/L). The unintentionally grown oxide on the back side of the Si substrate was removed and conducting silver paste was applied to the backside of the Si wafer to attach the sample to a gold plated ceramic pad, forming gate electrodes for electrical measurements. The gold plated ceramic pad was removed before the proton radiation exposure.

2. Proton Irradiation

The Monte Carlo code TRIM (Transport of Ions in Matter) was used to simulate the proton dose distribution in the passivation layer (Pd/photoresist) and ZnO/SiO₂/Si stack [15]. The photoresist was used in between the Pd and ZnO layer since it is easy to remove and it would prevent the Pd diffusion into ZnO. Two different thicknesses of the passivation layer were used to
locate the maximum of proton dose absorption in two different locations; one in ZnO and the other at ZnO/SiO$_2$ interface (hereafter to be referred as Type Z and Type I, respectively). The AZ 5214-e photoresist from AZ electronic materials were deposited by spin coating, followed by the DC sputter deposition of the Pd layer. The thickness of the photoresist layer was 2.15 µm for both samples, and thicknesses of Pd layers were 140 nm and 106 nm for type Z and I devices, respectively. Both types of devices were irradiated at room temperature with 200 keV proton beam of 1×10$^{14}$ protons/cm$^2$ fluence generated by 2 MV Tandem source Pelletron accelerator.

![Proton dose-depth profile](image)

Figure 6.2-1: Proton dose-depth profile along the device structure for (a) type-Z, and (b) type-I devices. The inset shows the schematic cross-section of the device structures (not in scale)

The ZnO structural analysis before and after the irradiation for both type-Z and I devices were done by room temperature micro-Raman spectroscopy. The samples were illuminated with a 441.53 nm laser line generated by He-Cd laser from Kimmon Koha Co.Ltd. The Raman spectrum was obtained after feeding Raman signals to CCD through Jobin Yvon spectrometer consisted of 2400 lines/mm grating. The electrical characteristics of type-Z and I devices were measured before
and after irradiation. The gate electrode of the devices was grounded during the irradiation process.

The transistor output characteristics and transfer characteristics were studied using an H-100
Signatone probe station equipped with Keithley 6517 voltage source. All the electrical
measurements of the devices and Raman spectroscopic analysis were performed at room
temperature and in a dark environment.

6.3 Results & Discussion

The samples with dimension 1 cm× 1 cm were mounted on a grounded sample holder for
proton irradiation. The irradiation was done in a vacuum at an of pressure $5 \times 10^{-6}$ Torr. and the
sample temperature was maintained at room temperature with cooling water flowing through the
sample holder during the irradiation. Hence, the annealing effect of the radiation-induced defects
can be neglected in this work. The proton beam was scanned over a 6.3 cm diameter circular
aperture area with scan rate 517 Hz in the x-direction, and 64 Hz in the y-direction. Four isolated
and biased Faraday cups located about the aperture plate continuously monitor the current. Equal
current observed in all four Faraday cups indicated the uniform exposure of the sample to the
proton beam. Moreover, the current was periodically measured using Faraday cup located
approximately 8 inches upstream of the sample to confirm the uniformity of the fluence during the
total exposure time. A constant beam current was maintained at 700 nA for 781 s exposure time
to obtain $1 \times 10^{14}$ proton/cm$^2$ fluence.

Figure 6.2-1 shows the TRIM simulated proton dose profile for type-Z and I devices. The
TRIM simulation shows that proton dose is peaking at ZnO layer and ZnO/SiO$_2$ interface for type-
Z and type-I devices, respectively. Figure 6.3-1 shows the corresponding nonionizing energy loss
(NIEL) vs. penetration depth along the ZnO film for type-Z and I.
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Figure 6.3-1: Nonionizing energy loss (NIEL) variation in the ZnO channel from the ZnO surface to ZnO/SiO₂ interface for type-Z and I devices irradiated with 200 keV protons.

As shown in figure 6.3-1, the maximum NIEL for type-Z locates closer to the surface of the ZnO film. The type-I shows a relatively broad distribution of NIEL with the maximum NIEL closer to the ZnO/SiO₂ interface. Note that the NIEL in ZnO layer for the type-I is higher than the maximum value of type-Z. The NIEL data can quantify the displacement damage energy distribution ($E_d$ (damage)) across the material upon ion irradiation. The product of NIEL and proton fluence provides the displacement damage related deposited energy per unit mass of the material [14], [19]. The NIEL with respect to the penetration depth in ZnO film was extracted from the calculations with TRIM vacancy production rate data as described by Messenger et al. [20] (see Appendix I). The atomic displacement threshold energy of 18.5 eV (Zn) and 41.4 eV (O) were used in the calculation since those values showed the best agreement theoretically and experimentally [5], [4]. The contact resistance for Ti/Ir contact was measured before and after the
proton irradiation by LTLM measurements. The calculated contact resistance ($\rho_c$) values are summarized in table 6.2-1.

Table 6.2-1 Contact resistance of Ti/Ir before and after 200 keV, $1\times10^{14}$ protons/cm$^2$ irradiation.

<table>
<thead>
<tr>
<th></th>
<th>$\rho_c$ (Ω cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before irradiation</td>
<td>0.032 ± 0.011</td>
</tr>
<tr>
<td>After irradiation</td>
<td>0.026 ± 0.005</td>
</tr>
</tbody>
</table>

Figure 6.3-2: Transfer characteristics of ZnO TFTs collected at $V_{DS}=0.1$V before and after 200 keV proton irradiation for (a) type-Z and (b) type-I devices.
Figure 6.3-2 shows the transfer characteristics (collected at $V_{DS}$=0.1V) for the type-Z and I devices before and after the irradiation. Data collected from 10 devices from each type for electrical characterizations. As observed in figure 6.3-2 (b), the $V_{TH}$ has shifted to the positive gate bias direction after the proton bombardment in the type-I. In contrast, the $V_{TH}$ shift after the irradiation is negligible in type-Z as shown in figure 6.3-2 (a). The $V_{TH}$ is determined by linear extrapolation of the following equation.

$$I_D = \mu C_i \left( \frac{W}{L} \right) (V_{GS} - V_{TH}) V_{DS}$$

where $\mu$ is the mobility, $C_i$ is the capacitance of the dielectric layer (SiO$_2$). The $C_i$ was calculated by $C_i = \frac{k \varepsilon_0}{d}$, where $k$ is the relative dielectric constant of SiO$_2$ (3.9), $\varepsilon_0$ is the vacuum permitivity, and $d$ is the thickness of the SiO$_2$ layer (100 nm). The calculated value of $C_i$ is 3.45 $\times 10^{-8}$ F/cm$^2$. ($W/L$) is the channel width-to-length ratio, and $V_{DS}$ is the drain voltage. It has been previously reported that $V_{TH}$ shift after the proton irradiation is mainly caused by radiation-induced electron-hole pair production (ionization damage) near or at the ZnO/SiO$_2$ interface [11]–[13]. When the number of negatively charged interface traps ($N_{it}$) increases, the barrier potential at the interface increases and widens the interface depletion region [12], [21], [22]. The destructive electric field resulting from the negatively charged traps at the interface causes the $V_{TH}$ shift in positive gate bias direction. The $V_{TH}$ shift in negative gate bias direction has also been reported [11]. The radiation-induced holes trapped in SiO$_2$ could act as fixed positive charges and enhance the gate electric field, [12] shifting $V_{TH}$ to the negative gate bias direction. Therefore, the observed positive shift in $V_{TH}$ can be merely attributed to the negatively charged interface traps since it is unlikely to accumulate negatively charged traps in SiO$_2$ after proton (H$^+$) irradiation. In the case
of the type-Z, the negligible shift in \( V_{TH} \) was observed, which indicates that the radiation-induced defects in the bulk of ZnO is not contributing to the interface trap density \( (D_{it}) \) for the type-Z.

Since the maximum proton dose is confined to the ZnO/SiO\(_2\) interface in type-I, the atomic displacement damage at the interface might have contributed to the interface trap density increment after the irradiation. The transfer characteristic curve tends to stretch out in the subthreshold region when \( D_{it} \) increases in the metal-oxide-semiconductor (MOS) transistors [23]. Hence the subthreshold swing (SS) increases with increase in \( D_{it} \).

\[
SS = \left( \frac{d\log I_D}{dV_{GS}} \right)^{-1}
\]

6.3-2

The shift in subthreshold swing due to the irradiation-induced interface trap density is the difference between the SS before and after the irradiation; i.e.,

\[
\Delta(SS) = (SS)_{Before} - (SS)_{After}
\]

6.3-3

Once the \( \Delta(SS) \) calculated, the increment in number of interface traps can be calculated by

\[
\Delta D_{it} = \left( \left[ \frac{0.434 \Delta(SS)}{(k_B T/q)} - 1 \right] \frac{C_I}{q} \right)
\]

6.3-4

where \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature (300 K). The calculated \( \Delta D_{it} \) from the equation (4) are illustrated in figure 6.3-3. The inset of figure 6.3-3 shows the \( V_{TH} \) shift after the irradiation for both type-I and type-Z devices. As shown in figure 6.3-3, the interface trap density has dramatically increased after proton bombarded at ZnO/SiO\(_2\) interface for type-I compared to type-Z. Therefore, it can be conjectured that radiation-induced defects at the interface increased the interface trap density, causing the \( V_{TH} \) shift to the positive gate bias direction.
Figure 6.3-3: The increment of interface trap density after the irradiation for type-Z and type-I devices. The inset shows the threshold voltage shift after the irradiation for both types of devices.

Figure 6.3-4 shows the field effect mobility variation with gate bias for type Z and I before and after irradiation. It is known that field-effect mobility ($\mu_{FE}$) variation with gate bias would provide good insight into the interface trap distribution. The $\mu_{FE}$ was calculated by using the transconductance data extracted from transfer characteristics and applied to the following equation [21].

$$\mu_{FE}(V_{GS}) = \frac{g_m(V_{GS})}{C_l(W/L)V_{DS}}$$

6.3-5

where $g_m(V_{GS})$ is the transconductance [$g_m(V_{GS}) = \frac{dI_D}{dV_{GS}}$], (W/L) is the channel width-to-length ratio, and $V_{DS}$ is the drain voltage.

As shown in the figure 6.3-4, the $\mu_{FE}$ shows a negligible change in type-Z devices while a noticeable reduction in $\mu_{FE}$ was observed for type-I devices. This observation further supports the fact that proton irradiation induced traps created at the ZnO/SiO$_2$ interface are the predominant
contributor to the $V_{TH}$ shift while defects created in ZnO bulk shows the negligible effect on the electrical instability of devices.

Figure 6.3-4: Field effect mobility $\text{vs.}$ gate bias for unirradiated and irradiated devices of (a) type-Z, and (b) type-I devices.

Figure 6.3-5: The output characteristics extracted before and after irradiation for (a) type-Z, and (b) type-I devices. The solid markers and hollow markers indicate unirradiated and irradiated devices, respectively for both (a) and (b).
Figure 6.3-5 shows the output characteristics of type-Z and I devices before and after irradiation. The drain current for all the devices exhibits linear behavior at low source-drain bias and saturates at higher $V_{DS}$, indicating the typical pinch-off characteristics of n-type semiconductor TFTs [25]. As shown in figure 6.3-5, the electrical conductance has decreased in both the samples after the irradiation. A higher reduction in $I_{D, sat}$ was observed in type-I (which shows higher $\Delta D_{it}$ than type-Z), which implies that a correlation between increased $D_{it}$ and the reduced electrical conductance can be made. The increased $D_{it}$ widens the depletion region at the ZnO/SiO$_2$ interface [11]. The decreased electrical conductance in the type-I may be attributed to the widening of the depletion region due to the increased proton-induced interface defects. Even though the proton irradiation has induced a negligible $V_{TH}$ shift, the electrical conductance is also reduced in type-Z devices. In the case of the type-Z, proton irradiation has shown no contribution to the depletion region widening at the interface, which is also evidenced by a negligible change in $D_{it}$ before and after irradiation compared to type-I. The $I_{D, sat}$ reduction in type-Z might have produced by other types of defects generated in the ZnO layer due to displacement damage. A significant amount of vacancies are generated as a result of displacement damage. The oxygen vacancies ($V_{O}^{2+}$) are considerd as deep donors and zinc vacancies ($V_{Zn}^{2-}$) can be acted as compensating centers in n-type-ZnO [26]. Overall higher NIEL in ZnO layer for type-I devices compared to type-Z devices indicates higher [$V_{Zn}^{2-}$] to be presented in type-I devices (see figure 6.3-1). The migration of $V_{Zn}^{2-}$ is hindered upto 540 K [26]. Also, implanted H$^+$ tend to form bound-centered configuration with $V_{Zn}^{2-}$. The formed complex, ($V_{Zn}$-$H$)$^+$ is the energetically most favorable configuration and stable upto 1200K [27]. Therefore, a higher concentration of stable negatively charged complex were accumilated at the ZnO/SiO$_2$ interface and largely contributed to $D_{it}$ in type-I devices.
Figure 6.3-6: (a) Schematic of $V_{Zn-H}$ aligned along c-axis. Black, white, and shaded circles represent Zn, O, and H atoms, respectively. (b) Room temperature micro-Raman spectra for ZnO channel of type-Z and type-I devices.

Figure 6.3-6 (a) shows the energetically most stable bond-centered configuration of H$^+$ along c-axis in the ZnO lattice. The neighboring Zn-O bond tends to deform ~ 2% from its original bond length due to the $V_{Zn-H}$ center [27]. This deformation induces a stress in the ZnO lattice. The stress induced by native defects and incorporated impurities is known as hydrostatic stress [28]. The induced hydrostatic stress can be detected with the shift of Raman frequency [29]. Figure 6.3-6(b) shows the room temperature Raman spectroscopic analysis on ZnO channel of type-Z and type-I devices. In the limits of Hook’s law validity, the stress can be calculated with Raman frequency shift as following [30],

\[
\Delta \omega \ (cm^{-1}) = 2\bar{a}\sigma_{xx} + \bar{b}\sigma_{zz}
\]

6.3-6
where $\tilde{a}$ and $\tilde{b}$ are phonon deformation constants. The in-plane and normal stress components are denoted as $\sigma_{xx}$ and $\sigma_{zz}$, respectively. For hydrostatic stress ($\sigma_{xx}=\sigma_{zz}$), the equation 6.3-6 can be modified to obtain induced stress in the ZnO film.

$$\sigma_{(film)}(\text{GPa}) = \frac{\Delta \omega (\text{cm}^{-1})}{(2\tilde{a}+\tilde{b})} \quad 6.3-7$$

where $\Delta \omega$ is the Raman shift of $E_{2}^{\text{high}}$ peak after the irradiation with respect to the unirradiated sample. The calculated stress values are $83.4 \pm 24.3$ MPa and $259.3 \pm 31.6$ MPa for type-Z and type-I ZnO films, respectively.

The ZnO film in type-I devices has undergone significant stress compared to type-Z devices. A higher $[V_{Zn}^{2^{-}}]$ generated through severe displacement damage in type-I devices compared to type-Z devices would form more complexes with implanted $H^+$, thereby larger stress would induced to the ZnO film as observed in results.
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Chapter 7
Conclusions and Future Work

7.1 Conclusions

In chapter 6, the investigation of the device instability of solution based ZnO TFTs was described by studying the time-evolution of electrical characteristics during the electrical gate stressing and subsequent relaxation. Systematic comparison of electrical characteristics between ambient conditions and the vacuum was carried out to identify the effect of oxygen and moisture on device instability. Based on positive $V_{TH}$ shift under both environmental conditions with positive gate stressing and full device recovery with longer relaxation, we have concluded that charge trapping is the predominant device instability mechanism. A significant change in subthreshold swing (SS) under the ambient conditions compared to vacuum attests the creation of temporary new defect level coexists with charge trapping in the presence of oxygen and moisture. Time dependence of the threshold voltage shift follows the stretch exponential function under ambient conditions further, confirms the defect level creation with oxygen and moisture adsorption on the channel layer. Other than the well-defined oxygen-related acceptor-like trap creation, we have used a multi-step model to explain H$_2$O assisted charge trapping. Further, our proposed mechanism of migration of the newly created trap closer to the semiconductor/dielectric interface via grain boundary voids well explains the observed reduction in field effect mobility during the gate-stressing under ambient conditions. Moreover, oxygen and moisture associated traps are acting as deep traps and causing significant degradation in device quality.
In chapter 7, we have investigated the displacement damage effect on the electrical characteristics of ZnO thin film transistors after the proton irradiation. The distribution of proton dose significantly manipulates the degree of displacement damage in different locations in the device structure. The ZnO TFTs with two different passivation layer thicknesses were prepared to obtain the maximum proton dose distribution in two distinct locations in the device structure. The type-Z and the type-I have maximum proton dose in ZnO layer and ZnO/SiO$_2$ interface, respectively. Hence, the majority of DD effect prevailed in the ZnO bulk and the proximity of ZnO/SiO$_2$ in type-Z and type-I devices, respectively. The device characteristics of type-I devices degraded more than type-Z after proton irradiation. A slight change in passivation layer thickness has produced drastically different DD effect in the device. The location of the impact of DD effect along the structure resulted in significant change in device performance. Hence, care must be exercised when analyzing the data for the impact of charged particle irradiation on device electrical characteristics. Even though two devices are irradiated with proton beam with the same energy and fluence, the change in thickness (and composition) of the passivation layer may lead to a substantially different proton dose distribution and NIEL, resulting in entirely different device performances. Further, the application of passivation layer with an appropriate thickness corresponding to the proton energies would make the ZnO TFTs highly radiation tolerant towards proton irradiation.

7.2 Future Work

As concluded in chapter 6, a proper passivation layer on ZnO TFTs yields minimum damage due to the proton irradiation. The material and the structure are deciding factor for the effectiveness of passivation layer. Typically, heavy elements (e.g., W, and Au) are used as shielding materials against radiation, and light elements such as polymers are employed as
passivation of electronic devices. However, there are pros and cons of each material as listed in table 7.2-1.

Table 7.2-1 Pros and cons of shielding and passivation materials against charged particle radiation.

<table>
<thead>
<tr>
<th>Passivation Material</th>
<th>Pro</th>
<th>Con</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy element (e.g., W, Au)</td>
<td>Thinner layer</td>
<td>Secondary radiation</td>
</tr>
<tr>
<td>Lighter element (Polymer)</td>
<td>Minimum secondary radiation</td>
<td>Thicker layer</td>
</tr>
</tbody>
</table>

The higher stopping potential efficiently slows down incoming charge particles in heavy elements. Hence, only a thinner layer of heavy element is required for shielding. However, the intense collisions during the stopping process generate secondary radiation. In contrast, light elements generate minimum secondary radiation because of lower stopping potential against incoming charged particles. Therefore, a thicker layer of polymers is required to passivate devices. I have proposed a state of the art passivation layer structure composed of multilayers as shown in figure 7.2-1.

Figure 7.2-1: Schematic cross-section of the multilayer passivation on ZnO.
The thickness of the passivation layer was optimized with the use of different thicknesses of tungsten and polyethylene. The hybrid structure efficiently reduces the secondary radiation and provide efficient shielding. As shown in figure 7.2-2, the NIEL profile in ZnO channel layer indicates that significantly low displacement damage is expected in ZnO TFTs when the proposed multilayer passivation is applied against proton radiation.

Figure 7.2-2: NIEL profile along the ZnO channel layer under various passivation.

Further experiments and data analysis is required to develop much effective passivation layer to be used under both charged particle and neutral radiation such as neutrons and gamma rays.
Appendices

Appendix I

NIEL Calculation by TRIM Simulation Data

The TRIM simulation ran for 200 keV proton beam with zero angle of incidence for device structure as shown in the Fig. 1 (a), and (b). The TRIM files called VACANCY.TXT was extracted for each sample. The three columns in the VACANCY.TXT file represent the ion depth (D, in Å), the vacancy production rate (in # vacancies/Å/ion) due to ions (IONV), and recoils (RECV), respectively. The energy needed to produce a vacancy (in keV/vacancy) was calculated by

\[
M = \frac{1}{1000} \left[ \left( \frac{T_d}{0.4} + 2 \right) \right]
\]

where, \( T_d \) is the atomic displacement threshold energy for the atom in the lattice. The 2 is added to allow the binding energy loss accompanied by each vacancy in TRIM simulation, and 1000 is the conversion factor of eV to keV. The \( M_{Zn} \) and \( M_{O} \) were calculated by using \( T_{d,Zn} = 18.5 \text{ eV} \) and \( T_{d,O} = 41.4 \text{ eV} \) [1], [2]. The NIEL (in keV cm\(^2\)/g) as a function of depth was calculated by,

\[
NIEL(D) = M \left( IONV(D) + RECV(D) \right) \frac{10^8}{\rho}
\]

where \( \rho \) is the density of the target material (\( \rho_{ZnO} = 5.605 \text{ g cm}^{-3} \)) [3]. The NIEL for ZnO was determined by weighting the NIEL of Zn and O according to the Bragg’s rule [4].
Appendix II

The characterization of proton radiation-induced defects in ZnO/SiO$_2$/Si device structure.

The influence of defects induced by the ZnO/SiO$_2$/Si structure and their effect on device performances were studied using the direct exposure of device structure to 200 keV protons with $1\times10^{14}$ protons/cm$^2$ fluence. The ZnO films were deposited by the spin coating method and post-annealed at 800$^\circ$C for 1 hour to obtain polycrystalline phase. The films were directly exposed to proton radiation before device fabrication to avoid the possibility of contact metal damage during the irradiation. The back gate ZnO TFTs were fabricated on unirradiated and irradiated ZnO films to compare the device performances.

Figure A1 shows the transfer characteristics extracted from unirradiated and irradiated ZnO TFTs. The $V_{TH}$ has shifted to negative gate bias direction in irradiated devices compared to unirradiated devices.

Figure A1: Transfer characteristics of unirradiated and irradiated ZnO TFTs extracted at
$V_{DS}=0.1\text{V}$.

The negative shift in $V_{TH}$ can be attributed to the constructive electric field generated by trapped oxide charges. The total ionizing dose (TID) effect is significant in SiO$_2$ compared to ZnO. The covalent bonds in SiO$_2$ can be damaged with few eV energies and caused permeant damage in the lattice structure. The TID effect in SiO$_2$ has extensively studied under electron, proton and gamma-ray irradiations. The radiation-induced positively charged holes trapped in SiO$_2$ generate the constructive electric field to shift the $V_{TH}$ along the negative gate bias direction [5], [6]. Also, bombarded proton could generate defects at the ZnO/SiO$_2$ interface that influence the $V_{TH}$ shift and the reduction in field-effect mobility. The interface trap density was calculated as follows,

$$D_{it} = \left[\frac{0.434 \cdot SS}{0.0256} - 1\right] \left(\frac{C_i}{q}\right)$$  \hspace{1cm} (A3)

where $C_i$ is the capacitance of the dielectric layer, SS is the subthreshold swing, and $q$ is the charge of an electron. The calculated $D_{it}$ for unirradiated and irradiated devices were given in table A1.

Table A1: Summery of $V_{ON}$, $V_{TH}$, and $D_{it}$ for unirradiated and irradiated ZnO TFTs.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$V_{ON}$ (V)</th>
<th>$V_{TH}$ (V)</th>
<th>$D_{it}$ (cm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unirradiated</td>
<td>-8.55</td>
<td>-2.56</td>
<td>7.81×10$^{12}$</td>
</tr>
<tr>
<td>Irradiated</td>
<td>-19.81</td>
<td>-4.92</td>
<td>2.68×10$^{13}$</td>
</tr>
</tbody>
</table>

The increased $D_{it}$ in irradiated devices indicates that proton radiation has induced defects at the ZnO/SiO$_2$ interface. The $V_{TH}$ shift must be manipulated by both trapped oxide charges and interface trap density. In order to identify the role of each type of defects in device performances, the effect of each type defects needs to be eliminated systematically. The irradiated devices were
annealed from 200°C with 50°C intervals for 1 minute in ambient. The I-V and C-V characterizations were performed after each annealing step. The figure A2 shows the transfer characteristics of the same device after each annealing treatment.

![Figure A2: The transfer characteristics of ZnO TFTs under systematic annealing treatment.](image)

The $V_{ON}$ has shifted to positive gate bias direction with the increased annealing temperature. After 350°C, $V_{ON}$ has coincided with the $V_{ON}$ of the unirradiated device. However, after 350°C, the $V_{TH}$ has surpassed the $V_{TH}$ of the unirradiated device. The $V_{ON}$ and $V_{TH}$ shift in positive gate bias direction towards the unirradiated value indicates the annihilation of radiation-induced defects. To identify the type of defects being annihilated, the $D_{it}$ was calculated after each heat treatment. Figure A3 shows the variation of $D_{it}$ with annealing temperature.
Figure A3: The interface trap density ($D_{it}$) variation as a function of annealing temperature.

As indicated in figure A3, $D_{it}$ shows negligible change upon the annealing process. This result indicates that the defects at the ZnO/SiO$_2$ interface have not been affected by the annealing treatment. The field effect mobility was extracted at each temperature to further confirm the behavior of $D_{it}$ with annealing temperature. Figure A4 shows that the field effect mobility as a function of annealing temperature.

Figure A4: The field effect mobility variation as a function of $V_{GS}$ with the annealing process.
The negligible change in maximum $\mu_{FE}$ of irradiated devices with annealing temperature further confirms the fact that $D_{It}$ has not been annihilated during the annealing. Therefore, the shift of $V_{TH}$ along the positive gate bias direction must be caused by the anneal-out of trapped oxide charges. At 350°C, majority of trapped oxide charges have de-trapped.

Therefore, the radiation-induced trapped oxide charges in SiO$_2$ and traps at ZnO/SiO$_2$ interface are influencing the device reliability simultaneously. The positive trapped oxide charges generate constructive electric field while negatively charged interface traps generate a destructive electric field at the interface. The substantial number of trapped oxide charges might have generated stronger constructive electric field over interface field. As a result, the $V_{TH}$ has shifted to the negative gate bias direction. Then the heat treatment has annealed out most of the trapped oxide charges and resulted in weakening the constructive electric field. The unchanged $D_{It}$ effect has been dominated at 350°C in the absence of sufficient trapped oxide charges in SiO$_2$. The reduced $I_D$ after 350°C indicates the current reduction due to the interface depletion. The depleted interface due to the $D_{It}$ caused the $V_{TH}$ shift beyond the $V_{TH}$ of unirradiated devices. The figure A5 illustrates the mechanism behind the $V_{TH}$ shift due to trapped oxide charges and radiation-induced $D_{It}$.

![Figure A5: Illustration of ZnO/SiO$_2$ band diagram under the influence of radiation-induced defects.](image)
The C-V characteristics in figure A6 indicate stretch-out after irradiation and parallel shift with annealing temperature. The stretch-out in C-V curve suggests the increased interface trap density after irradiation. The parallel shift of C-V curve to the positive bias direction represents the reduction of trapped oxide effect with persistent $D_{it}$ effect. This observation supports the fact that $D_{it}$ was unaffected during the annealing and the trapped oxide charges were annihilated.

![Graph of Capacitance vs. Voltage](image)

Figure A6: The comparison of capacitance vs. voltage of unirradiated, irradiated, and after each annealing process.
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