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Abstract

We present the results of research studying the properties of dense plasmas using the aver-

age atom model. The average atom model is a physically reasonable statistical representation

of an atom in a plasma, and various forms of average atom models have been implemented

over the past four decades. We developed a formalism using Green’s functions to construct an

average atom electronic density that overcomes many of the numerical difficulties that plague

other implementations. The code developed in this work includes a relativistic and nonrela-

tivistic implementation. The average atom model, though in and of itself useful to describe the

statistical properties of a dense plasma, also serves as an excellent starting point upon which

additional models can be built. We demonstrate how the underlying average atom model im-

plemented in the beginning of this work (Chapters 2 and 3) could be built upon to include more

correlations between ions in the plasma. This is done through use of a pseudoatom model that

incorporates information on the correlations between ions and electrons in the plasma on top of

an average atom calculation. In Chapter 4 we use this model to extract a mean-force potential

which allows us to get improved results for electrical conductivity, with especially significant

results for the free-free contribution. In Chapter 5 we apply a molecular dynamics calculation

along with the pseudoatom model to create a more physically informed structure factor for the

ions in a plasma. In Chapter 6 we show that the average atom model provides a good ground

state electron density for use in a time-dependent density functional theory calculation. These

time-dependent calculations incorporate the dynamic response of the multi-electron average

atom system to an external perturbation, and the results generated show good agreement with

experiments. Overall the work in this dissertation collectively demonstrates the usefulness of

the average atom model as both a means of determining thermodynamic properties of plasmas

and as a starting point for building more complex models.
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Chapter 1

Introduction

This dissertation details the use of an average atom model to study warm and hot dense plas-

mas. The work shown here includes improving the algorithmic and numerical treatment of a

standard average atom calculation as well as the use of models built upon the foundation of

an average atom to obtain addtional information about these complex plasmas. Average atom

models are a class of physical models used to determine an electronic density around a single

ion that represents the average of all ions in the plasma. These models are computationally

expedient and allow for determining approximate values for quantities of interest within the

plasma as a whole (e.g. equation of state [EOS], diffusion coefficients, electrical conductiv-

ity, etc.). These plasmas exist at temperatures and densities where typical classical plasma

physics approaches fail to provide adequate physical descriptions due to the need to address

the quantum mechanical nature of both the bound and free electrons in the system. Further,

many techniques for describing the electrons quantum mechanically are difficult or impractical

to use without discretion due to the large range of temperatures under study and due to the

complicated density effects from the plasma environment.

One of the difficulties in studying warm and hot dense plasmas is that often properties

of the plasma, such as transport properties and equation of state (the relation between thermo-

dynamic quantities in the system), are needed over a wide range of plasma temperatures and

densities. This necessitates the creation of tables or analytic fits that can be called by multi-

physics simulations such as those used to study radiation hydrodynamics. Simulations using

robust and expensive calculations (e.g. Density Functional Theory Molecular Dynamics [DFT-

MD] for transport properties and equation of state, or Path Integral Monte Carlo [PIMC] for
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equation of state) can obtain results with high fidelity, but they are unsuited for application over

the full range of plasma conditions necessary.

Average atom models are able to provide a means of determining physically reasonable

electronic structure and subsequent plasma properties at the temperatures and densities relevant

to warm and hot dense matter, and this is possible with a fraction of the computational cost of

many other approaches. In average atom models, the many ions in the system are reduced to

having their electronic density represented by a single ion whose nuclear Coulomb potential is

screened by the surrounding free electrons and other ions in the plasma. How this screening is

incorporated into the model and what constraints (such as boundary and neutrality conditions)

are applied when determining the electronic density give rise to different flavors of average

atom models. Though average atom calculations are fast, there are significant computational

difficulties involved in the simulations, many of which will be explained and addressed in the

chapters of this work.

The remainder of this introduction will serve to give more details on the nature of warm

and hot dense systems, provide an overview of the average atom and the models derived from

it that are applied in the chapters of this dissertation, and give a brief description of other

theoretical approaches to modeling dense plasmas.

1.1 Warm and Hot Dense Matter

Many areas of study require understanding the properties of matter at high pressures and den-

sities. The cores of massive planets, brown dwarfs, and white dwarf stars are examples of

where warm dense matter exists in nature. Further, an understanding of the behavior of these

extreme systems is necessary for simulating radiation-hydrodynamics in the study of solar con-

vection and inertial confinement fusion experiments. Most of the plasmas of interest for our

studies have temperatures from near one to tens of thousands of eV and densities ranging from

one-thousandth to hundreds of times the material’s solid density.

With such a wide range of temperatures and densities encompassing the warm and hot

dense states, it is difficult to characterize these systems with temperature, mass density, and

electron density alone. The same temperature and densities that would cause a plasma of one
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material to fall into the category of warm dense matter would not necessarily describe similar

plasma behavior for another material. It is more useful to describe these systems based on the

strength of the coupling between the ions and electrons and on the degeneracy of the electrons.

To do this it is common to define these two parameters: the plasma coupling parameter, Γ, and

the degeneracy parameter, Θ.

The plasma coupling parameter is the ratio of the average potential energy that a particle

in the plasma has to the average kinetic energy of the particle. This means that when Γ = 0, the

plasma obeys the ideal gas law. On the other hand, when Γ >> 1, the plasma is very strongly

coupled. Classical plasmas such as those often found in laboratory and magnetically confined

plasmas are often marked by Γ << 1.

The degeneracy parameter is the ratio of the particle’s thermal kinetic energy to its Fermi

energy. Though the Fermi energy is derived for systems at zero temperature, here it serves as

a benchmark that illustrates the energy range over which most of the electronic states are dis-

tributed. For systems with Θ >> 1, the electrons are so energetic that the quantum electronic

structure is negligible in describing the electron’s behavior. When Θ << 1 the system is highly

degenerate, with the electronic structure characterized by an occupied density of electronic

states spread over a relatively small range of energies. In these degenerate systems, the elec-

trons tend to be packed into the lowest energy states available, which means that excitation of

electrons beyond the ionization threshold is often more difficult (due to the lack of unoccupied

electronic states nearby in energy to the ionizing electron). High degeneracy is a characteris-

tic of white dwarf cores, where the so-called degeneracy pressure (i.e. pressure caused by the

stability of the electronic structure of the degenerate atoms) resists the gravitational collapse of

the star.

Warm dense systems can be found when the plasma is moderately coupled and the elec-

trons are partially degenerate, i.e. when Γ ≈ 1 and Θ ≈ 1. This is illustrated in Figure 1.1.

This condition can also be seen in the following expressions:

Γ =
(Ze)2

RWSkBT
≈ 1 (1.1)
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where Z is the atomic number of the element, e is the electron charge, kB is the Boltzmann

constant, T is the system temperature, and RWS is the so-called Wigner-Seitz radius which

corresponds to a sphere whose volume is equivalent to the average volume attributable to the

ion in the system.

Θ =
kBT

EF
≈ 1 (1.2)

where EF is the Fermi energy of the system. Since the Fermi energy is dependent on the

electron density, and the de Broglie wavelength, λdB, of the electrons is dependent only on the

temperature of the system, Θ can also be thought of in terms of the spatial properties of the

electrons in the system. The degeneracy parameter is effectively unity when λdB ≈ RWS .

1.2 Average Atom Model

The average atom physical model underlies almost all of the work demonstrated in this disserta-

tion. Though some of the more nuanced details of the average atom model we use is presented

in Chapters 2 and 3 of this work, here we will give a basic overview of what an average atom

model is and how it is a powerful tool for describing many of the properties of dense plasmas as

well as serving as an excellent foundation upon which to build models with additional physics.

Electronic structure in average atom models is determined using Density Functional The-

ory (DFT) around a single ionic center. The use of DFT and the simplicity with which the

average atom model’s constraints are defined make it an ideal model for performing fast calcu-

lations of properties such as equation of state. The ability to quickly determine plasma prop-

erties is in high demand when generating tables of data needed to inform higher-order physics

simulations such as radiation hydrodynamic calculations. As will be shown later in this work,

average atom models make for an excellent tool when needing results across a broad range of

plasma temperatures and densities.
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Figure 1.1: This figure shows some of the rough plasma conditions at which certain physical
systems exist. Lines are drawn showing Γ = 1 and Θ = 1 (which is identical to the condition
kBT = EF , where kB is the Boltzmann constant, T is the particle temperature, and EF is the
Fermi energy). The green shaded area represents the general conditions for which warm dense
matter exists. Figure provided via free license: By Madayano - Own work, CC BY-SA 4.0,
https://commons.wikimedia.org/w/index.php?curid=50048287
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1.2.1 Overview of Average Atom Model

Density Functional Theory

Since the average atom model is reliant on DFT calculations to determine electronic density,

it is necessary to understand the basics of DFT before fully describing the nuances of average

atom calculations. Density functional theory, in principle an ab initio formalism, is capable

of fully describing the ground state electronic density of a given system. In practice DFT

approaches lack a complete and general quantification of the exchange and correlation effects

between electrons in the system, however this does not prevent DFT from being an accurate and

relatively expedient method for determining the electronic structure in many-body electronic

(and even nuclear) systems.

The basis of the theory was developed by Hohenberg and Kohn [20] in work characterizing

inhomogeneous electron gases. In this work they demonstrated two theorems which would

serve as the foundation for the complete DFT theory to come:

Theorem 1.1 The external potential (and hence the total energy), is a unique functional of the

electron density.

Theorem 1.2 The groundstate energy can be obtained variationally: the density that min-

imises the total energy is the exact groundstate density.

Through the use of these theorems and the subsequent mathematical description of electronic

ground states with the electron density being the fundamental variable, Kohn and Sham [21]

developed the so-called Kohn-Sham DFT. This ground-breaking work allowed for the descrip-

tion of complex, interacting many-body systems to be decomposed and accurately described

by non-interacting one-body equations, the so-called Kohn-Sham equations (which function-

ally take the same form as the Schrodinger equation, but with effective electronic potentials

that implicitly include exchange and correlation effects):

(
−~2

2m
∇2 + Veff (~r)

)
ψKS,i(~r) = EKS,iψKS,i(~r) (1.3)
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where Veff contains the external potential (i.e. the potential created by the nuclei), the Coulom-

bic interaction between the various electrons in the systems (i.e. the Hartree potential), and the

exchange-correlation potential, Vxc, and where ψKS,i is a single-particle Kohn-Sham eigenstate

of energy EKS,i within the effective system. The exchange-correlation potential is based on the

functional derivative of the exchange-correlation energy of the system, which is a functional of

the electron density. The choice of this functional is the means of introducing approximations

to the model, and much work has been done in the past decades to inform the choice of these

functionals with as much physics as possible. As one can easily see, Equation 1.3 is analo-

gous to the standard Schrodinger equation description in quantum mechanics, and likewise the

KS-Dirac equation is analogous to the Dirac equation for relativistic systems.

As is implied by the second of the Hohenberg-Kohn theorems, the DFT formalism is

capable of accessing information on the ground state of the electronic system. Given the free

choice of the form of the exchange-correlation functional, the Kohn-Sham equations are solved

in a self-consistent (i.e. iterative) procedure, usually starting with an informed guess of the

ground state electronic density and iterating the solution of the equation until a converged

result is obtained. This iterative procedure is illustrated in Figure 1.2.

Though DFT provides an excellent framework for determining the ground state electron

density of many-body systems, there are still problems with the formalism that limit its use on

certain problems. These problems arise mainly due to the theory’s inability to describe excited

states and due to a lack of ab initio and general knowledge of the exchange-correlation energy

functional. Fortunately for our studies, these problems do not hinder our ability to use DFT

to obtain physically reasonable results in an expedient manner. Our model implements the fi-

nite temperature extension of the original Hohenberg-Kohn theory—the Mermin generalization

[22]. This extension applies to finite temperature systems in thermodynamic equilibrium.

Boundary Conditions and Details of the Average Atom Model

Using DFT we can construct a model for an ion embedded in a plasma. This model should

account for the finite density of the plasma. The average atom model does this by defining

boundary conditions which are imposed upon the electrons within a DFT calculation. This
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section will briefly outline the history of the average atom model and introduce the form of that

model that we built upon in this work.

The earliest rendition of the average atom model was the finite-temperature Thomas-Fermi

model described by Feynman, Metropolis, and Teller [5, 23, 24]. This model represents an atom

as a sphere immersed in a homogeneous electron gas neutralized by a uniform background of

ions. This approach is semiclassical and only determines an electron density without effects

from discrete bound electronic states. Nevertheless the Thomas-Fermi model provided the

starting point for the first quantum average atom model developed by Rozsnyai [25]. Rozs-

nyai’s model treated the bound electrons and the continuum electrons separately, with a fully

quantum mechanical description of the bound states and the Thomas-Fermi description of the

continuum electrons. This dual approach leads to discontinuities when determining thermody-

namic quantities, but it still represented a first step in developing a quantum mechanical average

atom model.

The first fully quantum mechanical average atom model was developed by Liberman [26],

which uses a consistent quantum mechanical approach to determine both the bound and con-

tinuum electrons. Liberman’s average atom model, as well as the Thomas-Fermi and Rozsnyai

models, defines an ion-sphere as a sphere whose volume is equivalent to the average volume

taken up by an ion in a plasma. Under this definition all that is needed to define the ion-sphere

radius is the mass density of the plasma. At this ion-sphere radius, boundary conditions are im-

posed on the single-particle electron states calculated within the DFT formalism. In Liberman’s

model that boundary condition is that the interaction potential seen by the electrons beyond the

sphere is identically zero. Furthermore, Liberman’s model imposed charge neutrality within

the ion-sphere. Exactly what boundary conditions are chosen and other imposed conditions on

the system give rise to different flavors of average atom models.

The average atom model that underlies our work is pictorially depicted in Figure 1.3 and

effectively follows the description developed by Liberman. Within the ion-sphere, the effective

potential is generally nonzero and must be determined in the standard way through use of DFT.

At the ion-sphere radius and beyond, the effective potential is forced to be zero. This imposed

condition is meant to represent the screening of forces by the surrounding plasma, effectively
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Figure 1.3: (This figure also appears in Chapter 3 of this work.) Schematic diagram of average
atom physical model. Inside the ion sphere the electronic structure is determined with density
functional theory. The boundary condition is that outside the sphere the effective electron-
nucleus potential is zero.
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creating a quantum analog of the Debye radius. In practice this imposes the boundary condition

that all electronic states must match their zero potential form (e.g. functionally spherical Bessel

functions in the case of spherically symmetric potentials like ours) at the ion-sphere boundary.

Beyond the definition of the ion-sphere and the imposed perfect screening of forces out-

side of the sphere, our model also imposes that the average atom remain neutral, i.e. that the

total charge within the ion-sphere is zero. Since this model is a statistical model meant to

represent the typical ion (and associated electronic density) seen within plasma, the condition

of ion-sphere neutrality is meant to be representative of the conservation of charge within the

plasma as a whole. This condition adds a statistical limit that must be included in the DFT

self-consistent procedure used to determine the electronic density. This is illustrated in Figure

1.4.

1.2.2 Benefits and Difficulties of Average Atom Model Calculations

The definition of the ion-sphere, the imposition of the screened, neutralizing background, the

choice of boundary conditions applied to the wavefunctions, and the condition of charge neu-

trality within the ion-sphere are collectively what define the average atom model. Though these

are relatively simple concepts to understand, the impact that they have on the details of the elec-

tronic density calculation and on the resulting physics extracted from that calculation is more

complicated. This section is meant to provide a qualitative overview of both the strengths and

weaknesses of average atom calculations. Far greater detail on the actual calculations, as well

as results of those calculations, is presented in Chapters 2 and 3.

Without further additions to the model, the plasma environment is only accounted for

through the determination of the ion-sphere radius and the choice of boundary conditions.

Though this may seem crude, this simple picture of plasma screening allows for the calculation

of both bound and free electronic states to consistently account for density effects within the

plasma. The finite size of the average atom restricts the number of existing bound states, which

is physically expected in finite density systems. Further, the consistency in how the bound and

free electronic states are determined naturally gives rise to resonant structures in the continuum

density of states (see Chapter 2 for more details). These resonances are large features in the
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density of states representing the existence of a large number free states within a small range of

energies, usually centered around an energy near the ionization threshold. Effectively these so-

called continuum resonances can be thought of as a bound state that was squeezed into being

a tight distribution of free states by plasma density effects. Though representing these reso-

nances accurately is a difficult computational task, they do have realistic physical meaning and

the average atom model naturally gives rise to them without further additions to the underlying

model.

Average atom simulations have the benefit of being computationally expedient. With only

a single determination of the electronic density, most properties of interest can be simply ex-

tracted. The computational efficiency is largely due to how we treat the single average atom

calculation as being a reasonable description of the plasma as a whole. A limitation of average

atom models is that they are DFT-based calculations and therefore do not account for excited

states and use fractional occupation values for the electronic structure. They also suffer be-

cause the Kohn-Sham eigenstates represent states of non-interacting quasiparticles (as opposed

to being the true eigenstates of interacting electrons); thus the eigenvalues of these states do

not correspond to the energies of actual electrons observed in nature. This limits the usefulness

of average atom calculations for creating spectra directly comparable to experiment, though

the models are still able to generate spectra useful for gaining insight into the impact of var-

ious physical effects on spectra. This latter point is demonstrated in showing the impact of

accounting for ion correlations on the opacity spectra in Chapter 5.

Overall, average atom models allow for a fast, efficient, and physically reasonable calcu-

lation that can be used over a wide range of plasma temperatures and densities. The ability

to run these simulations without the need for human input over a wide range of temperatures

and densities makes average atom models ideal for generating large tables of Equation of State

(EOS) data. The work shown in this dissertation represents a major step-forward in the ability

of average atom models to be used to generate large tables or inform analytic fits.
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1.2.3 Adaptation of Average Atom Models to Complex Applications

This section will describe some techniques which build additional physics onto an underlying

average atom model. The fundamental average atom and its application to equation of state in

the Tartarus model will be explained in great detail in Chapters 2 and 3, which is a standard

average atom model that is improved upon by the use of a Green’s function formalism as well

as several other numerical techniques. The average atom model as implemented in Tartarus is

capable of determining a reasonable electron density that gives good results when determining

equation of state. However, as stated before, the basic average atom model only accounts for

ionic correlations implicitly through the definition of the ion-sphere and the choice of boundary

conditions applied at the edge of the sphere.

In order to more accurately and completely account for ion correlation within the plasma

(including ion-ion and ion-electron correlations), the average atom model can be coupled to a

plasma model that includes a more realistic description of the ion effects in the plasma. The

next section will introduce the basics of an average atom model coupled to a two-component

plasma model, the Average Atom Two Component Plasma (AA-TCP) model. This model is

used to perform the work shown in Chapter 4 of this dissertation.

Statistical models such as a basic average atom and the AA-TCP model are able to de-

termine a large number of statistical quantities of interest, but time-resolved simulations are

often needed to access dynamic properties of plasmas. Molecular dynamics simulations are

commonly used in classical plasma modeling and are also coupled with DFT simulations to

model lower temperature warm dense matter systems. In the coming section we will intro-

duce the Psuedoatom Molecular Dynamics (PAMD) approach, which extracts a classical pair

interaction potential from the AA-TCP model and uses that to perform a molecular dynamics

simulation. PAMD is used to perform the work shown in Chapter 5 of this dissertation.

Average Atom Two Component Plasma

Though the average atom model implicitly accounts for plasma density through the definition of

the ion-sphere, it does not include an explicit modeling of ionic correlations. This information
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is important in strongly coupled plasmas, where ion correlations can have a significant impact

on many properties of the plasma. Further, the correlations between ions in the plasma is

information that is accessible through x-ray Thomson scattering experiments, which provides

a benchmark with which to test our models.

A function of interest when studying the plasma as a whole is the radial distribution func-

tion, g(r). This function contains information on how the density changes around a reference

particle (in our case, around the central ion of an average atom calculation). Effectively this

function gives information on the probability of finding another particle a distance r away from

the central particle. Being able to determine an ion-ion pair correlation function provides in-

formation on how the ions couple together in a system.

Though there are simple ways of approximating these correlations, to do so properly re-

quires a quantum mechanical model for the plasma electrons that accounts for bound states of

the ions as well as free electrons. Starrett and Saumon demonstrate such a model in References

[27, 28, 1]. This model couples the electronic density calculation of an average atom model to

a two component fluid description of the plasma. The resulting model is capable of accessing

ion-ion (and ion-electron) correlations of the plasma while maintaining the influence of elec-

tronic bound states. Further, this information is obtained without the need for simulations such

as molecular dynamics or path-integral Monte Carlo. The relevant data (e.g. g(r), EOS, etc.)

are obtained through the quantitites determined by the model itself.

The AA-TCP model is able to achieve demonstratably accurate pair correlation functions

for warm to hot dense matter in a fraction of the time of competing approaches, making it pre-

ferred for the generation of large tables of data. It is able to do this in part through the definition

of a pseudoatom, a neutral subsystem which allows for the separation of the electrons in the

plasma into those “belonging” to one nucleus and those “belonging” to other ions in the plasma

[29, 30, 31]. Though the author of this current work was not involved in the development of

this model, it is used heavily in work done in Chapters 4 and 5, and we present here a basic

overview of the definition of the pseudoatom for the reader’s context in the coming chapters.

For more information on the model, its validation, and specific results, the interested reader is

referred to Reference [1].

15



The pseduoatom can be best defined through use of its characteristic electron density. This

density is by design the electronic structure arising from the central nucleus alone. It is ac-

cessed by first performing a typical average atom calculation, whose resulting density, nAAe (r),

implicitly contains structure caused by the other ions within the plasma. In order to isolate the

density belonging to the pseudoatom alone, we must remove the background structure caused

by the ion distribution and surrounding electrons, nexte (r). This external density, nexte (r), is

determined by solving the Kohn-Sham equations (or more generally whichever equation is

descriptive of the electronic structure—the Kohn-Sham Schrodinger equation for nonrelativis-

tic quantum mechanical electrons or the Thomas-Fermi equation for semiclassical electrons)

without the potential influence from the central nucleus. This is done with a self-consistent

approach, just as it would be for a system in the presence of the central nucleus (see Appendix

B of Reference [28]). With these two densities defined, we can isolate the pseudoatom density:

nPAe (r) = nAAe (r)− nexte (r) (1.4)

where nPAe is the pseudoatom electron density.

The next important step in the calculation of the model is to isolate the so-called screening

electrons from the total pseudoatom. These are the continuum electrons whose structure arises

from the central nucleus. This is done by simply removing the ion’s bound electronic structure

from the total pseudoatom density:

nscre (r) = nPAe (r)− nione (r) (1.5)

where nscre is the screening electron density and nione is the density of the bound states associated

with the ions.

In determining nione there is some ambiguity in the definition of what parts of the electronic

structure can be attributed as belonging to the central ion. Depending on the approached used to

determine the electronic density, this structure can be determined semi-classically or in a fully

quantum mechanical framework. For this work and discussion we will only focus on the fully

quantum mechanical approach. From here we will provide a qualitative description of how this

16



ionic density is treated in our work. A more detailed mathematical description is shown in [28],

and here we avoid replication of that detail for the sake of concision.

With the various electronic densities relevant to the plasma well-defined and determined

with the use of reasonable, physically-informed modeling, the next step is to use those densities

in a plasma fluid formalism. The two-component model of the plasma is built from the quantum

version of the Ornstein-Zernike (QOZ) equations [27, 32, 33]. The two components of the

plasma in this formulation are the classically treated ions (including their associated electrons)

and the quantum mechanically treated electrons. For the sake of clarity and concision, the fluid

equations themselves will be left out of this work, but are detailed in [28].

The fluid equations involve determining the correlations between the ions and other ions,

the ions and the electrons, and the electrons and other electrons. This requires knowledge of

five different correlation functions coupled together by two unique fluid equations. In order to

solve this system, three additional relationships are needed.

The first is provided by approximating the electron-electron interactions as that of a so-

called “jellium” model (i.e. an interacting quantum fluid of electrons in a uniform, neutralizing

background of positive charge). In true plasmas with electrons forming bound states around

nuclei (and thus correlating with the nuclei in a non-uniform way), the jellium model would

provide a poor approximation to the electron-electron correlations. However, through the use of

the pseudoatom, which allows for the definition and separation of the ions from the surrounding

electrons, this jellium approximation can be applied with confidence. This approximation,

though simple, does a good job of describing electron-electron correlations due to how AA-

TCP defines the two components of the plasma as that of ions (i.e. nuclei and associated

electrons) and electrons, as opposed to just nuclei and electrons.

The second needed relationship comes from the ion-ion closure relation, which provides a

so-called bridge function to complete the definition of an effective ion-ion potential containing

information on the ion-ion correlations. Application of this bridge function is a well-known

approach applied in the study of liquids [34], and there are many choices for what bridge

function can be used. When choosing to ignore the bridge function, you arrive at the commonly

used Hypernetted-Chain (HNC) approximation. The HNC approximation is valid for plasmas
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where the ion-ion correlations are relatively weak, but other choices of bridge function must be

used for strongly coupled systems.

The final relationship provides information on the ion-electron correlations and is deter-

mined through use of the average atom model and pseudoatom definitions discussed previously.

The screening density obtained from the average atom calculation is the necessary output from

the pseudoatom calculation needed to close the quantum Ornstein-Zernike equations. The TCP

model also uses the ionic distribution common to many average atom models—that of a step-

function at the ion-sphere radius. For clarity a high-level overview of the algorithmic procedure

used to solve this model is shown in Figure 1.5.

Pseudoatom Molecular Dynamics

Apart from static quantities (i.e. those quantities considered averaged over any fluctuations

that occur in the plasma over time), dynamic information is needed for many applications.

One function that contains such information is the ion-ion dynamic structure factor, Sii(k, ω)

(where k is the particle wavenumber and ω is the frequency associated with some external

perturbation), which is a function that contains information on inter-ionic correlations and the

evolution of those correlations under external influence. Accurate Sii(k, ω) for systems in the

warm dense regime requires a reasonable quantum mechanical description of the electrons sur-

rounding each ion. Typically the correlations are determined via iterations of the ion positions

in a molecular dynamics simulation. Importantly, the dynamic structure factor can be measured

experimentally via x-ray Thomson scattering. This can provide a substantial validation of the

models used to predict the plasma correlations.

The AA-TCP model generates all of the information needed to construct a pair potential

that governs the interaction between the pseudoatom nuclei in the system. This potential can

be used in a classical molecular dynamics simulation. This coupling of the AA-TCP model to

a molecular dynamics simulation is PAMD. The pair potential can be written in terms of the

quantities accessed from the AA-TCP calculation:

Vpair(k) =
4πZ̄

k2
+
nscre (k)2

χe(k)
(1.6)
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Figure 1.5: This diagram shows an overview of the general algorithm used to solve the AA-
TCP model. An initial guess for the ion-ion pair distribution function, gii, as a step function at
the ion-sphere radius is used to solve the AA/Pseudoatom model, which yields the screening
electron density. This density, along with two other closure relations, allows for the determi-
nation of an ion-ion pair distribution function from the coupled AA-TCP model. This more
informed distribution function can then be fed back into the AA calculation, and the two calcu-
lations can be iterated until converged. Starrett and Saumon showed that the gii resulting from
the first iteration is largely unchanged over subsequent iterations [1].
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where Z̄ =
∫
d~r nscre (r), χe is the electron response function obtained by AA-TCP, and the

expression is given in Fourier space with particle wavenumber k due to the relative simplicity

of the expression. Hence only the electron response and the screening potential associated with

the pseudoatoms is needed to define the effective pair potential between the pseudoatoms in the

plasma.

The pair potential between pseudoatom nuclei being used in the molecular dynamics sim-

ulation is why the model is named “pseudoatom” molecular dynamics, because the fictitious

pseudoatoms are what are moved around in the simulation as opposed to the actual ionic nuclei.

In this way PAMD constructs the plasma as existing as an assemblage of pseudoatoms. The

total electron density of the plasma is obtained by PAMD through the use of the superposition

approximation, which states the the plasma electron density, ne(~r) (i.e. the electron density of

the plasma as a whole, including all ions), is simply the sum of all of the pseudoatom electron

densities:

ne(~r) =
∑
i

nPAe (|~Ri − ~r|) (1.7)

where the index i runs over all pseudoatoms in the simulation and ~Ri is the vector pointing

to the nucleus of pseudoatom i. This plasma density utilizes the entirety of the pseudoatom

density and therefore includes the screening electrons in the plasma.

A major strength of the PAMD simulation is that it is not limited to single-component (i.e.

one atomic species) plasmas. The underlying AA-TCP method can access effective ion-ion

pair potentials between ions of the same and different species. The ability to represent mixed

plasmas is the main feature utilized in Chapter 5 of this work. Further, unlike other methods,

PAMD is an all-electron model, meaning that it does not utilize model aspects with free or

adjustable parameters. A weakness of the model is that, due to its inherent representation of

the plasma as a system of pseudoatoms, it is unable to represent molecules or account for

interatomic bonding.
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1.2.4 Alternative Methods

Given the importance of studying dense plasma systems in the warm and hot plasma regimes,

there are understandably many different approaches to modeling and simulating these systems.

Ideally one would be able to use a fully ab initio approach to study these systems, but the

complexity of these systems makes that currently impossible to do over a wide thermodynamic

range. Here we will briefly discuss several methods that can give results generally considered

to be of higher fidelity than the average atom based approaches discussed in this work, but these

methods have a limited range of temperatures and densities, and typically require significantly

more computational resources to complete. These methods are used here as benchmarks with

which to check our model against.

DFT-MD

Kohn-Sham Density Functional Theory Molecular Dynamics (KS-DFT-MD) is a powerful sim-

ulation tool that uses the power of an ab initio electronic structure calculation that accounts for

the interactions between ions in the plasma. This intensive type of calculation determines the

inter-ionic forces at each timestep of the molecular dynamics simulation using DFT, and as

such is presumed to capture the response of the bound and continuum electrons to plasma

dynamics (at least in the case of a fully quantum mechanical calculation). The issue with this

approach is that it scales very poorly in terms of computational efficiency as both the number of

ions increases and as the temperature increases. This limits the approach to being used for low

temperature systems. Further, in order to reduce the computational time, plane-wave DFT-MD

simulations also apply pseudopotentials to the calculation of the electron-nuclei interactions.

Pseudopotentials effectively limit the number of electrons that are actively treated by the DFT

calculation, but this introduces a parameterization into the simulation that could unwittingly

produce errors in the results.

Another DFT based approach is the Orbital Free Molecular Dynamics (OFMD) simula-

tion. This type of simulation does not explicitly perform calculations using orbitals, but is still

able to capture much of the important physics needed to describe the inter-ionic forces for the
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molecular dynamics simulation. Though less physically accurate than QMD, OFMD does not

scale poorly with increasing temperatures. However it still requries signficant computational

resources and therefore faces limitations when performing simulations with many ions and

large simulation “boxes” (the spatial extent of the simulation). OFMD is limited by the use

of approximate kinetic energy functionals, which means there are no discrete bound states in

these simulations [35, 36].

Path Integral Monte Carlo

The Path Integral Monte Carlo (PIMC) method uses a quantum mechanical description of both

the nuclei and electrons, and the path integral formulation of statistical mechanics to describe

the evolution of the plasma [37, 38]. Monte Carlo sampling is used to sample many different

paths within the plasma. Though this approach is an ostensibly ab initio model, there are

some approximations (e.g. the assumption of Boltzmann-like particles which leads to ignoring

quantum mechanical exchange effects) that limit the range of the model’s usefulness. Further,

the well known Fermion sign problem requires the introduction of an approximation to the

electron density matrix used in the calculations. PIMC simulations do a very good job of

simulating plasmas at high temperatures (i.e. when kBT � EF ), but the method scales poorly

in terms of efficiency and accuracy at low temperatures and is limited to the calculation of

equation of state information at this point in time.

1.3 Outline of Chapters

This section will serve to outline the chapters in this dissertation along with a brief description

of some of the quantities of interest discussed in those chapters. With the exception of this

introductory chapter and Chapter 6, the chapters of this work are directly adapted from papers

published in peer reviewed journals. As such there will be slight overlap of the information

presented in the introductions of those works, as is often necessary for publications within the

same general field of study.
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1.3.1 Chapter 2 - Tartarus Model Description

Chapter 2 focuses on the description of the Tartarus model, an average atom model that includes

both a nonrelativistic and a relativistic description of the average atom electronic density based

on the solution of the Dirac equation. Though the underlying physical model used in Tartarus

does not deviate significantly from other average atom models, Tartarus is able to overcome

many of the computational and algorithmic difficulties inherent in average atom calculations

through use of a Green’s function technique to study weakly bound and significantly structured

continuum electrons, and an orbital based technique for higher energy continuum electrons and

deeply bound core electrons. This model is applied in Chapter 2 to the study of the equation

of state, which is validated through determination of the shock Hugoniot curve (a collection of

EOS points characteristic of a system under an ideal shock). Chapter 2 mainly serves as a pre-

sentation of the relativistic theory of the Green’s function average atom model, which allowed

for demonstrating new results for heavier elements where relativistic effects are important.

My contribution to this work included developing the relativistic Green’s function aver-

age atom formalism, which involved deriving the relativistic expressions needed to perform the

self-consistent density calculation and the thermodynamic quantities extracted from the con-

verged average atom system. Further, I took the proof-of-concept code used to generate results

for the nonrelativistic Green’s function average atom and adapted it into a large code package

which could perform both relativistic and nonrelativistic calculations with analogous algorith-

mic form. This involved significant algorithm development, including schemes for handling

the often numerically challenging small component of the Dirac wavefunction and for obtain-

ing the Green’s function at energies with large imaginary components. Finally I developed

and implemented the hybrid orbital scheme in both relativistic and nonrelativistic modes of the

code, which allowed for using the more easily obtainable continuum orbitals at high electron

energies where the Green’s function approach is no longer needed. The hybrid approach rep-

resents a significant improvement in robustness and computational efficiency at certain plasma

conditions, but introduces no approximations to the model. Chapter 2 was published in High

Energy Density Physics in 2017 [39].
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1.3.2 Chapter 3 - Tartarus Code Package

Though Chapter 2 provides an overview of the underlying model used in Tartarus, that work

was published after a functional code was formed that provided access to new results and

demonstrated the overall concept that the hybrid relativistic Green’s function-orbital approach

worked. Chapter 3 goes into detail on the theoretical formulation of the model but also de-

scribes the development, refinement, and application of the complete Tartarus code package.

After the work presented in Chapter 2, there were many improvements made to the algorithmic

approaches used in Tartarus. These refinements include the implementation of a stable, fast

convergence accelerator for the self-consistent field calculations. With a robust, well-tested

code package, we were able to show a wide range of results as well as detail the computational

efficiency of the Tartarus model at various plasma conditions.

My contributions to this work were in clarifying the relativistic theory (which I developed

and initially presented in Chapter 2), developing refined algorithms for energy contour gener-

ation that greatly enhanced the robustness of the code, and assisted in both the theoretical and

algorithmic implementation of the thermodynamic calculations that followed the converged

average atom calculation. Chapter 3 was published in Computer Physics Communications in

2018 [40].

1.3.3 Chapter 4 - Mean Force Scattering Potential

Chapter 4 describes the utilization of the AA-TCP model to generate a mean-force (effective)

potential which is used to incorporate information about the ionic structure into the calculation

of the electrical conductivity and subsequently the opacity. The main driving force of this work

was to determine how relevant ionic structure is to the opacity in the thermodynamic ranges

relevant to recent opacity experiments.

My contributions to this work involved using the mean-force potential as a scattering po-

tential in an average atom Kubo-Greenwood calculation of electrical conductivity and opacity.

This required extensive data analysis, as the goal of this work was to assess the importance of

ion correlations on radiative properties of plasmas. Due to warm and hot dense systems being
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difficult to characterize generally, the major challenge here was determining at what plasma

conditions ion correlations are important and in what ways the spectrum is affected by those

correlations. In the end I was able to develop an adequate qualitative explanation of what as-

pects of radiative spectra are changed through the introduction of ion correlations as well as

generate new data with ion correlations incorporated into the spectra. Chapter 4 was published

in High Energy Density Physics in 2019 [41].

1.3.4 Chapter 5 - Dynamic Structure of Plasma Mixtures

Chapter 5 applies the PAMD method discussed previously to study the dynamic structure of

mixed plasmas. The main focus of this chapter is the determination of S(k, ω) (discussed pre-

viously in the introduction of the AA-TCP model) for warm dense binary mixtures (i.e. plasmas

composed of two different atomic species). This work demonstrated the first observance within

simulations of the so-called “fast sound” phenomenon in warm dense plasmas. Chapter 5 fur-

ther illustrates the strength of the average atom models and the methods built upon them to

access highly complex information with reasonable fidelity.

My contribution to this work was to develop a code which could extract S(k, ω) from

the PAMD simulation outputs. Further, I determined the structure factors relevant to ionic

mixtures and analyzed that data to show the fast sound phenomenon. Chapter 5 was published

in Physical Review E in 2015 [42].

1.3.5 Chapter 6 - Time-Dependent DFT and the Linear Response of Plasmas

Chapter 6 describes the ongoing work of the author in applying time-dependent DFT (TD-

DFT) techniques to study the linear response of plasmas. This is done by studying the dynamic

response of the electrons in an average atom model to a perturbing field (in the form of a single

photon). Though TD-DFT has had extensive use in the study of solid state systems as well as

neutral, cold gases, it has had far less use in the study of finite-temperature, dense systems. The

work presented in Chapter 6 is the author’s adaptation of previous attempts to apply TD-DFT

to average atom systems and use the results to access electrical conductivity and opacity. This
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work is still ongoing, and Chapter 6 will present the progress made so far including insights

into the numerical challenges involved in implementing a TD-DFT calculation.

1.3.6 Conclusion and Appendices

This dissertation is finalized in Chapter 7 with a conclusive overview of the results presented in

Chapters 2–6. Further information on the mathematical details used to construct the TD-DFT

formalism can be found in Appendix A.
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Chapter 2

Tartarus: A relativistic Green’s function quantum average atom code

2.1 Abstract

A relativistic Green’s Function quantum average atom model is implemented in the Tartarus

code for the calculation of equation of state data in dense plasmas. We first present the relativis-

tic extension of the quantum Green’s Function average atom model described by Starrett [43].

The Green’s Function approach addresses the numerical challenges arising from resonances in

the continuum density of states without the need for resonance tracking algorithms or adaptive

meshes, though there are still numerical challenges inherent to this algorithm. We discuss how

these challenges are addressed in the Tartarus algorithm. The outputs of the calculation are

shown in comparison to PIMC/DFT-MD simulations of the Principal Shock Hugoniot in sili-

con. We also present the calculation of the Hugoniot for silver coming from both the relativistic

and nonrelativistic modes of the Tartarus code.

2.2 Introduction

There is a need for accurate calculation of equation of state (EOS) data for plasmas in a wide

range of temperature and densities stemming from the study of astrophysical and laser gener-

ated plasmas. These dense plasmas exist at such high densities and temperatures that neither

perturbative plasma or atomic physics approaches are able to fully describe the system. Aver-

age atom (AA) models attempt to account for the plasma environment while retaining a rea-

sonable description of the electronic structure. These density-functional-theory-based average
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atom models allow for the calculation of plasma thermodynamic properties at a wide range of

temperature and density points without a large computational expense.

There are versions of AA models that do not account for the orbital nature of the elec-

trons [5], but this lack of detail on the electronic structure leads to inaccuracies and loss of

features in the resulting EOS calculations. AA models that account for orbital structure pro-

vide more physically accurate descriptions of the plasma but have long suffered from numerical

challenges [26, 25, 44, 45, 28]. Chief among these difficulties has been the robust accounting

for of resonance states in the continuum density of states. These so-called pressure ionized

states are narrow in width and highly peaked, making them very important to the calculation of

the electron structure. Robust and sophisticated algorithms have been developed to deal with

these resonances by tracking their location and densely populating the integration grid in their

vicinity [46].

In order to circumvent the numerical complexity and computational time added to fully

treat the resonances in the continuum density of states, Starrett developed a nonrelativistic

Green’s function based AA model that utilizes the properties of Green’s function to broaden any

features in the density of states, which can include bound state features as well [43]. The need to

carry out EOS calculations for heavy elements (high Z) requires a fully relativistic treatment of

the electrons. In this chapter, we outline the theory needed to transition from the nonrelativistic

to the relativistic formalism and the numerical implementation of that model in the form of

the Tartarus code. Though the main qualitative features of the model remain unchanged, the

transition is not trivial. We especially focus on the details of the calculation of thermodynamic

properties of the plasma using this formalism. Since the typical orbital approaches work well

for higher angular momentum states where resonances do not occur, Tartarus uses a hybrid

approach with the Green’s function calculation applied to the lower angular momentum states,

where resonances are prevalent, and orbital calculations used elsewhere.

As a means of validation, we present the consistency of the plasma pressure calculated by

Tartarus via the virial theorem and numerical differentiation of the free energy. This shows the

results are consistent with what has been seen in previous AA calculations [47]. Though Tar-

tarus is able to quickly and robustly generate EOS data for a wide range of plasma species and
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conditions, the underlying AA model is not without approximations. More physically represen-

tative models use Kohn-Sham Density Functional Theory Molecular Dynamics (DFT-MD) to

capture the electronic structure and ionic positions [48, 49, 50]. These methods lead to physi-

cally accurate results, but require simulations involving many separate atomic sites iterated over

many time steps, with computational times scaling sharply with the temperature. This makes

these calculations computationally expensive and unsuited for the generation of large sets of

EOS data. Another high fidelity modeling approach is Path Integral Monte Carlo (PIMC)

[37, 2]. This method is also very expensive computationally, and computation time increases

as temperature is lowered. These methods provide benchmark calculations with which to com-

pare the results of less computationally expensive calculations. In the last part of the chapter

we show the comparison of a shock Hugoniot generated from a Tartarus EOS with simulations

done using DFT-MD/PIMC calculations. This illustrates both the strengths and physical inac-

curacies of the AA model. Tartarus in its current version is well tested for generating EOS data

of plasmas ranging from 0.1 eV to 40,000 eV and for densities ranging from one-fifth of solid

density to well over eight times solid density. Hartree atomic units (~ = me = e = 1) are used

throughout the rest of the chapter unless otherwise noted.

2.3 Theory

2.3.1 Average Atom Model and DKS-DFT Orbitals

The average atom model as it is implemented in this work approximates the typical atom in

a plasma with a sphere of radius R = ( 3
4πnion

)
1
3 which defines the atomic sphere volume, V ,

where nion is the ion number density of the plasma, and has at its center a nucleus of charge Z.

Outside of the atomic sphere the effective potential seen by the electrons is zero. The sphere is

required to be charge neutral.

Inside the sphere the electron density is determined using finite temperature relativistic

density functional theory [22, 51, 52]. The Dirac-Kohn-Sham (DKS) electron orbitals are de-

fined by the eigenvalue equation

ĤD
~ψε = ε~ψε (2.1)
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where ε is the electron energy. The DKS-DFT Hamiltonian, HD, is defined as

ĤD = T̂ + (β̂ − I4)mc2 + V̂ eff (2.2)

where T̂ is the kinetic energy operator defined as

T̂ = c~α · ~p (2.3)

with

α =

0 ~σ

~σ 0

 (2.4)

Here ~σ are the Pauli matrices, ~p is the electron momentum, Ij is the identity matrix of size j, β̂

is defined as

β̂ =

I2 0

0 −I2

 (2.5)

and V̂ eff is the effective DKS potential operator, V̂ eff = V eff (~r)I4, with V eff (~r) defined as

V eff (~r) = (V el(~r) + V xc(~r)) (2.6)

where the electrostatic part is

V el(~r) = −Z
r

+

∫
V

d~r′
ne(~r

′)

|~r − ~r′|
(2.7)

and the exchange and correlation part is

V xc(~r) =
δF xc

δne(~r)
(2.8)

with F xc as the exchange and correlation free energy.
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The DKS-DFT orbitals are vectors of size 4, commonly written as a two component vector,

~ψε =

 ~ψAε
~ψBε

 =
∑
κ,m

 gκ(r, ε)~χκ,m(r̂)

ifκ(r, ε)~χ−κ,m(r̂)

 (2.9)

where κ is the relativistic angular momentum quantum number,m is an index representing both

the magnetic and spin quantum numbers, ~χκ,m(Ω) are the well known spherical spinors, ~ψAε and

~ψBε are the big and small components of the wavefunction, respectively, and gκ and fκ are the

big and small components of the radial wavefunction, respectively, which are the solutions of

the radial Dirac equations:

[ε− V eff (r)]gκ(r) + ~c
1

r
{ d
dr
− κ

r
}(rfκ) = 0

−~c1

r
{ d
dr

+
κ

r
}(rgκ(r)) + [ε− V eff (r) + 2mc2]fκ(r) = 0

(2.10)

We can take advantage of the spherical symmetry in the model to analytically reduce the

calculations of interest. In the orbital formalism, the radial electron number density can then

be expressed as [46]

ne(r) =

∫ ∞
−∞

dεf(ε, µ)
∑
κ

2|κ|[g2
κ(r, ε) + f 2

κ(r, ε)] (2.11)

where f(ε, µ) is the Fermi-Dirac occupation factor with chemical potential µ, and the integral

from −∞ to 0 reduces to a summation over the discrete bound states.

In order to solve Equations 2.1-2.11, we use a self-consistent field (SCF) scheme. This

requires repeated evaluation of the electron density, which consists of integration over the con-

tinuum energy spectrum as well as a search for bound states at negative energies. For an orbital

based calculation, this requires resonance tracking for continuum states and a dense energy grid

in order to resolve sharp features in the integrand, adding considerable computational time and

complexity to the calculation. The Green’s function (GF) approach avoids this burden by ensur-

ing that the functions to be integrated are smooth and vary slowly in energy. Surprisingly, the
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integrals can be extended to negative energies, thus including bound states, with the integrand

remaining smooth.

2.3.2 Green’s Function Formalism

The transition to the Green’s function formalism in the average atom model is straightforward.

The SCF procedure remains unchanged, but now the electron density is calculated via the GF

approach by

ne(r) = − 1

π
=
∫ ∞
−∞

dzf(z, µ)TrG(r, r, z) (2.12)

where z = ε + iγ is the complex energy (with γ = 0 for the integration in Equation 2.12),

Tr denotes the trace operation, and G(r, r, z) is the single-site, one-electron Green’s function

with spherical symmetry already applied. This is exactly the same expression as is used in the

nonrelativistic formalism [43], and only the form of the GF changes for the relativistic model.

The spherically symmetric trace of the relativistic GF can be written as

TrG(r, r, z) = −ip(1 +
z

2mc2
)

×
∑
κ

2|κ|
4π

[gRκ (r)gIκ(r) + fRκ (r)f Iκ(r)]
(2.13)

where p =
√

2z(1 + z
2mc2

) is the magnitude of the momentum and the superscripts R and I re-

fer to the regular and irregular solutions of the radial Dirac-Kohn-Sham equations, respectively,

and the, in general complex, energy dependence of the solutions is left implicit. The regular

solution is obtained by integrating outward from the origin and diverges at infinity, whereas

the irregular solution is obtained by integrating inward from the atomic sphere boundary and

diverges at the origin [53].

Calculating the GF requires both the regular and irregular solutions of the radial DKS

equations, which on the face of it complicates the problem compared to the orbital approach.

However, the GF is analytic in the complex plane, allowing us to create a complex contour

of integration for the energy. As described in reference [43], the advantage to the GF method

is that integrations can be calculated in the complex plane where sharp resonances and bound
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states are broadened by an amount of our choosing. The expression for the electron density

remains unchanged from the nonrelativistic model [43]:

ne(r) =
1

π
=
∫
C

dzf(z, µ)TrG(r, r, z)

+ 2kBT<

{∑
j

TrG(r, r, zj)

} (2.14)

where the integration along the contour, C, is taken in the counter-clockwise direction, T is

the plasma temperature, and j = 1, 2, . . . , NM , where NM is the number of matsubara poles

enclosed by the contour, which are defined at energies zj = µ+(2j−1)πkBT . Another quantity

of interest that remains unchanged from the nonrelativistic model is the electronic density of

states (DOS):

χ(z) = − 1

π
=
∫
V

d~r TrG(r, r, z) (2.15)

The calculation of ne(r) with equation 2.14 instead of equation 2.11 is the only change

required to solve the AA model with GFs instead of orbitals. All other parts of the model remain

unchanged. In particular we note that the EOS expressions are unchanged in the transition to

the GF model.

2.3.3 Thermodynamic Quantities

Perhaps the main purpose for implementing this formalism is to calculate quantities needed for

equation of state data. The general GF forms of these quantities, namely the internal energy and

electron pressure, are analogous to their forms in the orbital representation. Here we start by

presenting the orbital representations for the theoretical expressions, after which the transition

to the GF representation will be much clearer.

A useful quantity needed for both the internal energy and pressure calculations is the

expectation value of the kinetic energy operator, T̂ , namely

〈T̂ 〉ψε =

∫
V

d~r [(ε− V eff (r))ψ†εψε + 2mc2ψB†ε ψBε ] (2.16)
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where the dagger indicates Hermitian conjugation and the integration over d~r is shorthand for

an integration over the atomic sphere of volume V .

The electron kinetic contribution to the internal energy [54, 47], Uke, is

Uke =

∫ ∞
−∞

dεf(ε, µ)

∫
V

d~rψ†εĤ0ψε

=

∫ ∞
−∞

dεf(ε, µ)[〈T̂ 〉ψε − 2mc2

∫
V

d~rψB†ε ψBε ]

=

∫ ∞
−∞

dεf(ε, µ)

∫
V

d~r[(ε− V eff (r))ψ†εψε]

=

∫ ∞
−∞

dεf(ε, µ)χ(ε)ε−
∫
V

d~rV eff (r)ne(~r)

(2.17)

where Ĥ0 = ĤD − V̂ eff is the Hamiltonian of free states and ψε are the eigenfunctions of ĤD,

and where we have used the orbital form of the DOS

χ(ε) =

∫
V

d~rψ†εψε (2.18)

and Equation 2.11.

The pressure can be obtained through the virial theorem, where it is given as [47, 55]

Pvir =
nion

3
(T + Fel) + Pxc + Pion (2.19)

where Fel is the electrostatic contribution to the free energy, and Pxc is the exchange and cor-

relation contribution to the pressure, defined respectively as

Fel =
1

2

∫
V

d~r[V el(~r)− Z

r
]ne(~r) (2.20)

Pxc = nion[−F xc +

∫
V

d~rne(~r)V
xc(~r)] (2.21)

34



Pion is the ideal ion contribution to the pressure, and T is defined by

T =

∫ ∞
−∞

dεf(ε, µ)〈T̂ 〉ψε

=

∫ ∞
−∞

dεf(ε, µ)εχ(ε) +

∫
V

d~r[−V eff (r)ne(~r) + 2mc2nBe (~r)]

(2.22)

where we have defined nBe (~r) =
∫∞
−∞ dεf(ε, µ)ψB†ε ψBε as the contribution of the small compo-

nent to the electron density.

With the thermodynamic quantities of interest now expressed in terms of the DOS and the

electron density, the transition to the GF formalism is straightforward. The electron density can

be calculated from the GF according to Equation 2.14, and the DOS can be replaced with its

complex energy-dependent form in a way that is analogous to the transition from Equation 2.12

to Equation 2.14, giving us our final forms for the kinetic contribution to the internal energy

and T :

Uke =

∫
C

dzf(z, µ)zχ(z)

+ 2kBT<

{∫
V

d~r
∑
j

zjTrG(r, r, zj)

}
−
∫
V

d~rV eff (r)ne(~r)
(2.23)

T =

∫
C

dzf(z, µ)zχ(z) + 2kBT<

{∫
V

d~r
∑
j

zjTrG(r, r, zj)

}

+

∫
V

d~r[−V eff (r)ne(~r) + 2mc2nBe (~r)]

(2.24)

where nBe is calculated in the same way as ne is determined in Equation 2.14, but using the

lower-component Green’s function, GB, in place of the the full Green’s function, whose trace

is defined as

TrGB(r, r, z) = −ip(1 +
z

2mc2
)
∑
κ

2|κ|
4π

fRκ (r)f Iκ(r) (2.25)
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The relativistic GF formalism must of course reduce to the nonrelativistic formalism at

small energies (or when one takes the limit as c→∞), and this must be true of the thermody-

namic quantities as well. The form of the kinetic contribution to the internal energy does not

change from the relativistic to the nonrelativistic case, so long as the appropriately calculated

DOS and electron density are used in each case. However, for the case of the pressure, the

limiting behavior is not so obvious.

Using the radial Dirac equations, one can determine a relationship between the large and

small component of the wavefunction. The resulting expression is

2mc2ψB†ε ψBε = [ε− V eff (r)](ψA†ε ψAε − ψB†ε ψBε ) (2.26)

When it is noted that ψBε becomes negligibly small compared to mc2 and ψ†εψε ≈ ψA†ε ψAε in the

nonrelativistic limit, we then see that

(T )nonrel =2

∫
C

dzf(z, µ)zχ(z) + 4kBT<

{∫
V

d~r
∑
j

zjTrG(r, r, zj)

}

− 2

∫
V

d~rV eff (r)ne(~r) = 2(T )relativistic

(2.27)

which then provides the usual nonrelativistic expression when applied to Equation 2.19 [47,

55].

2.4 Numerical Details

2.4.1 Wavefunction Normalization, Complex Spherical Bessel Functions and Choice of Con-

tour

Though the GF approach circumvents numerical issues that are present in orbital-based average

atom implementations, there are still some numerical challenges that must be addressed. The

radial DKS equations are normalized to free particle solutions at the sphere boundary, r = R

[53, 56]:
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Rκ(R) =

 gRκ (R)

ifRκ (R)

 =

 jl(pR)− iphl(pR)tl

ipcSgn(κ)
z+2mc2

(jl̄(pR)− iphl̄(pR)tl)

 (2.28)

Hκ(R) =

 gIκ(I)

if Iκ(R)

 =

 hl(pR)

ipcSgn(κ)
z+2mc2

hl̄(pR)

 (2.29)

where jl is the spherical Bessel function, hl is the spherical Hankel function, tl is the t-matrix

common in scattering problems (which is solved for during the normalization procedure), l is

the angular momentum quantum number, and l̄ = l−sgn(κ), where sgn returns the sign of the

argument. Where in the nonrelativistic case, normalization involves matching of the solutions

and their derivatives at the atomic sphere boundary [43, 53], the matching of the relativistic two-

component radial solutions with their free particle counterparts provides the necessary number

of equations for normalization, i.e. the derivatives are not needed.

This boundary condition means that we must evaluate the spherical Bessel functions at

the complex argument pR. We have used the complex spherical Bessel function routine by

Kodama [57]. The calculation of the Bessel functions suffers from numerical problems when

the imaginary part of the argument is large. The imaginary part of the momentum is introduced

when there is a negative real energy (i.e. bound states) and when we use a complex energy

along the contour. Furthermore, the additional factor of R in the argument exacerbates the

issue for large atomic spheres (corresponding to lower density plasmas). This makes choosing

a general contour generation scheme difficult. Tartarus employs a scheme consistent with that

of Reference [43], with the contour generated again at each step of the SCF procedure. This is

done to ensure that no bound states are missed from one iteration to the next as significant shifts

in the eigenvalues of these states can occur when the potential changes dramatically over the

iterations. These shifts are mostly significant at higher temperatures and for heavier elements.
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2.4.2 High Angular Momentum States

The limitations of the complex Bessel function routine become more severe for higher angular

momentum states. In order to reduce the number of partial states that must be accounted for, and

thus reduce the maximum angular momentum lmax considered in Equation 2.13, we implement

a scheme for calculating the continuum electron density common in average atom models [58].

This method is described by the following expression:

nctm(~r) =
∞∑
l=0

nl(~r) ≈
lmax∑
l=0

[nl(~r)− n0
l (~r)] + n0

e (2.30)

where nctm is the desired continuum electron density, which we define as the electron density

due to electrons with energies greater than εmin (see Reference [43]), nl is the partial contribu-

tion to the electron density coming from the lth term of the implicit sum in Equation 2.14, n0
l is

the partial contribution for free particles, and n0
e is the free particle electron density, which can

be efficiently calculated using the relativistic Fermi integrals [58]. The difference between the

calculated contribution and the free particle contribution to the electron density is calculated

at each value of l (noting that κ can be considered as a sum over spin and angular momentum

states), and when this difference becomes smaller than some numerical tolerance, we no longer

increase l, thus defining an lmax. The remaining partial states that are not considered directly

are accounted for by adding the analytical value for the total free contribution to the electron

density [58]. This procedure is illustrated in Figure 2.1.

In order to determine n0
e at specific plasma conditions, the relativistic Fermi integrals must

be carried out. These integrals have the form

Fn =

∫ ∞
0

dx
xn
√

1 + βx

ex−η + 1
(2.31)

where β = kBT
mc2

and η = µ
kBT

. The routine used to calculate these integrals is found in Reference

[59].

Besides the issue with normalization at the atomic sphere boundary, higher l states can also

cause issues with the calculation of the irregular solutionHκ(r) needed to construct the GF. The
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irregular solution requires integrating inward from the sphere boundary and is divergent at the

origin, thus the solution is prone to numerical instability when the value at the boundary is

large. A practical solution to this issue is to simply use the orbital expressions for the high

angular momentum states. We can safely use a fixed energy grid for these states if we switch

from the GF approach to orbitals at large l (we use l = 30) since resonance states do not appear

for those high angular momentum states for plasma conditions in which we are interested.

It is worth noting again that since the GF method introduces no additional approximations,

this composite scheme results in the same answer as either a full GF method with numerical

issues resolved or a full orbital method with resonance tracking and adaptive grids.

2.4.3 Calculation Speed

The length of time that a calculation takes depends on plasma temperature, density, and ele-

ment. As the plasma becomes more degenerate (i.e. at higher densities and lower temperatures)

the calculation time generally reduces. At very high temperatures we find that the calcula-

tion time further reduces due to a combination of the improved accuracy of the initial guess

(Thomas-Fermi model) and the use of Equation 2.30.

As with all numerical calculations, the accuracy and stability of the results is highly de-

pendent on the numerical parameters chosen for the simulation. In this calculation the number

of points in the spatial grid, the energy grid, and the convergence tolerance for the SCF scheme

are the main parameters affecting the speed of any given calculation. For a consistent and ro-

bust choice of parameters (2000 radial grid points and 412 points in the energy contour), the

calculation times for simulating an aluminum average atom plasma at solid density (2.7 g/cm3)

are 13 m 46 s, 21 m 18 s, 18 m 53 s, 11 m 43 s, and 9 m 0 s for a 5 eV, 100 eV, 500 eV, 1000

eV, and 5000 eV temperature plasma. These individual calculations could be carried out in a

much shorter time with no loss of accuracy by reducing grid resolution, but the parameters used

in the previous examples would ensure convergence of the calculation for all temperatures and

densities within the code’s intended usage, thus allowing for the code to run without manual

adjustment of the parameters in different regions of the equation of state.
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2.5 Results

2.5.1 Thermodynamic Consistency

The virial expression for the electron pressure was given by Equation 2.19. The pressure can

also be obtained through a simple numerical differentiation of the Helmholtz free energy with

respect to volume at constant temperature:

Pthermodynamic = −∂F
∂V

∣∣∣∣
T

(2.32)

We use a comparison of these two pressures as a means of validating the calculation and de-

termining where the model generates the least trustworthy results. For aluminum, we see in

Figure 2.2 thermodynamic consistency in agreement with Reference [47], which shows that

the model becomes less reliable at lower temperatures. The same trend is seen for silicon, as

the poor consistency between the two pressures disappears at higher temperatures. This unreli-

ability at low T is due to Friedel oscillations which extend outside the ion sphere and are thus

not treated correctly [58, 47]. These oscillations are damped at higher temperatures. We note

that there is no known thermodynamically consistent ion-in-a-sphere model [60]. The VAAQP

model solves this issue, reconciling the thermodynamic consistency between the two pressures

at low temperatures, by correctly accounting for the plasma outside the sphere. There is no

obvious reason why the Green’s function approach described here could not be adapted to the

VAAQP model [47]. In all of our calculations we have used zero-temperature local density ap-

proximation for the exchange and correlation potential [61], which means that the differences

shown between the relativistic and nonrelativistic results are due to the non-interacting kinetic

energy function (i.e. Dirac-Kohn-Sham or Kohn-Sham).

2.5.2 Shock Hugoniots

The equation of state is often used to generate a shock Hugoniot for a particular plasma. The in-

formation contained within the Hugoniot is useful for comparing the results of different models

as well as comparing to experimentally obtained data. Here we present Hugoniots determined
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from both relativistic and nonrelativistic Tartarus EOS data. In Figure 2.3 we can see the two

Tartarus modes compared to Path Integral Monte-Carlo (PIMC/DFT-MD) simulations done by

Militzer et al [2] for silicon. Both the PIMC and average atom models show pronounced fea-

tures in the Hugoniot arising from ionization of the bound states, and the nonrelativistic and

relativistic Tartarus calculations are consistent with each other up to very high pressures, where

the atoms become fully ionized and the electrons behave like a free gas. The features in the

Hugoniot near 350 Mbar and 3500 Mbar deviate little between the relativistic and nonrelativis-

tic calculations. This is expected as the bound states in silicon have nearly the same eigenvalues

whether determined relativistically or nonrelativistically. At high temperatures we begin to see

the sharp turn back of the Hugoniot expected from relativistic systems due to the increasingly

relativistic nature of the free electron gas when β = kBT
mc2

becomes appreciable.

For heavier elements, we should expect to see a more pronounced difference in the non-

relativistic and relativistic calculations. For the case of silver (Z = 47) in Figure 2.4, we again

see agreement between the two modes at low pressure and for features caused by bound states

ionizing. The nonrelativistic Hugoniot should asymptotically approach a compression ratio of

4, which is a behavior we see for the nonrelativistic mode of Tartarus. For the relativistic mode,

we see the characteristic turn-back of the Hugoniot towards the relativistic limit of a compres-

sion ratio of 7 [46]. For further validation at low pressure and compression, experimental data

from the Rusbank database are also shown, which has marginally better agreement with the

relativistic result.

2.6 Discussion

The need to be able to quickly and robustly generate EOS data for a variety of elements requires

the use of models with high computational efficiency. The average atom model provides a

means of approximating the EOS data in the form of a fast, single atomic site calculation for a

wide range of plasma temperatures and densities. Numerical difficulties with the average atom

model come from properly accounting for resonances in the continuum density of states arising

from pressure ionization in the plasma. The Green’s function approach accurately accounts for
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the effects of resonances and even loosely bound states without the need for adaptive meshes

or large numbers of quadrature points.

The GF formulation has been implemented in the Tartarus code. The robustness of the

GF algorithm allows for Tartarus to generate an EOS without the need of manual parameter

adjustment. The relativistic mode requires more computational effort, but is shown to produce

results consistent with the nonrelativistic mode at lower temperatures and for elements of low

atomic number. These comparisons demonstrate Tartarus’ ability to be run in the more ex-

pedient nonrelativistic mode for lighter elements and lower plasma temperatures but still able

to use the full relativistic calculation to obtain accurate data on the plasma properties at high

temperatures and for heavier elements.
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Chapter 3

Wide Ranging Equation of State with Tartarus: a Hybrid Green’s Function/Orbital based
Average Atom Code

3.1 Abstract

Average atom models are widely used to make equation of state tables and for calculating other

properties of materials over a wide range of conditions, from zero temperature isolated atom

to fully ionized free electron gases. The numerical challenge of making these density func-

tional theory based models work for any temperature, density or nuclear species is formidable.

Here we present in detail a hybrid Green’s function/orbital based approach that has proved to

be stable and accurate for wide ranging conditions. Algorithmic strategies are discussed. In

particular the decomposition of the electron density into numerically advantageous parts is pre-

sented and a robust and rapid self consistent field method based on a quasi-Newton algorithm

is given. Example application to the equation of state of lutetium (Z=71) is explored in detail,

including the effect of relativity, finite temperature exchange and correlation, and a compari-

son to a less approximate method. The hybrid scheme is found to be numerically stable and

accurate for lutetium over at least 6 orders of magnitude in density and 5 orders of magnitude

in temperature.

3.2 Introduction

Average atom models are computationally inexpensive and are used to provide rapid equation

of state and other material properties with reasonable physical fidelity. While more accurate

models exist, average atom models are popular not only because of their relative rapidity, but
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also because they are reasonably accurate for a wide range of conditions, ranging from isolated

atom to free electron gas, from zero temperature to thousands of eV.

However, while average atom models can in principle be used for any conditions, their

numerical implementation is far from trivial. Designing a generally robust and stable algorithm

that works for any material, or conditions, is a formidable challenge. In this work we discuss

in some detail a hybrid orbital/Green’s function implementation that we have developed in the

Tartarus code.

This implementation is borne by the exploratory ideas presented in references [43, 39],

but builds on the much larger base of average atom literature. The original presentation of the

physical model was given Liberman in references [26, 62]. This particular model was then

expanded on and explored in more detail by other authors, including references [58, 63, 46, 64,

54, 60, 65, 66, 67]. However, many other average atom like models with their own advantages

and disadvantages were also developed. Some include treatments of band structure (missing

in Liberman’s model) [25, 68]. Others include a more realistic treatment of ionic structure

[29, 69, 32, 28].

We present a detailed description of the model and its implementation, including a very

efficient self consistent field solution method. We discuss the advantages of the hybrid ap-

proach and the weakness of using purely orbitals or Green’s functions. Example is made of the

equation of state of lutetium (Z=71). We explore the effect of a fully relativistic versus non-

relativistic treatment, as well as the effect of recent finite temperature exchange and correlation

potentials versus temperature independent potentials. Comparison is made to a less approxi-

mate model in the low temperature region where such models are available. Finally, unsavory

features of the model like thermodynamic inconsistency are discussed.

3.3 Average Atom Model

3.3.1 Model Description

We consider an ensemble of electrons and nuclei in local thermodynamical equilibrium. These

can form a gas, liquid, solid or plasma. In the average atom model we define a sphere, with a
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volume equal to the average volume per nucleus (V ion), with a nucleus of chargeZ placed at the

center (the origin). The sphere is required to be charge neutral and the boundary condition at the

edge of the sphere is that the effective electron-nucleus interaction potential V eff (r) = 0, and

the electrons wavefunctions therefore match to the known analytic solution at this boundary.

We must also set V eff (r) = 0 outside the sphere for reasons that will become clear later. This

situation is summarized in figure 3.1.

The electron density ne(r) and V eff (r) inside the sphere are determined by solving the

relativistic or non-relativistic density functional theory (DFT) [22, 21, 51, 52] equations. The

procedure is as follows [63]: starting from an initial guess at V eff (r) the Schrödinger or Dirac

equation is solved for either the eigenfunctions ψε(r) or Green’s functions G(r, ε) and the

electron density is constructed

ne(r) =

∞∫
−∞

dε f(ε, µ)ψ†ε(r)ψε(r) (3.1)

= − 1

π
=
∫ ∞
−∞

dεf(ε, µ)TrG(r, ε) (3.2)

where (non-)relativisticallyG is (2×2) 4×4 matrix, and ψ is a (1×2) 1×4 column vector. The

practical formulae for evaluation of ne(r) are given is section 3.4.3. f(ε, µ) is the Fermi-Dirac

occupation factor which depends on the electron energy ε and chemical potential µ as well as

the plasma temperature T . µ is determined by requiring the ion-sphere to be charge neutral

Z −
∫
V ion

d3r ne(r) = 0 (3.3)

With ne(r) so determined a new V eff (r) is found

V eff (r) = V el(r) + V xc(r) (3.4)

where the electrostatic part is

V el(r) = −Z
r

+

∫
V ion

dr′
ne(r

′)

| r − r′ |
(3.5)
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and the exchange and correlation part is

V xc(r) =
δF xc

δne(r)
(3.6)

where F xc is the chosen exchange and correlation free energy. Equations (3.1) to (3.6) are

then repeatedly solved until self-consistent. In section 3.4.4 a rapid and robust strategy for this

self-consistent field (SCF) problem is presented. The system is spherically symmetric about

the origin and as a result ne(r)→ ne(r) and V eff (r)→ V eff (r).

3.3.2 Poisson Equation

Spherical symmetry simplifies the solution of the Poisson equation (equation (3.5))

V el(r) = −Z
r

+
1

r

∫ r

0

dr′ r′
2
ne(r

′) +

∫ R

r

dr′ r′ne(r
′) (3.7)

This result is obtained by using a Spherical Harmonic expansion of 1/|r − r′|.

3.3.3 Electron density

On applying spherical symmetry to the Dirac equation, ne(r) can be written in terms of orbitals

[46, 47]

ne(r) =
∑
i∈B

f(εi, µ)
2|κi|
4πr2

[P 2
κi

(r, εi) +Q2
κi

(r, εi)]

+

∫ ∞
0

dεf(ε, µ)
+∞∑
κ=−∞
κ6=0

2|κ|
4πr2

[P 2
κ (r, ε) +Q2

κ(r, ε)] (3.8)

where the sum over i runs over all bound states and Pκ(r, ε) (Qκ(r, ε)) is the large (small)

component of the radial Dirac equation. ε is the energy minus the rest mass of the electron

so that it is directly comparable to the energy appearing in the Schrödinger equation. For the
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Outside Sphere
𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒 𝑟𝑟 = 0

Nucleus 𝑍𝑍

𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒 𝑟𝑟 ≠ 0

Ion sphere

𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖 =
4
3
𝜋𝜋𝑅𝑅3

Figure 3.1: Schematic diagram of average atom physical model. Inside the ion sphere the
electronic structure is determined with density functional theory. The boundary condition is
that outside the sphere the effective electron-nucleus potential is zero.
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Schrödinger equation the expression for ne(r) reads

ne(r) =
∑
i∈B

f(εi, µ)
2(2li + 1)

4πr2
[P 2
li
(r, εi)]

+

∞∫
0

dε f(ε, µ)
∞∑
l=0

2(2l + 1)

4πr2
[P 2
l (r, ε)] (3.9)

where Pl is now the solution to the radial Schrödinger equation. Note that the sum over κ in

equation (3.8) can be converted into a sum over orbital angular momentum index l with

+∞∑
κ=−∞
κ6=0

→
∞∑
l=0

δκ,−l−1 +
∞∑
l=1

δκ,l (3.10)

where δ is the Kronecker delta. Using this, and setting the small components Qκ = 0, one

recovers the expression the non-relativistic expression (3.9) from the relativsitic one (3.8).

In terms of the Green’s function the expression for ne(r) is identical for both the relativistic

and non-relativistic cases

ne(r) = − 1

π
=
∫ ∞
−∞

dεf(ε, µ)TrG(r, ε) (3.11)

Relativistically the Green’s function is given by

TrG(r, ε) = −ıp(1 +
ε

2mc2
)2m

×
+∞∑
κ=−∞
κ6=0

2|κ|
4πr2

[PR
κ (r, ε)P I

κ (r, ε) +QR
κ (r, ε)QI

κ(r, ε)] (3.12)

where

p =

√
2mε

(
1 +

ε

2mc2

)
, (3.13)

is the magnitude of momentum, PR (P I) is the large component, regular (irregular) solution

to the radial Dirac equation, and QR (QI) the corresponding small components (see section

3.3.4).
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Non-relativistically, the trace of the Green’s function becomes

TrG(r, ε) = −ıp2m
∞∑
l=0

2(2l + 1)

4πr2
[PR
l (r, ε)P I

l (r, ε)] (3.14)

where PR (P I) is the regular (irregular) solution to the radial Schrödinger equation, and

p =
√

2mε. (3.15)

3.3.4 Boundary Conditions

The boundary conditions at the sphere are that the wavefunctions must match the solution to

the Dirac or Schrödinger with V eff (r) = 0, where both equations reduce to the spherical

Bessel equation. Relativistically, for negative energy ( ε < 0 i.e. the bound states), the radial

wavefunctions must match

Pκ(R, ε) = Aε,κR ı
l hl(pR) (3.16)

Qκ(R, ε) = Aε,κR ı
l sgn(κ)

√
ε

ε+ 2mc2
hl̄(pR) (3.17)

with hl the spherical Hankel function and l̄ = l − Sgn(κ), where Sgn returns the sign of the

argument, and Aε,κ is a constant of proportionality that is determined by the normalization

integral ∫
dr[P 2

κi
(r, εi) +Q2

κi
(r, εi)] = 1 (3.18)

It is for this normalization integral that we must assume V eff (r) = 0 for r ≥ R. For positive

energies

Pκ(R, ε) =

√
p

πε
pR [cos δκjl(pR) + sin δκηl(pR)] (3.19)

Qκ(R, ε) =−sgn(κ)

√
ε

ε+ 2mc2

×
√

p

πε
pR [cos δκjl̄(pR) + sin δκηl̄(pR)] (3.20)
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where jl (ηl) is the spherical Bessel (Neumann) function. δκ is the energy dependent phase

shift. The numerical Pκ and Qκ have arbitary normalization. To recover the correct physical

normalization (equations (3.19) and (3.20)) they are mutiplied by a constant. This constant and

δκ are determined by requiring the numerical the boundary conditions to be satisfied.

Non-relativistically, for negative energies, we have

Pl(R, ε) = Aε,lR ı
l hl(pR) (3.21)

with Aε,l determined by ∫
dr[P 2

li
(r, εi)] = 1 (3.22)

and for positive energies

Pl(R, ε) =

√
2mp

π
R [cos δljl(pR) + sin δlηl(pR)] (3.23)

where δl and the normalization constant for the numerical Pl are determined by requiring the

numerical value of Pl(r) and its first derivative with respect to r to satisfy the boundary condi-

tion (3.23) and its derivative.

Relativisitcally, for the regular solutions used to construct the Green’s function (equation

(3.12)), the boundary conditions are

PR
κ (R, ε) = R [jl(pR)− ıphl(pR)tl(p)] (3.24)

QR
κ (R, ε) = sgn(κ)

√
ε

ε+ 2mc2

×R [jl̄(pR)− ıphl̄(pR)tl(p)] (3.25)

where tl is the energy dependent t-matrix that is determined by matching the numerical solution

to this boundary condition. It is worth noting that for real energies ε the phase shifts and the
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t-matrix are simply related [53]. For the irregular solutions

P I
κ (R, ε) = Rhl(pR) (3.26)

QI
κ(R, ε) = sgn(κ)

√
ε

ε+ 2mc2
Rhl̄(pR) (3.27)

The boundary conditions for the non-relativistic case are

PR
κ (R, ε) = R [jl(pR)− ıphl(pR)tl(p)] (3.28)

P I
κ (R, ε) = Rhl(pR) (3.29)

3.3.5 Density of States

Relativistically the density of states χ(ε) in terms of orbitals is

χ(ε)=
∑
i∈B

δ(εi − ε)
∫ R

0

dr 2|κi|[P 2
κi

(r, εi) +Q2
κi

(r, εi)]

+
∑
κ

2|κ|
∫ R

0

dr [P 2
κ (r, ε) +Q2

κ(r, ε)]Θ(ε) (3.30)

where δ is the Dirac delta function, and Θ is the Heaviside step function. Non-relativistically

the density of states is

χ(ε) =
∑
i∈B

δ(εi − ε)
∫ R

0

dr 2(2li + 1)[P 2
li
(r, εi)]

+
∑
l

2(2l + 1)

∫ R

0

dr [P 2
l (r, ε)]Θ(ε) (3.31)

In terms of the Green’s function, the expression is identical for both the relativistic and non-

relativistic cases

χ(ε) = − 1

π
=
∫
V ion

d3r TrG(r, ε) (3.32)
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3.3.6 Equation of State

The electronic free energy F and internal energy U per atom are

F = F el + F xc + F ks (3.33)

U = F el + Uxc + Uk (3.34)

F el is the electrostatic contribution

F el =
1

2

∫
V ion

d3r

[
V el(r)− Z

r

]
ne(r) (3.35)

F xc (Uxc) is the exchange and correlation free (internal) energy and F ks is the kinetic and

entropic term

F ks = Uk − TS (3.36)

where Uk is the electron kinetic energy contribution to the internal energy

Uk =

∫ ∞
−∞

dεf(ε, µ)χ(ε)ε−
∫
V ion

d3rV eff (r)ne(r) (3.37)

and S is the entropy

S = −
∫ ∞
−∞

dεχ(ε)

× [f(ε, µ) ln(f(ε, µ)) + (1− f(ε, µ)) ln(1− f(ε, µ))] (3.38)

The electronic pressure P calculated using the virial theorem is

P =
1

V ion

[
T + F el

3

]
+ P xc (3.39)

where

Pxc =
1

V ion

[
−F xc +

∫
V

d3r ne(r)V
xc(r)

]
(3.40)
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and T is

T = 2

∫ ∞
−∞

dεf(ε, µ)χA(ε)ε− 2

∫
V ion

d3rV eff (r)nAe (r) (3.41)

Here the superscript A means the quantity due only to the large component. For the relativistic

case this means setting Qκ = 0 in the expressions for the density (3.8) and density of states

(3.30), and in the Green’s function (3.12) which is then used in expressions (3.11) and (3.32).

For the non-relativistic case, there is no small component, so ne(r) = nAe (r) and χ(ε) = χA(ε).

3.3.7 Summary

In this section we have given formulae that both define the model and can be use to evaluate it

numerically. In the following section we present practical strategies for solution of the model

over a wide range of densities, temperatures and elements based on these expressions.

3.4 Numerical Methods

3.4.1 Numerical Solution of the Schrödinger and Dirac Equations

The radial Dirac equations are

(V eff (r)− ε)Pκ + c(
d

dr
− κ

r
)Qκ=0 (3.42)

−c( d
dr

+
κ

r
)Pκ + (V eff (r)− ε− 2mc2)Qκ=0 (3.43)

and the radial Schrödinger equation is

d2Pl
dr2

+ 2

(
ε− V eff (r)− l(l + 1)

2r2

)
Pl = 0 (3.44)

These can be solved numerically with a variety of methods. We recommend using the Adams

methods, as explained in detail in reference [56] (also used in [70]). We have used the fifth

order formula. This is a predictor-corrector method, but solves the predictor-corrector loop

analytically. A robust method for obtaining the necessary four point starting values for outward

integration is also presented in [56] and is straightforwardly adapted for the inward integrations.
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Figure 3.2: Grid spacing ri+1 − ri for various grid generation methods described in the text.
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Inward integrations (i.e. from R to 0) for bound states and the irregular solutions start from the

boundary condition values.

For the radial grid we have tried one based on
√
r. A disadvantage is that this does not

allow one to vary the total number of grid points N independently from the value of r at the

first grid point r1. Since the value of r at the end of the grid is fixed by the ion-sphere radius

R, r1 = R/N2. This lack of flexibility is problematic. We have also tried a grid based on log r

[70], which allows such flexibility, but for low densities requires many of grid points to maintain

resolution near the sphere boundary. Finally, we settled on the log-linear grid presented in [71].

This is logarithmic near the origin and so has enough points to resolve wavefunctions which

can vary rapidly for small r, and switches to linear spacing as r increases. We have found this

grid to be generally accurate from low to high density, and from low Z to high Z. We have

found r1 = 1.0 × 10−6 aB and N = 3000 to be robust for the applications presented here.

The log-linear grid also requires a parameter α to be chosen which determines how quickly it

switches from logarithmic to linear. We have found α = 0.1 to be generally reasonable. Note

that α = 0 corresponds to a purely logarithmic (exponential) grid.

Examples of the grid spacing from these three grid choices are shown in figure 3.2. For

this case (lutetium at 0.01 g/cm3, grid independent of temperatures) we find that r1 and the

grid spacing for the
√
r grid are too large for accurate convergence. We also find that the log r

grid is too sparse for large r. Only the log-linear grid has the resolution everywhere that is

needed. Note that we have implemented the Adams method so that Tartarus can use any

grid provided that r can be transformed onto a linearly spaced grid x and dr/dx is smooth and

can be calculated [56, 70].

3.4.2 Contour Integrals for Green’s Functions

The main advantage of using the Green’s function is that it is analytic in the complex plane,

allowing energy integrals along the real energy axis to be deformed to complex energy z using
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Cauchy’s integral theorem. The electron density can be calculated thus

ne(r) =
1

π
=
∫
C

dzf(z, µ)TrG(r, z)

+2kBT<

{
Nmat∑
j=1

TrG(r, zj)

}
(3.45)

C refers to a contour that closes when joined to the real axis [43], and the sum over j is a sum

over the Nmat poles (known as Matsubara poles) of the Fermi-Dirac function enclosed by this

closed contour, at energies zj = µ+ ıπ(2j−1)kBT . Similarly, for equation of state calculation

we can use

∫ ∞
−∞

dεf(ε, µ)χ(ε)ε =
1

π
=
∫
V ion

d3r

∫
C

dzf(z, µ) z TrG(r, z)

+2kBT<

{∫
V ion

d3r
Nmat∑
j=1

zj TrG(r, zj)

}
(3.46)

The advantage of carrying out the energy integrals in the complex plane is twofold: 1) sharp

features in the integrand that occur for real energies are broadened in the complex plane. Hence

resonances in the positive energy states that need to be tracked and resolved on the real energy

axis are broad and smoothly varying in the complex plane. This point was explored in detail

in [43] (also see figure 3.5), and 2) negative energy (or bound) states are treated in exactly the

same way as positive energy states. The search for bound states is tricky to make generally

robust, and states with very small energies (eg. |ε| < 1 × 10−4Eh) can be especially hard to

accurately represent. By designing the contour C so that it returns to the real axis at a large

negative energy, the search for bound states could be avoided altogether. However, since deeply

bound states are very sparse in energy space, it makes sense to treat these more deeply bound

states with the usual orbital approach, and the more weakly bound states with Green’s functions

(see section 3.4.3).

We have used a rectangular contour, as in reference [43]. To find εmin, the energy at which

the contour rejoins the real energy axis, we first solve for the bounds states using standard

search methods (eg. reference [56]), and look for the highest lying (least negative) energy gap
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≥ 10 Eh between two states in an energy ordered list. εmin is then set to be 1 Eh less than the

eigenenergy of the state on the higher lying side of that gap. This is done at each iteration of the

SCF procedure to avoid double counting bound states. It may seem that since we are already

finding the bound eigenstates we should just set εmin = 0 Eh. In many cases this would work,

but as mentioned above inaccuracies would occur if our search algorithm missed bound states,

or if bound states had very small energies. The Green’s function approach avoids both of these

pitfalls and as a result is very stable.

εmax is set by requiring f(εmax, µ) ≈ 10−10. We split the integration into panels and use

a 4 point Gauss-Legrende scheme in each. Care is taken to resolve the Green’s function near

the Fermi-edge, which is important for highly degenerate cases, i.e. when kB T/EF << 1 (EF

is the Fermi energy). The total number of points used is dependent on εmin, εmax and µ, but

typical values are 1000 to 2000 energy points.

While any contour can be used to carry out the energy integrals above, calculation of

the entropy is special. Due to the many valued logarithm in (3.38) the contour cannot pass the

branch-cut parallel to the first Matsubara pole at=z = πkBT . For sufficiently high temperature

πkBT is greater than the imaginary part of the energy anywhere on the contour and so the SCF

contour can be used for S. Typically this is so for kBT & 10 eV. For temperatures less than this

we have decided to use a purely orbital based density of states calculation, only for the entropy

at the end of the SCF procedure. Hence we use all bound orbitals and a resonance tracker

[46] for the positive energy states. Fortunately, at such relatively low temperatures resonance

tracking is less challenging and we have found this to be accurate enough for S. Note that even

for these low T cases Green’s functions are still used in the SCF procedure where we find they

offer enhanced stability.

3.4.3 Density Construction

Electron density ne(r) is the key quantity in density functional theory and must be constructed

accurately. While it is in principle possible to construct ne(r) directly from the Green’s function

or the orbitals, it is very difficult to do this robustly over a wide range of temperatures or
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densities and materials. Instead we have used the following hybrid decomposition

ne(r) =ncoree (r) + nGFe (r, lmax) + nctme (r, lmax)

− nfreee (r, lmax) + n0
e

(3.47)

Here ncoree (r) is the density due to bound states with ε < εmin (from equation (3.8))

ncoree (r) =
∑

i∈B,εi<εmin

f(εi, µ)
2|κi|
4πr2

[P 2
κi

(r, εi) +Q2
κi

(r, εi)] (3.48)

nGFe (r, lmax) is calculated using (from equation (3.11))

ne(r) = − 1

π
=
∫ εmax

εmin

dεf(ε, µ)TrG(r, ε) (3.49)

with TrG(r, ε) calculated using (from equation (3.12))

TrG(r, ε, lmax) = −ıp(1 +
ε

2mc2
)2m

×
lmax∑
l=0

∑
κ

2|κ|
4πr2

[PR
κ (r, ε)P I

κ (r, ε) +QR
κ (r, ε)QI

κ(r, ε)] (3.50)

where the sum over κ runs over the allowed values of κ for a given l, i.e. for l > 0, κ =

{l,−l − 1} and for l = 0, κ = −1.

nctme (r, lmax) is the density given by (from equation (3.8))

nctme (r, lmax) =

∫ εmax

0

dεf(ε, µ)
lcon∑

l=lmax+1

∑
κ

× 2|κ|
4πr2

[P 2
κ (r, ε) +Q2

κ(r, ε)]

(3.51)

nfreee (r, lmax) is given by

nfreee (r, lmax) =

∫ εmax

0

dεf(ε, µ)
lcon∑
l=0

∑
κ

× 2|κ|
4πr2

[P 0
κ

2
(r, ε) +Q0

κ
2
(r, ε)]

(3.52)
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where the superscript 0 on the orbitals indicates solution to the Dirac equation with V eff (r) =

0, i.e. the “free” solution. lcon is determined [58] by incrementing l and evaluating

∫ R

0

dr

∫ εmax

0

dεf(ε, µ)
∑
κ

2|κ|

×
{

[P 2
κ (r, ε) +Q2

κ(r, ε)]− [P 0
κ

2
(r, ε) +Q0

κ
2
(r, ε)]

}
< TOL

(3.53)

until for two consecutive l’s this condition is true. We have found TOL = 10−4 to be robust. n0
e

is the free electron gas density for temperature T and chemical potential µ. It is used to correct

the electron density that has had nfreee (r) removed and the l sum truncated at lcon

n0
e =

∫ ∞
0

dεf(ε, µ)
∞∑
l=0

∑
κ

2|κ|
4πr2

[P 0
κ

2
(r, ε) +Q0

κ
2
(r, ε)]

= cTF

[
F 1

2
(µ/kBT, kBT/mc

2) +
kBT

mc2
F 3

2
(µ/kBT, kBT/mc

2)

] (3.54)

where cTF ≡
√

2(kBT )
3
2/π2 and

Fn(η, β) =

∫ ∞
0

dx
xn
√

1 + 1
2
βx

ex−η + 1
(3.55)

are the relativistic Fermi-Dirac integrals [59]. Hence electrons in states with l > lcon are

treated as free electrons. The convergence of equation (3.53) ensures that this approximation is

accurate.

lmax controls which states are treated with Green’s functions, and which are treated with

orbitals. Typically we choose lmax ≈ 40, which ensures any resonances in these angular mo-

mentum channels are correctly integrated. For nctme (r) and nfreee (r) we use a fixed energy grid,

based on a linearly spaced
√
ε grid and typically use 400 points. Using orbitals on this fixed

energy grid is very rapid, more so than the Green’s function evaluation which uses a denser

energy grid. Moreover the Green’s function requires both the regular and irregular solutions,

whereas the orbital only requires one solution of the Dirac equation. The above decomposition
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is robust for the cases studied here. The non-relativistic decomposition is identical and can be

obtained from the above by setting Qκ = 0, kBT/mc2 = 0 and ε/2mc2 = 0.

This decomposition scheme is also use to evaluate Uk and T . Note that, analgous to n0
e,

the free electron gas kinetic energy density k0
e is

k0
e =

∫ ∞
0

dεf(ε, µ)χ0(ε)ε

= cTFkBT
[
F 3

2
(µ/kBT, kBT/mc

2)

+
kBT

mc2
F 5

2
(µ/kBT, kBT/mc

2)

] (3.56)

where χ0(ε) is the free electron density of states. For T we have

k0,A
e =

∫ ∞
0

dεf(ε, µ)χA
0
(ε)ε

= cTFkBT
[
F 3

2
(µ/kBT, kBT/mc

2)
] (3.57)

One problem in solving for the Green’s function is that at high l the solution near the

origin becomes inaccurate because it results from the multiplication of a very small regular

solution and a diverging irregular solution. We have found that this does not present a problem

for solution of the SCF problem where small r dependence is suppressed with an r2 from the

Jabobian. However, for evaluation of the equation of state integrals like
∫
d3r ne(r)/r are

required (eg. equation (3.35)). Hence the result is more sensitive to the small r behavior of

ne(r). Thus for equation of state only, we have found it useful to replace ne(r) for r < 10−4 aB

with an orbital only calculation of the density. Fortunately since we only need the small r part

of this density and it is not needed in the SCF calculation, it does not need to be highly accurate.

Hence we use a purely orbital based calculation for this part of the density for such integrals

only. As for entropy at low temperature, we use all core orbitals and a resonance tracker to

replace the Green’s function calculation.
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3.4.4 Self Consistent Field Acceleration

Let us denote as |x〉 a vector generated from V eff (r) or equivalently ne(r), where the com-

ponents of the vector correspond to the grid points in no particular order. The SCF procedure

is

1. Begin with an initial guess of |x〉.

2. Generate output vector |xout〉. For example, if |x〉 is V eff (r) we would solve the Dirac

equation, generate ne(r), and then calculate an output potential V eff,out(r) = |xout〉 by

solving the Poisson equation and adding the exchange and correlation potential.

3. Calculate |F 〉 = |xout〉 − |x〉.

4. SCF convergence is achieved when |F 〉 = |0〉. If not achieved, generate new |x〉 and

return to step 2.

In the frequently used simple mixing method the new |x〉 in step 4 is generated with

|x(m+1)〉 = |x(m)〉+ α|F (m)〉 (3.58)

wherem labels the SCF iteration number. α is a mixing parameter that can be adaptive, or fixed.

Typically a small value α = 0.1 is needed for robust convergence and perhaps 80-100 iterations

is necessary. A much more robust scheme that greatly reduces the number of iterations required

to reach convergence has been given in the work of Eyert [72]. To our knowledge this has not

been explored for average atom models before. Eyert’s work is a correction and extension of

the more famous Anderson mixing scheme [73]. In this scheme |x〉 is generated with

|x(l+1)〉 = |x(l)〉+ α|F (l)〉 −
l−1∑

m=l−M

γ(l)
m

[
|∆x(m)〉+ α|∆F (m)〉

]
(3.59)
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Figure 3.3: Example of SCF acceleration for lutetium at 10 eV and 10 g/cm3. We compare
simple mixing to Eyert’s method with M = 5, as a function of the mixing parameter α.
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Figure 3.4: Example of SCF acceleration for lutetium at 10 eV and 10 g/cm3. We compare
Eyert’s method with α = 0.9 as a function of the order M .
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where M is the order of the mixing (an input choice), the γ(l)
m are coefficients to be determined,

and

|∆x(m)〉 = |x(m+1)〉 − |x(m)〉 (3.60)

|∆F (m)〉 = |F (m+1)〉 − |F (m)〉 (3.61)

ForM = 0 equation (3.59) recovers the simple mixing formula above. ForM ≥ 1 we take into

account the input and output vectors from the previous M iterations. To find the coefficients

γ
(l)
m we solve a matrix equation

γ = B−1A (3.62)

where γ = [γ
(l)
m ] is an M × 1 matrix with m = l −M, . . . , l − 1, A is an M × 1 matrix with

elements 〈∆F (n)|F (l)〉 (n = l −M, . . . , l − 1). B is an M ×M matrix with elements 1

Bnm = (1 + w2
0δnm)〈∆F (n)|∆F (m)〉 (3.63)

Note that B is a symmetric matrix. Due to saturation of improvements for higher orders, M

is taken to be 5 or 6 at maximum [72]. Hence the inversion of the matrix B is rapid. w2
0 is a

small parameter that breaks the symmetry (and thus removes linear dependences in Anderson’s

original method), it is fixed at 10−4.

Eyert’s method is a quasi-Newton method. It is exactly equivalent to Broydens [74, 75]

method. The mixing parameter α for Eyert’s method can be larger than for simple mixing. In

practice we set |x〉 = V eff (r) × r/Z, and calculate an error using the maximum value of the

absolute value of |F 〉. We require error < 10−9 for two consecutive iterations. In figure 3.3 we

show an example of this, comparing the simple mixing method with the safe choice of α = 0.1

to Eyert’s method for various α. The reduction in number of iterations, even with the same α

is remarkable, and results in a corresponding reduction in computational time. Larger values

of α lead to improved errors, though the effect saturates by α = 0.9. It is important to note that

not only is Eyert’s method faster but it is also more stable than simple mixing, which can fail to

1The notation 〈∆F (n)|F (l)〉 means the inner product of the vectors.
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converge in certain cases requiring manual reduction of α. Indeed setting α = 0.9 and running

this case with simple mixing the SCF loop fails to converge. In figure 3.4 we show the effect

of the order of Eyert’s method on the error. The advantages saturate by M = 5. Our default

choice in Tartarus is M = 5, α = 0.9. We have found this to be very stable, requiring no

adjustment for any of the results presented here.

3.5 Example

3.5.1 Density of States

In figure 3.5 the density of states χ(z) as a function of complex energy z is shown for lutetium

at 10 eV and 10 g/cm3. For =(z) = 0 the calculation is purely in terms of orbitals. We used

a bound state search algorithm, and the bound states appear in the figure as vertical lines at

negative energies, representing the δ(εi − ε). For positive energy states we used a resonance

tracker, and a resonance appears at ∼ 0.2 Eh. For =(z) > 0 the calculation is purely in terms

of Green’s functions. We see Lorentzian like line shapes around each bound state energy and

around the resonance. For =(z) = 0.5 Eh the features are well smoothed out and integrating

over them is accurate and does not need adaptive mesh refinement, as a resonance tracker does.

This is the principal advantage of using Green’s functions.

In figure 3.6 the density of states χ(z) along the 10 eV isotherm, from ∼ 1/100th to 100

times solid density is shown. At the lowest density the most bound states exist (more appear at

more negative energies). A few have been labeled in the figure to show that as density increases

the bound states move toward the continuum (positive energy) and eventually disappear (pres-

sure ionize). A resonance appears if a state with l > 0 is nearly bound. On reducing the density

this resonance will transition to being a bound state with negative energy. The resonance is a

result of the centrifugal barrier term,−l(l+1)/r2 in the Schrödinger equation. Hence there are

no resonances associated with l = 0 states.
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Figure 3.5: Density of states χ(z) for lutetium at 10 g/cm3 and 10 eV. The solid red line is
calculated using orbitals along the real energy axis. Using Green’s functions we can evaluate
χ(z) for complex energy z. Increasing the imaginary part of z features, including the discrete
bound states and a continuum resonance, are broadened, making them easy to integrate over.
Note =z = 0.5 Eh is typical for the horizontal part of our integration contour.
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Figure 3.6: Density of states χ(ε) for lutetium at 10 eV for real energy ε.
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3.5.2 Extraction of Ionization

A quantity of interest is the average ionization in the plasma. This is quantity is not uniquely

definable, but given a definition it can be calculated from Tartatus. We stress that the

ionization definition has no bearing on the model, it does not influence in any way the results

for the self-consistent solution or the equation of state. Here we explore two definitions. The

first is the number of positive energy electrons Z̄, defined as

Z̄ = Z −
∫ R

0

dr
∑
i∈B

f(εi, µ)2|κi|[P 2
κi

(r, εi) +Q2
κi

(r, εi)]

=

∫ R

0

dr

∫ ∞
0

dεf(ε, µ)
+∞∑
κ=−∞
κ6=0

2|κ|[P 2
κ (r, ε) +Q2

κ(r, ε)] (3.64)

The second definition is the number of free electrons per atom Z∗, i.e. given µ, T and V ion, the

number of electrons per atom in a free electron gas. This is given by Z∗ = n0
eV

ion, where n0
e is

given by equation (3.54). The first definition Z̄ has the benefit that it gives the expected ioniza-

tion in seemingly clear cut cases: for example Z̄ = 3 for aluminum under normal conditions.

However it has the major disadvantage that it is generally discontinuous across a pressure ion-

ization. When a state is ionized it ceases to be included in the bound state sum, and instantly is

counted in Z̄. In reality the ionized state retains some of its bound like character if it appears as

a resonance. These meta-stable resonance states are treated as fully ionized in the Z̄ definition.

In figure 3.7 such discontinuities are observed for a lutetium 10 eV isotherm.

The second definition does not recover the expected ionization in cases like normal density

aluminum, where Z∗ ≈ 2. However it is smooth across a pressure ionization because the

chemical potential µ is smooth, as it must be (figure 3.7). Depending on the application one

can choose the definition that best suits. But it important to keep in mind that the ionization

depends on the definition.
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3.6 Case Study: Equation of State of Lutetium

We now focus of an application of Tartarus to the equation of state of a high Z material

(lutetium, Z = 71), from 0.1 to 1000 eV and 1/1000th to 1000 times solid density (≈ 10

g/cm3).

In figure 3.8 entropy (S) isotherms are shown for both relativistic and non-relativistic

calculations. For a given density S increases with temperature, as expected. For kBT ≥ 1 eV

S always decreases as density is increased, again as expected. However for kBT < 1 eV there

is a region near normal density where the model predicts that S increases with density. This

physically unexpected behavior is not numerical inaccuracy but a consequence of the physical

assumptions of the model [76]. This behaviour is caused by the inconsistency between the

normalization integral (3.18), which is over all space, and the cell neutrality condition (3.3).

When a bound state has significant probability outside the ion sphere, the number of electrons

that bound state can contain becomes less that 2(2l + 1) (non-relativistically). The left-over

electrons are forced into the positive energy states leading to an increase in S. When the

temperature is high enough this effect still occurs but is overwhelmed by the entropy of the

other ionized electrons.

The effect of relativity is generally modest, but it does make a significant difference at low

temperatures and densities. This is because S is dominated by the density of states near ε = µ

at low temperature. For low densities the splitting of spin degeneracy in the Dirac equation

results in the non-relativistic 5p state becoming a 5p 1
2

and 5p 3
2
, resulting in a change in the

eigenvalue and therefore µ. For higher densities, but still at low temperatures, µ > 0 and the

splitting has a smaller effect since the eigenvalues are continuous.

For internal energy the results are shown in figure 3.9. There is a significant change in

going from non-relativistic to relativistic due to significant relativistic effects on the most tightly

bound states. At 0.1 eV, 10 g/cm3 the eigenenergy of the 1s state changes from −2146.4 Eh to

−2318.8 Eh. Note that |ε1s|/mc2 ≈ 0.12, so a significant relativistic effect is expected.

In figure 3.10 the pressure due to electrons (i.e. no ideal ion contribution is added) is

shown. In the top panel the relativistic and non-relativistic results are barely distinguishable
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on the log-log scale. The bottom panel shows the same data but on a linear pressure scale and

focused on the low pressure region. For kBT ≤ 1 eV there is a region of negative pressure akin

to the Van der Waal’s loops phenomena, and is indicative of unstable liquid-gas coexistence.

In figure 3.11 the electron pressure divided by that of a fully ionized ideal electron system is

shown. The maximum value that this quantity can take is 1. Even at 10−2 g/cm3 and 1000

eV the normalized pressure is only ≈ 0.85. Under these conditions the 1s1/2 and 2s1/2 states

have eigenvalues of -2514.132 Eh and -575.749 Eh respectively and µ = -420.128 Eh, so that

the Fermi-Dirac occupation factors are 1.000 and 0.986, i.e. nearly completely full. Hence the

reduction in pressure from the fully ionized gas.

The Maxwell relation
∂S

∂V

∣∣∣∣
T

=
∂P

∂T

∣∣∣∣
V

(3.65)

implies that the increase in S with density for low temperatures observed in figure 3.8

should correspond to a region where the pressure P decreases as temperature increases, at

constant density. In the inset in figure 3.10 such an effect is observed. It is only seen for low

temperatures and only over the limited region in which ∂S
∂V

∣∣
T

is negative. Such a behavior is

likely to be an artifact of the model. This low temperature metal-to-nonmetal transition region

is difficult to model accurately and the present one-atom, spherically symmetric model cannot

be expected to fully capture this physics, though it clearly captures the gross effect.

In figure 3.11 we also observe a minimum in the normalized pressure. This corresponds

to a minimum in ionization Z∗ (see figure 3.13). Ionized electrons are the main cause of

electronic pressure [58]. The ionization increases with density for high densities due to pressure

ionization, a process analogous to the raising of energy levels in a square well potential as the

length of the square well is decreased. Bound states disappear with increasing density and

there are insufficient bound states to hold all the electrons, so they are forced into positive

energy states, i.e. ionized. At low densities, average ionization increases as density is lowered.

In this case there are enough electron states to hold all the electrons but their Fermi-Dirac

occupation factors become < 1. This arises from the fact that the bound states approach their

isolated atom limit, and hence become insensitive to changes in density, however, the chemical
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potential continues to decrease, leading to smaller Fermi-Dirac occupations factors for the same

state. The physical process underlying this is photo ionization. Though there are no radiation

fields explicitly included in the model’s Hamiltonian, the assumption of local thermodynamical

equilibrium implies that the radiation temperature is equal to the electron temperature. This is

embedded in the Fermi-Dirac occupation factor, which does appear explicitly in the model.

In figure 3.12 we compare the electron pressure from Tartarus to the generalized

Thomas-Fermi (TF) model [5], using the same exchange and correlation potential [6]. The

TF model is commonly used to construct equation of state tables [77, 78], however it has a

number of well known drawbacks. For example, it does not have shell structure and as a con-

sequence its internal energy is quite inaccurate. However it is expected to give the correct

pressure at high temperatures and densities. In the figure we observe good agreement of the

Tartarus electron pressure with the TF model for high temperatures and densities, in line

with this expectation. Note that for truly free electrons the two models become identical. For

the lowest temperature in the figure, 10 eV, significant deviations between the models is seen

due to the neglect of shell structure in the TF model. The agreement between Tartarus and

the TF model is a validation of our implementation in those limits.

All of the results so far presented have used a zero temperature local density approximation

(LDA) exchange and correlation functional F xc [6]. Recently, new temperature dependent

LDA functionals have become available [79, 7]. This temperature dependence has shown a

correction of several percent in the total pressure for some low Z systems in the warm dense

matter regime [80]. In figure 3.13 the effect on Z∗ of using a temperature dependent F xc is

plotted. We have used the functional of Groth et al [7]. The top panel shows the absolute

change in Z∗ (in number of electrons per atom). The effect is generally quite modest, with

|∆Z∗| / 0.1. In panel (b) the relative change in Z∗ is plotted. For kB > 50 eV the effect is / 1

%. At high temperatures exchange and correlation effects become relatively small, compared

to the kinetic energy, as the system becomes more ionized and therefore more like an ideal

non-interacting quantum electron gas. At lower temperatures the relative effect of F xc is quite

large, approaching 50 % at 0.1 eV. However, in this region the absolute size of Z∗ is very small

(see panels (c) and (d)). The most significant effect is at ≈ 1 eV and near solid density where
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both the relative and absolute change in Z∗ are appreciable. This is sometimes called the warm

dense matter regime, and is characterized by significant changes in electronic structure brought

about by pressure ionization.

We now turn to a comparison with a less approximate method. We have used the plane

wave code Abinit [81, 82] to simulate HCP lutetium. This is a DFT based code that does not

assume spherical symmetry. It has two principle drawbacks for making EOS tables: First, it

uses a pseudopotential to represent the core electrons. We have used the PAW pseudopotential

[83, 84] and converged our results with respect to number of bands and cutoff radius. In this

pseudopotential the electron core states up to and including 4d are included. The Pseudopoten-

tial is used to reduce the computational cost of the method and should be accurate provided the

states in the pseudopotential are not active (eg. not significantly ionized or the eigenvalue of

the state has not changed significantly). Hence there is always a region of accuracy for a given

pseudopotential and results outside this range are unreliable. Second, the method becomes

increasingly expensive with increasing temperature and eventually this become prohibitive.

In figure 3.14 we compare equation of state from Tartarus to Abinit for lutetium at solid

density for temperature from ≈ 0.25 eV to ≈ 25 eV. Overall, there is a remarkable level of

agreement between the to methods. For internal energy (panel (a)) some differences appear

at the two highest temperature points. For these points we have noted the value of the Fermi-

Dirac occupation factor as calculated in Tartarus for the 4d state. Clearly this state is beginning

to be temperature ionized, indicating that the pseudopotential used in the Abinit calculations

is near the limit of its validity, and is likely the cause of the difference seen. For entropy

(panel (b)) small differences between the models are apparent. It is not surprising that the

spherically symmetric average atom model that does not explicitly account for crystal structure

fails to exactly reproduce the less approximate plane wave code. Nevertheless, despite these

approximations the level of agreement seen is very good. For pressure (panel (c)) the agreement

is again excellent, with the only significant differences appearing at high temperature, again

likely due to the pseudopotential.

In figure 3.15 we again compare Tartarus to Abinit. Here we compare the so-called cold

curve. This is an isotherm at room temperature (0.0285 eV). A common method in making

84



-0.1

0

0.1

0.2

0.3

0.4

in
te

rn
al

 e
ne

rg
y 

[E
h]

Abinit
Tartarus PZ

10 15 20 25 30 35 40
density [g/cm

3
]

-1

0

1

2

3

4

5

6

pr
es

su
re

 [
M

ba
r]

Figure 3.15: Isotherm (0.0285 eV) for lutetium compared to the plane wave code Abinit using
the HCP crystal structure.
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EOS tables is to use average atom calculations for the change in the EOS due to increase in

temperature (for a given density) only. To do this the cold curve is subtracted from the average

atom model and a calculation using a more realistic model designed to accurately calculate the

EOS at room temperature is added back in. In the figure we can see that there are significant

differences between the models for internal energy, approaching 0.04 Eh at normal density.

Perhaps more importantly is that the trends as a function of density are not well reproduced by

the simpler model. It is worth noting that such absolute differences would not be apparent if

plotted on the same scale as figure 3.14. The point being that while tartarus clearly gets large

scale trends correct, smaller scale trends may be incorrect.

For pressure, figure 3.15, the agreement is reasonable on the scale of the figure. The

pressure shown is calculated using the virial expression, equation (3.39). It is also possible to

calculate the pressure by taking a numerical derivative of the free energy F

P = − ∂F

∂V

∣∣∣∣
T

(3.66)

As is well documented [39, 47], the physical model that Tartarus uses does not guarantee the

these two pressures will be identical. In figure 3.16 we show the pressure calculated both these

ways for three isotherms of lutetium. For the cold curve (0.0285 eV) significant differences are

observed. By 10 eV the differences are largely gone but show up at the highest densities. At 50

eV the agreement between the two pressures is very good. Generally differences appear where

oscillations in the electron density have not died out by the sphere boundary. Such oscillations

are a consequence of a sharp Fermi-Dirac distribution which occurs in degenerate systems and

are called Friedel oscillations. The figure reflects this: the larges differences are seen for the

most degenerate systems (i.e. low temperature and high density).

Such an inherent thermodynamic inconsistency may or may not be problematic depending

on the application of the model. A practical solution is to just use the free energy to generate

the entire EOS through numerical derivatives. Such an approach generates other problems,

principally that the free energy must be smooth enough for the derivatives to be accurate. For
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many applications however, such inconsistency is not particularly problematic. We note that a

thermodynamical consistent average atom is possible [44, 47].

3.7 Conclusions

We have presented a detailed discussion of the physics model and numerical implementation of

the Tartarus average atom code. The model is based on a hybrid orbital and Green’s function

implementation and the advantages of such a scheme are presented. A numerically efficient

method of solving the self consistent field problem is also given. It is hoped that this presenta-

tion may guide others in their own implementations.

We then focus on the application of the model to a lutetium plasma for a wide range of

conditions. We use this example to explain concepts such as broadening of the density of states

in the complex energy plane, and prediction of ionization. The effect of relativity on the wide

ranging EOS is also presented. It is found that relativity is generally a small effect, but is

important for internal energy, and for entropy at low temperature and density.

The effect of finite temperature exchange and correlation potentials is also investigated. It

is found the effect is generally small, but becomes relatively significant for warm dense matter

conditions, i.e. near normal density and temperature around 1 eV.

A comparison of the model to a more physically realistic model at low temperatures re-

veals the Tartarus model is generally in excellent agreement with the more physically accurate

model, but that smaller scale deviations are apparent.

Some oddities of the model are discussed. We find that an increase in entropy near normal

density along at low temperature isotherm corresponds to a region where pressure decreases

as temperature increases, for fixed density. This artifact of the model occurs in a small re-

gion, at low temperature where the material is transitioning from metal to non-metal. Also,

thermodynamic inconsistency for highly degenerate materials is discussed.

In summary, the hybrid orbital/Green’s function approach to the average atom model was

found to be very stable numerically and is recommended for future implementations.

88



Chapter 4

Mean-Force Scattering Potential for Calculating Optical Properties of Dense Plasmas

4.1 Abstract

We assess the relative importance of ionic structure on the opacity of dense plasmas by using

the potential of mean force as a scattering potential within the Kubo-Greenwood formalism.

We compare results from the potential of mean force, which includes realistic ionic structure,

to results using an average atom potential, which includes only a crude treatment of ionic

structure. Comparisons with less approximate but more expensive DFT-MD simulations for

aluminum plasma reveal that the mean force generally improves agreement for DC conductiv-

ity. We also see improvement when applying the mean force to free-free transitions, whereas

for bound-bound and bound-free transitions the mean force leads to poorer agreement on tran-

sition energies. Further, we assess the impact of accounting for correlations within the plasma

at the temperature and density conditions relevant to iron opacity measurements at Sandia’s Z

machine facility [Bailey et al., Nature 517:56-59, 2015] and find that these correlations do not

account for the discrepancy between the measurements and leading opacity calculations.

4.2 Introduction

The radiative properties of dense matter are important for many active areas of research, in-

cluding the solar composition problem [85, 86, 87], simulations of white dwarf stars [88], and

simulations of inertial confinement fusion experiments [10, 89]. Calculating these properties,

such as the electrical conductivity and the opacity, in dense systems has proven challenging. At
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high material densities and for temperatures below the Fermi temperature, one type of physi-

cally robust calculation involves using the Kubo-Greenwood formalism within a density func-

tional theory molecular dynamics (DFT-MD) simulation [90, 91, 49, 92, 10, 8]. Though these

calculations are considered accurate, they are computationally expensive and therefore there is

need for more computationally efficient calculations applicable to a wide range of systems.

Recent experiments at the Sandia Z machine [12] have revealed a large discrepancy with

state-of-the-art opacity calculations [93, 94, 95, 96], with the calculations consistently under-

predicting the observed data. This has led to a search for physics that may be missing from

the opacity models. One such effect that is not fully explored in modern opacity calculations

is the impact of the other ions in the plasma on the electronic structure and resulting radiative

properties. The optical properties of the plasma change continuously as the density of the

plasma increases, meaning that effects such as continuum lowering must be modeled. Further

the effects of collisions with other ions must be accounted for to fully characterize the impact

of the plasma environment.

Average atom and other closely related models are computationally efficient, DFT based

models that have long been used to determine various plasma properties [26, 47, 46, 97, 67,

98]. The average atom model accounts for continuum lowering self-consistently through its

definition of the ion sphere and consistent treatment of bound and continuum electronic states.

Using the average atom model developed by Starrett and Saumon [28, 1], a realistic ionic

structure that compares well to experiment [99] and DFT-MD simulations can be determined.

It was shown by Starrett [9] that, using this average atom model as a basis, a potential of mean

force could be developed that gives accurate values for the zero frequency (DC) conductivity.

This potential is formed using the quantum Ornstein-Zernike equations with the electronic

structure determined by the average atom calculation [28, 9] and accounts for the correlations

with the surrounding electrons and ions in the plasma. Given the impact that use of the potential

of mean force has on the DC conductivity, it is natural to think it may have a considerable

impact on the frequency-dependent AC conductivity and the opacity. In this work we assess

the importance of correlations with other ions in the plasma by using this potential of mean
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force. We use this potential to determine the electronic states and associated matrix elements

needed in the calculation of conductivity within the Kubo-Greenwood formalism.

As the calculations presented are only semi-quantitative due to the reliance on DFT and

the average atom model [100], we will be looking at trends of behavior that can indicate the

importance of accounting for a realistic ionic structure. We do this by comparing the results for

the opacity calculated with the average atom potential to those with the potential of mean force

which has the ionic structure built into it. By determining the differences in the behavior of the

opacity results from the average atom and mean force approaches, we can gain insight into the

effect of ionic structure on the opacity. In particular we assess the impact of those correlations

for the iron plasma at conditions relevant to the Bailey et al. experiment.

This chapter is organized in the following way. In Section 2 we present the main expres-

sions that define the scattering potentials used in this work, namely the average atom potential

and the potential of mean force as described in Reference [9]. From there we give the Kubo-

Greenwood expression for the conductivity and describe how the opacity is determined from

the conductivity. In Section 3 we first compare our results for the DC conductivity to DFT-MD

simulations. Next we present the AC conductivity of our methods compared to DFT-MD. We

then show that both the average atom model and mean force calculations obey the f-sum rule.

Finally we present the opacity calculated with the mean force potential compared to the average

atom model. We do this for several temperatures and densities of aluminum, deuterium, and

iron.

4.3 Theory

4.3.1 Average Atom Potential

In our average atom calculations, the effective electronic potential is solved for self-consistently

within the confines of an ion sphere whose volume is defined according to

n0
i = V −1

ion =

(
4π

3
R3
is

)−1

(4.1)
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where n0
i is the ion density of the plasma and Ris is the radius of the ion sphere [1, 26, 46],

which is required to be charge neutral. The potential arising from this self-consistent calculation

is given by

V AA
eff (r) = −Z

r
+

∫
Vion

d~r′
nAAe (r′)

|~r − ~r′|
+ V xc[nAAe (r)] (4.2)

where Z is the nuclear charge, nAAe is the electron number density coming from the average

atom electronic wavefunctions, and V xc is the exchange correlation potential arising from the

choice of exchange-correlation functional. V AA
eff represents the effective potential seen by the

electrons within the ion sphere and is enforced to be zero for r > Ris. This has been used to

calculate the opacity previously [100]. Though the model provides reasonable results, it has

only a crude treatment of the surrounding ions through the definition of the ion sphere.

4.3.2 Potential of Mean Force

In order to more realistically account for the influence of the surrounding ions in the plasma,

we use the quantum Ornstein-Zernike equations to determine a potential of mean force that is

felt by the electrons. This potential accounts for the interaction of the electron with the central

ion as well as ions and electrons in the surrounding plasma, and by the nature of the ionic

correlations, this potential is not confined to the ion-sphere. The expression for the resulting

scattering potential is given as

V MF (r) = Vie(r) + n0
i

∫
d~r′

Cie(|~r − ~r′|)
−β

hii(r
′)

+ n̄0
e

∫
d~r′

Cee(|~r − ~r′|)
−β

hie(r
′) (4.3)

where Vie is the potential that includes interactions between the electron and the central nucleus

and other electrons in the central ion, n̄0
e is the free electron density, Cie(Cee) is the electron-ion

(-electron) direct correlation function from the quantum Ornstein Zernike equations, β = 1
kBT

,

and hii(hie) is the pair correlation function corresponding to the ion-ion (-electron) pair. The
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pair correlation function is simply related to the radial distribution function gx(r) by

hx(r) = gx(r)− 1 (4.4)

Additionally, the pair correlation function can be easily used to determine the structure

factor of the system

Sii(k) = 1 + n0
ihii(k) (4.5)

where Sii is the ion-ion structure factor and hii(k) is the Fourier transform of the real-space

ion-ion pair correlation function, dependent on wave number k. Thus through hii the ionic

structure is implicitly included in the potential of mean force. Details on the determination of

V MF and how it differs from V AA
eff can be found in Ref [9].

Though all of the components used to construct V MF in equation 4.3 are determined self-

consistently, V MF and the resulting electronic states are not self-consistent. This is due to the

difficulty in defining a set of physical constraints within which V MF can be self-consistently

determined. Unlike V AA
eff , which is determined within the confines of a charge neutral sphere

of radius Ris, V MF extends throughout all space, having a nonzero value within the volumes

of other ions in the plasma. Self-consistent definitions of a potential of mean force have been

developed, namely by Chihara [32]. However, such chemical models suffer from issues when

applied to plasmas.

4.3.3 Optical Properties

The main interest of this chapter is to address the effect that accounting for ion correlations

through the effective electronic potential has on the optical properties of the plasma, namely

the opacity and the optical conductivity. The optical conductivity σ(ω) can be determined from

the average atom model via the Kubo-Greenwood formalism [63] by the following expression
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σ1(ω) =
1

ω2 + γ2

2πn0
i

ω

∑
ij

(
f(Ei, µ)− f(Ej, µ)

)

×

∣∣∣∣∣〈ψj|∂Veff∂r
|ψi〉

∣∣∣∣∣
2

δ(Ej − Ei − ω) (4.6)

where we have represented the matrix element in the acceleration gauge, the index i(j) corre-

sponds to the initial (final) state of the electron within the context of a photoexcitation of energy

~ω, and γ is a renormalization constant that accounts for a finite lifetime of the scattered state.

The renormalization constant is determined by forcing the following sum rule to be satisfied

∫ ∞
0

σff (ω)dω =
πe2n̄0

e

2me

(4.7)

where σff is the part of the conductivity arising from free-free transitions and me is the mass

of the electron [63, 101].

The conductivity is dependent on both the electronic wavefunctions and the spatial varia-

tion of the effective potential seen by the electrons. When comparing the optical conductivity

as calculated by the average atom model and the mean force model, we need only determine

the orbitals resulting from each potential and calculate the matrix element in Equation 4.6:

〈ψAAj |
∂V AA

eff

∂r
|ψAAi 〉 → 〈ψMF

j |∂V
MF

∂r
|ψMF
i 〉 (4.8)

Equation 4.6 can also be formulated with explicit dependence on the ionic structure factor

(see, for example, Ref [102]). When using the potential of mean force, the structure factor

is implicitly present in the structure of the potential and thus does not need to be explicitly

included in equation 4.6. In the V AA
eff calculation with explicit S(k) dependence, only the

free-free profile is modified by the ionic structure of the plasma, but the implicit inclusion of

ionic structure within the mean force potential means that both the continuum and bound states

are affected consistently by the other ions in the plasma. Except where otherwise noted, the
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average atom model results presented in this work set S(k) = 1 so that we can gain a clearer

understanding of the true importance of the plasma’s ionic structure.

So far we have presented the method for determining the real part of the optical conductiv-

ity, σ1, but in order to determine the opacity from this calculation we also require the imaginary

part of the conductivity, σ2. This can be obtained from the real part of the conductivity via a

Kramers-Kronig relation [63, 100]. With both the real and imaginary parts of the conductivity

available, we can determine the dielectric function ε via

ε(ω) = 1 + ı
4πσ(ω)

ω
(4.9)

where σ = σ1 + ıσ2 is the complex optical conductivity. With the complex dielectric function

determined, we can determine the index of refraction, n(ω) for the plasma

n(ω) =

√
<ε(ω) + |ε(ω)|

2
(4.10)

Finally we can use the index of refraction to determine the absorption coefficient α(ω)

which, in media where intensity loss from scattering can be ignored such as those we are

dealing with in this work, is equivalent to the opacity. The absorption coefficient is related to

the real part of the optical conductivity and the index refraction according to

α(ω) =
4πσ1(ω)

n(ω)c
(4.11)

where c is the speed of light in vacuum [63, 100].

Throughout this chapter, our calculations are done using the exchange-correlation func-

tional developed by Groth et al. [7] and is labeled “qmc17” in our figures.
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4.4 Results

4.4.1 DC Conductivity

Using the Kubo-Greenwood average atom and mean force formalisms as detailed in the pre-

vious section, we have calculated the optical conductivity at ω = 0, i.e. the DC conductivity.

We compare our results to the less approximate but costly DFT-MD calculations of Witte et

al. [8] in figure 4.1 as a function of temperature. The V AA
eff results generally show a significant

over-prediction of the DC conductivity compared to the DFT-MD results, however there is a

clear improvement in agreement as temperature increases. With explicit use of S(k) in the V AA
eff

calculation, we see worse agreement than when we set S(k) = 1.

When we compare the results of our calculation using the mean force scattering potential,

we see much better agreement with the DFT-MD results for the higher temperatures. Above

3 eV the mean force calculation has excellent agreement with both the HSE and PBE DFT-

MD results. The choice of exchange-correlation functional becomes less important to the DC

conductivity in this regime as the two DFT-MD results become practically indistinguishable.

We also see the dependence on exchange-correlation functional becoming less important at

higher temperatures in our results (not shown in the figure).

For both the V AA
eff and V MF calculations, we still see large discrepancies at temperatures

below 3 eV. This is possibly due to the renormalization of the Kubo-Greenwood integrals used

in both models, as described in the previous section. When we use the mean force scattering

potential in the relaxation time approximation as described in Reference [9], we see results that

stay consistent with the DFT-MD results even at low temperatures. The relaxation time approx-

imation does not use explicit renormalization, but is only applied to zero frequency calculations.

Given that the scattering potential is the same in our Kubo-Greenwood calculation and the re-

laxation time approximation, this adds credence to the argument that our Kubo-Greenwood cal-

culations have inaccurate behavior at low temperatures due to the renormalization introduced in

the formalism used. The renormalization becomes less important at higher temperatures where

the assumed Drude form used in the method is more physically representative of the system.
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4.4.2 AC Conductivity

In figure 4.2 we compare our calculations with DFT-MD simulations [8] for the AC conduc-

tivity of aluminum at solid density. For the low temperature case of .5 eV, the V AA
eff and V MF

calculations have qualitative agreement with the DFT-MD results. At 6 eV, V MF yields an

AC conductivity that is significantly different from V AA
eff , but without significantly improved

agreement with the DFT-MD results. As the temperature increases to 12 eV, the mean force

calculation becomes more similar to the DFT-MD results and is a marked improvement over

V AA at practically all frequencies.

Let us address the position of the 2p-free edge in the top inset of figure 4.2. Clearly

the V MF results are in poorer agreement with DFT-MD than the V AA
eff results. The choice of

exchange-correlation functional could cause a difference in eigenvalues which would present

itself as a frequency shift in the conductivity, though we expect that the results obtained using

qmc17 should be close to the DFT-MD results obtained with PBE, and the same functional is

used for both the V AA
eff and V MF calculations. Ideally we would use the same functional, but

it is not currently possible to use PBE in our code. The likely source of the differences in the

edge position seen in figure 4.2 could be the lack of self-consistency between V MF and the

resulting electronic states. This could lead to inaccurate eigenvalues for the electronic states

and thus could explain the shift in the spectra for V MF that we see.

There is also a difference in how we broaden our bound states compared to the DFT-MD

calculations. Specifically this leads to an apparently missing 2s to 2p bound-bound feature

(near 40 eV in the DFT-MD results) in our 12 eV temperature results in figure 4.2. Though

this transition is seen in our calculations, the method we have implemented for broadening the

bound states uses the average lifetime of the free states [63] and leads to an over-broadening

of the transition. With this method the transition is too weak to show up on the scale used in

figure 4.2. In the bottom inset of figure 4.2 we have forced the broadening of the bound states

to be such that the conductivity resulting from the 2s to 2p resonance is comparable to that of

Ref [8]. With this we see that our calculations do capture the bound-bound feature.
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4.4.3 Opacity

Deeply bound states are too tightly bound both spatially and energetically to see any signif-

icant changes due to ions in the plasma. High energy electrons see the surrounding ions as

perturbative and thus show no significant changes in their electronic structure. As such the

effects of ion correlations are most prominently seen in loosely bound states and low energy

continuum states. In figure 4.3 we show the opacity for aluminum at 10 eV and solid density

calculated with V MF , V AA
eff , and using the V AA

eff results for the bound-bound and bound-free

transitions with the V MF free-free transitions. This illustrates the relative impact of the ion

correlations on the free-free transitions as compared to the bound-bound and bound-free transi-

tions. Though use of V MF changes both the continuum and bound electronic states, we can see

in figure 4.3 that the matrix elements associated with transitions between or from bound states

are less affected by ion correlations, as expected from the above physical argument.

In figure 4.4 we show the opacity of deuterium plasma compared to the DFT-MD results

of Hu et al [10]. For all cases tested the V MF calculation yields results with improved agree-

ment to the DFT-MD calculation compared with the V AA
eff opacity. In particular, agreement in

the most non-degenerate case (5.388 g/cm3, 43.1 eV) is markedly improved, as was the case

for aluminum (12 eV). The opacity shown here for deuterium arises entirely from free-free

transitions in the plasma. The results in figure 4.4 and the previous results for AC and DC

conductivity indicate that the V MF calculation generally results in more accurate results for the

free-free transitions. However, for bound-bound and bound-free transitions it is not clear that

V MF leads to any improvement.

An important test of any opacity model is that the f-sum rule for the imaginary part of the

dielectric function is satisfied [103]

Z = lim
ω→∞

1

2π2n0
i

∫ ω

0

dω′ω′=ε(ω′) (4.12)

which can also be formulated in terms of the opacity, α, and the index of refraction, n, as

Z = lim
ω→∞

c

2π2n0
i

∫ ω

0

dω′n(ω′)α(ω′) (4.13)
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In figure 4.5 we have shown the integral in equation 4.12 as a function of ω for aluminum at

1 eV and solid density. We can see that the correct number of electrons is being approached

as ω → ∞ for both the V AA
eff and V MF calculations. The slight differences in the eigenvalues

between the two calculations causes a small shift in the frequencies where integer number of

electrons are reached, but otherwise the two calculations converge almost simultaneously to the

correct number of total electrons.

4.4.4 Temperature and Density Effects on Ion-Correlation Features

In figure 4.6 we see the mass absorption coefficient (the opacity divided by the plasma mass

density) for aluminum at various densities and temperatures. The influence of V MF on the

opacity is seen to have a complex relationship with the plasma environment. For solid density

aluminum, we see very little effect at 1 eV, but the ion correlations begin to significantly change

the free-free part of the opacity as the temperature is increased to 10 eV. When the temperature

further increases to 20 eV, the V MF results begin to approach the V AA
eff results once again. At

these higher temperatures, the electron’s thermal energy is so high that they begin to see the

fields from other ions in the plasma as weak perturbations.

Figure 4.6 also shows how the density influences the strength of ion correlations in the

plasma. Though we see little impact from V MF for the 1 eV, 2.7 g/cm3 case, use of V MF for

the 1 eV, .027 g/cm3 case shows a more significant effect on the opacity. At the highest tem-

peratures the influence of V MF is lessened as the electrons are less coupled to the surrounding

plasma. The low density cases are marked by larger spacing between the ions thus leading to

weaker coupling between the electrons and surrounding ions. Hence we expect the influence

of ion correlations to be weaker on the absolute opacity, though there can still be significant

impact on low-lying bound states which reappear in the low density cases. It is worth noting

that in figure 4.6, the mass absorption coefficient is shown and the low frequency features in

the .027 g/cm3 case are due to the reappearing of a state that did not exist in the higher density

system.

The plasma degeneracy factor, Θ, (the ratio of the thermal energy to the Fermi energy) and

the plasma coupling parameter, Γ, (the ratio of the average Coulombic coupling to the thermal
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Figure 4.5: We show the f-sum rule for the opacity as a function of frequency for aluminum
at 1 eV and solid density. The high frequency limit is the total number of electrons. The
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energy) are useful to quantify the plasma conditions where we see significant ion correlations.

We show these parameters for the cases presented in figure 4.6, but the importance of the ion

correlations do not follow any discernible trend among the degeneracy and plasma coupling

parameters. These parameters do not sufficiently characterize the system as to indicate when

ionic correlations at the level we account for them will be of relevance for optical properties.

In figure 4.7 we show the mass absorption coefficient for iron at various temperatures

and densities. By looking at the solid density (7.874 g/cm3), 3 eV and 10 eV cases, we can

see that the V AA
eff and V MF results are vastly different. The results of Fu et al. [104] show

that the DC conductivity for iron from 104 K to 3x104 K should be around 2x106 S/m, and

the experimental measurements of Powell give the conductivity of liquid iron at the melting

point to be approximately .719x106 S/m [105]. Our V MF results for iron at 3 eV are 5.30x106

S/m whereas the V AA
eff results are .046x106 S/m, indicating that the V MF calculations are more

accurate than the V AA
eff results in these lower temperature, solid density cases. The under-

predictive behavior of the V AA
eff results is also in line with similar results obtained for tungsten

and gold by Ovechkin et al [67] at low temperatures, where it was explained as being due to

not including ion correlations in their calculations, a conclusion supported by our results.

Finally we present the results of our calculation for iron at 182 eV and .4 g/cm3 in figure

4.8. This case was chosen because it corresponds to the conditions thought to describe the ex-

periment at Sandia’s Z machine, which shows a dramatic difference with current state-of-the-art

opacity calculations [12]. We do not see any significant difference between the V MF and V AA
eff

calculations for this density and temperature and certainly no differences that could account

for any of the discrepancies between the experiment and current high-fidelity opacity calcula-

tions. A comparison of the V AA
eff and V MF opacities at the wavelength range of the Bailey et

al. experiment is shown in figure 4.9. This qualitatively corresponds to similar findings using

a different model for the ion-correlations found by Krief et al. [11]. It is worth pointing out

however, that the effect of multiple scattering (i.e. a multi-center calculation) is not included

here, in either the average atom or potential of mean force approaches. To our knowledge, such

a calculation is not possible with current techniques.

105



10
2

10
3

10
4

10
5

10
6

10
7

10
2

10
3

10
4

10
5

10
6

AA
MF

10
-2

10
0

10
210

2

10
3

10
4

10
5

10
6

10
-2

10
0

10
2

Photon Energy (eV)

2.7 g/cm
3

.027 g/cm
3

M
as

s 
A

b
so

rp
ti

o
n
 (

cm
2
/g

)
1
 eV

1
0
 eV

2
0
 eV

(.0858, 50.90)

(.8532, 5.155)

(1.521, 3.639)

(14.01, .0251)

(21.05, .7395)

(32.53, .8016)

Figure 4.6: Mass absorption coefficient for various densities and temperatures of aluminum,
which is the opacity divided by the mass density of the plasma. The V AA

eff results are in black
with the V MF results in dashed green. The values of the electron degeneracy parameter, Θ, and
the plasma coupling parameter, Γ, are shown as (Θ,Γ) for each temperature and density.

106



10
3

10
4

10
5

10
6

AA
MF

10
3

10
4

10
5

10
6

10
-2

10
0

10
2

10
410

3

10
4

10
5

10
6

10
-2

10
0

10
2

10
4

Photon Energy (eV)

M
as

s 
A

bs
or

pt
io

n 
(c

m
2 /g

)

7.874 g/cm
3

.07874 g/cm
3

(.1064, 135.2) (9.055, .4724)

(.3538, 40.82) (14.44, 1.293)

(.8768, 10.73)
(20.76, 1.7413)

3 eV
10 eV

20 eV

Figure 4.7: Mass absorption coefficient for various densities and temperatures of iron. The
V AA
eff results are in black with the V MF results in dashed green. The values of the electron

degeneracy parameter, Θ, and the plasma coupling parameter, Γ, are shown as (Θ,Γ) for each
temperature and density. The low temperature, solid density results show that the average atom
calculation has difficulties fully capturing the free-free opacity.

107



0 200 400 600 800 1000 1200 1400 1600
Photon Energy (eV)

10
1

10
2

10
3

10
4

10
5

O
p
ac

it
y
 (

cm
-1

)

AA
MF

Figure 4.8: We show the calculation of the iron opacity at 182 eV and .4 g/cm3. The differences
between the V AA

eff and V MF calculations are small, and only has appreciable difference in the
400 eV to 800 eV range, though we see far less of a significant difference in this frequency
range when compared to Krieff et al [11].

108



8 9 10 11 12
Photon Wavelength (Å)

10
1

10
2

10
3

10
4

10
5

O
pa

ci
ty

 (
cm

-1
)

AA
MF

Figure 4.9: We show the calculation of the iron opacity at 182 eV and .4 g/cm3 in the range
accessible by the Bailey et al. experiment [12]. The differences we see between the two calcu-
lations are negligible compared to the discrepancies highlighted by the experiment, indicating
that the effect of ion correlations does not account for the missing opacity. Since the average
atom model cannot resolve individual ion stages, there is no meaning in directly comparing to
the experimental data.

109



Though our findings qualitatively agree with Krief et al. for iron in the energy range of

the Sandia experiment, they see a distinct difference in opacity between their ion sphere and

ion correlation models at lower frequencies. The ion correlation model used in Reference [11]

was developed by Rozsnyai [106] and involves a self-consistent calculation in which there is

a significant change to the system chemical potential as compared to an average atom calcu-

lation. In contrast, our mean force calculation preserves the chemical potential and hence the

state occupations of the underlying average atom calculation but uses the mean force scattering

potential in the matrix elements used to determine the optical properties of the plasma. Since

our calculation also preserves the ionization determined by the average atom model, it is not

surprising that we see significant differences in our calculation versus that of Reference [11],

especially in the free-free and bound-free transitions corresponding to the loosely bound states.

4.5 Conclusion

We have presented the calculation of plasma conductivity and opacity in the Kubo-Greenwood

formalism with the effects of ion-correlations accounted for using the model developed by Star-

rett [9]. We see that ion-correlations can have a significant impact on the free-free transitions

that dominate the DC conductivity and the opacity at low frequencies. Our V MF DC conduc-

tivity calculations show improved agreement with high-fidelity DFT-MD calculations [8] of

aluminum for most plasma conditions as compared to calculations using the V AA
eff scattering

potential in the Kubo-Greenwood matrix elements. The results for the AC conductivity are

less clear, but V MF generally shows greater agreement with DFT-MD simulations compared to

V AA
eff .

The results for the deuterium plasma show that the opacity has improved agreement with

DFT-MD calculations through the use of V MF over V AA. The opacity in this plasma is purely

due to free-free transitions. Given the improvements seen using V MF to calculate the DC

conductivity, which is also caused by free-free transitions, the data show that use of V MF gen-

erally results in a more accurate representation of optical properties in systems where free-free

transitions dominate. However, no obvious improvement is observed for bound-bound and

bound-free transitions. This is likely due to the fact that the V MF states are not determined
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self-consistently, which would lead to shifts in the bound-bound and bound-free transition fre-

quencies. A self-consistent determination of V MF and its associated electronic structure would

require a new model and is beyond the scope of this work. In Shaffer et al.’s [100] determi-

nation of the free-free opacity, two different model potentials were required to determine the

opacity in deuterium and aluminum, the pseudoatom and average atom potentials, respectively.

Our work shows that we can obtain reasonable results for the free-free opacity through use of

V MF regardless of the system under study.

For the temperatures and densities where ion correlations are significant, we see that using

V MF to determine the opacity has a significant impact on the free-free profile, while it has a

weak effect on the bound-free and bound-bound profiles. The V MF and V AA
eff calculations are

both shown to give reasonable results and satisfy the f-sum rule for the cases tested.

The relative importance of the ion-correlations is shown to depend on the plasma environ-

ment, with the effect generally becoming smaller in low density or high temperature plasmas.

When assessing the relative importance of the correlations for iron at the conditions measured

by Bailey et. al [12], we see no appreciable difference between the standard average atom

calculation and the mean force calculation. This indicates that ion-correlations, accounted for

at the level of our current model, cannot explain the discrepancy between the experimental

measurements and modern opacity calculations.
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Chapter 5

Ion-ion dynamic structure factor of warm dense mixtures

5.1 Abstract

The ion-ion dynamic structure factor of warm dense matter is determined using the recently

developed pseudo-atom molecular dynamics method [Starrett et al. Phys. Rev. E 91, 013104

(2015)]. The method uses density functional theory to determine ion-ion pair interaction po-

tentials that have no free parameters. These potentials are used in classical molecular dynamics

simulations. This constitutes a computationally efficient and realistic model of dense plasmas.

Comparison with recently published simulations of the ion-ion dynamic structure factor and

sound speed of warm dense aluminum finds good to reasonable agreement. Using this method,

we make predictions of the ion-ion dynamical structure factor and sound speed of a warm dense

mixture – equimolar carbon-hydrogen. This material is commonly used as an ablator in inertial

confinement fusion capsules, and our results are amenable to direct experimental measurement.

5.2 Introduction

Typically, warm dense matter refers to plasmas that have temperatures of 1-100 eV and are

1-100 times solid density. It is a state of matter that exists in the interiors of giant planets [107],

in the envelopes of white dwarfs [108], and in inertial confinement fusion experiments [109].

Due to the strong electron-electron, electron-ion and ion-ion interactions, it is very challenging

to model. The last few years have seen an increased interest in modeling warm dense plasma

mixtures, which occur in many systems of interest in nature and the laboratory. Ab initio
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simulation methods have been applied to the calculation of the equation of state and transport

properties of D-T mixtures [110], LiH [111], and a variety of C-H mixtures [112, 113, 114].

The ion-ion dynamic structure factor embodies the space and time correlations of the ionic

positions in the plasma. From it, one can in principle extract macroscopic information on

state of the plasma, including the adiabatic sound speed and thermal diffusivity, which are

essential input quantities for hydrodynamic simulations of plasmas. Predicting the ion-ion

dynamic structure factor in warm dense matter has been the subject of a number of recent

publications [14, 13, 115, 116]. Its measurement using free-electron lasers [117, 118] is an

imminent possibility, and will represent an unparalleled test of current models.

To date, predictions of the ion-ion dynamical structure factor Sαβ(k, ω) from simulations

of warm dense matter have been made using either density functional theory (DFT) molecu-

lar dynamics (MD) [14, 13], or with classical molecular dynamics using model ion-ion pair

interaction potentials with adjustable parameters [115, 14]. The former method, DFT-MD, is

the state-of-the-art approach for modeling warm dense matter but suffers from being extremely

expensive; typically a calculation at a single density-temperature point requires the use of mas-

sively parallel supercomputers. This limiting factor is particularly acute for the calculation of

Sαβ(k, ω) since its evaluation suffers from numerical noise that can only be reduced by using

long simulations and thousands of particles [116]. So far, DFT-MD simulations for Sαβ(k, ω)

in the warm dense matter regime have been limited to hundreds of particles, relatively short

simulation times, and to pure aluminum plasmas. In contrast, the relatively inexpensive pair

potential based classical molecular dynamics simulations [115, 14] can use thousands of par-

ticles and long simulation times. However, their predictive capability is limited by their para-

metric potentials that are tuned so that the results match DFT-MD calculations [14]. Moreover,

such matching has been shown to be problematic [119].

Recently, it has been shown that reliable, and parameter free, ion-ion pair interaction po-

tentials can be calculated with DFT-based approach called pseudo-atom molecular dynamics

(PAMD) [43]. These pair potentials are not tuned to DFT-MD simulations, but are the re-

sult of DFT-based average atom calculations. The average atom calculations proceed rapidly,

and for a given plasma density, temperature and composition, pair potentials can be quickly
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generated without high-performance computing resources. These pair potentials have already

been shown to give equation of state, diffusion coefficients and pair distribution functions in

excellent agreement with DFT-MD simulations [28, 1, 43]. In this chapter we use PAMD to

make the first predictions of Sαβ(k, ω) in warm dense matter based on a parameter-free pair

potentials. We compare to Kohn-Sham based DFT-MD simulations for aluminum [13], finding

good agreement, and to Thomas-Fermi based DFT-MD simulations finding reasonable agree-

ment. This is a further, very stringent test of the quality of the pair potentials obtained with

this method. The result shows that accurate predictions of Sαβ(k, ω) in warm dense matter

using parameter-free pair potentials in MD simulations are possible. Due to the vastly reduced

computational expense, this opens the door to wide-ranging explorations of the ionic structure

of dense plasmas, including mixtures, that can both guide and be tested by experiments [118].

Here we use PAMD to show that in the hydrodynamic limit of k → 0 our predictions

for the dynamic structure factor for aluminum recover the known hydrodynamical form. We

then make predictions for Sαβ(k, ω) and the adiabatic sound speed of warm dense plastic (CH),

which is commonly used as an ablator material in inertial confinement fusion capsules [120].

We extract the sound speeds from each component of the dynamic structure factor and show

that in the hydrodynamic limit they converge to a common value – as they should. Finally, the

quasi-elastic electron-electron dynamic structure factor is calculated from Sαβ(k, ω). Such a

quantity is in principle directly accessible in X-ray scattering experiments [117].

5.3 Methods

In pseudo-atom molecular dynamics (PAMD) the electronic density of the plasma for a given

set of nuclear positions is constructed through a superposition of spherically symmetric pseudo-

atom electron densities that are identical for all ions of a given species. The pseudo-atom

density contains contributions from bound electrons (together with the nucleus, they form the

ion) and the electrons that screen the ion [43]. The pseudo-atom electron densities are found

using DFT [28, 1, 121], for which we use the Dirac exchange functional [61]. By applying

the integral equations of fluid theory to the plasma [28, 121], one can determine the ion-ion

pair interaction potentials. These pair potentials are uniquely determined by the pseudo-atom
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electron densities; there are no adjustable parameters or assumed functional form. The nuclear

positions are found with classical molecular dynamics using these pair potentials. The only

inputs to PAMD are the plasma density, temperature and composition (i.e. atomic masses,

nuclear charges and the number fractions of the species). Our classical MD simulations are

carried out in the micro-canonical ensemble. The simulations are guided to equilibrium using

velocity rescaling to achieve the target temperature; no thermostat is used during the production

phase. Due to the short range nature of the pair interaction potentials for the systems considered

here there is no need to use the Ewald summation technique. Specific simulation parameters

are given for each calculations presented in section 5.4.

The dynamic structure factor is evaluated by first calculating the Fourier transform of the

ionic number density

nα(k, t) =
Nα∑
i=1

exp(ık · ri(t))

where there are Nα ions of species α in the simulation with positions ri(t) at time t. The

intermediate scattering function is then constructed

Fαβ(k, t) =
1√
NαNβ

〈nα(k, t)nβ(−k, t)〉

where the angular brackets imply an average of directions as well as the ensemble average.

Finally, the dynamic structure factors are the time Fourier transforms of Fαβ(k, t)

Sαβ(k, ω) =
1

2π

∞∫
−∞

dt exp(ıωt)Fαβ(k, t)
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5.4 Results

5.4.1 Aluminum plasmas

In figure 5.1 we compare PAMD calculations of Sαβ(k, ω) to QMD1 results [13] for an alu-

minum plasma at 3.5 eV and 5.2 g/cm3. For the smallest k-vectors2 both calculations predict a

strong ion acoustic (Brillouin) peak, and a small central diffusive (Rayleigh) peak. This is also

where the quantitative agreement of the two approaches is at its worst. Increasing k to values

corresponding to the first peak in the static structure factor (see figure 5.5), and beyond, the

agreement improves and both methods recover the free particle limit (a Gaussian) at the largest

k value.

In figure 5.2 we show the dispersion relation ωs(k) of the ion acoustic peak for the same

aluminum plasma compared to the QMD results of [13], and the corresponding sound speed

cs = ωs/k. The scatter in the QMD data is partly a result of suppression of long time oscilla-

tions in F (k, t) using a Gaussian window function [13] with two different choices of the decay

time scale. These long time oscillations must also be damped in the PAMD simulations; we

apply the method described in [122]. The combination of this method as well as long and large

PAMD simulations result in very little numerical noise in ωs and cs. The PAMD simulations

predict a slightly larger sound speed (15.0 km s−1) than the QMD simulations (12.5–14 km

s−1), but the overall agreement is good.

The differences in the predicted S(k, ω) from the two methods (PAMD and QMD) are

likely to be caused by a combination of numerical limitations and physical approximations.

The well-converged PAMD simulations used 10,000 particles for a total simulation time of

0.36 ns 3. In contrast, the QMD simulations of [13] used 256 particles for a total simulation

time of 3.08 ps. Due to the expensive nature of the QMD simulations convergence tests using

a larger number of particles and longer simulations are impractical. We verified that PAMD

simulations using 256 particles and 3.08 ps do not significantly change the resulting sound

1QMD – Quantum Molecular Dynamics, refers to Kohn-Sham DFT-MD simulations.
2The use of periodic boundary conditions in both QMD and PAMD restricts the k values that are accessible to

each simulation, hence the slight differences in the k values in figure 5.1.
3We used a cubic simulation cell with a time step of 0.95 fs.
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speed, although it becomes much noisier (figure 5.2). However, QMD and PAMD should have

different size effects due to the different methods involved. A modest reduction of ∼ 2.5% in

the PAMD cs was found when the Dirac exchange potential was replaced by a finite temperature

exchange and correlation potential in the local density approximation [79]. One the other hand

the QMD simulations [13] used a generalized gradient approximation [123]. Other physical

approximations that may affect the results include the superposition approximation in PAMD,

and the use of a pseudopotential in the QMD simulations [13]. We note that PAMD does

not use a pseudopotential; bound states are treated in the same way as the continuum states.

In summary the agreement between the methods is good, given the very different approaches

used.

In figure 5.3 we show the static structure factor and S(k, ω) for an aluminum plasma at

2.7 g/cm3 and 5 eV. Both Thomas-Fermi (TF) and Kohn-Sham (KS) PAMD results are shown

and compared the DFT-MD simulations of White et al. [14]. The simulations of White et al.

used the Thomas-Fermi functional and a pseudopotential derived by inverting the Kohn-Sham

equations for bulk aluminum [124]. This effectively corrects the poor behavior of TF-DFT-MD

at low temperatures by recovering the proper limit, and makes the TF-DFT-MD behave like KS-

DFT-MD at low temperature. The KS and TF-PAMD results are similar, and there is reasonable

agreement with the TF-DFT-MD results of White et al. However, the agreement is worse than

for the KS-DFT aluminum plasma shown in figure 5.1. In particular, PAMD gives a smaller

value for S(k, ω = 0) than the results of White et al and higher frequencies for the acoustic

peak at small k values. The corresponding sound speeds and dispersion relations for are shown

in figure 5.4. TF-PAMD predicts an adiabatic sound speed of 12.7 km/s compared to 10.4 km/s

from TF-DFT-MD. Our PAMD simulations used 5000 particles in a cubic simulation cell with

a time step of 0.84 fs for a total simulation time of 1.34 ns. In contrast the TF-DFT-MD result

used 864 particles with a time step of 0.25 fs for a simulation time of 1.5 ps. The most likely

source of the differences observed in figure 5.3 is either the superposition approximation in

PAMD or the pseudopotential in TF-DFT-MD.

In summary, the comparison of PAMD to KS- and OF-DFT-MD simulations of Sαβ(k, ω)

and the corresponding sound speed reveals good to reasonable agreement. The differences are
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and C-H at various fixed values of k.
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most likely due to physical approximations: the superposition approximation in PAMD, the

pseudopotentials in KS- and OF-DFT MD, and the difference choices of exchange and corre-

lations potentials. Numerical limitations of the much more expensive DFT-MD methods may

play a part. The dynamic structure factor Sαβ(k, ω) is a very sensitive test of the forces on the

ions. That a parameter-free pair potential method (i.e. PAMD) attains the level of agreement

seen with the DFT-MD methods is quite remarkable, and supports the underlying assump-

tions of PAMD. These comparisons also give us confidence that predictions of Sαβ(k, ω) with

PAMD are reasonably accurate and that PAMD can be used as a relatively inexpensive tool for

investigating Sαβ(k, ω) in warm dense matter.

In figure 5.5 we show S(k, ω) for an aluminum plasma at 3.5 eV and 5.2 g/cm3 at small k

values. For the smallest k value available from the simulation (k = 0.143Å−1) we use a least

squares fit to the hydrodynamical form of the dynamic structure factor [125]:

SH(k, ω) =
S(k)

2π

[(
γ − 1

γ

)
2DTk

2

ω2 + (DTk2)2

+
1

γ

(
Γk2

(ω + cs k)2 + (Γ k2)2
+

Γk2

(ω − cs k)2 + (Γ k2)2

)]
(5.1)

The four parameters of this fit are γ = cP/cV , the ratio of specific heats, DT , the thermal

diffusivity, Γ, the sound attenuation coefficient which is related to the kinematic viscosity [125]

and cs, the adiabatic sound speed. In principle, fitting the form (5.1) to the small-k Sαβ(k, ω)

provides all four material properties. For reference the values of the four fit parameters found

for this case are (in atomic units) γ = 1.18, DT = 1.68× 10−2, Γ = 3.21× 10−3 and cs =

6.84×10−3. The agreement between the PAMD S(k, ω) and the fit is very good. Keeping these

parameters fixed, but increasing k we can see that the hydrodynamical fit starts to deviate from

the calculated curves, with noticeable differences for k ∼> 0.3Å−1.

5.4.2 Carbon-hydrogen Plasma

We now turn to Sαβ(k, ω) for a carbon-hydrogen mixture relevant to inertial confinement fusion

experiments [113]. Figure 5.6 shows the PAMD SCC(k, ω), SHH(k, ω) and SCH(k, ω) for

an equimolar carbon - hydrogen mixture at 10 eV and 10 g/cm3. Bonds can occur in CH
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Figure 5.7: Elastic part of the electron-electron dynamic structure factor for CH at 10 eV and
10 g/cm3. The k-values and line labels in this figure and inset are the same as in figure 5.6.
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plasmas at lower temperature and density [113]. We have previously shown that the ion-ion pair

interaction potentials used in PAMD result in static structure predictions that agree well with

QMD calculations under similar conditions for a carbon-hydrogen mixture [121], consistent

with the complete breakup of bonds found in [113]. The PAMD simulations here used a total

of 8,000 particles and a total simulation time of 0.12ns in a cubic simulation box with time

step of 0.068 fs. The partial structure factors Sαβ(k) for the CH plasma (figure 5.6, top panel)

shows that the hydrogen ions are uncorrelated, the carbon ions are moderately coupled, and

that there is no sign of incipient bonding in the system. The partial dynamical structure factors

Sαβ(k, ω) reveal significantly different behavior of the carbon and hydrogen ions. The H-H

diffusive peak is ∼10 times larger than that of C-C, owing to the much lower mass and charge

(i.e. coupling) of the hydrogen. For the same reason the acoustic peak of SHH(k, ω) is always

at a higher frequency than for SCC(k, ω).

X-ray scattering experiments measure the double-differential cross section which is pro-

portional to the total electron structure factor [126]. For small ω the dominant contribution to

this is from quasi-elastic scattering by the bound and screening electrons. This is related to the

ion-ion dynamic structure factors by [126, 127, 128, 121]

Selee(k, ω) =
∑
α,β

√
xαxβn

PA
α,e (k)nPAβ,e (k)Sαβ(k, ω) (5.2)

where the sums are over species index, xα is the number fraction of species α and nPAα,e (k) is

the Fourier transform of the pseudo-atom electron density for species α [121, 128]. The result

for the carbon-hydrogen mixture is shown in figure 5.7. Unlike the pure aluminum cases, the

central diffusive (Rayleigh) peak is comparable in magnitude to the acoustic peak at small k.

This is due in roughly equal parts to the larger value of S(k) for CH compared to that for Al

(see equation (5.1)), and a larger value of the ratio of specific heats γ.

The dispersion relations and corresponding sound speeds extracted from SCC(k, ω) and

SHH(k, ω) are shown in figure 5.8. As k → 0 these sound speeds converge to a common value,

as they should in the hydrodynamic limit. Even with these large simulations, at the smallest k

value available the two sound speeds still differ by∼ 8%; their average value predicting a sound
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speed of 41.3 km s−1. For comparison, we also show the dispersion relations and sound speeds

for pure hydrogen and pure carbon plasmas at the same density and temperature as the mixture.

Also shown in figure 5.8 is the dispersion relation and sound speed extracted from Selee(k, ω).

Qualitatively this follows the carbon-carbon result but is shifted to larger sound speeds.

As k increases from the hydrodynamic limit the sound speeds for hydrogen and carbon

split into fast (H) and slow (C) sounds, with hydrogen showing a slight positive dispersion (fig-

ure 5.8). This phenomenon, known as “fast sound”, was first predicted in molecular dynamics

simulations of liquids [129] and later observed in neutron scattering experiments on a cryogenic

He-Ne mixture [130] and in a low-density, hot Be-Au plasma [131]. To our knowledge, this is

the first time the fast sound phenomenon has been predicted in the warm dense matter regime.

This effect arises as a consequence of transitioning from the hydrodynamic to kinetic regimes

[132], where the behavior of particles of each species is less collective and reflects more their

different masses and interaction potentials.

5.5 Conclusions

In conclusion, we have demonstrated that the recently developed pseudo-atom molecular dy-

namics simulation method for warm dense matter can be used to investigate the ion-ion dy-

namic structure factor, giving results that agree well with the much more computationally ex-

pensive KS-DFT-MD methods. A comparison with TF-DFT-MD simulations also gave reason-

able agreement. These comparisons give us confidence that PAMD can be used as reasonably

accurate and relatively inexpensive tool to investigate the properties of Sαβ(k, ω) in warm dense

matter. In the hydrodynamic limit, the known form of the ion-ion dynamic structure factor is

recovered by PAMD simulations for an aluminum plasma. We have used PAMD to make pre-

dictions of the ion-ion dynamic structure factor and the adiabatic sound speed of a warm dense

mixture of carbon and hydrogen. From these we have calculated the quasi-elastic part of the

electron-electron dynamic structure factor, a quantity that is measurable in X-ray scattering

experiments.
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Chapter 6

Linear Response Time-Dependent Density Functional Theory Applied to Absorption
Cross-sections

As the previous chapters of this work have demonstrated, density functional theory provides a

strong formalism for describing multi-electron systems using the simpler, single-particle Kohn-

Sham framework as opposed to the oft intractable full solution of the many-particle Schrodinger

equation. The work in this chapter describes the time-dependent density functional theory

(TD-DFT) in its linear response formulation and our use of the TD-DFT techniques to evolve

the ground state electron density obtained by Tartarus. Specifically for this chapter, the TD-

DFT framework provides a rigorous extension of DFT to the study of time-dependent photo-

excitation events within the Tartarus average atom model.

The work detailed in Chapter 4 showed the independent particle response of electrons

exposed to an incident photon. The independent particle response is marked by describing

an electron’s transition from one state in its unperturbed system to another state in the same

unperturbed system. Clearly this picture does not capture all of the physics of an absorption,

as the electrons in a system should exhibit a correlated motion in response to any perturba-

tion. TD-DFT allows us to study the way that the entire multi-electron system responds to a

perturbation, which formally would include transitions of the ground state to all possible ex-

cited states. With the entire correlated response accounted for by a time-dependent approach,

we can obtain dynamic results that often show significant differences from the independent

particle results. Not only does this allow us to better describe the photo-excitation process in

our system, it also helps us to understand in what frequency regimes the electrons exhibit the
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most exchange-correlation (xc) effects (i.e. where the independent particle description is least

reliable is where the electrons of the system are most strongly correlated).

Before giving an overview of the linear response TD-DFT formalism applied in this chap-

ter, it is useful to broadly give the history of this topic. After the initial KS-DFT formalism

was firmly grounded by theoretical proofs and results demonstrating good agreement with ex-

periments, the application of DFT became widespread and applied to a vast number of many-

electron systems in their ground state. It is no surprise that there was also interest in utilizing

DFT for the study of dynamic systems, and the first attempts at this were done by Ando [133],

Peuckert [134], and Zangwill and Soven [135]. These works involved mapping the response

of the electron density in a time-dependent potential into a system of independent particles

each responding to an effective time-depenent potential (which was in general different from

the actual perturbing potential). Ando’s work involved specifically studying the line-shapes

of transitions within the surface of a silicon system. Peuckert provided a detailed formalism

with explicit time-dependence and applied this to a test-study of helium. Zangwill and Soven’s

work recast the formalism into a frequency-space representation involving a self-consistent de-

termination of the effective time-dependent potential. Their work had considerable impact as

the frequency-space formalism they presented was more readily applicable to a variety of sys-

tems of interest than the explicit time approaches (mainly due to the relative simplicity of the

frequency response approach, in terms of both computational implementation and theoretical

formulation). Zangwill and Soven demonstrated excellent agreement with experimental results

for neutral, rare gases, when in the past independent particle calculations showed signficant dis-

crepancy with the experiments. Each of these foundational studies was carried out with sound

physical intuition, but no formal theorem analogous to the Hohenberg-Kohn or Kohn-Sham

theorems existed.

With such promising results from these initial studies, there became a need for a formal

continuation of the theorem of DFT into the time-dependent regime. For the interested reader,

a brief overview of the foundational DFT model and some approapriate references are given in
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Chapter 1.2.1 of this work. To restate this problem, the need was to have a theorem which de-

scribed a one-to-one correspondence between an external time-dependent potential and a time-

dependent electron density (in analogy to the first Hohenberg-Kohn theorem). Further, there

was need to show that these time-dependent densities could be recast into a system of inde-

pendent quasi-electrons in single-particle time-dependent states of an effective time-dependent

potential (in direct analogy to the Kohn-Sham DFT formalism). The first attempts at formaliz-

ing TD-DFT in these ways came from using specific forms of time-dependent potentials from

Deb and Ghosh [136] and Bartolotti [137, 138]. Deb and Ghosh formed a rigorous description

of TD-DFT using periodic potentials, whereas Bartolotti did the same for potentials describing

adiabatic processes. The general formulation for TD-DFT was completed by Runge and Gross

in 1984 [139]. Further refinements of the theory to apply for all causal time-dependent external

potentials (i.e. all physical potentials) were added by van Leeuwen in 1999 [140]. There were

many other contributions towards the rigorous demonstration of TD-DFT’s validity for a vari-

ety of mathematically complex situations. We direct the interested reader to the review article

by Marques and Gross (reference [141]) for more details on the refinement of the proofs of the

TD-DFT theorems.

Modern efforts in TD-DFT have spread into diverse fields of study, with real-time TD-DFT

methods studying non-perturbative laser interactions with matter, the use of time-dependent

calculations to inform the static ground state exchange-correlation functionals, and the study of

large systems such as solids [142]. Some studies of solids require a formalism extended even

beyond TD-DFT to time-dependent current-density functional theory, originally developed by

Vignale and Kohn [143]. Even with the many various applications and adaptation of TD-DFT

in use today, the vast majority of applications for TD-DFT are in spectroscopic fields. This

includes photoabsorption spectra and the study of excitation energies normally unaccessable by

ground state DFT calculations. Most of these applications can be studied with the frequency-

space representation of TD-DFT (largely unchanged from its first implementation by Zangwill

and Soven) and the modest size of the systems means that knowledge of the ground state XC

potential is sufficient for most purposes (the so-called adiabatic local density approximation)

[142].
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This chapter will describe our intial efforts in developing a TD-DFT code for use with the

Tartarus ground state electron density. We will begin with a broad overview of the theoretical

description of the TD-DFT formalism, with focus on the linear response approximation and

the frequency-space application to photon perturbations. In order to show that we are able to

achieve reasonable results with our code, we compare to previously published data, including

experimental and theoretical results. First we compare to the foundational results for neutral

rare gases, originally studied by Zangwill and Soven. Next we compare to results for finite-

temperature systems. Finally we provide a brief conclusion that includes our thoughts on future

work using TD-DFT.

6.1 Theoretical Overview of Linear Response TD-DFT

Our main interest in this work is to study the evolution of a many-electron system exposed

to an exciting photon. These photons can be considered weak electric fields oscillating at the

photon frequency. The weak electric field of a photon allows us to treat the photon’s interaction

with the system as a perturbation, and the total induced dipole moment from the perturbation

can be used to obtain the absorption cross-section. For many purposes, knowing the linear

response (i.e. the response of the system that has the same characteristic frequency as the

perturbation) of the system is sufficient. Fortunately for our purposes, we can obtain exact

expressions for the linear response of a system whose ground state density is described by

Kohn-Sham orbitals. This section will give a broad overview of the linear response description

of the TD-DFT formalism, and we follow standard prescriptions that show up in many other

sources (e.g. references [142], [141]).

6.1.1 Linear Density Response

We consider a system at rest in its ground state. At t = 0 some time-dependent perturbation

occurs which illicits a time-dependent response in the electron density. Under this description

the external potential (i.e. the potential due to nuclei and photons) can be represented as the

sum of the static external potential and the time-dependent perturbation:
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Vext(~r, t) = Vext,0(~r) + δVext(~r, t) (6.1)

where Vext,0 is the external potential associated with the ground state system and δVext is the

time-dependent potential associated with the perturbation to the ground state. Since the central

tenet of TD-DFT is that the external potential fully defines the time-dependent electron density

(and vice versa), we can represent the time-dependent density as a Taylor series:

n(~r, t) = n0(~r) + δn1(~r, t) + δn2(~r, t) + · · · (6.2)

where the linear response is defined by truncating the expansion after the second term, δn1.

Following from standard response theory and in accordance with the one-to-one correspon-

dence of the external potential to the time-dependent density, we can write the density response

as

δn1(~r, t) =

∫ ∞
0

dt′
∫
d~r′χ(~r, ~r′, t, t′)δVext(~r′, t

′) (6.3)

where χ is a susceptibility function equivalently defined, as in typical response theory, as the

change in the density with respect to the external potential:

χ(~r, ~r′, t, t′) =
δn(~r, t)

δVext(~r′, t′)

∣∣∣∣∣
Vext=Vext(~r′,0)

(6.4)

and where the δ notation in equation 6.4 is used to denote the functional derivative of the

electron density with respect to the total external potential. This susceptibility function, using

perturbation theory, can also be written in terms of the ground state multi-electron wavefunction

(i.e. Ψ0), the multi-electron wavefunctions associated with all possible excited states of the

system (i.e. Ψi), and the frequency ω associated with the linear response obtained after Fourier

transforming with respect to time (specifically with respect to the difference in time between
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events, t− t′):

χ(~r, ~r′, ω) =
∑
i

[
〈Ψ0|n̂(~r)|Ψi〉〈Ψi|n̂(~r′)|Ψ0〉

ω + E0 − Ei + iδ
− 〈Ψ0|n̂(~r′)|Ψi〉〈Ψi|n̂(~r)|Ψ0〉

ω + Ei − E0 + iδ

]
(6.5)

where the sum runs over all excited many-body states (ostensibly an infinite number of states),

n̂ =
∑N

j=1 δ(~r − ~rj) is the density operator with the sum running over all electrons in the

system and δ being the Dirac delta function, ω is the frequency of the perturbing photon (or

more generally, the principal frequency associated with the perturbing potential), δ is a positive

infinitessimal, and E is the energy associated with the many-body states, Ψ [135, 142].

6.1.2 Time-Dependent Kohn-Sham Equation

Up until now in this chapter, we have presented the exact formulation of the density response

to a perturbation, but these obviously assume complete knowledge of the many-body ground

and excited states as full-solutions to the Schrodinger or Dirac equations. The exact many-

body wavefunctions for the ground state and excited states are all but impossible to obtain

for most systems. Just as DFT circumvents the need for these wavefunctions by recasting the

many-body system into an effective non-interacting particle system, we can do the same for

the time-dependent system. The so-called time-dependent Kohn-Sham (TDKS) equation can

be written as

i
∂ψj(~r, t)

∂t
=

[
−∇2

2
+ VKS[n(~r, t);n0(~r)](~r, t)

]
ψj(~r, t) (6.6)

where ψj are the non-interacting KS electron states, and VKS is the effective one-body potential

(which is a functional of both the density at time t and the ground state density, n0), defined as

VKS[n(~r, t);n0(~r)](~r, t) = Vext[n(~r; t);n0(~r)]+

∫
d~r′

n(~r′, t)

|~r − ~r′|
+Vxc[n(~r, t);n0(~r)](~r, t) (6.7)

where Vext is the external potential, the second term is the classical Hartree potential associated

with repulsion between the electrons, and Vxc is the Kohn-Sham potential that contains all of the

exchange-correlation information not contained within the other two terms. Just as in ground
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state DFT, Vxc must generally be approximated for realistic systems. It is worth reiterating a

major point of TD-DFT here: the potential Vext is a functional of the present density (n(~r, t))

and the ground state density (n0(~r)) because there is a one-to-one correspondence between the

external potential and the electron density according to the Runge-Gross theorem [139]. The

final expression needed to complete the TDKS equations is the correspondence between the

KS states and the time-dependent electron density:

n(~r, t) =
N∑
j=1

fj

∣∣∣ψj(~r, t)∣∣∣2 (6.8)

where fj are the occupations of the j-th state. Equations 6.6, 6.7, and 6.8 together represent the

recasting of an interacting N electron system into a system of N non-interacting quasiparticles

in an effective time-dependent potential, and together the three equations can be solved self-

consistently along with a time-propagation to solve for the time-dependent density.

It should be stated here that the density obtained by equation 6.8 is the true many-body

electron density if the exact form of Vxc is known. This is of course analogous to ground state

DFT, where decades of work has been carried out to find accurate exchange-correlation func-

tionals. Likewise, in most cases it is a lack of knowledge of Vxc(~r, t) that limits the usefulness

of TD-DFT methods.

6.1.3 TDKS Linear Response

With the basics of linear response and the TDKS formalisms detailed in the previous two sub-

sections, we have the theoretical basis needed to fully describe the frequency-space linear re-

sponse calculations as developed by Zangwill and Soven [135]. The linear response description

detailed in 6.1.1 is presented with explicit time-dependence for ease of understanding, and the

TDKS equations in 6.1.2 likewise are represented with explicit time-dependence. Though the

TDKS expressions can be solved with explicit time-dependent methods (and in some applica-

tions this is done), the linear response formalism lends itself to often be easily solved with a

frequency-dependent method. As we can see from equations 6.5 and 6.3, for small perturba-

tions there is a relatively straightforward means of determing the induced density if one knows
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all of the many-body wavefunctions for the ground and excited states. Since this is impractical,

we can combine the TDKS procedures with the linear response formalism to recast the solution

of the induced density in terms of a non-interacting system.

Combining the procedures in 6.1.1 and 6.1.2, we can see that the exact linear density

response can be written as

δn1(~r, t) =

∫ ∞
0

dt′
∫
d~rχ0(~r, ~r′, t, t′)δVKS(~r′, t′) (6.9)

where δVKS = VKS − V ext
0 and with

χ0(~r, ~r′, t, t′) =
δn(~r, t)

δVKS(~r′, t′)

∣∣∣∣∣
VKS=VKS(~r′,0)

(6.10)

Since χ0 is associated with non-interacting Kohn-Sham systems, when expressed analogously

to equation 6.5, we obtain a simplified expression in terms of non-interacting KS states associ-

ated with the ground state:

χ0(~r, ~r′, ω) =
∑
i,j

(fi − fj)
ψ∗i (~r)ψj(~r)ψi(~r

′)ψ∗j (~r
′)

ω − (Ej − Ei) + iδ
(6.11)

where the sums over i and j run over all possible states. This non-interacting susceptibility

exactly describes the linear response of the system to the external potential if the KS induced

potential (δVKS) is known—that is to say, equations 6.3 and 6.9 are formally equivalent and are

exact within the regime of small perturbations. Clearly the issue to obtaining the exact linear

density response is obtaining the appropriate induced KS potential. How this is done as well as

how the induced density is used to access observable quantities is the focus of the next section.

6.2 Induced Linear Response

6.2.1 Induced Density

As we know from the Runge-Gross theorem [139], all time-dependent observables can be ob-

tained from the time-dependent density, and therefore our main goal for this work is to obtain
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the induced density and thus the time-dependent density within the linear response approxima-

tion. This is a task that can be efficiently accomplished by using the frequency-space represen-

tation of the induced quantities. We note here that within the linear response approximation, all

induced quantities only have dependence on the frequency of the perturbation, and this greatly

simplifies the algorithm when implementing this solution.

Here we present the relevant expressions in their frequency-dependent representation. The

concepts behind their derivation are no different from what was described in the previous sec-

tions, and to obtain these expressions a Fourier transform with respect to time is taken. We also

note that since we are only concerned with the linear response, we drop the first-order subscript

on the induced density (i.e. δn1 = δn for the remainder of this work).

δVKS(~r, ω) = δVext(~r, ω) +

∫
d~r′

δn(~r′, ω)

|~r − ~r′|
+ δVxc(~r, ω) (6.12)

δn(~r, ω) =

∫
d~r′χ0(~r, ~r′, ω)δVxc(~r′, ω) (6.13)

where δVxc = Vxc − Vxc,0 with Vxc,0 being the ground state exchange-correlation (xc) poten-

tial. There is obviously significant choice in how one represents δVxc, but the most commonly

used approximation in photoabsorption applications is the ALDA. This approximation is used

throughout our work and can be represented by

δVxc(~r, ω) = δn(~r, ω)
δVxc,0(~r)

δn(~r′)

∣∣∣∣∣
n(~r)=n0(~r)

(6.14)

The determination of δn is done through a self-consistent iterative solution of equations 6.12,

6.13, and 6.14 in a procedure that will be described in more detail in subsequent sections.

6.2.2 Application to Photoabsorption

With a theoretical formulation established for calculating the induced density caused by a per-

turbation, we can use this for the specific problem of determining the absorption cross-sections
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of atoms exposed to a perturbing photon. If we consider the photon as a classical field oscil-

lating at a fixed frequency, ω, then we can easily apply the standard dipole approximation and

represent the photon as an external perturbation of the form

δVext(~r) =
1

2
ε0z (6.15)

where ε0 is the magnitude of the photon’s associated electric field. The description of the

photon according to equation 6.15 is formed under several reasonable assumptions. Firstmost

the dipole approximation allows us to treat the plane-wave photons as a dipole. This is a

commonly used approximation that works well for most atomic systems. Secondly we assume

that the unperturbed ground state system is spherically symmetric, and we can therefore choose

an arbitrary polarization for the photon in order to simplify the calculation. This allows us to

represent the spatial dependence of the photon’s field along the z-axis of our system. Thirdly

the fact that individual photons have only one frequency (corresponding to their energy, i.e. ~ω)

means that they only have a single Fourier component, which leads to the external perturbation

from the photon having no explicit frequency dependence (in a more general description the

frequency dependence could be written as δ(ω− ωphoton)). This point is also key as to why the

linear response approximation works so well for photoabsorption, i.e. the independence of the

external potential with respect to frequency means there is no need to account for higher order

response in most cases.

With an explicit form for the external potential we can use the expressions of the previous

section to determine the induced density, δn. For now we will leave the details on how this is

done in practice and simply describe how δn can be used to obtain the observable quantities of

interest. The practical determination of δn will be the focus of the next section. The induced

density represents a displacement of charge from the ground state system, and therefore can

be used to determine a dipole moment in the classical sense. The ratio of this induced dipole

moment to the external field strength is the definition of the polarizability of the ground state

system:

138



α(ω) = − 2

ε0

∫
zδn(~r, ω)d~r (6.16)

The polarizability is a complex quantity that describes the degree to which the system is

disturbed by a photon at frequency ω. The real part of α gives us an idea of how strongly

the electrons in the system screen or enhance the absorption of the photon. In that sense the

smaller the real part of α, the less important electron correlations and exchange effects are to the

absorption process at that frequency. The imaginary part of α can be related through Fermi’s

Golden Rule to a measurable absorption cross section. This photoabsorption cross section is

given by

σ(ω) = 4π
ω

c
=α(ω) (6.17)

where c is the speed of light and = denotes taking the imaginary part of the argument. This

photoabsorption coefficient, σ, corresponds to the opacity in cases where photon scattering

(i.e. change in photon momentum and energy coming from multiple collisions in the plasma)

is negligible.

6.3 Practical Implementation of TD-DFT

This section will focus on the practical approaches used to solve the TDKS equations within

the linear response regime. As was stated in previous sections, the TDKS equations may be for-

mally exact, but a correct time-dependent exchange-correlation functional is needed to obtain

the exact density response. Since this is a currently insurmountable problem, we must attempt

to access the necessary information through a self-consistent field (SCF) scheme along with an

approximate form for the xc functional (in our case the ALDA). Though SCF procedures are

common in solving problems with many-body quantum mechanics (e.g. Hartree-Fock Theory

and DFT), their stability is often dependent on having a reasonable initial guess at the cor-

rect solution to the problem. In our case, where we use an SCF approach to determine the

converged induced density without time-dependent xc effects accounted for, we will use the

induced density without interactions beyond the ground state treatment as our initial guess.
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6.3.1 Independent Particle Approximation and χ0

A commonly used approximation used to calculate excitation spectrum from ground state sys-

tems is the independent particle approximation. In this approximation, excitations of the system

are treated as transitions between non-interacting states of the ground state system. In this sense

the total excitation cross-section is the sum of the excitation cross-sections from all possible

single-particle transitions within the system. For photoabsorption in this independent particle

picture, standard perturbation theory allows us to write the cross-section as

σ0(ω) =
4π2ω

c

∑
i,j

(fi − fj)

∣∣∣∣∣〈ψj|z|ψi〉
∣∣∣∣∣
2

δ(ω − Ej + Ei) (6.18)

where fi is the occupation of state i, δ is the Dirac delta function which enforces energy conser-

vation, and i and j correspond to the initial and final independent electron states with energies

Ei and Ej , respectively. This equation clearly demonstrates no electron interactions during the

timescale of the excitation, as both the initial and final state are eigenstates of the unperturbed

KS Hamiltonian. This is a commonly used approximation within techniques which utilize ef-

fective non-interacting electron states (such as those in DFT). More refined methods determine

the final state as an eigenstate of a perturbed Hamiltonian (the so-called orbital relaxation tech-

nique), but this scheme still does not account for interactions between the electrons or between

different excitation channels (i.e. there should be interference between different excitations, i

to j, i′ to j′, etc.).

In this work our main interest in the independent particle results is as a starting point to

obtaining a more complete description of excitations through an SCF approach, but it is also

useful for us to compare to methods which rely upon the independent particle to access exci-

tation information from their electronic structure calculations. Fortunately the linear response

TDKS equations already give us the information needed to obtain the independent particle

quantities we need. The independent particle response requires only the KS response function,

which we repeat here for the reader’s convenience:
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χ0(~r, ~r′, ω) =
∑
i,j

(fi − fj)
ψ∗i (~r)ψj(~r)ψi(~r

′)ψ∗j (~r
′)

ω − (Ej − Ei) + iδ
(6.11)

It is worth reiterating that the ψ are the single-particle KS states of the ground state system.

This susceptibility can be used to determine the exact density response if the time-dependent

xc functionals are known (see equation 6.13), but if these functionals are ignored it can be used

to determine the response in the independent particle case:

δn0(~r, ω) =

∫
χ0(~r, ~r′, ω)δV ext(~r′, ω)d~r′ (6.19)

where we denote δn0 as the density response of the system under the independent particle

approximation. This response can be used as normal to obtain observable quantities such as the

polarizability,

α0(ω) = − 2

ε0

∫
zδn0(~r, ω)d~r (6.20)

If equation 6.20 is used with equation 6.17, the resulting photo-absorption cross-section is

identical to equation 6.18, as expected.

Though equation 6.19 ties the independent particle approximation to the KS susceptibil-

ity function, the difficulty remains that we must calculate χ0. The two summations needed to

determine χ0 must be carried out over all states of the KS ground state system, of which there

are infinitely many. To explicitly determine χ0 would practically require an approximation by

truncating the sums. Fortunately we can direcly determine χ0 using the Green’s function asso-

ciated with the KS Hamiltonian (for more details on the Green’s function and its application in

the ground state system, see Chapters 2 and 3). The Green’s function contains an eigenfunction

expansion (the Lehmann representation) of the form

G(~r, ~r′, E) =
∑
m

ψm(~r)ψ∗m(~r′)

E − Em ± iδ
(6.21)
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where the sign of the infinitessimal depends on the boundary conditions chosen when solving

the associated Green’s function equation (i.e. the sign indicates whether determining the ad-

vanced or retarded Green’s function). Our formulation chooses a positive infinitessimal and as

such we construct the retarded Green’s function.

Using the Green’s function we can rewrite the KS susceptibility as

χ0(~r, ~r′, ω) =
∑
i

f(Ei, µ)ψ∗i (~r)ψi(~r
′)G(~r, ~r′, Ei + ω)

+
∑
i

f(Ei, µ)ψi(~r)ψ
∗
i (~r
′)G∗(~r, ~r′, Ei − ω) (6.22)

where we have applied the Fermi-Dirac statistics relevant to our warm dense systems with

chemical potential µ and where we note that the sum in both terms is ostensibly over all of the

electronic states, but the occupation factors given by the Fermi-Dirac functions effectively limit

the summation over occupied states only. Note that the index i in the two terms can no longer

be considered to correspond to the initial state.

Equation 6.22 is equivalent to equation 6.11, and therefore must preserve the same phys-

ical characteristics. First, energy conservation is preserved through the imaginary part of the

Green’s function, which contains poles at the eigenvalues of the bound states and is identically

zero for all other negative energies. Since its argument is either Ei + ω or Ei − ω, this en-

forces the same energy conservation seen from the delta function in equation 6.18. Second,

transitions between occupied states must not be allowed. Though this is less obvious, the two

terms in equation 6.22 contain equal but opposite parts that cancel out at the energies corre-

sponding to a disallowed transition. Third, the information of all possible transition states is

still present, but this time implicitly within the functional structure of the Green’s functions

themselves. With equation 6.22 the physics is preserved, but numerical implementation must

be done carefully in order to preserve these basic properties of excitation processes. This will

be discussed in later sections.

This reformulation of χ0 gives us no benefit in terms of computational efficiency if equa-

tion 6.21 is used to determineG, as the calculation of the two Green’s functions in equation 6.22
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requires two separate summations over all states. However, the Green’s function can be deter-

mined by a direct method which involves solving for the regular (i.e. divergent at infinity) and

irregular (i.e. divergent at the origin) solutions of the Kohn-Sham Schrodinger equation. The

product of those two solutions at a particular energy is used to construct the Green’s function

directly without the need for the eigenfunction expansion. For more details see the derivation of

the radial expressions for the TD-DFT approach in Appendix A.3, but we give this expression

here as well:

Gl(r, r
′, E) =

jl(r<)hl(r>)

W [jl, hl]
(6.23)

where l is the angular momentum quantum number, jl is the regular solution of the KS-

Schrodinger equation (i.e. is regular at the origin), hl is the irregular solution of the KS-

Schrodinger equation (i.e. is irregular at the origin but converges as r → ∞), and W [f, g]

is the Wronskian, defined by

W [f, g] = r2

[
f(r)g′(r)− f ′(r)g(r)

]
r=a

(6.24)

where the solution is independent of the choice of a. The regular and irregular solutions can

be obtained through numerical integration, and robust algorithms were developed to do this for

the Tartarus code (see Chapters 2 and 3 of this dissertation for more details).

Equation 6.23 is a significantly more accessible form of the Green’s functions than equa-

tion 6.21, but the two contain equivalent information. The summation over infinitely many

states is no longer required as it is contained implicitly within the Green’s function, and we can

now determine χ0 with a sum over only the occupied KS states of the system.

6.3.2 Self Consistent Field Approach

To go beyond the independent particle approximation we need to determine information on

how the electrons respond to each other as they are perturbed by the external potential. As

was explained in section 6.2, we can find this information if we had full knowledge of the exact

susceptibility, χ (equation 6.3) or equivalently if we have full knowledge of the effective TDKS
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xc potential (equation 6.9). Given that knowledge of either gives the same density response,

we can write a Dyson-like equation that illustrates how this problem lends itself to solution via

a self-consistent procedure.

χ(~r, ~r′, ω) = χ0(~r, ~r′, ω) +

∫
d~r1χ0(~r, ~r1, ω)

∫
d~r2

[
1

|~r′ − ~r2|
+
δVxc(~r′, ω)

δn(~r2, ω)

∣∣∣∣∣
n0

]
χ(~r2, ~r1, ω)

(6.25)

This expression defines χ in terms of itself, χ0, and the Hartree and xc operators (the terms in

brackets). A relation like this can be solved self consistently using an initial guess for χ on the

right-hand side (the initial guess in our scheme is χ0) and an assumed form for Vxc. Solutions

for χ are iterated until the procedure yields the same results from one iteration to the next.

Though this is formally equivalent to the procedure we carry out, we find that recasting the self

consistent calculation in terms of the induced density is more intuitively pleasing and algorith-

mically simpler to implement than equation 6.25. In either approach our overall accuracy is

limited by the approximations used to determine Vxc. In this section, we use a slight change

of notation simply to illustrate that these quantities change iteratively throughout the scheme,

but the converged quantities should in principal be the same as they are defined by the TDKS

equations.

Our end goal is to obtain a converged form of the induced density, which will follow the

form

δnSCF (~r, ω) =

∫
χ0(~r, ~r′, ω)φSCF (~r′, ω)d~r′ (6.26)

where φSCF is the total external field arising from the perturbation,

φSCF (~r, ω) = δVext(~r) + δVC(~r, ω) + δVXC(~r, ω) (6.27)

The electrostatic redistribution of electrons is contained within δVC , which has the same

form as the Hartree potential associated with the induced density:

δVC(~r, ω) =

∫
δnSCF (~r′, ω)

|~r − ~r′|
d~r′ (6.28)
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To account for the other correlation and exchange effects felt under this redistribution, we

simply apply a linearization of the xc potential about the unperturbed density:

δVXC(~r, ω) = δnSCF (~r, ω)
∂VXC
∂n

∣∣∣∣∣
n=n0(~r)

(6.29)

This is the ALDA described previously.

In summary of the preceding section, we use the independent particle induced density

from equation 6.19 as our initial guess (which is formally equivalent to setting δVC and δVXC

equal to zero in the first iteration), and we iteratively solve equations 6.26 – 6.29. At the end of

this procedure we will have obtained the converged linear density response and the associated

external potential.

Though we can determine the total photo-absorption cross-section using equation 6.17, it

can also be instructive to see how the converged interacting system affects transitions from the

viewpoint of single-particle KS states. We can express the fully converged photo-absorption

cross-section in a form analogous to equation 6.18 by simply inserting the KS external potential

from the SCF calculation in place of the normal dipole operator:

σ(ω) =
4π2ω

c

∑
i,j

(fi − fj)

∣∣∣∣∣〈ψj|φSCF (r, ω)Y 10(r̂)|ψi〉

∣∣∣∣∣
2

δ(ω − Ej + Ei) (6.30)

where φSCF is the radial dependence of the KS external potential (see equation A.4 in Appendix

A).

6.3.3 Implementation in Radial Expressions

In order to provide a more useful guide to the expressions as they are implemented in our code,

we provide the radial expressions that result from carrying out spherical harmonic expansions

of all of the previous TD-DFT expressions and simplifying the angular algebra. This simplifi-

cation and demonstration of the proper selection rules is shown in detail in Appendix A, and

here we only present the final expressions.
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In the code, a susceptibility-like term is used for algorithmic simplification instead of

determining χ0 explicitly. This term does not change throughout self-consistent iterations and

is calculated at the beginning of the code:

G(r, r′, ω) = −1

8

∑
i,l

(2l + 1)f(Ei,l)Pi,l(r)Pi,l(r
′)

×
∑
l′

(2l′ + 1)

 l l′ 1

0 0 0


2 [
Gl′(r, r

′, Ei,l + ω) +Gl′(r
′, r, Ei,l − ω)

]
(6.31)

The radial dependence of the induced density can be readily obtained from the following

expression:

δnr(r, ω) =

∫
dr′r′φSCFω (r′)

G(r, r′, ω)

r
(6.32)

where

δn(~r, ω) = δnr(r, ω)Y10(r̂) (6.33)

with the self-consistent induced field given by

φSCFω (r) = −
√

4π

3
r − 2

ε0

[
δV r

C(r, ω) + δV r
XC(r, ω)

]
(6.34)

where the independent particle solution (which is the first solution of the self-consistent proce-

dure) is obtained by setting δV r
C = δV r

XC = 0.

The induced Coulomb potential is determined from the induced density according to

δV r
C(r, ω) =

4π

3

[
1

r2

∫ r

0

r′3δnr(r′, ω)dr′ + r

∫ ∞
r

δnr(r′, ω)dr′

]
(6.35)

and the XC induced potential is determined by

δV r
XC(r, ω) = δnr(r, ω)

∂VXC
∂n

∣∣∣∣∣
n=n0(r)

(6.36)

Figure 6.1 shows the SCF procedure for carrying out the TD-DFT approach to study a

multi-electron system under a perturbation. Step 1 in the diagram corresponds to the ground
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state density being perturbed by some external potential (in this case caused by a photon of

frequency ω). Step 2 is where the electron susceptibility of the ground state system is used

to determine the induced density due to the perturbation. In the independent particle scheme,

the density induced by the initial photon perturbation is all that is required to determine the

photo-absorption properties of the system, i.e. the process needs to only be carried out to step

2 to obtain the independent particle result. Step 3 determines the screening potentials that

arise from the ground state density being perturbed, i.e. the potentials that arise from electron

correlation and exchange within the density induced by the photon. Step 4 is when a new, self-

consistently determined perturbation is formed from the initial external potential and the new

screening potentials. If the perturbative potential is practically unchanged from the previous

iteration, then the SCF procedure is converged.

6.3.4 Numerical Considerations

Implementation of the SCF scheme to determine the response of an electronic system to exter-

nal perturbations is subject to the same difficulties encountered in any SCF approach. In order

to vary the iteratively obtained induced potentials in such a way that we can obtained a con-

verged result, we apply the same numerical techniques implemented in Tartarus (see Chapter

3.4.4 of this work for more details). Beyond the standard SCF scheme implementation, there

are implicit difficulties that arise due to the implementation of the Green’s functions formalism

when determining χ0. How these difficulties arise and how they can be addressed is the focus

of this section.

As we can see from equations 6.31 and 6.32, the majority of the numerical work that

needs to be done is in determining the radial part of the Green’s function, Gl(r, r
′, E) (done

via equation 6.23). In order to determine G in equation 6.31, we must evaluate the Green’s

function at energies equal to the independent electron energies shifted upwards and downwards

by energy ~ω, corresponding to the Gl(r, r
′, Ei + ω) and Gl(r, r

′, Ei − ω) terms, respectively.

The Green’s function is a complex function with poles at the independent particle eigenvalues

of the KS Hamiltonian, i.e. the bound state energies of the non-interacting KS quasiparticles.

Though the true Green’s function has a branch cut along the positive real energy axis, we work
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Figure 6.1: A schematic of the SCF procedure and radial functions used to determine the
induced density.
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with the retarded Green’s function which avoids the jump discontinuity by being defined only

on the upper-half of the complex energy plane.

It is well known that the imaginary part of the Green’s function corresponds to the real

electron density matrix (see Chapter 2.3.3 of this work for more details), and thus can be

thought of as the part of the Green’s function corresponding to observable quantities. Indeed

this is one of the central ideas behind DFT: observable quantities are functionals of the electron

density. Though this might imply that we only care about the imaginary part of the Green’s

function, the real part of the Green’s function and hence the KS susceptibiliy couples to the

imaginary part of the induced density through both the Hartree and xc induced external poten-

tials (equations 6.35 and 6.36). This can also be seen in equation 6.25, where the real part of

χ0 is coupled to the imaginary part of χ through the Hartree and xc operators (i.e. the opera-

tors within the brackets). In short what this means is that we must determine the real part of

χ0 through the Green’s functions in order to accurately determine the density response. It is

through the behavior of the real part of the Green’s function for negative energies that our main

numerical difficulties arise.

When the photon frequency corresponds to a resonance between two occupied states (i.e.

Ei + ω = Ej or Ei − ω = Ej where i 6= j and Ej also corresponds to an eigenenergy of the

system), no absorption should occur if the two states are equally occupied. If the states have

differing occupations, then this would correspond to a bound-bound transition. This can be

easily seen in equation 6.11 because the two Fermi-Dirac occupation factors would subtract to

zero when equal. In the Green’s function implementation of equation 6.22, we see the same

result when the terms associated with G(Ei + ω) and G(Ej − ω) perfectly cancel out (being

equal in magnitude and opposite in sign). Analytically we can easily see that the poles in the

imaginary parts of the Green’s functions in such a case have the same functional form and thus

cancel out perfectly. The problem for us is that the same cannot be said of the real part of the

Green’s functions, which are finite but extremely large near resonant energies.

Our method of dealing with the poles in the imaginary part of the Green’s function is quite

simple: we avoid calculating the poles near resonant energies and set the imaginary part of

the Green’s function to zero when the energy argument is negative. Since the poles only exist
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at the bound state eigenvalues and the imaginary part of the Green’s function is zero for all

negative energies, this is both an analytically sound and algorithmically simple solution. Still,

the time-dependent xc effects determined by the SCF procedure should also have an effect on

bound-bound transitions. We account for this by interpolating φSCF to determine its value at

the resonant frequencies and then utilize equation 6.30 to determine the specific contribution

the bound-bound transition has on the photo-absorption cross-section.

We must also treat the real part of the Green’s function carefully near resonant frequencies

between occupied states. Just as the imaginary parts should cancel out from the two Green’s

function terms when the resonant energy is between two equally occupied states, the real parts

of those Green’s function terms should cancel in such a way that χ0 is well-behaved. Since

these are large finite values determined numerically, it is very difficult to accurately subtract

two such values and obtain a small quantity. When dealing with these large quantities in a

numerical implementation, there are multiple ways to approach the problem. The simplest

and often used method is to introduce a small imaginary part to the perturbing energy (i.e.

ω = ωR + iωI). This shifts the evaluated energy away from the sharp features which lie along

the real energy axis, and the values of the imaginary part of the Green’s function become finite

and must also be treated explicitly. The issue with this approach is that you are introducing a

free parameter in the form of the imaginary part of the perturbing energy, ωI . The parameter

is introduced solely to solve a numerical issue and therefore can lead to small inaccuracies in

the calculation, especially in parts of the photoabsorption spectrum surrounding the resonant

frequency. For most applications this error does not seem to be a significant issue.

A similar but more physically justified approach is to determine an imaginary part of

the resonant energies that is due to the physical reality that all electronic states have a finite

lifetime. This corrects the issue of the divergences by introducing a complex value for the

eigenenergies, but instead of using a small, adjustable parameter, the imaginary part of the

energy is determined from the state lifetime (see for example Reference [18]). Once again

the introduction of finite imaginary part (in this case it is introduced via the eigenernergy of

the electronic state, but the result is equivalent to adding the same value as the imaginary part

of the perturbing energy) allows one to avoid the divergences in the imaginary part of the
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Green’s function and smooth out the real part of the Green’s function near the poles, and thus

cancellation can be implemented numerically. The issue with this approach is that an additional

model must be used in order to determine the lifetime, which both increases the computational

cost and adds additional uncertainty. Further, it is typical that the obtained lifetimes must be

modified by additional free parameters when frequencies are near a resonance [18].

Our numerical calculations have not had significant issues obtaining stable results when

calculating the susceptibility near resonant frequencies, and although the code retains the ca-

pability to add an imaginary component to the frequency, we have not needed to do so for any

of the cases of interest in this work. Much work was carried out in the development of Tartarus

to obtain stable calculations of the Green’s function, even when its value is significantly large.

Even still, issues do arise when multiple resonant frequencies are near each other. This most

commonly occurs at low frequencies near resonances between weakly bound states in heavier

elements. In these systems the bound states are near the ionization threshold and tend to be

quite numerous. Though the real part of the Green’s function is most sharply valued at eigen-

values of the KS system, it is still finite near those eigenvalues, and this leads to large values

of the real part of the susceptibility at frequencies near clusters of resonant frequencies. In

these systems we have found that our calculations have stability issues at low frequencies, and

those issues can be resolved by adding a small imaginary component to the frequency. Since

loosely-bound states are expected to have large self-energy corrections, the methods used by

Grimaldi et al. [18] would likely work quite well for these systems. We stress here again that

all of the results shown in this work were done with purely real frequencies and energies as

inputs to the Green’s functions.

Beyond the treatment of the susceptibility near resonant frequencies, there is an additional

nuance to the SCF scheme that should be discussed. In a typical photo-absorption calculation,

energy conservation is enforced in part by requiring that no transitions between bound states are

allowed unless the mediating photon has energy equal to the difference in the states’ energies

and the states have differing statistical occupations. Since the typical algorithmic approach is to

separate the determination of a contributions into the spectra formed by bound-bound, bound-

free, and free-free transitions, the bound-free spectra is typically calculated under the constraint
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that the initial state energy, Ei, plus the exciting photon’s energy, ω, is greater than the ioniza-

tion threshold, E = 0 (i.e. Ei + ω > 0). For the independent particle approximation, where

no reorganization of the electronic structure occurs due to the perturbing photon, this ioniza-

tion condition holds true and there is no contribution to the susceptibility from states where

Ei +ω < 0. When we allow the electrons to communicate in a time-dependent calculation, the

picture is not so simple.

Keeping in mind that even the frequency-space representation of TD-DFT still formally

describes time-dependent interactions with the perturbing photon and the ground state system,

we can no longer only consider contributions to the bound-free absorption when the perturbing

photon’s frequency is large enough to ionize the bound electrons. This is because in time-

dependent calculations the bound states are no longer stationary states and spread out in energy

during the absorption process due to the uncertainty principle. You can also view this intuitively

by realizing that an electron in a deeply bound state still feels a force from the photon’s electric

field (and is therefore perturbed) even if that electron is too deeply bound to be ionized or

transition to an occupied bound state. Since our goal is to account for electron correlations

and exchange effects within the absorption, we must consider how these deeply bound, off-

resonance electrons affect the absorption of other electrons that could be ionized by the photon.

In the code we must account for electrons that would not contribute to the photoabsorption

in the independent particle picture, and we do this by simply accounting for every bound state

in the sum of equation 6.31. Unfortunately this is where our numerical limitations force us to

introduce a lower cutoff to the sum, because the second Green’s function term (with argument

Ei,l − ω) often needs to be evaluated at very large negative energies. This is especially true at

higher frequencies, where Ei,l−ω is often below−300EH . At these large negative arguments,

our Green’s function calculation is not stable and leads to errors in the calculation. As such

we enforce a minimum energy cutoff, such that E + ω > Ecut and where Ecut < 0. We find

that this cutoff works very well, as the perturbations of the very deeply bound electrons do not

strongly couple with the ionization of the more weakly bound electrons (i.e. unless the electron

states are near each other in energy, their coupling through the TDKS equations is relatively

weak). Further, even when the photon is energetic enough to ionize deeply bound states, those

152



states tend to have large energy separations from adjacent states, and therefore including those

states in the SCF solution of the TDKS equations is expected to cause a smaller effect than for

the ionization of more weakly bound states.

The effects seen by not including these non-ionizing, off-resonance states in the suscepti-

bility can be very significant. In Figure 6.2 we can see the photo-absorption cross-section for

xenon near the the 4d ionization threshold. If we consider states such that Ecut = −10EH , then

we get a smooth redistribution of the 4d bound-free cross-section which accounts for screening

from all of the states nearby in energy. If we limit the states such that Ecut = 0EH (i.e. only

states that can be ionized by the photon), then we get a result that is vastly different from the

converged SCF result. In addition, the 0EH minimum case introduces a sharp feature in the

cross-section near 4.4EH . This feature arises because that frequency corresponds to a bound-

bound transition between two fully occupied states—the 4p and 5s states. The real part of the

susceptibility gains a contribution from the 5s state because it could be ionized by the pho-

ton, but the more deeply bound 4p state is not considered. When both states are considered,

their contribution to the real part of the susceptibility cancel out perfectly, removing this sharp

unphysical feature.

6.4 Results

6.4.1 Neutral Gas Results

The first step in testing our implementation of the TD-DFT approach is to demonstrate results

that reproduce those presented in previous theoretical works and compare with experiments.

Our work is based on using the average atom model solved in Tartarus, and therefore the elec-

tronic structure obtained is representative of an atom within a plasma of finite temperature and

density. In order to compare directly to neutral gases we must obtain a solution from Tartarus

for plasmas at very low temperatures and densities. Even though Tartarus was designed primar-

ily for calculations of finite density and temperature plasmas, our results compare excellently

to those previously published, with the differences explainable by our use of finite temperature

and density AA electron density and the choice of exchange-correlation functional used. In
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Figure 6.2: Here we see the results for the SCF calculation of the photo-absorption cross-
section (σ) when we enforce a minimum energy as a criterion for whether we consider the
contribution of an initial state to the susceptibility. IND refers to the independent particle
solution, and SCF refers to self-consistent solutions to TDKS equations.
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all of the work in this chapter, we use the exchange-correlation energy functional developed by

Groth et al. [7]. In this section we will compare to digitized neutral gas results from Caizergues

et al. [15].

Before results from our DFT-based model can be compared to experimental results, it is

worth considering whether the DFT approaches can be directly compared to spectra, which

involve the actual electrons and not KS quasiparticles. In previous chapters we discussed how

DFT approaches suffer from describing quasiparticle energies as opposed to actual electron

energies (i.e. the Kohn-Sham eigenergies do not inherently correspond to electron energy levels

observed in nature), thus they often are not applicable to direct comparison to spectra, where

transition edges correspond to the ionization energies of the electrons. However this disconnect

between quasiparticle and actual electron energies does not change the trend one should see

in the photo-absorption cross-sections, i.e. though the energies may be shifted, the scale of

the redistribution of the cross-section due to time-dependent effects should be the comparable.

Further, the shifts in eigenvalues are on the order of a few eV in energy, which is relatively small

on the scale of a bound-free transition spectrum. This allows us to use this method to compare

directly to experiment for these neutral gases, keeping in mind that there will be small shifts in

the ionization threshold due to the use of approximate exchange-correlation functionals.

In Figure 6.3 we show good agreement with previous calculations as well as experimental

results for neon. Though the reduction in the cross-section throughout the plot would seem to

violate the f-sum rule for photoabsorption, the total spectrum sees an enhancement at higher

frequencies that compensates for the apparent reduced absorption. The sharp peak near .5EH

corresponds to the bound-free edge for the 2p state, and there are no other transitions until the

2s edge near 1.3EH . Even though the 2s state cannot be ionized by photons with energy less

than 1.3EH , the state still screens the absorption of the photon by the 2p electron.

In Figure 6.4 we show good agreement with previous work for argon. Unlike in cold

neutral neon, for argon we see a dramatic shift in the cross-section, indicating more absorption

at higher frequencies. The screening of the absorption by the all of the argon electrons causes

less lower-energy photons to be absorbed, and we even see a change in the location of the

peak absorption frequency. This change in the relatively simple argon atom implies that the
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Figure 6.3: This figure shows the photo-absorption cross-section (σ) for neon compared to
results digitized from Caizergues et al. [15] and to the experimental results of Marr and West
[16]. We see a modest reduction of the cross-section in the SCF results for the frequency range
shown on the plot. This reduction translates to a redistribution of the spectrum towards higher
energies. The slight offsets in peak features (notably the 2p ionization near .5EH) are due to the
differences in exchange-correlation energy and to the finite temperature and density used in our
calculation. IND refers to the independent particle solution, and SCF refers to self-consistent
solutions to the TDKS equations.
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Figure 6.4: This figure shows the photo-absorption cross-section (σ) for argon compared to
results digitized from Caizergues et al. [15] and to the experimental results of Marr and West
[16]. We see a very dramatic shift of the cross-section towards higher frequencies, including
changing where the peak absorption occurs in neon. IND refers to the independent particle
solution, and SCF refers to self-consistent solutions to TDKS equations.
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electron correlations accounted for by the SCF procedure could lead to significant changes in

the absorption spectra of many systems. Of particular note in our calculation is the increase in

prominence of the 3s bound-free transition near .9EH . In the independent particle calculation

the 3s edge is so small that it is not visible in the plot. For the SCF results, the 3s absorption

shows as a strong increase in the spectrum even though the absorption by the 3p electron is

stronger than it was for the independent particle result. This enhanced absorption of the 3p also

translates to an increased absorption for the 3s electron, demonstrating that the correlations

between the electrons as accounted for in the SCF scheme can both suppress and enhance the

absorption. It should also be noted that the rearrangement of the 3p cross-section from its

independent particle peak near .6EH to higher frequencies is due primarily to the interaction

with the 3s state, which is closest in energy to the 3p state.

The final test of our implementation against the cold neutral gases is for xenon, which is

shown in Figure 6.5. As in the case of argon, we see a dramatic rearrangement of the cross-

section when the electron correlations are accounted for by the SCF scheme. Once again the

more deeply bound electrons are able to cause a significant change in the absorption of the 4d

electrons (near 2.25EH). Though not as prominent as in the argon case, we see an enhancement

of the 4p absorption near 5EH . The slight enhancement seen here is likely due to the fact that

the 4d electrons respond less strongly to the incident photon (as is evident by the decreasing

cross-section leading up to 5EH), leading to corelations between the states being less important

than in the analogous case for argon.

6.4.2 Finite Temperature Plasma Results

The atoms in a plasma exist at a finite temperature and density, which leads to the electrons

in various ion stages being distributed over a multitude of states. The average atom model de-

scribes a system like this by occupying the electronic states according to Fermi-Dirac statistics.

The effective chemical potential of the system is determined iteratively as part of the Tartarus

calculation (see Chapters 2 and 3). This means that all electronic states are considered fraction-

ally occupied according to the Fermi-Dirac distribution, and this includes the existence of free
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Figure 6.5: This figure shows the photo-absorption cross-section (σ) for xenon compared to
results digitized from Caizergues et al. [15] and to the experimental results of Hansel et al. [17].
IND refers to the independent particle solution, and SCF refers to self-consistent solutions to
TDKS equations.
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electrons. In this way the average atom model implicitly accounts for the various ion stages

through fractional occupation of the ground state.

In principle the free electrons in the system should respond to the external perturbation

and each other, however the application to finite temperatures and densities requires no change

to the formalisms presented previously if we do not consider the screening effects of cotinuum

electrons on each other. Though for some systems this may represent a considerable contribu-

tion to the SCF screening potential, we believe that this approximation is well-justified when

looking at the spectra arising from the ionization of bound electrons. Most of the screening

or anti-screening effects that enter from the SCF procedure are strongest when the interacting

states are near in energy. Thus, when a bound state is ionized, we would expect that the con-

tinuum electrons would not siginificantly impact the absorption. However, we do believe that

for loosely-bound states and for systems that have strong continuum resonances, the screening

arising from the continuum states is likely to be significant, if not the dominant source of the

screening seen through the SCF procedure. For our initial work presented in this chapter, we

will look at systems and cross-sections where we expect that the free electron contribution to

the susceptibility will be small.

In Figure 6.6 we show the photo-absorption cross-section for solid density iron at a tem-

perature of 100 eV. This spectrum was also shown by Grimauldi et al. [18] with the addition

of self-energy corrections to the state lifetimes, and our work shows excellent agreement with

their results. The prominent features of our SCF results are the Fano resonances that appear in

the spectrum. These asymmetric line shapes arise due to inteference of the photon absorption

from an underlying bound-bound transition. To be clear, our calculation includes no mech-

anism for state broadening and only includes bound-free transitions. These Fano resonances

arise because the strong response of the bound states near a bound-bound transition leads to

significant contributions to the real part of the susceptibility.

The asymmetry of the resonance features is due to how the resonant bound states screen

or enhance the ionization. For photon energies less than, but near, the resonant bound-bound

transition frequency, the lower bound state in the bound-bound transition rearranges signifi-

cantly in such a way that it reduces the absorption. At the bound-bound transition frequency
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Figure 6.6: This figure shows the photo-absorption cross-section (σ) for solid density iron
(7.85 g/cm3) at 100 eV. This work was also done by Grimaldi et al. [18], but the data in
the publication could not be easily digitized without significant loss of quality. This figure is
directly comparable to Figure 8 in Reference [18]. We see sharp features in the SCF results that
arise from Fano resonances at frequencies corresponding to bound-bound transition energies.
IND refers to the independent particle solution, and SCF refers to self-consistent solutions to
the TDKS equations.
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and higher energies, the interference is constructive and enhances the absorption. This effect is

a general wave phenomenom that occurs in many different systems governed by wave dynam-

ics, and in this case the resonance occurs because we couple the ionizing electron to the more

deeply bound electron via their Coulomb interaction. This is analogous to the classical Fano

resonance picture: two masses coupled together by a spring where one of the masses is exposed

to a driving force. In our system, the ionizing electron is exposed to the driving force from the

photon and is coupled to the more deeply bound electron via the SCF induced potentials (al-

gorithmically, this coupling enters through the contribution of the deeply bound electron to the

real part of the susceptibility).

Though our results for iron are at finite temperature, the Fano resonances arise in any

system where we have a continuum scattering process with a background resonance process.

To see this we performed a TD-DFT calculation of manganese at temperatures and densities

meant to emulate the cold isolated atom limit. We chose this element because it was previously

studied by Liberman and Doolen [144] in a theoretical model and was experimentally tested

at Oak Ridge National Laboratory [19]. Our results are shown in Figure 6.7 and Figure 6.8.

These figures are respectively comparable to Figures 1 and 2 of Reference [144]. These figures

demonstrate that the Fano resonances shown in our results are realistic structures that should

appear in the bound-free spectra if there is an underlying resonant feature (e.g. an underlying

bound-bound transition).

6.5 Conclusions and Future Work

In this chapter we presented the basic formalisms behind the TD-DFT approach to studying

absorption spectra in plasmas. Our goal for the work presented here was to show that the

electronic density obtained from the average atom Tartarus code would be able to serve as

an accurate ground state density for use in a TD-DFT calculation under the linear response

approximation. This was done to a satisfactory degree for cold, neutral noble gases, which

were studied experimentally and were the test cases for the first full linear response TD-DFT

calculations. The results for those systems showed that even with a relatively simple electronic

structure, exchange and correlations between electron states can enter into the time-dependent
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Figure 6.7: This figure shows the photo-absorption cross-section (σ) for cold manganese in the
isolated atom limit. The primary features of interest are the Fano resonances that appear in the
SCF solution. IND refers to the independent particle solution, and SCF refers to self-consistent
solutions to TDKS equations.
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Figure 6.8: This figure shows the photo-absorption cross-section (σ) for cold manganese in
the isolated atom limit compared to experimental results done at Oak Ridge [19]. The Fano
resonance follows the experimental results quite nicely. The discrepencies at low frequency are
likely due to temperature and density effects, as the weakly bound states involved in that part of
the spectrum are particularly sensitive to the plasma conditions. IND refers to the independent
particle solution, and SCF refers to self-consistent solutions of the TDKS equations.
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absorption process in such a way that there are dramatic changes to spectra. The changes in the

absorption spectra were not only simple shifts, but in some cases, such as for argon and xenon,

significant redistributions of the bound-free absorption profiles. From these results alone it is

clear that accounting for time-dependent electron correlations in photoabsorption is likely to be

important for many systems.

We also implemented the TD-DFT approach for determining bound-free spectra at finite

temperature and density, yielding interesting results that compared favorably to results previ-

ously published. Unlike the previous results, we did not implement self-energy corrections to

broaden resonant features in the calculation, but we still saw strong features arising from the

interaction of core resonances with the ionization process. These features took the form of Fano

line-shapes, demonsrating both constructive and destructive interference between bound-bound

and bound-free processes. Separate from these Fano resonances, we see a similar redistribution

of the spectra from the SCF procedure, once again adding to the importance of accounting for

the correlation physics when highly accurate spectra are required. As a further check, we also

demonstrated the existence of these Fano profiles for materials in the neutral, isolated atom

limit.

With the primary goal of replicating previous work satisfactorily achieved, we have con-

fidence in our implementation of the TD-DFT approach used with our average atom electron

density model. This will allow us to study systems at realistic plasma conditions, obtaining

photo-absorption information for plasmas in the warm dense region and beyond. The work in

this chapter also demonstrated that Tartarus has the capability to generate reasonable spectral

results even in the low temperature and density regimes.

Our future work will at first be focused on studying finite temperature systems of interest to

the opacity community, such as the 2015 Sandia opacity experiment [12] discussed in Chapter

5. It may be that the redistribution of the spectra that occurs due to the dynamic response of

the electrons in TD-DFT could have significant impact on experimentally observed bound-free

profiles.

Beyond the continued study of TD-DFT for bound-free profiles, our future work will in-

volve the implementation of the formalism developed by Blenski to treat free-free transitions
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[145]. We have already implemented the mathematical formalism from that work for bound-

free transitions, and we obtain the same results as the implementation described in this chapter.

Doing this will allow us to see exactly how important correlations between the free states as

well as between free states and bound states are to absorption spectra. This will be of particular

importance to systems where there are strong continuum resonances in the density of states, as

well as for dense, heavy systems where we expect to see many weakly-bound states. Though

this will primarily allow us to treat free-free transitions with dynamic response TD-DFT, the

correlations between free states and bound states may also change the bound-free profiles.

Accounting for the free-free transitions is a computationally arduous task, as the contin-

uum of states must be well resolved for numerical integrations. This is especially difficult to

do when there are sharp, “pressure-ionized” resonances in the continuum. This issue was ad-

dressed by the Tartarus Green’s function formalism described in Chapters 2 and 3 of this work.

We will develop and implement a similar formalism for the TD-DFT calculations which will

allow us to use a complex contour integration to lessen the computational burden of accounting

for all of the continuum states. The use of the contour integration will also serve to fix any of

the issues with resonant features adding computational instability to the calulcation, as all of

the large features that contribute to the real part of the susceptibility can be smoothly accounted

for by the contour integration.
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Chapter 7

Conclusions

The difficulties in describing dense plasmas require a myriad of techniques drawn from various

fields of physics. The average atom model meets many of these difficulties by incorporating

techniques and concepts from atomic physics and plasma physics to determine an electron den-

sity that is statistically relevant to warm dense systems. Though efficient compared to other

approaches, the average atom methods have still historically suffered from computational dif-

ficulties that limited their usefulness in generating large tables of plasma data such as equation

of state. In Chapters 2 and 3 we describe the formalism we developed using Green’s functions

and complex energy integration to determine the average atom electron density. The robustness

of this scheme, implemented in the Tartarus code, allows users to generate large tables of data

without the need to manually adjust numerical parameters at various plasma temperatures and

densities, and the code we developed can be run in a relativistic or nonrelativistic mode. We

show good results for equation of state compared to other methods and experiments.

The average atom model provides a strong starting point to build up models with additional

physics incorporated. In Chapter 4 we use the pseudoatom model to extract information on

the ion correlations within the plasma in the form of a mean-force scattering potential. This

potential can be used to generate electronic states influenced by correlations with other ions in

the plasma (as opposed to states dependent only on interactions within a central ion). This can

lead to significant changes in the continuum and weakly bound electron states, which in turn

can have signficant effects on the low-frequency parts of the electrical conductivity.

In Chapter 5 the pseudoatom model is coupled to a molecular dynamics simulation in

order to obtain results for the ion-ion dynamic structure factor that are in good agreement with
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more expensive calculations. Using this method to study mixtures of carbon and hydrogen

show the first prediction of so-called ”fast sound” effects in warm dense plasmas. The method

was found to compare well other more expensive, less approximate techniques.

In Chapter 6 we use the ground state electron density obtained from the Tartarus code as

an initial state for a time-dependent density functional theory calculation. We show that the

TD-DFT code we developed is capable of obtaining good agreement for opacities with similar

calculations for cold neutral systems. Further we use the finite temperature and density results

from Tartarus to obtain time-dependent results for the opacity of warm dense iron. The work

on using the average atom ground state in TD-DFT calculations is ongoing.
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Appendix A

Radial Expressions of the TD-DFT Formalism

This chapter provides the expansion of the expressions relevant to the TD-DFT formalism in

spherical coordinates. Most terms used in the approaches implemented in this work are either

naturally spherically or azimuthally symmetric, which makes a spherical coordinate represen-

tation efficient for use in our work. We start first with an expansion of the bound KS orbitals

over spherical harmonics:

ψi(~r) =
∑
l,m

Pi,l(r)

r
Yl,m(r̂) (A.1)

where Pi,l(r) are the radial functions associated with a state at energy Ei and orbital angular

momentum quantum number l, m is the projection of the angular momentum on the z axis (i.e.

the magnetic quantum number), and Yl,m are the spherical harmonic functions.

The Green’s functions can also be expanded in terms of spherical harmonics by

G(~r, ~r′, E) =
∑
l,m

Gl(r, r
′, E)Y ∗l,m(r̂)Yl,m(r̂′) (A.2)

With these two expansions, we can rewrite equation 6.22 as

χ0(~r, ~r′, ω) =
∑
i

f(Ei, µ)
∑
l′,m′

Pi,l′(r)Pi,l′(r
′)

rr′

Y ∗l′,m′(r̂)Yl′,m′(r̂
′)
∑
l,m

Y ∗l,m(r̂)Yl,m(r̂′)Gl(r, r
′, Ei + ω) + ... (A.3)
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where only the first term of χ0 is explicitly shown for concision. The second term containing

G∗(~r, ~r′, Ei − ω) is analogous to the first and can be easily treated in the same manner using

the expression G∗(~r, ~r′, E) = G(~r′, ~r, E).

A.1 Treatment of Angular Dependence of δn

Since the external field is assumed to be directed along the z axis (see equation 6.15), we only

expect the symmetry along the z axis to be broken, leading to an azimuthally symmetric in-

duced potential (or equivalently, an azimuthally symmetric induced density). With this knowl-

edge we can write the induced density in spherical coordinates with an appropriate azimuthally

symmetric form:

φSCF (~r, ω) = −1

2
ε0φ

SCF
ω (r)Y10(r̂) (A.4)

With the form of the SCF potential (with the only unknown/iterated part being the radially

dependent φSCFω (r)), we can write the density displacement as

δn(~r, ω) = −1

2
ε0

∫
χ0φ

SCF
ω (r′)Y10(r̂′)(r′)2dr′dr̂′

= −1

2
ε0

∫
dr′(r′)2φSCFω (r′)

∑
i

f(Ei)
∑
lm

∑
l′m′

Pil′(r)Pil′(r
′)

rr′
Y ∗l′m′(r̂)Y

∗
lm(r̂)Gl(r, r

′;Ei + ~ω)

×
∫
Yl′m′(r̂′)Ylm(r̂′)Y10(r̂′)dr̂′ + ... (A.5)

Now we can use the following identity to evaluate the integral over r̂′

∫
Yl1m1(r̂)Yl2m2(r̂)Yl3m3(r̂)dr̂ =

√
(2l1 + 1)(2l2 + 1)(2l3 + 1)

4π

 l1 l2 l3

m1 m2 m3


l1 l2 l3

0 0 0

 (A.6)
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which yields the following expression for the density displacement

δn(~r, ω) = −1

2
ε0

∫
dr′(r′)2φSCFω (r′)

∑
i

f(Ei)
∑
lm

∑
l′m′

Pil′(r)Pil′(r
′)

rr′

× Y ∗l′m′(r̂)Y ∗lm(r̂)Gl(r, r
′;Ei + ~ω)

×
√

3(2l′ + 1)(2l + 1)

4π

 l l′ 1

m m′ 0


 l l′ 1

0 0 0

+ ... (A.7)

We can further simplify this expression and retrieve the expected azimuthal symmetry by

making use of the following identity

Yl1m1(r̂)Yl2m2(r̂) =

|l1+l2|∑
l3=|l1−l2|

√
(2l1 + 1)(2l2 + 1)(2l3 + 1)

4π

×

 l1 l2 l3

m1 m2 m1 +m2


l1 l2 l3

0 0 0

Yl3,m1+m2 (A.8)

and then, accounting for the sum over m and m′ in equation A.7 to make use of the orthog-

onality of the 3-j coefficients, arrive at the simplified form for the density displacement with

explicit azimuthal symmetry

δn(~r, ω) = −1

2
ε0

∫
dr′(r′)2φSCFω (r′)

∑
i

f(Ei)
∑
l

∑
l′

Pil′(r)Pil′(r
′)

rr′
Gl(r, r

′;Ei + ~ω)

× (2l′ + 1)(2l + 1)

4π

 l l′ 1

0 0 0


2

Y ∗10(r̂) + ... (A.9)

Note that the 3-j coefficient in equation A.9 greatly truncates the summation for a given

angular momentum as its value is 0 when the condition l′ = l ± 1 is not met.

We shall make a trivial definition just to simplify the following expressions and ease with

which the expressions involving δn can be implemented in the code:

δn(~r, ω) = δnr(r, ω)Y10(r̂) (A.10)
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A.2 Resulting Expressions for δVC and δVXC

Both the Coulombic induced field (see δVC in equation 6.28) and the XC induced field (see

δVXC in equation 6.29) are dependent solely on the induced density:

δVC(~r, ω) =

∫
δn(~r′, ω)

|~r − ~r′|
d~r′ (A.11)

δVXC(~r, ω) =
∂VXC
∂n

∣∣∣∣∣
n=n(~r)

δn(~r, ω) (A.12)

With an azimuthally symmetric form of the density displacement given by equation A.9, we

can now explicitly write out the expression for the Coulombic part of the induced field. As

can easily be seen from equation A.12, there is no need to write out an expression for δVXC

as it is simply linearly dependent on δn (with the slope being determined by the choice of

exchange-correlation functional and the equilibrium electron density, which does not change

over the SCF iterations). In order to explicitly write out equation A.11 in terms of its angular

and radial components, we must first carry out the Laplace expansion:

1

|~r − ~r′|
=
∞∑
l=0

4π

2l + 1

l∑
m=−l

rl<
rl+1
>

Yl,−m(r̂)Ylm(r̂′) (A.13)

where r< = min(r, r′) and r> = max(r, r′). With this expansion, we can write out δVC

with the use of Equation A.7 (used here instead of equation A.9 simply because the algebraic

simplification is easier to see) as
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δVC(~r, ω) = −1

2
ε0

∫
dr′dr̂′(r′)2

∫
dr′′(r′′)2φSCFω (r′′)

×
∑
i

f(Ei)
∑
lm

∑
l′m′

∑
l′′m′′

Pil′(r
′)Pil′(r

′′)

r′r′′

× Y ∗l′m′(r̂′)Y ∗lm(r̂′)Gl(r
′, r′′;Ei + ~ω)

√
3(2l′ + 1)(2l + 1)

4π

×

 l l′ 1

m m′ 0


 l l′ 1

0 0 0

 4π

2l′′ + 1
(−1)m

′′ rl
′′
<

r2l′′+1
>

× Yl′′,−m′′(r̂)Yl′′m′′(r̂′) + ... (A.14)

where once again we will be able to make use of the integration of the full angle to simplify the

summations. The integration can be carried out as

∫
Y ∗l′m′(r̂

′)Y ∗lm(r̂′)Yl′′m′′(r̂′)dr̂′ =√
(2l′ + 1)(2l + 1)

4π(2l′′ + 1)
C(l, l′, l′′;m,m′,m′′)C(l, l′, l′′; 0, 0, 0) (A.15)

where C are the Clebsch-Gordon coefficients, which are related to the 3-j coefficients by

C(j1, j2, j3;m1,m2,m3) = (−1)j1−j2+m3
√

2j3 + 1

 j1 j2 j3

m1 m2 m3

 (A.16)

which allows us to rewrite Equation A.15 as

∫
Y ∗l′m′(r̂

′)Y ∗lm(r̂′)Yl′′m′′(r̂′)dr̂′ =√
(2l + 1)(2l′ + 1)(2l′′ + 1)

4π
(−1)2(l−l′)+m′′

 l l′ l′′

m m′ −m′′


 l l′ l′′

0 0 0

 (A.17)
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We can also make use of the orthogonality relationship for the 3-j coefficients

∑
m,m′

 l l′ l′′

m m′ −m′′


 l l′ l′′

m m′ 0

 = δl′′,1δ−m′′,0
1

2l′′ + 1
(A.18)

Taking the integration, the orthogonality relationship and the sum over l”,m” in equation

A.14 into account, we arrive at the final expression for the Coulombic part of the induced

potential

δVC(~r, ω) = −1

2
ε0

∫
dr′(r′)2

∫
dr′′(r′′)2φSCFω (r′′)

×
∑
i

f(Ei)
∑
l

∑
l′

Pil′(r
′)Pil′(r

′′)

r′r′′
Gl(r

′, r′′;Ei + ~ω)

× (2l′ + 1)(2l + 1)

3

r<
r2
>

Y10(r̂)

 l l′ 1

0 0 0


2

+ ... (A.19)

which has azimuthal symmetry, as expected. This expression can be easily recast in terms of the

induced density, at which point we retrieve the intuitive and easily implementable expression

δVC(~r, ω) =

∫
dr̂′dr′r′2

∑
lm

4π

2l + 1

rl<
rl+1
>

Yl,−m(r̂)Ylm(r̂′)Y10(r̂′)δnr(r′, ω)

=
4π

3

[
1

r2

∫ r

0

r′3δnr(r′, ω)dr′ + r

∫ ∞
r

δnr(r′, ω)dr′

]
Y10(r̂) (A.20)

We can easily see from equation A.20 that we need to simply carry out integrations over δnr

(which, as a reminder, is simply the radial dependence of δn(~r, ω)) to determine the induced

Coulombic potential. This provides a great simplification in the algorithm, and this expression

does not change from a nonrelativistic to a relativistic implementation.
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A.3 Determination of Gl(r, r
′, E)

If we consider the Green’s function as satisfying the following relationship

[
E +

1

2
∇2 + Veff (~r)

]
G(~r, ~r′, E) = δ(~r − ~r′) (A.21)

which is the differential equation associated with the Green’s function as a propogator of a

Schrodinger-like equation (in this case the KS-Schrodinger equation), then we determine the

radial part of the Green’s function by using

Gl(r, r
′, E) =

jl(r<)hl(r>)

W [jl, hl]
(A.22)

where jl is the regular solution of the KS-Schrodinger equation (i.e. is regular at the origin),

hl is the irregular solution of the KS-Schrodinger equation (i.e. is irregular at the origin but

converges as r →∞), and W [f, g] is the Wronskian, defined by

W [f, g] = r2

[
f(r)g′(r)− f ′(r)g(r)

]
r=a

(A.23)

where the solution is independent of the choice of a. The regular and irregular solutions can

be obtained through numerical integration, and robust algorithms were developed to do this for

the Tartarus code (see Chapters 2 and 3 of this dissertation for more details).

A.4 Expressions Implemented in Code

This section provides the detailed set of expressions that are implemented in the code, including

the necessary prefactors that arise from the angular integrals and azimuthal symmetry. First we

present the self-consistent potential terms needed to carry out the self-consistent field scheme.

Taking the decomposition shown in equations A.4 and 6.27, we get

φSCF (~r, ω) = −1

2
ε0φ

SCF
ω (r)Y10(r̂) = φext(~r) + φind(~r, ω) (A.24)
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where

φext(~r) =
1

2
εz =

1

2

√
4π

3
εrY10(r̂) (A.25)

and

φind(~r, ω) = δVC(~r, ω) + δVXC(~r, ω) =

[
δV r

C(r, ω) + δV r
XC(r, ω)

]
Y10(r̂) (A.26)

where δVC and δVXC have had the radial dependence trivially extracted in order to define δV r
C

and δV r
XC . This allows us to solve for the radial dependence of the induced field as

φSCFω (r) = −
√

4π

3
r − 2

ε0

[
δV r

C(r, ω) + δV r
XC(r, ω)

]
(A.27)

where the magnitude of the photon’s electric field, ε0, will cancel out the same term implicitly

included in both induced fields, giving no algorithm dependence on the electric field strength.

A.5 Unchanging Susceptibility-Like Term

The self-consistent field calculation iterates over a changing induced density and the associated

induced potentials, but the underlying electron susceptibility (equation A.3) does not change

throughout the iterative procedure. As such, in the code we consolidate the unchanging terms

into an expression that is functionally equivalent to the susceptibility (but includes additional

constant prefactors from the angular simplifications due to the azimuthal symmetry):

G(r, r′, ω) = −1

8

∑
i,l

(2l + 1)f(Ei,l)Pi,l(r)Pi,l(r
′)

×
∑
l′

(2l′ + 1)

 l l′ 1

0 0 0


2 [
Gl′(r, r

′, Ei,l + ω) +Gl′(r
′, r, Ei,l − ω)

]
(A.28)

which allows us to determine the induced density according to

δnr(r, ω) =

∫
dr′r′φSCFω (r′)

G(r, r′, ω)

r
(A.29)
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A.6 Polarizability

The final quantity that is typically extracted from the code in order to determine the photoab-

sorption cross-section is the polarizability. With the simple decomposition into radial terms

that we have presented in this appendix, we can simply express the polarizability as

α(ω) = − 2

ε0

∫
zδn(~r, ω)d~r

= − 2

ε0

∫
r(

√
4π

3
)δnr(r, ω)Y10(r̂)Y10(r̂)r2drdr̂

= − 2

ε0

√
4π

3

∫
r3δnr(r, ω)dr (A.30)
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