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Abstract

Fake news is playing an increasingly dominant role in spreading misinformation by

influencing people’s perceptions or knowledge to distort their awareness and decision-making.

The growth of social media and online forums has spurred the spread of fake news causing it

to easily blend with truthful information. This study provides a novel text analytics-driven

approach to fake news detection for reducing the risks posed by fake news consumption.

In this dissertation, we focus on addressing fake news detection tasks by establishing three

analytics models.

In the first part, we first describe the framework for the proposed approach and the

underlying analytical model including the implementation details and validation based on

a corpus of news data. We collect legitimate and fake news, which is transformed from a

document based corpus into a topic and event-based representation. Fake news detection is

performed using a two-layered approach, which is comprised of detecting fake topics and fake

events. The efficacy of the proposed approach is demonstrated through the implementation

and validation of a novel FakE News Detection (FEND) system. The proposed approach

achieves 92.49% classification accuracy and 94.16% recall based on the specified threshold

value of 0.6.

We propose a computational approach in the second part for detecting fake news in real

time. The proposed methodology utilizes event and topic extraction techniques along with a

topic- merging mechanism to process real time news data and reduce the number of topics.

This approach includes a two-stage procedure for improved memory management using a

streaming framework. We report the findings from several computational experiments for

benchmarking proposed methodology in different system settings. Our approach is more

time- efficient in detecting fake news while also leading to a 19.76% reduction in the number
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of topics and 26.92% reduction in the numbers of data clusters when compared to other Fake

news detection systems.

Objective and Subjective separation(OSS) in text could benefit textual affective anal-

ysis fundamentally. Existing OSS approaches such as extracting perceptual pieces mainly

concentrate on identifying subjectivity. Objectivity learning in language has been becoming

a challenging task due to false knowledge and other misinformation news propagating over

the internet. Finally, this dissertation presents a novel objectivity-subjectivity separation

approach for short texts without using traditional subjective clues, referred to as ’private

states.’ We accomplish this by leveraging three latent features (view point of subject and

object, and tense) of extracted relational triple sets in sentences. In the model, we propose a

group of algorithms to extract latent features and recognize subjective or objective patterns

from datasets. We assess our approach via regrouping the three latent features as three two-

elemental variables and a triple variable for comparing the distributions of these variables

between objective and subjective datasets. The results indicate that model based on our

proposed methodology has approx. 87.5% accuracy, and approx. 97% recall on evaluating

extracted objective patterns.
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Chapter 1

Introduction

In the current era of internet and information, fake news often propagates over the

social media through mimicking legitimate news media contents or fabricating false infor-

mation [63]. As the novel corona virus spreads across the world in 2020, we are also seeing

a simultaneous growth in various disinformation and misinformation related to COVID-19.

Although the continuous legitimate reports about the increasing number of infected people

invokes panic, the spreading of fake news only exacerbates the current situation by developing

misunderstanding about the disease, its properties, causes and potential cure. For example,

a widely spreading rumor on Weibo, the largest social media platform in China, falsely claims

that ShuanghuangLian, a Chinese medicine used for heat-clearing and detoxifying, can cure

COVID-19 [52]. A large number of people believed in this fake news and rushed to buy this

medicine from pharmacy leading to increased risk of virus spread [128]. Fake news not only

causes severe societal and trust issues but also negatively impacts individual’s health and

well-being. Fake news has become a global problem that needs to be dealt with in a timely

manner to curb its spread and thereby making the detection efforts critically important for

the overall well-being of individual, organization, society and economics.

Fake news can be defined ”as the online publication of intentionally or knowingly false

statements of fact [61].” In essence, the focus is on articles or messages posted online with

the anticipation of the message going “viral”. Fake news thrives on the false rumors, hoaxes,

sensationalism, and scandal resulting from the dissemination of news articles through social

media [42]. While intentional harm is debated, various incentives, - such as monetary, social,

and political benefits - often drive the fake news spread.
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1.1 Motivation of FEND Model

Recent proliferation in the use of social media as a vehicle for spreading fake news has

significantly raised the risks imposed on individuals as well as organizations by the spread

of misinformation (false information). For example, social platforms are frequently used to

spread fake news via modifying authentic news or making fabricated news. Very recently,

Berners-Lee, the inventor of the World Wide Web, claimed that fake news has been one of

the most disturbing Internet trends that have to be resolved [118]. It is challenging, if not

futile, to detect deceptive news due to the diversity and disguise of deceptions. Fake news

may cause adverse influence coupled with damages. It influences an individual’s decision-

making and distorts one’s perceptions about the real events by altering the information

feeds that are utilized for news consumption. At the organizational level, the impact is more

adverse as it poses risk to their brand names and can potentially affect on the consumption

of their product or services [49]. News articles shared using social media further exacerbate

this problem due to increased online media consumption and use of bots (e.g., twitter bots)

that automate the spread of false information. A recent survey indicates that, of the known

false news stories that appeared in the three months before the 2016 election, those favoring

either one of the presidential candidates were shared approximately 38 million times on

Facebook [4].

Contemporary developments in methods of news verification address the growing de-

mand for automated means of discriminating real news from fake news among the immense

volume of data [102]. In general, existing fake news detection approaches are categorized

into two groups based on the underlying approaches, namely, linguistic, or network tech-

niques. Linguistic approaches (e.g., natural language processing or NLP) are focused on

news content, and aim to investigate fake news patterns by analyzing underlying semantics.

In contrast, network approaches leverage existing knowledge networks to check facts of news

(e.g., [58]). Recent operations research studies have started to utilize the capabilities of such

text analytics and modeling approaches in various application domains. For example, text
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analytics approaches have been used for suggesting improved design features for augmented

reality health apps([64]). A few studies have applied such techniques in finance. For exam-

ple, [122] predicts financial risks by using a finance-specific sentiment lexicon and regression

and ranking techniques to explore the relations between sentiment words and financial risks

based on a bag-of-words model. A few studies have applied text analytics approaches for

detecting product defects([1]), sales forecasting [62], etc. Use of these techniques in opera-

tions research is increasing as researchers start to investigate the value of unstructured data

for knowledge discovery with different industry sectors.

A growing number of techniques have been devised to verify news credibility([30] [59]).

Existing fake news detection methods aim to detect intentionally deceptive news. Unfortu-

nately, these approaches are inadequate to automatically and accurately pinpoint fake news

from a massive amount of new data that is continuously generated by social media and web

services. To address this gap, we propose a novel two-phase approach to detecting fake news.

In phase one, we extract events from legitimate news, which are then categorized into an

array of topic clusters. Each cluster is centered around a news topic. In phase two, a news

item to be verified is classified into a topic cluster, where we validate the events reported

in the news by comparing to those in the topic cluster. This approach is inspired by fake

news detection demands([104]) and is reliant on text clustering and classification approaches

([65] [125]), as well as lexical databases([75] [126]).

Recently developed fact checking tools are adept at comparing news against a collection

of knowledge represented as a network. However, such comparisons are very time consuming

due to the volume and constant growth of the knowledge base. To speed up the detection

performance, we propose to partition a large number of genuine and authenticate news

(a.k.a., factual statements) into clusters, each of which is comprised of news sharing similar

topics. To judge the credibility of a news, we classify the news into a topic cluster in which

events are compared against those of the news. In case the news does not fall into any

existing cluster, we mark the news as a deceptive one.
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We demonstrate the implementation of the proposed approach for detecting fake news

by carrying out two distinctive phases to discover deceptive news. First, trustworthy news

are categorized into clusters according to topics. Each cluster is centered around common

news topics. Second, we detect fake news by verifying events extracted from the news in a

specific cluster.

The approach proposed in this study treats news as a fake one if (1) it is a news outlier

(i.e., not classified in any topic cluster) or (2) the similarity between the news events and

those of the cluster is below a specified threshold. A large number of authenticated news

articles classified into news clusters based on topics and stored in a news database that

periodically receives news updates by accumulating latest news stories from legitimate news

sources such as CNN and Fox News that have been verified as legitimate by the research

community. If an incoming news to be detected cannot be classified into any existing news

cluster, it is marked as a candidate fake news. Otherwise, the incoming news is placed

into the corresponding cluster for further analysis. The credibility of the incoming news is

measured by comparing the events extracted from the news with those in the news cluster.

When the news article’s credibility is below a specified threshold, the news are classified as

fake.

This study makes several contributions. First, a novel analytics-based approach for fake

news detection that applies topic based classifying mechanism to group legitimate news into

multiple topic clusters is presented. News in each cluster share common topics. An event-

extraction mechanism is designed for extracting events from these news articles. Second, we

propose and implement a credibility measure for evaluating the authenticity of any news by

comparing events extracted from the news to those of the legitimate news. Third, based

on the proposed approach, we present a framework for the development and validation of

a novel system, FEND, to detect fake news by leveraging a large legitimate news database
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that we built. Finally, we illustrate how to evaluate the performance of FEND using a real-

world news dataset. The experimental results indicate that FEND achieves a high fake news

detection accuracy.

1.2 Motivation of RT-FEND system

Fake news spread on the social media is usually created for misleading guidance of public

opinion in order to achieve authors’ financial or political goals and support their own be-

liefs. With the increase in online interactions and popularity of social media (e.g., self-media

and webcast), the fake-news propagation becomes easier than in the age of traditional news

media like newspapers or TV. This trend is fuelled by the low cost of maintaining social

media and ease of use of social media [109]. A large number of websites don’t authenticate

users’ personal information, implying that users are not held accountable for posting incor-

rect or biased information. It is prudent to detect fake news in a timely manner. News

articles are time sensitive and created by agents or organizations (e.g., newspaper offices,

TV stations, and other media). Prior to releasing news, journalists (e.g. reporters and news

editors) complete a list of procedures, namely, news collection (e.g. personage interviews,

incident tracking, purchase of original news materials), news editing, and news verification,

etc. Time sensitivity is an extremely critical property of news for two reasons. First, a news

organization maximizes benefits by taking the lead in reporting news. Second, the nature

of people’s curiosity and the pursuit of novelties is the fundamental reason to determine the

value embodiment of time-sensitivity of news. A large volume of news items are generated

every day and propagated at a fast speed in the era of social media. For example, more

than 450,000 tweets are shared on Twitter and 46,740 photos are posted on Instagram in

every minute [70]. Everyone who is engaged in social-media networks focuses on consuming

updated news, which amplifies the need for real time detection of fake news. News may

become quickly outdated, meaning that news no longer carries novelty factor or audience is

no longer interested in the aging news.
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Recent research on fake news has focused on developing new detection approaches. For

example, BS-Detector is a browser plug-in for detecting fake news; PolitiFact is another

fact-checking website that gives the credibility of claims by U.S officials [44]. However, these

efforts remain rudimentary or fall short of handling the complex problem of detecting fake

news in real time. Another fake news detection system embraces an offline data collection

mechanism, which is inadequate for processing news in a real-time manner [136]. Real time

detection of fake news is critical for curbing its spread through social media or various blogs

and curtail its consumption by individuals. In this study, we focus on the conceptual and

actual development of a real-time fake news collection and detection mechanism, which is

capable of pruning outdated news.

One challenge in detecting fake news in a real-time manner is to deal with an excessive

number of topics extracted from news articles. On average, approximately 23.1 topics are

extracted from one news article. Topics tend to be diverse in different news. As a conse-

quence, processing a large volume of news data is time consuming. To ensure the originality

and integrity of news data, we stay away from the traditional dimension-reduction methods

(e.g., feature pruning and principal component analysis) since topics in up-to-date news are

likely to be unique.

In this study, we design a real-time fake-news detection system, which is capable of pro-

cessing massive amount of news data by embracing salient features of topic reduction, event

extraction, real-time processing, and parallel computing. The proposed system seamlessly

integrates an array of processing modules to facilitate real-time data collection, news anal-

ysis, and fake-news detection. The experimental results indicate that the proposed system

achieves a high fake news detection accuracy and high efficiency in comparison with other

fake news detection baselines.

The main contributions of this study are summarized as follows. First, we apply lexical

repositories and a topic-comparison method to reduce the dimensionality of training datasets.

Second, we employ the real-time analytics framework to implement streaming data collection
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and clustering to construct knowledge bases. Third, we design a novel two-stage algorithm-

based procedure to efficiently manage the batch size of streaming data. Fourth, we develop a

real-time fake-news detection model that includes a classifying mechanism based on topic and

event-based filters. Fifth, we deploy our system on a up to 9 nodes computing cluster using

virtual machine. Finally, we evaluate the performance of the system processing a real-world

news dataset using a series of computation experiments and benchmark its performance

against other systems.

Next section introduces and provides a comparative description of the prevalent ap-

proaches used for fake news detection. First, we summarize the current status of research

on fake news detection and classify into different categories based on a simple benchmark.

We then analyse and discuss their relative merit and weaknesses.

1.3 Motivation of OSS

Objectivity and subjectivity in language are latent cognitional features that are difficult

to be recognized. Objective and subjective separation (OSS) playing an important role and

is an essential step in the many natural language processing-based applications. Traditional

OSS methods try to identify subjective pieces, or sentimental words and phrases within the

data primarily for sentiment analysis. A statement can be classified as subjective based on its

”private states” [127], which expresses opinions, rants, allegations, accusations, suspicions,

and speculations [98]. In contrast, objective statements contain facts to describe an event

or its nature that can not altered product [113]. There are various types of documents or

publications such as history texts, scientific journals, news articles, encyclopedias, etc. [67]

that massively utilize objective statements. Our knowledge accumulation predominantly

relies on using such objective documents as these contribute towards improving our un-

derstanding of various social, technical, and societal aspects. Many NLP-based applications

leverage objective documents, such as facts extraction [7], fact checking [95], knowledge bases

construction [16], question answering(QA) [28], and deception detection [71] in transcripts.
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Most existing OSS techniques are also referred to as subjective learning [98] [127], sub-

jectivity detection [24], or subjectivity classification [99] [27]. These methods mainly aim to

extract subjective clues from the text to perform automatic subjective analysis for different

purposes. Subjective clues are either annotated manually or collected from subjective corpus

or vocabularies. For example, Riloff, and Wiebe [98] developed a subjective corpus, called

as MPQA, which has over 8,000 subjective clues that are either derived from an unlabeled

corpora and subsequently annotated by human experts, or are automatically extracted from

labeled subjective datasets. However, this approach has limitations due to inherent com-

plexity of human language and embedded sentiments. For example, a statement comprising

of subjective clues could sometimes be mistakenly classified as an objective statement or

vice versa [66]. In contrast, subjective statements may not include any subjective clue [127].

The fundamental reason for this mis-classification is due to the fact that natural language

and cognitive thinking have a many-to-many relationship. Explicitly, a language expression

may deliver different message to audiences or readers as single idea could be expressed in

multiple ways.

A majority of subjectivity detection approaches are precursor to sentiment analysis and

are done to extract subjective statements [24] [21]. These sentiment analysis approaches

subsequently perform emotion detection [92], positive & negative opinion extraction [13],

morality classification [89], and polarity classification [60]. In contrast, objective detection

approaches aim to improve the efficiency of tasks such as fact checking, deception detec-

tion etc. by cleaning the subjective statements. All objective pieces can be segregated

from subjective statements a-priory to sentiment analysis techniques to improve the overall

authenticity, reliability, and performance of the process.

In this work, we proposed a novel method for separating subjectivity from objectivity

in text documents using OpenIE technique. The proposed method utilizes three parts of

sentences (i.e., subject, predicate, and object) to investigate the influence of (1) view points

of subjects’ agents, (2) the tense of sentences, and (3) view points of objects’ agents. All
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combinations of these three feature are then evaluated to discriminate objective and sub-

jective patterns with the sentences. This study makes significant contributions from the

following five perspectives. First, view points detection algorithm is developed to detect

view points of subjects and objects. Second, we designed a tense detection algorithm for

classifying sentences into twelve tense categories. Third, the frequencies of each pair of three

features are also applied to distinguish objective and subjective patterns. Forth, we design

an algorithm to evaluate the performance of extracted patterns by leveraging view points

detection algorithm’s outputs, tense detection algorithm’s outputs, and a given list of thresh-

old. Finally, we provide validation of the proposed approach by evaluating the performance

of the extracted patterns using cross validation.
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Chapter 2

Literature Reviews

2.1 Fake News Detection

2.1.1 Fake News Risks

The initiation and spread of fake news presents significant risks from many different

perspectives, including from a national security standpoint. A good example of this is delib-

erately misleading news that attempt to influence an individual’s perception about another

individual or election results. In politically divided environments, such as those being wit-

nessed in the US and Europe, people tend to gravitate towards news from sources that are

congenial to their belief or political taste. This may be attributed to confirmation bias

or “tunnel vision” which involves one-sided case building based on preconceived notions or

ideologies[80]. [90] report on three studies aimed at testing the propensity to think analyti-

cally and susceptibility to fake news. These studies find that, contrary to the confirmation

bias theory, people are deceived by fake news as they fail to think analytically while consum-

ing media, not because they think in a motivated manner. [112] discusses various cognitive

biases that act as barriers in evaluating and correcting misinformation when humans pro-

cess fake news, i.e., misinformation. The spread of fake news presents the risk of duping

readers that takes disadvantage of the readers’ preference for congenial news and the lack of

analytical thinking while consuming news media.

The preference for agreeable news bits is further exacerbated with the ”echo chamber”

or the ”filter bubble” phenomenon occurring with social media. On social media platforms,

people tend to selectively associate with individuals of similar viewpoints and consume infor-

mation appealing to their perspectives. The personalization features of social media amplifies
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the effect[88]. Fake news functions as a catalyst to further intensify readers’ point of views

and runs the risk of information polarization. [50] demonstrate the information polarization

effect due to differential consumption of fake news occurring through selective exposure to

misinformation.

Often, instances of fake news are subsequently followed by fact-checks published on

different media outlets. However, as shown by a study conducted by [108], partisan news

consumers selectively evaluate and share fact-checking articles, again due to the “echo cham-

ber” effect. Studies on political behavior have shown different results with respect to fact-

correction phenomenon. [81] found that a ”backfire effect” occurs when humans are pre-

sented with fact-checks of misinformation, in that they psychologically counter-argue and

strengthen their initial false perceptions. However, a recent study by [129] has shown no

evidence of factual backfiring. From a risk analysis perspective, although fact-checks may be

effective in correcting the news for the record, they are practically ineffective in mitigating

the risk of false information consumption and information polarization that occurs in the

first place. This emphasizes a clear need for more objective fake news detection mechanisms

that can serve to prevent the consumption of false or misinformation.

Clearly, fake news presents a keen risk of damaging the foundations of journalism ideals

of veracity, objectivity and accountability. Fake news publishers risk accusations of crimes

and violations of governmental regulations. [61] present a detailed survey of many legal

and regulatory issues that fake news publishers may face. These may range from civil

legal claims concerned with defamation, intellectual property law, or intentional infliction of

emotional distress (IIED) to government violations and crimes such as cyber bullying. Also,

such publishers may be in violation of social media platform account policies and search

advertising restrictions. Savvy publishers act to proactively minimize the legal exposure and

risks through mechanisms such as disclaimers and notices, website terms and conditions, and

media liability insurance policies. In response, social media platforms have become cautious

and have started incorporating detection mechanisms for fake news. However, cross-platform
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mechanisms have received limited attention. Detecting fake news by originating from sources

across multiple websites and platforms can serve as a useful tool for regulators.

To mitigate these risks, various detection approaches are discussed in the following

section.

2.1.2 Fake News Detection

Fake news are created by fabricating nonexistent news or modifying legitimate news.

The credibility of fake news are boosted by (1) imitating well-known authors’ writing styles or

(2) expressing opinions with a tone frequently used in real news. Very recently, an increasing

number of fake news detection methods have been developed. All existing detection schemes

may be grouped into two distinct classes, namely, linguistic-based methods and network-

based methods[30]. Network-based approaches for fake news detection apply network prop-

erties as a supporting component for various linguistic-based approaches. Commonly used

network properties include, but not limited to, website information, authors/subscribers in-

formation, time stamps, and the like. For example, [123] performs user behavior analysis to

reduce the misinformation in online social networking forum related to Parkinson’s disease.

This study reports that misinformation embedded within the discussion thread depends on

its content and users characteristics of the author. Another study proposes a model that

focuses on investigating the quality of responses in an online crowd-sourced health, clarity of

the thread questions, and the users’ potential for making useful contributions[124]. The ex-

isting sentiment and syntax analysis schemes are customized for special data types, thereby

being inadequate for fake news detection systems.

A rumor detection model or CNT proposed by Qazvinian et al. adopts a variety of fea-

tures such as content-based features (e.g., words and segments appearance, part of speech),

network-based features (i.e., re-tweets or tweets propagation) and twitter-specific Memes

(i.e., Hashtag or shared URLs). CNT orchestrates an array of strategies to select features

to detect misinformation in microblogs[94]. Rubin et al. devised an SVM-based algorithm,
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AHGNA, that embraces five predictive features (i.e., Absurdity, Humor, Grammar, Negative

Affect, and Punctuation)[104]. After an assortment of feature combinations were evaluated

using a total of 360 news articles, Rubin et al. illustrated that the best combination can

detect satirical news with a 90% precision and 84% recall. Common fake news features

discovered by these approaches may govern unethical writers to write fake news without ex-

hibiting the de- tectable features. To address this weakness, [56] advocate a way of exploiting

semantic knowledge from short texts. [56] scheme incorporates text segmentation, part-of-

speech tagging, concept labeling, as well as a vocabulary database to harvest a collection

of attributes, concepts and instances from a well-known knowledge base. This knowledge-

intensive approach offers insights on short texts such a twitter. While a majority of fake

news originates from websites, social media facilitates their spread. Larger text originating

from news outlets and opinion threads offer deeper insights into the topic and provide richer

contexts. Open information extraction (OIE) is a task of extracting factual information

from textual data such as Twitter posts, spams, and articles in social media. More recently,

OIE tools have been used for producing grammatical clauses, which can be used for topic

extraction purposes. For example, [47] demonstrated their approach by extracting topics

from a collection of 50,000 microblogs during a disaster event.

Similar to the above semantic knowledge based approach, our proposed approach aims

to grasp an understanding of news through complete comparisons of news content. This

approach no longer relies solely on statistical, sentiment, or syntax analysis to detect fake

news but uses topic and event level analysis to understand patterns that are deeply embedded

within the news for improved detection accuracy. Also, traditional fake news detection

approaches pay more attention to reducing content leakage, which may provide misleading

information when original articles are imitated or modified. As such, our proposed approach

takes full advantage of in-depth semantic analysis of the sentences by incorporating OIE

coupled with the other techniques to extract knowledge from news articles.
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Sentiment and Syntax Analysis

Linguistic-based methods such as statistical analysis [33] [132], sentiment analysis [114],

linguistic cues analysis [111] and deep syntax analysis [29] [74] have been deployed to detect

abnormal information within the text data with high accuracy.

Statistical analysis [51] proposed an approach to examining the features of crime narra-

tives. Their results show that psychopaths’ speech contain a high frequency of disfluencies;

psychopaths often use past tense and less present tense verbs in narratives. [105] proposed

the rhetorical structure theory or RST to identify the discrepancy between real and fake

textual data by applying the Vector Space Model (i.e., VSM) to assess the confidence level

for each datum.

Sentiment analysis is a widely adopted strategy for detecting general deception, partic-

ularly deceptive Spams. [42] proposed PU-learning to detect deceptive spams by analyzing

positive and negative opinions. PU-learning is a semi-supervised technique for building a

binary classifier on the basis of positive (i.e., deceptive opinions) and unlabeled examples.

Linguistic cues analysis [111] demonstrate that linguistic cues derived from deception

theories, in conjunction with content cues based on message content, can be quite effective in

distinguishing between fraudulent and non-fraudulent projects on crowd funding platforms.

Deception detection is shown to be particularly effective when both static communication

(e.g., project description) is analyzed along with dynamic communication (e.g., forum mes-

sages). This study uses a similar approach of analyzing entire communication content, i.e.,

news, but differs from [111] study by focusing on the content similarity.

Deep syntax analysis Probability context free grammars or PCFG is a practical method

that applies deep syntax analysis to separate sentences into rewrite trees representing syntax

structures. For example, [41] investigated syntactic stylometry for deception detection, where

features are derived from context free grammar (i.e., CFG) parse trees on hotel review data.

Unfortunately, these existing detection schemes are tailored for special data types or specific

contexts such as spam reviews detection [25] and spam mail detection (e.g., [57]); therefore,
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are inadequate for a general-purpose fake news detection that could apply to wide ranging

topics or issues.

Topic Extraction

TextRunner is one of the early, but highly scalable, OIE systems proposed by [12].

Since the inception of TextRunner, a few popular OIE approaches have been developed:

ReVerb [37], OLLIE [38], and Stanford OpenIE [6]. In 2013, [32] proposed another OIE

approach (ClausIE) that maintains information integrity of original textual data by decom-

posing sentences into a list of ’clauses’. Another study by [14] embraces similar extraction

phases, but supplements the capabilities of the approach proposed in [32] by implementing

contextual sentence decomposition to facilitate semantic searching. [131] presented a way

to extract text relationships without verb expressions. Extraction results were validated

by OLLIE and ClausIE. Their findings confirm that more extra relations are discovered by

ClausIE than OLLIE, meaning that ClausIE has better performance than OLLIE.

2.1.3 Fake News Detection Applications

Recent efforts on fake news detection have focused on varied approaches. For example:

B.S. Detector - alerts users of unreliable news sources [97] by searching all links of

a given webpage for sources that have been collected in a unreliable-news database, which

includes samples of fake news, satire, extreme bias, conspiracy theory, rumor mill, state news,

junk science, and the like. Although the database manages vital and rich information to

facilitate fake-news detection, this approach only utilizes a knowledge base of untrustworthy

links. Unlike the browser extension, our approach takes the news content and performs an

ingrained analysis to quantify credibility scores.

PolitiFact - is a six-dimensional rating system developed to check facts. It is frequently

used to rate the accuracy and credibility of claims made by US officials and others [101].

The PolitiFact system largely depends on human intervention, during which, journalists
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assess information via watching TV, scanning social media, and evaluating reader comments.

In contrast to PolitiFact, our system applies artificial intelligence models that utilize text

analysis of news sources rather than interventions offered by a body of journalists.

Fake News Detector AI - identifies fake-news websites by measuring similarity to existing

fake-news websites using artificial intelligence techniques as a blackbox [34]. This system

uses a neural network–based feature analysis (e.g., headline, code structures, site popularity)

approach on known websites, thereby yielding the credibility of the tested websites. Our

system differs from this detection tool in the types of features. More specifically, Fake News

Detector AI relies on network-based features, whereas our system employs semantic-based

features.

2.2 Real Time Fake News Detection

Fake news intentionally spreads false information that could mislead the readers. How-

ever, fake news could also have high credibility that causes the readers to believe in them.

Feature extraction has been the most popular method for fake news detection [87]. For

example, [119] performed feature extraction from hoax and non-hoax posts based on a set

of documents and users using logistic regression and Boolean crowdsourcing algorithms to

achieve an accuracy of over 99%. Also, in [109], the author surveyed and summarized a va-

riety of existing features based on content-specific features (i.e., author, publisher, headline,

body, etc.), social context-specific features that include user-based cues (i.e., user profiles,

characteristics, etc.), post-based cues (i.e., skeptical opinions, sensational reactions, etc.),

and network-based cues (i.e., followers, relationship networks, etc.).

Linguistic-based methods are prominently used to understand fake news by capturing

the deception from articles’ content. We categorize different fake news detection approaches

into three groups [29][9]. First Classification is based on statistical cues. This is the easiest

way to obtain the feature from articles and is accomplished by counting the number of differ-

ent type of elements, such as one or multi word frequency (Unigrams and Ngrams) that often
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involves extracting the elements from bag of words representations and using TF- IDF(Term

Frequency-Inverse Document Frequency) [104] [83] [91]. This is useful to distinguish fake

from legitimate news, or extracting more complicated features such as readability [30] using

models such as the Automatic Readability Index (ARI) [3], Flesch- Kincaid [110], Gunning

Fog[8] and others. Second classification is based on sentiment-oriented cues [43] [100] [45].

With the subsequent improvement in the underlying dictionary of Linguistic Inquiry and

Word Count (LIWC), it became a prevalent tool to support many NLP-based researches,

especially for the deception detection [54]. Third classification is based on syntax-oriented

cues. In many cases, features based on syntax are extracted using CFG (Context-free gram-

mar), which is used for discovering lexicalized production rules. PCFG (Probability Context

Free Grammars) is another advanced syntax analysis technique that divides sentences as a

parse tree which is a set of rewrite rules for describing the syntax structure of sentences [137].

There are other syntax analysis applications such as the Stanford CoreNLP that could be

used for deception discovery and includes syntax parser relevant functions [69].

In many cases, network properties and behaviors may serve as critical indicators of

deception. Network analytic method usually focuses on people’s social network properties

(e.g., credit rating, number of followers and activity records), the source of articles (i.e.

fake news websites) and public knowledge base (i.e. Wikipedia Knowledge Graph). Using

social network behavior cues, [31] verified that information propagation through Twitter

could be used to establish a veracity evaluation mechanism for the 2013 Australian election.

Especially, the volume of retweets, hyperlinks in tweets, difference between original tweets

and retweets were helpful in detecting phony online personas, fake bots and deceptive Twitter

strategies. Other approaches that utilize network-based fact checking depend on existing

knowledge base and publicly available structured data such as DBpedia ontology [18]. Google

Relation Extraction Corpus (GREC) has been widely used for deception detection [55].
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Recently, a few approaches have been developed and implemented for detecting fake

news. For example, B.S. Detector [97], an online browser extension, alerts users to unre-

liable news sources by searching all links of a given webpage against a validated database

of unreliable news. This will then be classified into one of the many categories: fake news,

satire, extreme bias, conspiracy theory, rumor mill, state news, junk science, hate group,

clickbait, proceed with caution, etc. In addition to checking against a static list of URLs in

a pre-complied database, inability to perform semantic analysis is a major limitation of this

approach. PolitiFact is another fact-checking website that rates the accuracy and credibility

of claims using ’Truth-O-Meter’, which is an instrument to assess a news on a scale of six

[101]. A major limitation of this system is that it is only restricted to politics and requires

human intervention and input. Fake News Detector AI is yet another neural network driven

system that could identify fake news websites based on their similarity with existing fake

news [97]. However, a major limitation of this system is lack of explanations for the result

as this only generates a warning message if the given URL is unreliable.

In spite of effective usage of above methods, an obvious drawback these techniques are

their instability. For example, document features such as number of paragraphs, sentiment-

based word count, and syntax structure of sentences can be easily simulated. Additionally,

these deception detection methods can only work for specific data types, such as spam reviews

detection [25]. A recent study has proposed a model that abandoned traditional linguistic

and Network- based methods while focusing on fact extraction from datasets [136] using open

information extraction techniques and refine triples as formal features i.e., events comprising

of subject (u), predicate (v) and object (o) or e = u, v, o. Topics are represented as t = u,

o and, therefore, e = t, v. This method effectively avoids using statistical methods by using

topics as features for clustering and focuses on the meaning extraction from text, which allows

the models to understand the semantic differences among articles through vectorization

of features. However, their proposed approach suffers from efficiency, extensibility topic

redundancy, bad runtime environment; outdated dataset [136]. This study overcomes several
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of the drawback stated above by utilizing real time streaming approaches for fake news

detection and benefit from a distributed computing environment. Such approaches help

keep the knowledge base updated for fact checking with more recent news having higher

impact factor for successional news.

2.3 Objective and Subjective Separation

Objective and subjective parts in linguistic research are commonly referred to as facts

and opinions, respectively [23]. A handful of studies have recently focused on attempting

to extract opinions from articles using cutting-edge techniques such as sentiment polarity

classification [77], opinion mining [22], and subjectivity detection [106]). In subsequent

subsections, we perform extent review of literature on existing objective and subjective

learning methodologies with a focus on data collection, data annotating, feature extraction,

and objective/subjective learning.

2.3.1 Objective and Subjective Data Collections

Rapid growth in internet usage and aggressive consumption of social media platforms

is leading to easy access to a vast volumes of information from various sources such as

news reports, advertisement, blogs, etc. and increased information sharing through tweets,

crowd-sourcing platforms, etc. Consequently, massive amount of textual data is becom-

ing available for different NLP-related analysis. All textual datasets that may be used for

objectivity and subjectivity analysis could be broadly classified into three categories: (1)

public-oriented textual data originating from journalism sources or blogs (e.g., document-

level news or debates); (2) personal-oriented relatively short texts from various social media

(e.g., Instagram, Twitter, and Facebook); (3) commercial-oriented user reviews (e.g., movie

or product reviews).

Document-level datasets consist of a list of textual data stored in different documents,

where each document typically contains (1) relatively complete context of a story or an event;
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(2) subjective perceptions of writers, subjects and objects, perhaps in the forms of quoted

speech; (3) objective descriptions, which are unbiased statements. In an earlier study, [86]

applies a ’subjectivity detector ’ to filter subjective sentences from the original document-

level dataset to boost document-level polarity classification. In this study, authors leverage

coherence and proximity relationships among sentences to analyze the subjective similarity

among text spans within discourse boundaries. Another study on subjectivity detection at

the document-level employs a two-layered document-level sentiment classification approach

to (1) extract subjective sentences; (2) detect the sentiment of the documents based on

extracted subjective statements [134]. In summary, document-level datasets contain both

objective and subjective pieces and require pre-processing and data cleaning tasks.

Sentence-level datasets can be generated from document-level textual data or personal-

oriented short texts from social media. A few studies have annotated sentences as positive,

negative, or neutral opinions e.g., [66]. The twitter datasets are frequently used for sentence-

level analysis. For example, a study utilizes multinomial Naive Bayes classifier to determine

positive, negative and neutral sentiments of tweets [84]. In this study, authors use Tree-

Tagger to investigate the impact of using POS tags (e.g., n-grams) on sentiment evaluation

performance. Another study explored using a different research design that uses a tree rep-

resentation of tweets called tree kernel to avoid the need for performing extensive feature

engineering on twitter datasets [2]. The study performed sentiment analysis using three dif-

ferent features namely, frequencies-based features, POS&polarity score-based features, and

boolean-value-based features.

Aspect/Entity-level datasets are predominantly used for discovering the entities or as-

pects that an individual likes or dislikes [66]. Several studies have used review large textual

dataset for subjectivity analysis. For example, movie review datasets 1 released by Cornell

university that has been widely used for sentiment analysis [85]. [46] illustrates how subjec-

tivity, informativeness, readability, and linguistic correctness of customers’ reviews influence

1Cornell Movie review datasets, http://www.cs.cornell.edu/people/pabo/movie-review-data/
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product sales and customers’ perceptions. This study applies Random Forest-based classifier

to inspect the relative importance of various reviewer features, review subjectivity features,

and review readability features to estimate the impact of different reviews on economic out-

comes. Similarly, Zhao, et. al. [138] make use of 127,629 online hotels reviews2 of customers

to estimate customers’ satisfaction. This work is based on using review attributes to discover

how subjectivity, readability, and length of reviews can negatively affect customer ratings.

On the other hand, customers’ rating were found to be positively influenced by diversity and

sentiment polarity within the data.

2.3.2 Subjectivity Annotations

Objectivity and subjectivity, being the latent features of text, are difficult to classify au-

tomatically due to complexity and diversity in natural language. Objectivity and subjectivity

annotation tasks are initially performed manually by annotators. Inter rater reliability [72] is

a commonly used measure to eliminate ambiguity across annotation outcomes derived from

multiple annotators. Riloff and Wiebe [98] developed a rule-based subjectivity classifier by

using known subjective vocabulary to collect subjective patterns from unannotated datasets.

Such extracted subjective patterns can then be applied to identify subjective statements from

other unannotated datasets. There are other subjectivity annotation schemes that have been

developed at the discourse level [66]. For example, Asher, et. al. [9] applied five rhetori-

cal features: contrast, correction, support, result, and continuation to build a sentiment

annotation corpus that could be used for identifying opinion polarity. Another subsequent

study proposed a three-step semantic analysis approach that includes: (1) categorizing text

documents based on various opinion expressions such as judgment, advise, and sentiment

expressions; (2) evaluating discourse segments using a shallow representation; (3) comparing

and analyzing the distribution of categories in different types of multi-lingual datasets [10].

Another aspect-based two-level (i.e., sentence level and expression level) opinion annotation

2Hotel review dataset, tripadvisor.com
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scheme is proposed in [121]. First, the sentence level annotation is implemented by using

various attributes such as topic-relevant, opinions, polar-fact attributes. Second, the expres-

sion level scheme assigns five annotated types (i.e., polar-target, target, holder, modifier,

and opinion expression) to mark spans.

2.3.3 Subjectivity Learning

Subjectivity detection and classification is a natural language process that aims to remove

’factual’ or ’neutral’ content from original articles [24]. Subjectivity detection techniques

are geared towards understanding the psychological elements embedded within the writings

by segregating objectives components from subjective pieces. Murray et al. proposed a

pattern-based subjectivity detection approach, in which the subjective patterns are learned

from both labeled and unlabeled data. This approach is implemented using n-gram word

sequences with varying levels of lexical instantiation [79]. In this research, four subjectivity

and polarity tasks were developed on spoken and written conversations. Marco et al. uses

sentiment classification to discover summary sentences, or the short passages from a dataset

of movie reviews [19]. This study extracted the overall sentiment of the review by filtering

out potential noisy information.

Opinion mining, a sub-discipline at the crossroads of information retrieval and com-

putational linguistics, is concerned with expressed opinion rather than topics of a text.

SENTIWORDNET is a lexical resource in which each synset of WORDNET is associated

with three numerical scores Obj(s), Pos(s), and Neg(s), describing objective, positive, and

negative levels of the terms contained in the synset [36]. Due to wide coverage and inclusion

of qualifying labels, SENTIWORDNET has become an important online resource offering

a practical interface for opinion mining applications [26]. Poria et al. [93] devised the first

deep learning scheme, where a 7-layer deep convolutional neural network is utilized to tag

each word in opinionated sentences as either aspect or non-aspect word.
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Polarity classification focuses on distinguishing positive, negative, or neutral polari-

ties of sentences in articles. Polarity classification has a wide range of applications such as

tweets’ sentiment analysis. For example, in the sentiment analysis of Italian tweets at the

message level [39], Farias et al. provided participants a dataset, which includes two exist-

ing online corpus - SENTI-TUT [20] and TWITA [11] for the model training and testing

purposes. Each of collected tweets is labeled with polarity (i.e., positive, negative, neutral,

or mixed). Speriosu et al. improved tweets polarity classification methods by combining

several knowledge sources with a noisily supervised label propagation algorithm [115]. The

evidence shows that a maximum entropy classifier trained with distant supervision works

better than a lexicon-based ratio predictor; the new classifier improves the accuracy for

polarity classification on the held-out test set from 58.1% to 62.9%.
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Chapter 3

Fake News Detection Model using Analytics Approaches

This chapter describes the conceptual and mathematical underpinnings of the proposed

analytical model developed for establishing the credibility of news articles. We start This

chapter by describing the composition of complete and incomplete sentences. Next, we

formally define events and topics extracted from complete sentences. Boolean-value functions

that distinguish fake events and topics from legitimate ones are subsequently described.

Finally, we describe the mathematical formulation used for quantifying credibility of news

articles.

3.1 Fake News Detection Model

3.1.1 Topics and Events

Fake news could be detected through either topics or events. A news article α consists

of a large number of sentences. We model article α as a set of n sentences. Thus, we have

α = {σ1, σ2, ..., σn}. (3.1)

where each sentence (e.g., σi) is expressed as the following triple

σi = (Ui, Vi, Oi), 1 ≤ i ≤ n. (3.2)
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For the ith sentence σi in (3.2), Ui is a subject set; Vi is a predicate set; and Oi is an

object set. Thus, we write these three sets as

Ui = {u1
i , u

2
i , ...u

pi
i }, 1 ≤ i ≤ n. (3.3)

where pi is the number of subjects in subject set Ui.

Vi = {v1
i , v

2
i , ...v

qi
i }, 1 ≤ i ≤ n. (3.4)

where qi is the number of predicates in predicate set Vi.

Oi = {o1
i , o

2
i , ...o

ri
i }, 1 ≤ i ≤ n. (3.5)

where ri is the number of objects in object set Oi.

We categorize sentences in article α into complete sentences and incomplete sentences,

depending on the existence of object set Oi in the triple of the ith sentence. We refer to

sentence σi as a complete sentence if its object set Oi does exist in the sentence triple;

otherwise, sentence σi is referred to as incomplete sentence (i.e., Oi = ∅). Hence, the set

of sentences for article α can be rewritten as a combination of two disjoint sentence sets Sic

and Scp. Note that Sic is a set of incomplete sentences, whereas Scp is a set of complete

sentences. Thus, we rewrite (3.1) as

α = Sic ∪ Scp, Sic ∩ Scp = ∅, (3.6)

where incomplete sentence set Sic is expressed as

Sic = {σ′1, σ′2, ..., σ′m}, (3.7)
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where incomplete sentence σ′i = (U ′i , V
′
i , O

′
i) has an empty object set. Thus, we have O′i = ∅,

and 1 ≤ i ≤ m.

The models proposed in this study aims at detecting fake news from complete sentence

set Scp rather than from incomplete sentence set Sic; the reason is two-fold. First, incomplete

sentences only bear information fragments due to the lack of objects. Second, among the four

types of sentences from the language’s perspective (i.e., declarative sentences, interrogative

sentences, imperative sentences and exclamatory sentences [73]), declarative sentences –

expressing statements – are incomplete sentence.

Let us consider three examples of incomplete sentences.

• Incomplete Sentence 1: Lucy is lying.

• Incomplete Sentence 2: It’s raining outside.

• Incomplete Sentence 3: Water evaporates when it’s hot.

These sentences have no objects because of the usage of intransitive verbs. The three

incomplete sentences provide no details (e.g., Why Lucy lies? or what Lucy said?). In our

proposed model, incomplete sentences Sic from article α are pruned during the pre-processing

procedure.

Some sentences may contain fake information whereas others might have legitimate

information. In what follows, we elaborate on the discrepancy between fake events and fake

topics from the perspective of sentences. We start such a comparison by introducing events

and topics in a formal way(Fig.3.1.1).

As described above, each event consists of a subject, a predicate, and an objects. Given

sentence σi = (Ui, Vi, Oi), an event set Ei can be derived from subject set Ui, predicate set Vi,

and object set Oi. Let us model such an extraction procedure as an event mapping function

x, where E is the Cartesian product of sets U , V , and O. Thus, we have

x : U × V ×O → E. (3.8)
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Figure 3.1: Relationship between event and topic

Suppose the sizes of sets Ui, Vi, and Oi in sentence σi are pi, qi, and ri, respectively. The total

number of events extracted from sentence σi is a product of pi, qi, and ri (i.e., pi × qi × ri).

Hence, event set Ei of the ith sentence σi can be expressed as

Ei = {e1
i , e

2
i , ..., e

wi
i }, wi = pi × qi × ri, (3.9)

where ti is the total number of events extracted from sentence σi.

Let us make use of the following complete sentence (see also (3.2)) as an example to

elaborate the definition of events extracted from sentences in the proposed model.

Complete-Sentence Example 1: A computer and a car require an operator and

power.

The above complete sentence is expressed as triple σ = (U, V,O), where subject set U ,

predicate set V , and object set O are specified as U = {′computer′,′ car′}, V = {′require′}

and O = {′operator′,′ power′}. The set sizes p (i.e., |U |), q (i.e., |V |), and r (i.e., |O|) are 2,

1, and 2.

In this example, sets U and O consist of multiple elements and set V is a single-element

set. We extract one element from each set to form an event. The total number w of events

extracted from σ is four, because the product of p, q, and r is 4 (i.e., w = 2× 1× 2).

The event-set E of sentence σ is expressed as E = {e1, e2, ..., e4}, which is the Cartesian

product of sets U , V , and O. Therefore, the events in set E are written as
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• e1 = {′computer′,′ require′,′ operator′},

• e2 = {′computer′,′ require′,′ power′},

• e3 = {′car′,′ require′,′ operator′}, and

• e4 = {′car′,′ require′,′ power′},

The events modeled from a complete sentence (see also (3.2)) above articulate vital news

information on what’s happening. After events are extracted from complete sentences in a

news article, FEND is positioned to compare the article’s events against all the events from

the legitimate news database. Some extracted events may identical to those in the database,

whereas the others may be similar to the events in news database.

We now introduce the concept of topics to facilitate news article classification. Since

topic-based clustering is more likely to group articles into a small number of clusters com-

pared to event-based counterparts, topic-based clustering is more suitable than event-based

news clustering. In our dataset, for example, multiple events are prone to sharing the same

topic. This evidence implies that the number of events is larger than the number of topics

in a given dataset. More specifically, the number of topics ranges from 4,987 to 29,877 in

the top 20 clusters; the number of events in these clusters skyrockets to the range anywhere

between 52,874 and 210,182.

Given a set A of articles, we aim to classify all the news articles in A into multiple news

clusters in accordance to topics, which are defined as subject-object pairs. Let topic tji be

the jth topic in sentence σi. Topic tji is created in the format of subject-object pair as

tji = (uji , o
j
i ), u

j
i ∈ Ui ∧ oji ∈ Oi (3.10)
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where uji is a subject in set Ui and oji is an object in set Oi. Topics from sentence σi form

topic set Ti. Thus, we have

Ti = {t1i , t2i , ..., tiwi }, wi = pi × qi × ri, (3.11)

Each topic of sentence σi (e.g., tji ∈ Ti) can be directly derived from σi’s event set Ei

(see also (3.9)) by pruning the predicate of each event.

The relationship between event and topic is formally expressed below:

eji = (tji , v
ja
i ), 1 ≤ j ≤ wi, (3.12)

where vjai is one component of predicate-set vji .

Again, let us consider complete-sentence example 1 (i.e., ”A computer and a car require

an operator and power”). Four events extracted from this complete sentence include e1
i , e

2
i , e

3
i ,

and e4
i . The corresponding topics are listed below:

• t1i = {′computer′,′ operator′},

• t2i = {′computer′,′ power′},

• t3i = {′car′,′ operator′},

• t4i = {′car′,′ power′},

To articulate scenarios where multiple events may share the same topics, we consider

another example.

Complete-Sentence Example 2: A computer and a car require and consume power.

In the above example, sets U and V consist of two elements; set O is a single-element

set. We obtain set E = {e1, e2, ..., e4}, where we have

• e1 = {′computer′,′ require′,′ power′},
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• e2 = {′car′,′ require′,′ power′},

• e3 = {′computer′,′ consume′,′ power′}, and

• e4 = {′car′,′ consume′,′ power′},

The topic set in this example is T = {t1, t2, ..., t4}; thus, we have

• t1i = {′computer′,′ power′},

• t2i = {′computer′,′ power′},

• t3i = {′car′,′ power′},

• t4i = {′car′,′ power′},

We show that topics t1i and t2i identical; similarly, t3i and t4i refer to the same topic. We

conclude that in this example, there are two topics – (i.e. (’computer’, ’power’) and (’car’,

’power’)) – where each topic appears twice.

3.1.2 Fake Events and Fake Topics

Recall that an event is a triple containing a subject, a predicate, and an object (see (9)).

The proposed model acquires a large number of legitimate news articles to build a knowledge

base, which in turn assists in detecting untrustworthy articles in terms of credibility. In this

study, we treat these legitimate articles as training data fed into the analytics model to build

the knowledge base of legitimate news.

We introduce a boolean-valued function fE to detect if a given event is fake or legitimate.

Thus, we have

fE : U × V × O → BE, (3.13)

where BE = {0, 1} is a boolean domain (i.e., 0 = fake event, 1 = legitimate event).
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Similarly, we define a boolean-valued function fT to determine whether a topic is fake

or not. Thus, we have

fT : U × O → BT , (3.14)

where BT = {0, 1} is a boolean domain (i.e., 0 = fake topic, 1 = legitimate topic).

Let fV be a boolean-valued function to signify if a predicate is true or false. Hence, we

have

fV : V → BT , (3.15)

where BV = {0, 1} is a boolean domain (i.e., 0 = false predicate, 1 = true predicate).

Given the jth event (i.e., eji ) of article α, the value fE(eji ) is derived from the boolean-

valued functions fT (tji ) and fV (vji ) as follows:

fE(eji ) = fT (tji ) ∧ fV (vji ). (3.16)

where event eji is comprised of topic tji and vji .

3.1.3 Metric for Credibility and Performance Evaluation

The credibility of article α is computed through a function g(α), which is derived from

boolean-value function fE (see (3.13)). The credibility of article α is measured as the per-

centage of legitimate events in the article. Thus, we have

g(α) =

∑wi

j=1(fE(eji ))

wi
. (3.17)

where α is the test article, wi is the total number of events in article α, fE(eji ) is the boolean-

valued function defined in (3.13).

Given a news article α, we apply equation (3.17) to quantify the article’s credibility. If

its credibility drops below a specified threshold (e.g., 0.6), article α will be treated as a fake

news in FEND. For simplicity, we equally treat all events in articles during the credibility
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calculation stage. In a real-world scenario, an article may tend to be a fake one if a key event

isn’t legitimate. The importance of each event might be represented by its frequency during

the classification stage. Unfortunately, millions of events are generated during the fake-news

detection phase. It may be assumed that events typically tend to be independent of one

another. For example, when we test a dataset of 14221 articles, we extracted approximately

200, 000 topics; the number of events is in the order of magnitude larger that of topics.

Consequently, it is impractical to rely on the weights of events to distinguish important

events from unimportant ones. Alternatively, event importance could be specified by users,

who can manually assign a large weight to an event that is more personally vital than others

and vice versa.

Next, we introduce notation dr→r, dr→f , df→r, and df→f to derive important perfor-

mance metrics. Let dr→r be the number of legitimate news articles truly verified as legit-

imate ones; dr→f is the number of legitimate news falsely detected as fake news; df→r is

the number of fake news treated as legitimate news; and df→f is the number of fake news

correctly detected as fake ones. We summarize the notation in Table 3.1.

Table 3.1: Legitimate and fake news count notation for performance metrics

Label

Pred
real fake

real dr→r dr→f

fake df→r df→f

To measure the performance of the fake news detection system, we define four perfor-

mance metrics using the notation listed in Table 3.1. These four measures, namely accuracy,

precision, recall, and F-score are widely adopted in prior studies ([120, 133]).

Let A be an accuracy rate, which is the percentage of news that are correctly identified

as fake or real news among all news. Thus, A is expressed as (3.18)

A =
dr→r + df→f

dr→r + dr→f + df→r + df→f
, (3.18)
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P denotes a precision rate, which is the fraction of accurately detected fake news among all

the detected fake news. We express precision P as (3.19).

P =
df→f

dr→f + df→f
, (3.19)

R represents a recall rate, which is the fraction of detected fake news among all the ground

truth fake news. Hence, recall R can be written as (3.20).

R =
df→f

df→r + df→f
, (3.20)

F , or F-score, is the harmonic mean of precision P and recall R. Thus, we derive F from P

and R as (3.21).

F =
2× P ×R
P +R

. (3.21)

3.2 Research Framework of FEND

In This section, we first introduce the framework describing the proposed methodolog-

ical approach used for fake news detection. Next we describe the web crawler design with

corresponding pseudocode. Third, we illustrate the pipeline of data processing. Finally, we

describe the analytics approaches used for clustering and classification of fake news. The

entire framework and various components are integrated together to develop a novel fake

news detection system, referred to as FEND (F akE N ews Detection).

Figure 3.2 presents the framework that guides the design and development of FEND.

FEND is driven by a ground-truth knowledge base comprised of legitimate-news clusters

and corresponding verb lists. The model-training framework that drives the functioning of

FEND judiciously creates clusters based on topics, meaning that news articles in the same

cluster share a set of topics. Articles classified in separate clusters have distinctive topic sets.
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Figure 3.2: Model-training framework builds ground-truth knowledge bases by classifying
legitimate news articles into news clusters.

Fake news is detected through two subsequent phases (see Fig. 6.6), namely, (1) fake-

topics detection using news clusters and (2) the fake-predicate detection through verb com-

parisons. News clusters are assembled according to news topics; a news article is believed to

be fake when (1) the news cannot be classified into any cluster or (2) its verbs have a low

similarity level with the corresponding verbs in its news cluster.

Handling the synonyms of words is a critical issue to be addressed. Our proposed

models address this issue in several ways by incorporating approaches such as lemmatization,

stemming, and parts-of-speech tagging to ensure redundant or noisy data is removed during

the pre-processing phase.. In particular, we employ a list of functions available from the

WordNet library [75, 40] to detect synonyms of the predicate of an event in a verb list. Such

a detection procedure is outlined as follows:

• the first step is to exploit all synonym arguments of predicate and each word in the

verb list.
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• the second step is to traverse and compare the current tested predicate with each verb

in the contrasted verb list with respect to synonym arguments, thereby obtaining the

largest similarity between argument pairs.

• the last step is to collect a specified number (e.g., 100) of synonym pairs to approximate

a low similarity boundary (e.g., 86.6%), which is compared against the largest similarity

obtained in step 2 to determine the synonyms.

To illustrate the above three steps, let us consider the following example. The word

‘consume’ has six synonym arguments, namely, (1) ‘devour.v.03 ’, (2) ‘consume.v.02 ’, (3)

‘consume.v.03 ’, (4) ‘consume.v.04 ’, (5) ‘consume.v.05 ’, and (6) ‘consume.v.06 ’. The argu-

ment format is ‘Word.POS.Sense’, where POS is word type and Sense is the word’s frequency

count for a particular meaning of that word. The word ‘expend’ only contains two synonym

arguments, including ‘use.v.03 ’ and ‘spend.v.02 ’. Next, we compare and calculate the simi-

larity of each argument pair, where one argument is from word ‘consume’ and another one is

from word ‘expend ’. The last step is to greedily pick the largest value among all similarities

as a reference to determine if these two words are synonyms. The framework presented in

figure 3.2 and 3.3 present seamless integration of the training and the testing procedure.

The framework presents seamless integration of the training procedure and the testing

procedure, and comprises three modules: the training data collection module, the data pre-

processing module, and the news clustering module. The training data collection module

acquires raw data from legitimate news websites and removes noise such as advertisements;

we implement this module using a custom web crawler designed specifically for building the

repository and performing in a data streaming fashion. The data pre-processing module

integrates an array of text processing techniques to extract topics and events from the newly

collected news data. The clustering module classifies the news articles into separate groups

according to the extracted events. The output database maintains news clusters, each of

which is coupled with a corresponding verb list. This output database serves as ground

truth to validate the credibility of other incoming news articles.
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Figure 3.3: Fake news detection framework includes two filters: (1) the news that cannot be
classified into any cluster or (2) its verbs have a low similarity level with the corresponding
verbs in its news cluster.

Figure 3.3 outlines the framework that applies the trained model built from the existing

legitimate news data to detect fake news. The fake news detection framework consists of a

data pre-processing module, a filtering module, and a verification module. The input of the

data pre-processing module is the same as that of the first module in the aforementioned

model training framework. The input data (i.e., raw data) is either extracted from training

data or collected from fake news websites using a web crawler. The pre-processing module

not only deploys all the components of the training data pre-processing module, but also

vectorizes topics of testing data using the IDF weights matrix (Inverse document frequency),

which is extracted from the training procedure to ensure the consistency of vectorization.

Similarly, the pre-processing module exploits topics and events of each testing data to pro-

duce vectorized data as well as the corresponding verb list. The second module (i.e., the
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filtering module) embraces two-layer filtering procedure. The first layer filtrates testing data

that fail in falling into any news cluster; these type of news are detected by the filter as fake

news. The second layer of the filtering module is in charge of comparing the verb list of

each remaining testing data with the verb list of the corresponding cluster to quantify the

credibility of each of remaining testing data. The last module (i.e., the verification module)

identifies fake news and real news using a threshold, which is specified in accordance to the

credibility of all the testing data. The fake news detection framework discovers fake news

and outlier news that falls outside of extracted news clusters.

We make use of the following example to shed light on how our algorithm can be executed

from the training phase to the testing phase.

Example 3: Let us consider two clusters obtained in the training phase. We list the two

clusters in which cluster 1 contains three articles (i.e., articles 1, 3, and 4) whereas cluster 2

is comprised of the other three articles (i.e., article 2, 5, and 6); article 7 is a testing sample.

We summarize the two clusters and the tested news along with their topics and verbs in the

following table.

Table 3.2: Two clusters are obtained in the training phase. Topics and verbs are extracted
for the two clusters (i.e., clusters 1 and 2) and the test data (i.e., article 7).

Cluster Articles Topics Verbs(In format: topiccorresponding verb list)

Cluster 1 1, 3, 4 ’abc’, ’abd’, ’acd’ a{a’}, b{b’, b”}, c{c’, c”, c””}, d{d’, d”, d”’, d””}
Cluster 2 2, 5, 6 ’aef’, ’bef’, ’cef’ a{a’}, b{b’, b”}, c{c’, c”, c””}, e{e’, e”}, f{f’, f”, f”’}

7 (tested article) ’defg’ d{d’, d””’}, e{e”’}, f{f”, f”’, f””}, g{g’, g”}

Now we evaluate the credibility of the tested data in the above example. The tested

data (i.e., article 7) belongs to cluster 2, in which article 7’s credibility can be quantified

as follows. In topic listd, e, f, g, element topic d includes one legitimate and one fake verb.

Similarly, we determine the number of legitimate and fake verbs for the other topics (i.e., e,

f, and g) in the list. Thus, we have e(0 legitimate & 1 fake), f(2 legitimate & 1 fake). In this

example, topic g turns out to be an emergent topic in which all the verbs (i.e., g’ and g”)

are treated as fake. Hence, we have g(0 legitimate & 2 fake). For tested article 7, its total
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number of verbs (a.k.a., events) is eight (8), among which three (3) are legitimate verbs.

Consequently, the credibility of the tested data (i.e., article 7) is 3/8 or 37.5%.

The fake news detection framework discovers fake news including outlier news by iden-

tifying news items that fail to fall into any news clusters. The FEND system can be applied

in two phases, namely, fake topics detection and fake events detection. We subsequently

implement this two phase framework to develop the FEND system that can be applied

for detecting fake topics and detecting fake events. Subsequent sections describe various

components of the fake news detection framework and FEND system.

The three metrics applied to decide if a news is in a cluster include IDF Matrix, coordi-

nates of centroids (a.k.a, vector of centroids), and boundary of centroids (a.k.a, the largest

distance between centroids and points in their cluster). IDF matrix is derived from feature

weights using the TF-IDF technique explained in section 4.2. In what follows, we summarize

the procedure utilized for deciding if a given tested news is in a cluster.

First step is to extract topics from the given news. This step is also referred to as

‘feature extraction’. Second step is to vectorize the news using IDF-Matrix and its topics

retrieved from Step 1. Third step is to calculate the distance between vectorized news (i.e.,

the tested one) and the centroid of a current cluster. Finally, the last step is to decide if

this news belongs to the compared cluster or not. The news belongs to the cluster if the

distance calculated in the previous step is smaller than cluster-1’s boundary from centroid.

Otherwise, this news is an outlier.

3.3 Data Processing and Clustering

In the fake news detection framework (see also Fig. 3.2), the raw data aggregated by the

web crawler drives the development of the ground-truth and fake news database. To conduct

extensive experiments, we develop a universal web crawler to retrieve news from a various

websites to be tested by the fake news detection framework. This web crawler – described

in detail in Appendix A – facilitates the pre-processing phase of FEND with input data as
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a set of text files, where each file is an individual news accompanied by author information

and published data.

We construct a word-processing pipeline (see also Fig. 3.2) that is capable of extracting

events and topics by the virtue of triple extractions using OIEs, word tokenization, word

verification, word stemming, word property tagging, event collection, event decomposition

(i.e., topic collection), and topic vectorization.

Raw data acquired using the web crawler in the previous steps is subsequently subjected

to a series of pre-processing transformations for annotation as well as topic and event extrac-

tion. Stanford CoreNLP library [68], which provides a pipeline architecture for performing a

sequence of linguistic annotation procedures namely, tokenization, tagging, word check, stem-

ming and part-of-speech tagging, was used with Natural Language Toolkit [17], a python

based library for natural language processing. Stanford CoreNLP library is among the most

popular and advanced open-source libraries available for performing the pre-processing of

raw corpus data. Two separate corpus comprises of ground truth and fake news datasets.

The tokenization algorithm segments each document from the ground truth and fake

news corpus into a sequence of sentences, each of which is then rendered into a series of

‘tokens’ – i.e., a single word or a combination of continuous multiple characters. The output

of tokenization algorithm is fed to the stemming algorithm, which performs the morpholog-

ical analysis of each token generated from the tokenization process. This approach removes

the redundancy in word frequency counts by truncating the words back to their roots. For

example, separate occurrence of words ‘know’ and ‘knowing’ within a document is counted

as two instances of occurrence of the word ‘know’ as ‘ing’ is stripped from the end. The out-

put from stemming is then passed onto part-of-speech (POS) tagging where each tokenized

sentences is further annotated with POS tags for entity and relationship detection. These

steps help annotate the data into triple representation, which is a combination of subject,

predicate and object as defined in equation 3.2.
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The process of vectorization converts tokens into numerical vectors for subsequent topic

generation. We used Term Frequency-Inverse Document Frequency (TF-IDF) weighted term

approach to accomplish this task [130]. This approach allows weight the term frequency of

tokens by the appropriate weight base don their importance for the document. The TF-IDF

approach is integrated with document pre-processing pipeline and uses scikit learn library,

which is a python based library for machine learning algorithms. TF-IDF approach evaluates

the product of term frequency (i.e., TF) measure of each topic occurrence within a document

weighted by its importance (i.e., IDF). TF represents the term frequency of each topic while

IDF computes the importance of the topic and generates weight matrix for each topic within

the dataset. The raw values of TF-IDF are evaluated using below equation

tf -idf(t, d,D) = tf(t, d)× idf(t,D) (3.22)

t, d and D denotes a topic, an article and a set of articles in the dataset respectively. tf(t, d)

is used to calculate the frequency of each topic appeared in each article. IDF is evaluated

using the below computation

idf(d, t) = log[
n

df(d, t)
] + 1 (3.23)

Finally, the Euclidian norm is then applied to the raw values of TF-IDF for normalization.

Figure 3.4 illustrates the process of generating events and topics from news articles.

The triple data store is an internal store connecting the OIE tools and the word-processing

pipeline. An event dataset aggregates events extracted by the word-processing pipeline.

We implement a module to split the event dataset into a topic dataset and a verb dataset.

This enables the classification of news articles in subsequent stages (also see (3.10) in Sec-

tion 3.1.1). In a later phase, the topic dataset drives topic-based news clustering.

We apply two clustering methods, namely k-means and affinity-propagation, to train

the models on the three datasets. This strategy allows us to validate our fake news detection
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Figure 3.4: Process of generating events and topics from news articles: The triple data store
connects the OIE tools and the word-processing pipeline. The topic and verb datasets are
derived from the event dataset and a verb dataset.

theory that treats topics as features of news articles. The rationale behind deploying these

two algorithms is two-fold. First, from perspective of implementation, these two clustering

algorithms offer ease of implementation in comparison to the other complicated ones. Sec-

ond, we pick one supervised algorithm (i.e., K-means) and one unsupervised algorithm (i.e.,

affinity propagation) as an epitome of each algorithm category.
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K-means is a classic clustering algorithm in data mining and divides a dataset into k

clusters by setting the value of k in advance. K-Means identifies the best centroids by alter-

nating between assigning data points to clusters based on centroids and choosing centroids

determined by data points to clusters. The process of the k-means clustering algorithm

proceeds as: (1) Select k cluster centroids randomly. (2) calculate the Euclidean Distance

between each point and centroids, then save the current clusters. (3) re-evalulate the dis-

tance of data point in each cluster and select the new centroids. (4) Repeat Steps 2 and 3 n

times, or until the clusters converge.

Affinity Propagation, proposed by [35], is a popular technique due to its simplicity, ease

of applicability, and performance. This scheme relies on the concept of message passing

among data points until convergence. Unlike K-means, affinity propagation doesn’t require

a-priori specification of the number of clusters. It measures similarity between the pairs

of data points while simultaneously considering all the data points as potential exemplars.

Real-valued messages are exchanged among data points until a high-quality set of exemplars

and corresponding clusters gradually emerges. We articulate the affinity-propagation clus-

tering algorithm by first calculating the responsibilities. Responsibility r(i, k) reflects the

accumulated evidence for how well-suited point k is to serve as the exemplar for point i,

taking into account other potential exemplars for point i. Responsibility is sent from data

point i to candidate exemplar point k. Next, we calculate availability. Availability a(i, k)

represents the accumulated evidence for how appropriate it would be for point i to choose

point k as its exemplar, taking into account the support from the other points that point k

should be an exemplar. Availability is delivered from candidate exemplar point k to point i.

In our experiments, we employ the affinity-propagation (AP) algorithm to perform data

clustering. After obtaining the number of news clusters, we apply the number of clusters to

the value of k to configure the K-means algorithm. This experimental sequence is important,

because K-means algorithm takes the number of clusters as an input parameter. After

comparing the clustering results of the K-means and AP algorithms, we discover that the
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two algorithms yield identical clustering results for input datasets. As such, the credibility of

tested news articles remains unchanged regardless of AP or K-means deployed in the training

phase. Consequently, the comparisons between these two clustering algorithms are ignored.

In summary, this chapter describe the design of the proposed FEND system, which

comprises of a training module and a testing module. In the training module, we make use

of a list of text processing techniques to extract topics and events of real news, then utilize

TF-IDF and K-means algorithm to process the extracted topics and events as a knowledge

base. In the testing module, there are two fake news detection filters are included: (1)

fake topic detector (2) fake event detector. Both of the two detector can detect fake news

according to the extracted topics and events respectively by comparing with the knowledge

base.
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Chapter 4

A Computational Approach for Real Time Detection of Fake News

4.1 The Analytic Model of RT-FEND

In this study, a news article is modeled as a list of events extracted from completed

sentences using Stanford’s CoreNLP [69]. Given event lists, topics and verbs are separated

from events to create features and verb lists.

Figure 4.1: A example to explain the process of system testing. Subject set is U , predicate
set is V and an object set is O. p is the number of subjects in subject set U , q is the number
of predicates in predicate set V , r is the number of objects in object set O, E is the event
set of sentence σ, and ti is the corresponding topic of event ei.

A news article comprises of several sentences. A completed sentence includes all of the

three components, namely, subject, object and predicate. Figure 4.1 describes the formal
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representation of sentences, subject sets, predicate sets, object sets, event lists, and topic

lists, where p, q, and r represent the number of subjects in subject set U , the number of

predicates in predicate set V , and the number of objects in object set O, respectively. The

number of all topics, inclusive of duplicates, in set E is equal to p× r. Each event ei in set E

are independent of the other events unless all the components in two contrasted events are

identical. A similar assumption applies to topics. The number of events in set E is equal to

p × q × r. As a result, the numbers of events and topics surges dramatically along with a

growing number of data points. For instance, given a data set containing a total of 14,231

news articles, the number of topics is approximately 329 thousands; the number of events

exceeds 1.8 millions. To address this problem referred to as ’the curse of dimensionality’,

we reduce the number of topics by consolidating similar topics into a single but large topic

group. This goal is achieved by applying the WordNet library [75] to facilitate topic similarity

comparison using the following equation:

Sij =
suij + soij

2
(4.1)

where suij is subjects similarity between topic i and topic j, soij is objects similarity between

topic i and topic j.

We apply a topic-merging mechanism to merge topics with high similarity in Word-

Net (see also Fig. 4.1). This mechanism is implemented by recursively (1) calculating the

similarity of randomly selected 1000 topics and (2) obtaining synonymous topics from these

topics. The mechanism chooses the lowest similarity of synonymous topics as a thresh-

old (e.g., 0.85) to prune redundant topics. This procedure of the topic-merging mecha-

nism is better illustrated through an example. Let’s consider two topics: Topic 1 includes

′investigation, solution′ and Topic 2 includes ′survey, answer′. investigation and survey

are often used interchangeably in many textual environments; the same applies tosolution

and answer. More specifically, the similarity score of subjects investigation and survey is

measured as 0.94 (i.e., su12), the similarity score of objects solution and answer is quantified
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as 0.88 (i.e., so12). Therefore, the similarity score between Topic 1 and Topic 2 (i.e., S12) can

be derived from scores su12 and so12. Thus, the similarity between the two topics in Example

1 is written as S12 = 0.94+0.88
2

= 0.93 (see also Eq. 4.1).

We illustrate this concept by demonstrating an example that provides insight into the

model and explains the underlying processing used by the proposed system for fake news

detection using real world data. Figure 4.2 demonstrates various training module processes

such as triple sets extraction, event extraction, topic merging, textual data vectorization

and data clustering. The process starts with the collection of a list of legitimate news items

for the purpose of knowledge base construction. First, NLTK- and Stanford openIE- based

techniques are applied to clean data and extract triple sets(e.g., 5 and 5 triple sets are

extracted from two messages) from each sentence of pre-processed news articles. Then, we

apply other NLP-based techniques such as word stemming, lemmatization, stop words, and

nouns selection to generate events(e.g., 11 and 5 events are extracted) and corresponding

topics (e.g., 10 and 4 topics respectively are extracted). In the use case, the number of

extracted events for each data are 11 and 5 respectively(i.e., e, f, g, ...,h). The number of

extracted topics are 10 and 4 respectively. After applying the topic merging mechanism,

the total number of topics is reduced from 14 to 13. Next, we vectorize news data based

on their topics using TF-IDF algorithm, which applies weights to the term frequency based

on how frequently a term appears in other news documents [130]. For example, the term

frequency of a particular term is weighted down if its frequency of occurrence is high in

other news documents. n is the number of topics in the dataset, where n >> i, j, k, ..., l and

n ≤ i+ j + k+ ...+ l. Finally, we collect all verbs of each topic in dataset to build verb lists

and apply clustering algorithms to gather similar news to generate data clusters for building

knowledge base.

Figure 4.3 shows various testing module processes that include events extraction, vec-

torization, clusters checking, and verb check. In testing module, we randomly select an

uncertain news article to test the trained model. Similar to training module, Figure 4.3
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performs extraction of triples, events and topics from news data, which then lead to the

development of data clusters in the subsequent steps of the training process. The resulting

weighting matrix (step 4 in figure 1 ) can be used to vectorize new textual data. Then we

identify centroid coordinate of clusters and corresponding boundary(see step 6 in figure 4.2)

to examine if the uncertain news can fall into the clusters. If it can’t, we treat the uncertain

news as fake. Otherwise, the verb lists will be used to calculate the credibility of the news

item. Finally, the testing module compares this credibility with a preset threshold.

4.2 Analytics Framework of RTFEND

This section describes the framework of the proposed methodology, for real-time collect-

ing, processing, managing and analysis of fake news. The framework (Fig. 4.4) contains a

flow of streaming data transferred and processed in the three modules, namely, (1) real-time

data collection, (2) streaming-data processing, and (3) knowledge-base construction.

News data acquisition is performed by the real-time data collection module, which

forwards newly harvested data to the streaming data processing module. After processing the

streaming data, the knowledge base construction module builds legitimate news knowledge

base from the raw news data. The first batch of data in the Resilient Data Definitions

(RDD) data structure format (see also the streaming-data processing sub-system) makes use

of an array of five data pre-processing submodules to create an initial knowledge base, which

is comprised of article clusters and corresponding verb lists. The techniques implemented

in the five pre-processing modules include, but not limited to, NLP-related lemmatization

and stemming, events and topics extraction, and topic-based articles vectorization. The

knowledge base is repeatedly updated after subsequent data are fed into the knowledge base

construction module from preceding modules. The subsequent data are represented as the

2nd batch and the like in the streaming-data processing sub-system as demonstrated in

Fig 4.4.
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4.2.1 Real Time Data Collection and Streaming-Data Processing

The data-collection module periodically acquires news data from the Internet using

a web crawler, storing and archiving collected data stored in a no-sql database, Hadoop

distributed file system (HDFS). The web crawler uses a customized algorithm to collect

real-time data from a wide variety of legitimate news websites. The acquired real-time news

data are dispatched to the streaming-data processing module, which converts the data format

from the data-frame into the RDD. The data format conversion is critical and indispensable,

because output data of the real-time data collection module is managed in the data-frame

format whereas the knowledge base construction subsystem simply handle the RDD format.

In addition to data-format conversion, another vital functionality of the streaming-data

processing subsystem is to uniformly divide streaming data into equal-sized batches. Each

batch of data is scheduled and handled in a given sliding window. For example, in the

streaming-data processing subsystem in Fig. 4.4, time 1 and time 2 are two sliding windows

for the first and second batches of data, respectively. The first batch of data serves as an

initial data point for the next subsystem (i.e., knowledge-base construction). Given the first

batch of news data in sliding window 1, an initial knowledge-base is constructed in a static

manner. In other words, the proposed system generates a temporary knowledge-base derived

from all the news articles in the first batch of data handled in the first sliding window (a.k.a,

time 1 ). Upon the arrival of the second batch of data, the knowledge-base construction

module statically updates the news knowledge base by processing the second batch. Similarly,

as impending batches become available, the real-time data collection subsystem sequentially

processes all the data in a streaming fashion.

4.2.2 Knowledge-base Construction

We articulate the process of building a knowledge bases by transferring collected data,

converting data types, and analysing data in a high-performance computing environment.
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As shown in figure 4.5, news articles that have been converted into data frames in the pre-

ceding modules are first fed to this module as RDD. All RDD-formatted articles are evenly

split into ‘n’ pieces before dispatching to multiple slave nodes on distributed computing en-

vironment such as Apache Spark, where ‘n’ is the number of slave nodes in the computing

cluster. Next, RDD-based raw data (i.e., news articles) are transformed as corresponding

RDD-based topics and verbs and dispatch the topics and verbs into the slave nodes. Being

treated as features of articles, all the topics guide the clustering process carried out in the

slave nodes. The name node collects and gathers sub-results from the slave nodes, followed

by grouping similar vectors into one slave for the re-clustering process. These steps facilitate

the implementation of clustering algorithm using real time processing.

The streaming process mechanism is mandatory for iteratively upgrading centroids for

developing clusters. Such a mechanism allows our model to manage streaming news data

to update the knowledge base in a real-time manner [5]. The coordinates for the current

centroid (c(s+ 1)) is evaluated as

cs+1 =
cspsα + bsqs
nsα + qs

(4.2)

ps+1 = ps + qs (4.3)

where cs is the previous center for a news cluster, ps is the number of points assigned

to the news cluster so far, bs is the new cluster center from the current processing batch,

and qs is the number of points added to the cluster in the current batch of data. The decay

factor α controls how much past data should be incorporated in the current computing cycle

and is analogous to an exponentially weighted moving average. For example, if α is set to

1, then all data will be used from the beginning; if α equals to 0, then only the most recent

data will be evaluated.
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4.3 Performance Optimization

We utilize Spark, a memory-based parallel computing framework, to fetch the data

and feed into the main memory for processing. Improving the performance of memory is

extremely critical for real time processing. Various memory management techniques such as

execution and storage utilization in Spark speed up the efficiency of data processing in our

system [135].

4.3.1 Average Cold-Start Ratio

We make use of existing legitimate news to simulate a streaming-data-collection envi-

ronment, in which the proposed system is required to process a news dataset in a batching

mode. Time spent in such data processing largely depends on batch size, which in turn

affects the system’s performance. It is arguably true that electing an optimal value for batch

size is reliant on empirical studies.

We introduce a novel method to formally configure the batch size for optimal memory

allocation. This model is comprised of a list of experiments based on a sampling dataset to

select the best batch size for optimizing the performance of the proposed system. Thus, we

have

Π = {π1, π2, ..., πn} (4.4)

where πj is the jth experiment set and n is the total number of experiments sets when the

number of slave nodes is varied. For example, n will be equal to 4, if there are four options

to setup the number of nodes (e.g., 0, 2, 4, and 8) in a computing cluster. Each experiment

set (e.g., pij) contains a group of experiments. More formally, the jth experiment set πj can

be expressed as

πj = {β1j, β2j, ..., βmj}, 1 ≤ j ≤ n. (4.5)
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where m is the total number of candidate batch sizes. For instance, setting m to 3

signifies that there are three batch-size options (e.g., 10MB, 20MB, and 30MB) in experiment

set Π. Hence, the total number of experiments in set Π is m× n.

The number of batches and batch size are correlated. Given the total data volume, we

derive the number of batches by dividing the total data volume by the batch size. Let K be

the total size of a dataset; we denote ki as the batch size of the ith experiment. The number

of batches li is obtained from dataset size K and batch size ki as

li =
K

ki
(4.6)

In practice, we first configure an optimal value for batch size ki, followed by determining the

number li of batches using Eq. 4.6.

Given experiment βij in set πj, we denote Tij as the total time spent in processing news

data in experiment βij when the number li of batches is obtained from Eq. 4.6. The total

processing time Tij is a summation of the processing time of each batch in experiment βij.

Let tsij be the spending time of the sth batch in experiment βij. Thus, time Tij can be written

as

Tij = t1ij + t2ij + ...+ tliij =

li∑
s=1

tsij. (4.7)

An intuitive expectation is that all the batches in experiment βij share a similar pro-

cessing time. Surprisingly, the processing time of the first batch is an outlier. For example,

time t1ij is smaller than the other processing times of the subsequent batches (e.g., t2ij, ..., t
li
ij).

To capture the discrepancy between t1ij and the other processing times in experiment βij, we

introduce the following cold-start ratio αsij, which is a ratio between t1ij and tsij (1 < s ≤ li).

Thus, we have

αsij =
t1ij
tsij
, 1 < s ≤ li. (4.8)

where tsij is the processing time of the sth batch in experiment βij of the jth experiment set.
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Because the processing times of all the batches except the first one are very similar

in length, we conclude that cold-start ratios are dependent of data-mining algorithms and

modeling frameworks. Hence, given a batch size and a settled cold-start ratio, our system

can predict the processing time of future batches. We observe the distribution of all the

cold-start ratios, followed by calculating the average cold-start ratio in (4.9).

Aij =

li∑
s=2

t1ij
tsij

li − 1
=

li∑
s=2

αsij

li − 1
(4.9)

where Aij is an average cold-start ratio of βij

If one updates computer-system configuration, the time spent in processing batches will

be changing. For example, a batch of 20MB requires 100-second processing time on an 8-

node cluster; this batch size must consume 180 seconds on a 4-node cluster. Nevertheless, a

surprising finding is that the cold-start ratio remains unchanged in the two different system

configurations. We conclude that cold-start ratios are independent of system configurations.

Thus, we have

Ai =

m∑
j=1

Aj

m
(4.10)

where Ai is the average cold-start ratio of experiment set ∀j ⊂ m,βim for a given batch size

ki.

4.3.2 Experimental Validation

We conduct a sequence of 12 experiments to illustrate our proposed holistic approach of

choosing the most appropriate batch size to optimize the overall performance in the proposed

system. Table 4.1 summarizes the configurations (e.g., batch size and memory size) of the

experiments.
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Table 4.1: The number of nodes, batch sizes, and memory sizes of the 12 experiments. βij
is the ith experiment in group j (see also (4.5)).

Experiment No. Num of Nodes batch size Memory Size

β11 1 10MB 8GB

β21 1 20MB 8GB

β31 1 30MB 8GB

β12 3 10MB 16GB

β22 3 20MB 16GB

β32 3 30MB 16GB

β13 5 10MB 24GB

β23 5 20MB 24GB

β33 5 30MB 24GB

β14 9 10MB 32GB

β24 9 20MB 32GB

β34 9 30MB 32GB

Eqs. 4.4-4.9 suggest that experiment set π1 includes experiments 1-3(i.e., β11 - β31),

where the number of slave nodes is set to 0; the other experiments are grouped in the same

manner. While conducting a set Π of 12 experiments, we observe that the time spent in

processing the first batch is approximately 23% less than that of the other batches. Thus,

we have A ≈ 1.23 whenn and m are set to 4 and 3, respectively. tsij is the processing time of

the sth batch in the ith experiment of the jth experiment set (see (eq.4.8)). For example,

t131 denotes the processing time of the fist batch in the third experiment of experiment set 1.

Regardless of experiments, the average cold-start ratio between the first batch’s processing

time and those of the other batches is around 1.23. Thus, we have

∀j ∈ n,∀i ∈ m, s > 1 :
t1ij
tsij
≈ 1.23. (4.11)

Tij represents the total processing time of a multiple-node computing cluster, where j

is a constant in the ith experiment; K and ki represents the total data size and batch size,

respectively. Thus, we can re-write (4.7) as

Tij ≈ t1ij +
t1ij

1.23
(
K

ki
− 1) = t1ij +

t1ij
1.23

(li − 1), li > 1. (4.12)
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Given a fixed dataset (i.e., K = 300MB), the aforementioned model shows that the

processing times of experiments β11, β21, and β31 are:

• T11 ≈ t111 +
t111

1.23
(l1 − 1),

• T21 ≈ t121 +
t121

1.23
(l2 − 1), and

• T31 ≈ t131 +
t131

1.23
(l3 − 1).

To optimize the performance, we simply select the least processing time among above

T11, T21, and T31 for experiments β11, β21, and β31. Since the overall processing time is reliant

on the first batch’s processing time, we have to compare t111, t121, and t131 obtained from the

three experiments (i.e., β11, β21, and β31).

Recall that (see (4.6)) the number of batches is derived from the total data size and

batch size. We compute the numbers of batches for β11, β21, and β31 as 30, 15, and 10 (i.e.,

l1 = 300
10

, l2 = 300
20

, and l3 = 300
30

), respectively.

Let us compare T11 and T21 obtained in experiments 1 and 2 (i.e., β11 and β21). We

have

T11 − T21 = t111(1 + l1−1
1.23

)− t121(1 + l2−1
1.23

) = 38.66× t111 − 19.18× t121.

When we change batch size from 10MB to 20MB, we observe that the first batch’s

processing time is increased by 309 seconds. Thus, we have t111 = t121 − 309.

T11 for experiment 1 is less than T21 if t111 is less than 304.11 (i.e., t111 < 304.11 derived

from
t111

t111+309
< 0.496).

Similarly, T21 is less than T11 if t111 is larger than 304.11 (i.e., t111 > 304.11 derived from

t111

t111+309
> 0.496).

Now, we select the best scheme from experiment set {β11, β21, β31} to optimize the

performance when the number of nodes is fixed to one. In addition, we need to compare the

discrepancy among the experiments in set{β11, β12, β13, β14} when we vary the number of

nodes while keeping batch size unchanged. Because of the number of nodes in the cluster

represents computing power, the computing cluster with more computing-nodes leads to less
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processing time than clusters equipped with fewer nodes. In this example, the processing

time of the first batch in experiment set{β11, β12, β13, β14} should be sorted as: t111 > t112 >

t113 > t114. We expect that the average cold-start ratio is a constant regardless of system

configuration. Unlike our expectation, increasing the cluster’s computing capacity varies the

average cold-start ratio. Therefore, we conclude that cold-start ratio largely depends on the

number of nodes in a cluster.

4.3.3 Two-Stage Procedure to Optimize Batch Size

The above findings motivates us to propose a two-stage procedure (see Algorithms 1

and 2 below) to select an optimal batch size from a list of candidate batch sizes, thereby

boosting performance of a given computing cluster.

Algorithm 1: Computing Cold-Start Ratio.

Input : Size of dataset K, batch size k
Output: average cold-start ratio for experiment set πj

1 for experiment βij in experiment set πj do
2 number of batch li = K

ki
;

3 for the sth batch in li of experiment βij do

4 cumulated cold-start ratio αsij+ =
t1ij
tsij

;

5 end

6 average cold-start ratio Aij =
αs
ij−1

s−1

7 end

8 return average cold-start ratio for πj: Aj =
Aij

i

In Algorithm 1 (a.k.a., Stage 1), we pre-set a list of candidate batch sizes, one of which

offers the best performance. Then, we calculate the number of batches by dividing the

overall data size by a chosen batch size. Next, we cumulate cold-start ratios for all the

batches including the first batch. Finally, Algorithm 1 outputs the average cold-start ratio

of experiment set πj. Average cold-start ratio Aj is used to predict the processing time in

experiments, which have different batch sizes under the same system settings. Therefore,
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the proposed approach carries out Algorithm 2 (a.k.a., Stage 2) to estimate the minimal

processing time.

Algorithm 2: Estimating Minimal Processing Time.

Input : Size of dataset K, batch size k, cold-start ratio Aj
Output: minimum consuming time Tmin in experiment set πj

1 Tmin = 10,000 ;

2 number of batch l = K
k

;
3 for experiment βij in experiment set πj do
4 number of batch li = K

ki
;

5 expected time consuming for experiment βij: Tij ≈ t1ij +
t1ij
Aj

(li − 1) ;

6 end
7 if Tij < Tmin: then
8 Tmin = Tij ;
9 end

10 else
11 continue
12 end
13 return Tmin

In the second stage, we apply the average cold-start ratio and the list of candidate

batch sizes as inputs. Then, Eq. 4.11 is applied to predict the total processing time in each

experiment. Finally, Algorithm 2 selects an optimal batch size that gives rise to the minimal

processing time.

Recall that we design a model (see Section 4.3) to govern the election of the most appro-

priate batch size from a candidate list to optimize the efficiency of the proposed approach.

Our model (see Section 4.2) coupled with the novel two-stage procedure (see Section 4.3.3)

is adroit at optimizing main memory usage to speed up system performance for real time

analytics. For more details about memory management within Spark, we refer the reader to

the memory management and garbage collection procedures within Spark documentation.

Additionally, a few external techniques in the Spark Streaming framework judiciously

optimize memory usage. These techniques include, for example, estimating memory con-

sumption (i.e., SizeEstimator) and avoiding extra feature overhead to reduce memory con-

sumption. In summary, we apply the Spark Streaming memory management methods such
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as data serialization and memory tuning to effectively manage system’s memory usage. We

also designed a novel two-stage batch size selection procedure by calculating the average

cold-start ratio to select the best batch size from a list of candidates to minimize processing

time. In the next section, we demonstrate that given a system configuration, our proposed

methodology is adept at optimizing the proposed method’s performance.

In summary, this chapter introduces the development of the proposed RT-FEND system,

which keeps using the design of FEND system described in Chapter 3. There are some of

news components are involved: (1) topic merging mechanism that can merge highly similar

topics; (2) Streaming data processing that allow the system to collect and pre-process data

in real time manner; (3) two-stage procedure to optimize batch size of data. In other

words, RT-FEND system optimizes FEND system in perspectives of data collection, data

pre-processing, processing platform, and optimization of memory allocation.
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Figure 4.2: A example to explain the process of knowledge base construction.
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Figure 4.3: A example to explain the process of system testing.
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Figure 4.4: A system framework for knowledge-base constructions.
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Figure 4.5: Data flow execution for updating knowledge base.
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Chapter 5

Towards Identifying Objectivity and Subjectivity in Short Text

5.1 Feature Extractions and Expressions of OSS

In this section, we describe the systematic procedure for analyzing objective and sub-

jective short texts at the sentence level. According to the event expression concept proposed

by Zhang et al. [136], a sentence can be represented by one or more events, where each event

is a triple set consisting of a subject, a predicate, and an object (ei = {ui, vi, oi}). Thus,

we select subjects (u), predicates (v), and objects (o) of sentences as raw elements as a way

to represent sentence-level documents. We subsequently apply the view point of a subject,

tense of predicate, and the view point of an object as fundamental features to investigate the

efficacy of these three parameters in identifying subjective and objective patterns in short

texts. To accomplish this, we propose four new algorithms in this study. Section 5.2 presents

algorithms 3 and 4 to detect viewpoints of subjects and objects, respectively. Section 5.3

presents Algorithm 5 for detecting tense of sentences. Finally, we design Algorithm 6 in

Section 5.4 to elect objective and subjective patterns using outputs from algorithms 3, 4 and

5. We demonstrate the performance of these algorithms and our proposed approach using a

set of threshold values.

We illustrate our proposed model, which manipulates these four algorithms to extract

subjective and objective patterns by demonstrating a case study based on real data (See

Fig. 5.1). We use three objective and three subjective sentences from Cornell Movie dataset

to describe various sequences in the proposed model. The model first extracts relational

triples from these six labeled sentences by applying OpenIE. Second, the algorithm 3 is

applied to (1) pick the initial subject of sentences from each of the extracted triples; (2)

confirm the view point of the selected subject. For example, the sentence ”I was perplexed
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to watch it unfold with an astonishing lack of passion or uniqueness.” contains two triples:

”I, was perplexed, to watch it”, and ”It, unfold with, lack of passion”. The location of

these two subjects - ”I ”, and ”It” are identified as 0, and 5, respectively with ”I ” being

the initial subject of the sentence. In the next step, the model takes two inputs (1) the

outputs from algorithm 1, and (2) relational triples to select the final subject-related object

by applying algorithm 4. The output is the view point of the selected object. In the fourth

step, the tenses of the sub-obj-related predicates is detected by applying algorithm 5. Finally,

based on pattern distribution between the two datasets, extracted triple sets are elected as

objective patterns and subjective patterns 6. In the figure, the pattern (3, 8, 0) is classified

as an objective pattern because it doesn’t occur in subjective samples. The pattern (4, 8, 0)

occurs once in both objective and subjective samples leading to be classified as an uncertain

pattern.

Figure 5.1: Sequential Steps in Proposed Model Demonstrated Using an Example
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Algorithm 3: Confirming view point of subject

Input :
1. A sentence si,
2. Pre-defined pronouns lists L1, L2, L3 for

first, second, third view points
Output: selected subject and corresponding view point (ui, p

u
i )

1 Event Exaction Function EE() ;
2 Name Entity Recognition Function NER() ;
3 all sub views = [] ;
4 for e in EE(si) do
5 uj = e[0] ;
6 if len(set(uj) & set(L1)) != 0 then
7 puj = 1

8 end
9 if len(set(uj) & set(L2)) != 0 then

10 puj = 2

11 end
12 if len(set(uj) & set(L3)) != 0 then
13 puj = 3

14 end
15 if len [n for n in NER(uj) n != ′O′] then
16 puj = 4

17 end
18 else
19 puj = 0

20 end
21 all sub views.append((uj, p

u
j , s.index(uj)))

22 end
23 min ui = min[i for u, v, i in all sub views] ;
24 uv = [u, v for u, v, i in all sub views if i == min ui] ;
25 ui = uv[0] ;
26 pui = uv[-1] ;
27 return subject and its view point (ui, p

u
i )
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5.2 View Point Detection

Generally speaking, sentences are classified as complete sentences and incomplete sen-

tences. A complete sentence has to be constructed by at least three elements (i.e., a subject,

a predicate, and an object). An incomplete sentence may have absences of any single or

combination of three elements. The following examples depict some cases of incomplete

sentences from the perspectives of three elements.

Example 1: three examples about absences of three elements

• ”Don’t bother to answer”. 1

• ”He was so pleased”.

• ”Not bad so far”.

In the first example, there is no subject and no object; the sentence only contains a

predicate ”bother to answer”. The second example, which lacks an object, only includes a

subject ”He along with a predicate ”was pleased”. The third case only contains a predicate

”bad” with an auxiliary verb (e.g., am, is) being absent. In our approach, we set the view-

point value of a sentence to 0 if the sentence has any missing element. For example, in

Sentence 1, the values of subject and object are set to pui = 0 and poi = 0, where pui and poi

denote the view points of subject u and object o, respectively.

To cover all possible subject- and object-related cases of sentences, we introduce a set

P = {0, 1, 2, 3, 4}, where first view points, second view points, third view points, and the

other cases using non-pronouns are represented as 1, 2, 3, and 4, respectively. Value 0 in set

P indicates that no subject or object is identified from input sentences. Suppose sentence si

is expressed as a triple set {ui, vi, oi}, where ui denotes a subject, vi represents a predicate,

and oi is an object. Function Fs view returns the view point psi of subject ui, and Function

Fo view outputs the view point poi of object oi. Both pui and poi must belong to value set P .

More formally, we have

1A fragment of a sentence in the Cornell movie review subjective dataset.
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(ui, p
u
i ) = Fs view(si, L1, L2, L3),where

pui ∈ P = {0, 1, 2, 3}
(5.1)

(oi, p
o
i ) = Fo view(si, L1, L2, L3, (ui, p

u
i )),where

poi ∈ P = {0, 1, 2, 3}
(5.2)

where L1, L2, and L3 are manually collected words vocabularies that are comprised of all

pronouns in first view points, second view points, and third view points, respectively.

If neither a subject nor an object of sentence si is initially discovered, then psi or poi

is tentatively set to 0. when sentence si embraces a subject (an object), the value of pui

(poi ) should be set to 1, 2, 3, or 4. The purpose of view-point detection motivates us to

devise the following algorithms 3 and 4 to automatically confirm the view points of subjects

and objects. These algorithms are underpinnings of the process of identifying objective and

subjective statements.

Algorithm 3 detects subject view points. This algorithm carries out the following four

steps to determine view points of an subject in a given sentence. First, an event extraction

function EE() is applied based on Stanford OpenIE [69] to extract events from sentences,

where event is a triple set that consists of a subject, a predicate, and an object (i.e., e =

{u, v, o}). A name entity recognition function NER() provided by Spacy [53] is deployed to

detect if there exists any name entities in subjects of events (Line 1-2). Second, the algorithm

checks the view point of pronoun-based subject of all the events (Line 6-16). Third, function

NER() is invoked to recognize any non-pronoun name-entities used in subjects (Line 15-16).

Finally, the first initial subject of the sentence is selected to represent the subject of the input

sentence (Line 23-27), and the chosen subject coupled with its view point are ejected by the

algorithm.

Algorithm 4, which is similar to Algorithm 3, is in charge of detecting object view

points. Algorithm 4 not only utilizes all the parameters of Algorithm 4, but also picks the
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Algorithm 4: Confirming view point of object

Input :
1. A sentence si,
2. Pre-defined pronouns lists L1, L2, L3 for

first, second, third view points
3. (ui, p

u
i ) from algorithm 3

Output:
view points of subject and object (pui , p

o
i )

1 n = len(S) ;
2 Event Exaction Function EE() ;
3 Name Entity Recognition Function NER() ;
4 all obj views = [] ;
5 for e in EE(si) do
6 oj = e[2] ;
7 if ui == e[0] then
8 if len(set(oj) & set(L1)) != 0 then
9 poj = 1

10 end
11 if len(set(oj) & set(L2)) != 0 then
12 poj = 2

13 end
14 if len(set(oj) & set(L3)) != 0 then
15 poj = 3

16 end
17 if len [n for n in NER(oj) n != ′O′] then
18 poj = 4

19 end
20 else
21 poj = 0

22 end

23 end
24 else
25 Continue
26 end
27 all obj views.append((oi, p

o
i , s.index(oj)))

28 end
29 max oi = max[i for o, v, i in all obj views] ;
30 ov = [o, v for o, v, i in all obj views if i == max oi] ;
31 oi = ov[0] ;
32 poi = ov[-1] ;
33 return object and its view points (oi, p

o
i )
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outputs of algorithm 3 as an input. This algorithm consists of the four steps, among which

the first three steps detect view points of input-subject-related objects (poj ∈ {0, 1, 2, 3, 4})

(Line 6-26). As a final step, the algorithm elects the last input-subject-related object as the

object of the sentence; the selected object accompanied by corresponding view point become

algorithm’s outputs.

5.3 Tense Detection

After confirming view points of subject pui and object poi , we propose algorithm 5 to

figure out sentence’s tense - a vital information for extracting objective and subjective pat-

terns. Before designing the algorithm, we extend three basic tenses - ’future’, ’present’, and

’past’ - into twelve tenses using three tense-based parameters - ’Perfect’, ’Continuous’, and

’Continuous Perfect’. Such twelve tenses cover all the sentence cases summarized in Table 5.1

accompanied with the POS tagging schemes.

LetQ = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 0} denote a set of twelve tenses containing future

perfect continuous tense (i.e., 1), future perfect tense (i.e., 2), future continuous tense (i.e.,

3), future simple tense (i.e., 4), present perfect continuous tense (i.e., 5), present perfect

tense (i.e., 6), present continuous tense (i.e., 7), present simple tense (i.e., 8), past perfect

continuous tense (i.e., 9), past perfect tense (i.e., 10), past continuous tense (i.e., 11), past

simple tense (i.e., 12), and undetected tense (i.e., 0). We devise function Etense (see also

algorithm 5), which takes (1) all the input parameters of algorithm 3, and (2) outputs of

algorithms 3 4 - (ui, p
u
i ), and (oi, p

o
i ) as input parameters. Function Etense returns tense qi

of the chosen event (i.e., (ui, vi, oi)). Intuitively, the value of qi is an element in set Q. More

specifically, we have

qi = Etense(si, ui, p
u
i , oi, p

o
i ),where

qi ∈ Q = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 0}.
(5.3)
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We implement algorithm 5 to effectively detect tense of an input sentence. In the

algorithm, We employ CoreNLP POS Tagger (i.e., CPT ()) approach [69], which is nested in

the Stanford CoreNLP toolkit to identify part of speech of words (Line 2). Next, we collect

all the twelve tense schemes in a list (i.e., Scheme) in an order of the labels in table 5.1

(Line 3). Then, the program searches matched predicate using the outputs of Algorithm 3

and Algorithm 4. Finally, if predicate vi has a scheme within the scheme list, the tense of qi

will be returned according to the index of scheme list; otherwise, qi is set to 0 meaning that

no tense is diagnosed in the case.

Algorithm 5: Detecting Tenses of Sentences

Input :
1. A sentence si,
2. (ui, p

u
i ) from algorithm 3,

3. (oi, p
o
i ) from algorithm 4

Output: The tense qi
1 Event Exaction Function EE() ;
2 CoreNLP POS Tagger CPT () ;
3 A list of all tense schemes Scheme ;
4 all matched tense = [] ;
5 for e in EE(si) do
6 if ui == e[0] and oi == e[2] then
7 vi = e[1] ;
8 if set(CPT (vi)) & set(Scheme) != 0 then
9 matched scheme = set(CPT (vi)) & set(Scheme) ;

10 matched tense = Scheme.index(matched scheme) ;
11 all matched tense.append(matched tense)

12 end

13 end

14 end
15 if len(all matched tense) != 0 then
16 qi = min(all matched tense) ;
17 end
18 else
19 qi = 0
20 end
21 return (vi, qi)
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5.4 Objective and Subjective Patterns Extractions

Algorithm 6 shows the process of electing subjective patterns and objective patterns

governed by a threshold ϕ. First of all, we make use of the outputs of algorithm 3, algo-

rithm 4, and algorithm 5 to construct triples in form of (psi , qi, p
o
i ), where psi represents the

view point of sentence i’s subject, qi denotes the tense of sentence i, and poi is the view

point of sentence i’s object. The triples are fed into algorithm 6 as an input. A given list of

thresholds ϕ ∈ {70.00%, 72.50%, 75.00%, 77.50%, 80.00%, 82.50%,

85.00%, 87.50%, 90.00%, 92.50%} are applied to repeatedly go through the entire algorithm 6

to evaluate the effectiveness of different thresholds on electing two types of patterns. The al-

gorithm first counts which triples appeared in the two datasets, followed by tracking the num-

ber of each triple for the datasets separately (See line 5, 6). Then, the union set (all triples)

of the two datasets are used to traverse the number of each triple in the objective and sub-

jective dataset for possibility calculations (See line 7). If the numbers of a triple in the

subjective dataset and objective dataset are zero and non-zero, the current triple will be

collected as an objective pattern, and vice versa (See line 8-12). If the numbers of a triple

are non-zero in both datasets, the ratio of the triple (See line 15) will be calculated to com-

pare with a given threshold ϕ. If the ratio is larger than ϕ, the triple will be classified as a

subjective pattern (See line 16-17); otherwise, the triple will be treated as an objective one

if the ratio is smaller than 1
ϕ

(See line 19-20).

This chapter summarizes the structure of our proposed objective and subjective separa-

tion approach. We tried to investigate the insights of three components of the external event

of short sentences: viewpoints of subjects and objects, and tense of predicates in determin-

ing subjective sentences and objective sentences. Meantime, we design four algorithms to

address this purpose. The first two algorithms are designed to detect viewpoints of subjects

and objects.The tense of sentences can be detected by using the third algorithm. Finally,

the results of the three algorithms are fed to the last one to extract subjective and objective

patterns of sentences.
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Algorithm 6: Capturing subjective patterns and objective patterns.

Input : objective and subjective datasets SV,OV in forms of triple set (psi , qi, p
o
i ),

Threshold ϕ
Output: Subjective patterns set SP , objective patterns set OP

1 count SV = Counter(SV ).items() ;
2 count SV = Counter(OV ).items() ;
3 all triples = SV.union(OV );
4 for triple in all triples do
5 num triple S = [item num for item, item num in count SV if item

== triple] ;
6 num triple O = [item num for item, item num in count OV if item

== triple] ;
7 num triple O = num triple S[0] == 0 ;
8 if num triple S[0] == 0 and num triple O[0] !=0: then
9 OP .append(triple)

10 end
11 if num triple S[0] != 0 and num triple O[0] == 0: then
12 SP .append(triple)
13 end
14 else

15 ratio = num triple S[0]
num triple S[0]+num triple O[0]

;

16 if ratio ≥ ϕ then
17 SP .append((triple,ratio))
18 end
19 if ratio ≤ 1

ϕ
then

20 OP .append((triple,ratio))
21 end

22 end

23 end
24 return SP , OP

71



T
ab

le
5.

1:
A

ll
tw

el
ve

te
n
se

s
ac

co
m

p
an

ie
d

w
it

h
co

rr
es

p
on

d
in

g
P

O
S

ta
gg

in
g

sc
h
em

es
an

d
la

b
el

s

T
e
n
se
s

P
O
S

S
ch

e
m
e
s

E
x
a
m
p
le

la
b
e
ls

F
u
tu

re
P

er
fe

ct
C

on
ti

n
u
ou

s
”M

D
”

+
”V

B
”

+
”V

B
N

”
+

”V
B

G
”

I
w

il
l

h
av

e
b

ee
n

d
oi

n
g

1

F
u
tu

re
P

er
fe

ct
”M

D
”

+
”V

B
”

+
”V

B
N

”
I

w
il
l

h
av

e
d
on

e
2

F
u
tu

re
C

on
ti

n
u
ou

s
”M

D
”

+
”V

B
”

+
”V

B
G

”
I

w
il
l

b
e

d
oi

n
g

3

F
u
tu

re
S
im

p
le

”M
D

”
I

w
il
l

d
o

4

P
re

se
n
t

P
er

fe
ct

C
on

ti
n
u
ou

s
”V

B
D

”
+

”V
B

N
”

+
”V

B
G

”
I

h
av

e
b

ee
n

d
oi

n
g

5

P
re

se
n
t

P
er

fe
ct

”V
B

D
”

+
”V

B
N

”
+

”V
B

G
”

I
h
av

e
d
on

e
6

P
re

se
n
t

C
on

ti
n
u
ou

s
”V

B
D

”
+

”V
B

N
”

I
am

d
oi

n
g

7

P
re

se
n
t

S
im

p
le

”V
B

D
”

I
d
o

8

P
as

t
P

er
fe

ct
C

on
ti

n
u
ou

s
”V

B
P

”/
”V

B
Z

”
+

”V
B

N
”

+
”V

B
G

”
I

h
ad

b
ee

n
d
oi

n
g

9

P
as

t
P

er
fe

ct
”V

B
P

”/
”V

B
Z

”
+

”V
B

N
”

I
h
ad

d
on

e
10

P
as

t
C

on
ti

n
u
ou

s
”V

B
P

”/
”V

B
Z

”
+

”V
B

G
”

I
w

as
d
oi

n
g

11

P
as

t
S
im

p
le

”V
B

P
”/

”V
B

Z
”

I
d
id

12

72



Chapter 6

Preliminary Results and Discussions

6.1 Results of FEFND

In this section, we discuss preliminary results collected in the experiments conducted to

quantitatively demonstrate the performance strengths of FEND using two real-world news

datasets. To carry out performance evaluation, we compare our approach with two existing

data-mining algorithms with respect of accuracy, precision, recall rate, and F -score.

6.1.1 Datasets

To quantitatively evaluate the effectiveness of our system, we make use of legitimate

news available from CNN and Ne+w York Times for model training. Detection accuracy is

assessed using various test datasets, which are summarized in Table 6.1. In this study, our

news resources such as CNN and New York Times are regarded as legitimate based on the

classification done by a large scientist group. They also have wide circulation among larger

audience compared with their counterparts [76, 15, 82]. For example, CNN is accessed by

approximately 96 million pay-television households, representing 82.8% of households with at

least one television set in the U.S. [116]. A few viewers may not treat CNN as a legitimate

resource because CNN’s content is inconsistent with the viewers’ opinions. Nonetheless,

our system contains a flexible mechanism that allows users to plugin any legitimate news

database. Users may choose their trustworthy news outlets for constructing a legitimate

news database. Regardless of news database, our system is adept at detecting fake news.

We explore a group of websites classified as fake news domains [50] to acquire fake news

as ground truth. These websites include, but are not limited to, www. greenvillegazette.

com , www. politicops. com , www. advocate. com , and www. naturalnews. com . The first
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Table 6.1: Fake and legitimate news article counts from the website sources.

Type realNews fakeNews

CNN 8897 0

New York Times 5334 0

advocate 0 6444

naturalnews 0 2402

politicops 0 3066

greenvillegazette 0 1525

three websites publish Pro-Clinton fake news, whereas the last two websites circulates Pro-

Trump fake news. News acquired from both Pro-Clinton and Pro-Trump websites drive our

unbiased and fair comparison experiments. Note that Natural News is a website gaining its

popularity from scientific fake news and various conspiracy theories.

Table 6.2: Article cluster collection for ground truth

Clusters
No.

Subjects (selected) Number of
topics

(repeated
topics

included)
1 foreign, residents, workings, leaders, stocks, obama, governments, groups, americans 29877
2 president, country, policy, children, family, University, government, administration, court,

republicans, clinton, immigration
25318

3 report, Washington, Facebook, criticism, investigation, department, circumstances, organization 24476
4 weapon, chief, authorities, surveillance, peace, contest, Penitentiary, corrections, robbery, violent,

surveillance, prisoner, murder
20386

5 ISIS, adolescent, politico, warning, evil, oceans, deliberation, insult, opponents, correctness,
slaughter, panelists, apparatus

19973

6 media, trump, campaign, democracy, california, politician, verdict, senate, cnn, nominee, truth,
victims

14323

7 environment, mediterranean, photographs, hospitals, mountaineers, earthquake, migrant, artists,
villages, sight

12033

8 devices, databases, company, amazon, business, market, website, engineer, value, worldwide, Google,
competitors

10879

9 culture, story, police, director, space, blackness, challenge, popularity, experiences, expectations,
deficit, motivation, exhibition

9894

10 ambassador, north, korea, speech, quarantine, surveillance, crisis, policy, conflict, meeting,
intelligence, reconnaissance

9435

11 entrepreneurs, business, startups, guests, experts, incubator, university, recruits, questions,
authorities, investigation, photographs, activities

8997

12 refugees, country, western, violence, police, asylum, extremists, Federal, arrests, Pakistan,
psychologist, pursuit

6962

13 hurricane, Miami, emergency, crosshairs, residents, carolina, economy, Alabama, rumors 6795
14 gravel, road, accident, license, professor, law, convictions, prosecutors, evidence, instructions,

investigators, justice
6580

15 secretary, military, implementation, tweet, country, defence, fighters, sailors, patriot, freedom,
opportunity, democracy, oppression

6439

16 biases, whites, neighborhoods, relationships, foundation, segregation, marriages, minority, economist,
associations, laboratory, interactions

5971

17 reporters, facebook, survivor, community, firefighter, Twitter, evidence, winners, deputy,
photographer, attorney, warrants

5881

18 olympics, medal, coach, ceremony, champions, reporters, committee, athletes, recognition 5601
19 sugar, calories, health, vegetables, nutrients, disease, attraction, breaks, textures, deprivation,

antioxidants, balance
5033

20 actress, theory, nominations, film, tribute, portrayal, rewards, felicity, spirit, characters, actions 4987
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6.1.2 Evaluation

As described earlier, we extract news topics as features using two different clustering

techniques – K-means and Affinity Propagation (AP) – for purposes. Both algorithms pro-

duced similar number of clusters. However, the composition of the clusters produced using

different techniques could have small variation. Both of these approaches apply the euclidean

distance as the measure for classifying the data into different clusters. For our dataset, both

algorithms produced similar results. We, therefore, focus on clusters produced using AP

technique.

Table 6.2 illustrates selected subjects of 20 clusters that were identified, along with

the total number of topics in each cluster. Cluster 1 (see Table 6.2) is the largest cluster

with approx. 29,900 topics and includes subjects such as ”foreign”, ”residents”, ”workings”,

”leaders”, ”stocks”, ”Obama”, ”governments”, ”groups”, ”Americans”, etc. Each of these

subjects are associated with various verbs, which make it easier for classifying the articles.

On the other end, cluster 20 is the smallest cluster with approx. 5000 topics and includes sub-

jects such as ”actress”, ”theory”, ”nominations”, ”film”, ”tribute”, ”portrayal”, ”rewards”,

”felicity”, ”spirit”, ”characters”, ”actions”, etc.

Table 6.3: The three topic sub-groups created by the news-topic clustering algorithms.

Topic Zones Topics

1. Red Foreign - ( representative, KCNA, media, meet, Moscow, Monday, state )..
Residents - ( area, wave, roadsCity, employees, equipment, advance, storm, clock, system, Coast, East,
West, roadsCity )..

Workings - ( Putin, Vladimir, Russia, Hezbollah, position, border, strike, weeks, Israeli )..

2. Green Leaders - ( gains, policy, children, program, skills, doctrine, grade, success )..
Money - ( energy, time, legislation, year )..
Stocks - ( rotations, brigade, armor, intervals, Europe, United, States )..

dogs - ( Europe, Asia, wolves, Stone, Age, Old )..

3. Blue Obama - ( victory, increase, tax, research, funding, wake, rate, debate, year, Brooke )..
Governments - (predecessor, President, Moon, scandal, corruption, arrest, power, nothing)..
Groups - ( terror, group, Obama, administration, US, air, campaign, stretch )..
Americans - ( years, age, hypertension, part, work, health )..

journalists - ( figuring, tally, rights, culture, war, crime, business )

Figure 6.1 illustrates a network visualization of all the topics belonging to cluster 1,

which is the largest cluster. All the topics belonging to the cluster could be grouped into
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Figure 6.1: Network-based topic visualization

three sub-groups or topic zones. Bolder arrows represent topics occurring with high fre-

quency. In Table 6.3, we extract almost all of the topics with high frequencies to show the

relationship among topics and categorize them based on their sub-groups. For example,

“foreign” (representative, KCNA, media, meet, Moscow, Monday, state) identifies one topic

(subject-object pair) within the subgroup. Each topic within cluster 1 has relation to the

other topics. These results suggest that a particular topic may appear in one article, but

may also be identified across multiple similar articles. Our approach performs ingrained fake

news classification using two layers of sequential filtering. The first layer of filtering uses the

clustering results from the training model to detect the fake news based on any existence

of fake topics. The second layer of filtering screens the fake news based on event extraction

and credibility evaluation scores. Table 6.4 summarizes the results after applying the first

layer of filtering that is based on topic extraction.
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Table 6.4: The number of fake news detected by the first filter.

advocate naturalnews politicops greenvillegazette

Uncertain News 6444 2402 3066 1525

Fake Topics 4312 506 133 478

Remaining Data 2132 1896 2933 1047

Table 6.5: Credibility Score Descriptive Statistics for ’Remaining’ Fake news.

Fake News Mean Range Std. Deviation

greenvillegazette 0.33 (0.0, 0.88) 0.178

politicops 0.345 (0.1, 0.85) 0.155

naturalnews 0.366 (0.0, 0.67) 0.15

Advocate 0.36 (0.0, 1.0) 0.156
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(d) greenvillegazette

Figure 6.2: the Credibility Distribution of News of all Four Fake News Datasets

Among all the fake news summarized in Table 6.4, 66.9% news in advocate.com, 21.1%

news in naturalnews.com, 31.4% news in greenvillegazette.com, and 4.4% news in

politicot.com are detected as type-1 fake news by the first-level filter. Results suggest that

the detection rate of the first-level filter varies significantly across different datasets and shows

a wide detection range. For example, the detection rate is the highest for the advocate.com

77



dataset (i.e., 66.9%) and the lowest for the politicot.com dataset (i.e., 4.4%). Over 65%

news in advocate.com are correctly detected by the first-level filter, meaning that a large por-

tion of news posted in advocate.com have fake topics (i.e., type-1 fake news). The type-1 fake

news detection rates for naturalnews.com and greenvillegazette.com are medium low

(i.e., 21.1% and 31.4%), indicating that a majority of news published on naturalnews.com

and greenvillegazette.com have legitimate topics. For the news found on politicot.com,

only 4.4% are detected as type-1 fake news, suggesting that almost of all the politicot.com

news contain trustworthy topics. Results suggest that first filtering layer provides a good

mechanism for detecting the reliability of a news source. The output of the first layer feeds

to the second layer filter.

The second-level filter detects the credibility of fake news and facilitates the comparison

of the individual fake news scores with the threshold ω. Table 6.5 provides descriptive

statistics of remaining unclassified fake news documents. The average credibility of the fake

news is found to have a mean of 0.35, average range of (0.025, 0.85) and average standard

deviation of 0.16.

Figure 6.2 describes the distribution of credibility scores for each of the four fake news

datasets. Each of fake new datasets were found to contain a relatively small proportion

of high credibility articles (real news) legitimate articles. For example, advocate dataset

contains 5% legitimate news having over 60% credibility, while 77% of news’ have credibility

lower than 40%. Naturalnews has 14% legitimate news with credibility over 60%, 86%

with less than 60% credibility, 34% with less than 40% credibility, and 52% news with

credibility between 40% and 60%. politicot is found to have only 2% news articles with over

60% credibility. Greenvillegazette has more dispersed distribution with 12.4% news articles

demonstrating 60% credibility scores. The distribution patterns of fake news suggest that

advocate and politicot could be mostly classified as fake news source with fewer than 5% and

2% real news articles respectively. On the other hand, naturalnews and greenvillegazetee

has 12-14% real news articles but a more distributed credibility news score. Such websites
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could be considered as having tendencies for generating fake news content. Figure 7 shows

the performance of two filtering approaches separately as well as collectively. With ω = 0.6,

the overall fake news detection performance ranges between 90-97% whereas with ω = 0.7,

the overall fake news detection reaches an overall average of 97%.

(a) ω = 0.5 (b) ω = 0.6

(c) ω = 0.7

Figure 6.3: The performance of two filters in the model

Next, we carry out four experiments following the three steps. (1) We select 75% news

articles (i.e., 10,674 CNN and New York Times news) from the source as training data. (2)

We build a model using the training data. (3) The remaining 25% news perform as testing

data (i.e., 3,557 news) to validate the model constructed in step 2. The purpose of this cross-

validation procedure to evaluate our system’s capability of estimating credibility scores of

various testing datasets.

Each of the four folds of the testing dataset is populated with the random assignment

of news articles drawn from real as well as fake news. Table 6.6 shows four cross validation

data sets.
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Figure 6.4: Performance Comparisons among CNT, AHGNA and proposed FEND approach
based on fake news datasets.

Table 6.6: Cross Validation Dataset

Cross
Validation

Fold

Corresponding
Fake News
Dataset

RealNews FakeNews

1 advocate 3557 6444

2 naturalnews 3557 2402

3 politicops 3558 3066

4 greenvillegazette 3557 1525

Table 6.7 shows the result of cross validation for mixed datasets. The accuracy ranges

between 93.77% and 89.55%, precision ranges between 92.77% and 83.13%, recall rate ranges

between 97.91% and 92.42%, and F-score ranges between 94.91% and 88.31%. Based on the

accuracy and recall definitions from equations 3.18 and 3.20, recall values for pure fake news

and mixed datasets are equal to the the accuracy values of pure fake news datasets.

We further investigate the recall and accuracy of the proposed approach by comparing

its efficacy with two other approaches. The first approach is referred to as CNT, a multi-

feature detection technique that is based on detecting features: content-based features (such
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Table 6.7: Performance Evaluation( use ω = 0.6 as the default threshold for mixed dataset)

Cross Validation Fold Accuracy Precision Recall F-score

1(advocate) 93.99% 92.77% 98.34% 95.47%

2(naturalNews) 91.09% 89.00% 88.88% 88.94%

3(politicops) 92.27% 86.92% 98.08% 92.16%

4(greenvillegazette) 92.62% 85.13% 91.34% 88.12%

as lexical patterns, part-of-speech pattern), network-based features (e.g. user behavior) and

twitter specific memes (e.g. hashtag) [94]. The second is AHGNA, which uses Absurdity,

Humor, Grammar, Negative, and Affect as features for segregating fake or satire from the

real [104]. Figure 6.4 shows the comparison of three approaches based on the recall measure.

For higher values of ω, the system built on the proposed approached outperforms CNT and

AHGNA approaches. For example, the recall of FEND exceeds CNT and AHGNA for ω

higher than 0.4 for fake news originating from advocate. Similarly, FEND performed better

for ω exceeding 0.52 while for politicot news. Finally, for ω greater than 0.6, FEND worked

better for naturalnews and politicot. Additionally, we found the singled-tailed t-test to be

significant at 0.05 as well as 0.01 significance level assuming homoscedasticity. For FEND

vs. CNT, p-value is 0.00278 and 0.00015 for FEND vs. AHGNA.

Figure 6.5 shows the accuracy comparisons between the proposed method and two

baseline methods (i.e., CNT and AHGNA) using the mixed datasets. For a high ω value

(e.g., 0.6), our proposed approach outperforms both CNT and AHGNA. For example, Figure

6.5(a) reveals that the accuracy of FEND exceeds CNT and AHGNA when the threshold ω

is higher than 0.4. More often than not, the threshold in real-world scenarios is configured

in a window between 0.5 and 0.8.

Figure 6.6 demonstrates the F-score comparisons among FEND, AHGNA, and CNT

when threshold ω is configured to 0.6 in the case of four mixed datasets. Figure 6.6 illustrates

that FEND outperforms AHGNA and CNT in terms of the F-score measures. For example,

FEND improves AHGNA’s F-score by up to 4.6% with an average of 2.4%; FEND enhances

the CNT’s F-score by up to 6.2% with an average of 3.3%.
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Figure 6.5: Performance Comparisons among CNT, AHGNA and proposed FEND approach
based on mixed datasets.

6.2 Experimental Results of RTFEND

In this section, we first describe the details of an experimental testbed. Then, we carry

out a group of experiments to demonstrate efficiency improvements from the perspectives

of applying the two-stage procedure described in the previous section and increasing the

numbers of slave nodes. Next, we compare processing times between the proposed system

and the baseline counterpart that doesn’t employ memory management. Finally, we compare

our model with models deploying other approaches for detecting Fake news in terms of the

number of topics, number of data clusters, and system performance. To demonstrate the

efficacy of the proposed approach, we compare the performance of the proposed model with

the baseline model developed by [136], which is not a real time fake news detection model.

This ad-hoc fake news prediction model is a two-layered fake-news detection system. The

first layer (i.e., the fake-topic detection layer) detects fake news that are outliers from the

82



Figure 6.6: F-score comparison between FEND, AHGNA, and CNT when ω = 0.6

perspective of the knowledge base (a.k.a., ground truth), which is comprised of data clusters

built by acquiring legitimate news articles sharing similar topics. The second layer (i.e., the

fake-event detection layer) is responsible for detecting fake news through an event analysis.

Although the two layers appear similar in both models, the proposed model in this study

utilizes different data processing mechanism based on real time streaming and algorithm

optimization processes. These two components provide novelty to the approaches proposed

in this study.

For performance comparison, we apply two laptops that include 32GB 1666MHz DDR3

memory, 32GB 2133MHz DDR3 memory, an Intel 2.4Ghz quad-core i5 processor, and an

Intel 2.6Ghz quad-core i7 processor to construct a Hadoop & Spark-based compute cluster

(i.e., one master node and up to eight slave nodes) using virtual machine environment to

quantitatively evaluate the performance of the proposed model and compare it with baseline

models. The master node has the fixed configuration that includes 8GB main memory
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capacity and 2.6 Ghz quad-core i7 processor. The configuration of slave nodes may change

from perspectives of number, CPU and memory capacities according to different experiment

requirements. All the nodes are orchestrated by the Rocks system framework, which is an

open-source Linux cluster distribution. Apache Spark is set up as the distributed computing

framework on this cluster.

6.2.1 Topic and Data Cluster Reduction

The goal of the first group of experiments is to measure the topic-reduction performance

of the proposed approach. Since the baseline FEND model lacks the topic-reduction module,

we evaluate the topic-reduction performance by comparing our model and FEND in terms

of the number of topics as well as the number of data clusters. Evidence shows that FEND

extracts approximate 200 thousand topics from 14,221 articles. These topics are independent

of each other. Such an excessive number of topics inevitably triggers the high dimensionality

issue in FEND. To overcome the deficiency of baseline FEND model, we introduced topic-

merging mechanism that is embedded in our model in Section 4.1 (see also Example 1 for a

similarity score between two topics). In this group of experiments, the similarity threshold

is set to 0.85 in the topic-merging module.

Based on the four different fake-news datasets, we illustrate the improvements of the

proposed model over FEND [136] in terms of the number of topics (see Fig. 6.7(a)) and the

number of data clusters (see Fig. 6.7(b)). Among all the four datasets, the NaturalNews

dataset enjoys the best topic-reduction performance achieved by the proposed model. More

specifically, the topic- and cluster-reduction rates are 25.03%(i.e., 15,011 topics) and 30.95%

(i.e. 13 clusters), respectively. Compared with FEND, the proposed approach reduces the

number of topics in the Advocate dataset by 17.59% (i.e., around 18,000 reduced topics);

the approach slashes the number of clusters by 25% (i.e., 14 reduced clusters). For the

greenvillegazette dataset, our approach’s topic- and cluster- reduction rates are 23.53% (i.e.,

17,505) and 27.91% (i.e., 12). The poorest reduction performance was observed with the
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politicot dataset; nevertheless, in this case the proposed approach reduces the numbers of

topics and clusters by 12.89% (i.e., 5,910) and 23.81% (i.e., 5), respectively.

In summary, our proposed approach cuts back the numbers of topics and data clusters

on averages of 19.76% and 26.92%, respectively. The results confirm that our approach

judiciously reduces the number of topics by repeatedly (1) calculating the similarity of ran-

domly selected topics, (2) refining synonymous topics, and (3) choosing the lowest similarity

from these synonymous topics. The findings unveil that topic reductions help in cutting

back the number of data clusters and; therefore, time spent in the data-processing stage and

significantly shortening the model-testing stage.

6.2.2 Percentage of Detected Fake News

Fig. 6.8 plots the percentages of detected fake news in the two layers in the context of

the four fake-news datasets; the threshold in our model is configured to 0.5, 0.6, 0.7, and

0.8, respectively in figs 6.8(a) 6.8(b) 6.8(c) 6.8(d).

We make two intriguing observations from Fig. 6.8. The first observation is that re-

gardless of threshold value, the performance of the proposed model largely depends on input

datasets. For example, among all the four datasets, the Advocate dataset benefits from the

proposed model most; the naturalNews dataset leads to the lowest accuracy; the detection

accuracies of the politicot and greenvillegazette datasets are somewhere between. The second

observation is that there is no clear winner between Filter-1 and Filter-2. In the Advocate

dataset, Filter- 1 is superior to Filter-2; in the politicot case, Filter-2 is better than Filter-1 in

terms of accuracy; when it comes to the naturalNews and greenvillegazette datasets, Filter-

1 is on par with Filter-2. These two observations suggest that the accuracy performance

of the poroosed model largely depends on input datasets. There are some inherent differ-

ences among the four datasets. First, the detection rate of the filter-1 varies significantly

across the four datasets. For example, the detection rate is the highest for the advocate.com

dataset (i.e., 66.9%) and the lowest for the politicops.com dataset (i.e., 4.4%). Second, over
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65% news in advocate.com are correctly detected by the first-level filter, meaning that a

large portion of news posted in advocate.com have fake topics(detected by Filter-1). Third,

the fake news detection rates by Filter-1 for naturalnews.com and greenvillegazette.com are

medium low (i.e., 21.1% and 31.4%), indicating that a majority of news published on natu-

ralnews.com and greenvillegazette.com have legitimate topics. Fourth, for the news found on

Politicot.com, only 4.4% are detected as fake news by Filter-1, suggesting that almost of all

the Politicot.com news contain trustworthy topics. Results suggest that first filtering layer

provides a good mechanism for detecting the reliability of a news source. The output of the

first layer is then fed to the second layer filter.

The third observation drawn from Fig. 6.8 is that Filter-1’s performance is independent

of threshold. Such an independence is expected, since the procedure used by Filter-1 for

detecting fake topics is irrelevant to the threshold. Unlike Filter-1, Filter-2’s performance

is optimized by adjusting the threshold. In a set of news articles with legitimate topics,

Filter-2 detects fake news items that comprise of fake events depending on the threshold

value. Intuitively, Filter-2’s detection performance is enhanced when the threshold value

increases 6.8.

The fourth observation is that the second layer (i.e., filter- 2) is sensitive to threshold

with respect to the percentage of detected fake news; in contrast, threshold has no impact

on the first layer (i.e., filter-1) in the proposed system. Thus, an increasing number of fake

news is detected by the second layer when we raise the threshold value. For example, when

we push the threshold from 0.5 up to 0.6, filter-2’s improvement in fake-news detection

rate is 2%, 3%, 2%, and 4% for the Advocate, naturalNews, politicot, and greenvillegazette

datasets, respectively. If the threshold increases from 0.6 to 0.7, such an improvement

becomes 3%, 3%, 4%, and 2%, respectively. Similarly, if the threshold varies from 0.7 to

0.8, the improvement in filter-2 will be 1%, 2%, 2%, and 2%, respectively. This performance

trend implies that there is no way to optimize filter-1’s detection performance through the
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threshold configuration; on the other end of the spectrum, one may boost filter-2’s detection

accuracy by adjusting the threshold.

Fig. 6.8 unravels the proposed model’s accuracy performance when the threshold is in

the range between 0.5 and 0.8. In case of the threshold that is smaller than 0.5 or larger than

0.8, we can derive the credibility distribution of the four datasets from the results plotted

in Fig. 6.8 . For example, in the Advocate, naturalNews, politicot, and greenvillegazette

datasets, the percentage of news items with credibility lower than 0.5 is around 24%, 40%,

61%, and 44%, respectively. Given the same four datasets, the percentage of news articles

with credibility larger than 0.8 becomes 1.35%, 6.49% 4.46%, and 2.92%, respectively.

6.2.3 Scalability

The goal of this group of experiments is to measure the scalability of the proposed model

from the perspectives of main memory size and the number of computing nodes based on

the New York Times training dataset. It is worth noting that a computing cluster can be

scaled up by either expanding main memory capacity or increasing the number of nodes. To

focus on the scalability test, we disable the memory management technique. Nevertheless,

the analysis on memory management is detailed in Section 4.3.3. We gauge the impact of the

number of computing nodes on the processing time of our model’s data preprocessing stage.

More specifically, we vary the number of slave nodes from two to eight with an increment of

two nodes. In addition to varying the number of nodes, we test two main-memory capacities

(i.e., 2GB vs. 4GB) in the computing nodes. These two configurations shed some lights on

the impact of main memory on the model’s efficiency performance.

Fig. 6.9 demonstrates the processing-time trends with an increasing number of data

points. Each sub-figure plots three curves representing three cases, namely, a standalone

system (i.e., serial computing), 2-GB-node system, and 4-GB-node system. In the second

and third cases, the main memory in computing nodes is set to 2 GB and 4GB, respectively.

In what follows, we refer to these three cases as Standalone, 2−GBnodes, and 4−GBnodes.
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Fig. 6.9 further demonstrates that regardless of the number of nodes, the performance gaps

among Standalone, 2 − GBnodes and 4 − GBnodes are widened as input data size rises.

For example, Fig. 6.9(a) unravels that the 2-GB- node and 4-GB-node systems shorten the

running time of the standalone system by 701 and 1,850 seconds (i.e., from 6306 to 5605 and

4456 seconds), respectively for 17,656 news articles.

Comparing Figs. 6.9(a) and 6.9(b) using our proposed algorithms, we observe that the

performance of our model significantly improves by increasing the number of computing

nodes. For example, in the 2−GBnodes case, augmenting two extra nodes into the existing

2-node cluster allow us to cut back the processing time by 617 seconds (i.e., from 5605 to 4988

seconds). In the 4 − GBnodes case, such processing-time reduction becomes 1,193 seconds

(i.e., from 4456 to 3263 seconds). We draw a similar conclusion when we compare Figs. 6.9(b)

with 6.9(c). For instance, increasing the number of nodes from four to eight reduces the

processing time by 1,331 seconds (i.e., from 4988 to 3657 seconds) in the 2−GBnodes case.

Such reduction is measured as 953 seconds (i.e., from 3263 to 2310 seconds) when it comes

to the 4−GBnodes case.

The 4−GBnodes case in a 2-node cluster and the 2−GBnodes case in a 4-node cluster

share the same total main memory capacity. Surprisingly, the 2-node cluster outperforms

the 4-node cluster for such tests where input dataset varies from 3,000 to 17,656. For

example, comparing in the 4 − GBnodes case in Fig. 6.9(a) with the 2 − GBnodes case

in Fig. 6.9(b), we observe that the 2-node cluster is faster than the 4-node cluster by 532

seconds. Similarly, after we compare the 4−GBnodes case in Fig. 6.9(b) with 2−GBnodes

case in Fig. 6.9(c), we notice that the 4-node cluster outperforms the 8-node cluster by 394

seconds. We conclude that keeping the overall main memory capacity as a constant, small-

sized clusters for handling real time fake news are superior to large-sized counterparts due

to reduced communication overhead.

The third observation is that when the system employs eight 2GB nodes, the system

improves the performance by over 42.01% (i.e., the processing time is reduced from 6,306
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to 3,657 seconds). If the system embraces eight 4GB nodes, the performance improvement

becomes 63.37% (i.e., the processing time is reduced from 6,306 to 2,310 seconds) The reason

for such noticeable improvements is two-fold. First, the valid usable main memory space of

computing nodes is less than their entire memory space. Second, the system’s overhead of

assigning tasks to computing nodes is increased when the number of nodes is surging.

6.2.4 Memory Management

The key purpose of the last group of experiments is to measure the impact of the novel

memory management technique that we proposed (see Section 4.3) to improve the processing

time of the data pre-processing stage in the proposed model. Since the model’s main goal

is to perform real time analytics, an appropriate computing environment is required for

its effective functioning. In this section, we evaluate and compare the efficiency of the

memory-management-enabled model (Fig. 6.10(c) with the same system where no memory

management (see Fig. 6.9(c)) is involved.

The model’s performance in this group of experiments is better than its performance

in earlier experiments shown in Section 6.2.3. For example, Fig. 6.10(a) illustrates that the

processing time is reduced by 1,101 seconds (i.e., from 6306 to 5205) after adding two 2GB

nodes into the standalone system; such reduction becomes 2,454 seconds (i.e., from 6306 to

3852) with two 4GB nodes. If we include eight 2GB nodes in the standalone system, the

processing time decreases by 3,329 seconds (i.e., from 6306 to 2977); if the eight newly added

nodes have 4GB main memory, the processing time is slashed by 4,465 seconds (i.e., from

6306 to 1841). Such reductions are substantial for performing a real time analytics task such

as fake news detection.

On one hand, by comparing the baseline system processing time perspective, our sys-

tem promotes computing efficiency by 52.79% if eight 2GB slave nodes expanded into the

baseline system; the enhancement becomes 70.81% if eight 4GB nodes are deployed. On

the other hand, the system optimizes the efficiency by 18.59% and 20.3% after applying
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the memory management technique to an eight-2GB-node system and an eight-4GB-node

system, respectively.

In a nutshell, we have demonstrated that the efficiency of the proposed model can be

improved by both the Spark-based memory management (see Section 6.2.4) and the novel

batch-size optimization procedure that we have proposed in this study (see Section 4.3.3).

Such considerations are critical for understanding the how to effectively implement the pro-

posed model for use in different organizational environment have varied computing infras-

tructure.

6.3 Experimental Results of OSS

In this section, we conduct three experiment groups by varying the three parameters,

namely, (1) the view points of subjects (See Algorithm 3); (2) the view points of subject-

related objects (See Algorithm 4); and (3) the subject-object-related tense (See Algorithm 5).

In the first experiment group, we manipulate these three parameters to construct three

two-elemental variable sets (i.e., (ps, po),(ps, q), and (po, q)) to distinguish objective and

subjective sentences. The second experiment group aims to extract objective and subjective

patterns from the three-element variable set (ps, q, qo). Finally, we evaluate the performance

of the extracted patterns depending on the given threshold list using the cross validation

method.

6.3.1 Datasets

We adopt an existing labeled dataset [86] that encompasses (1) 5,000 movie review

snippets from Rottentomatoes1 as a subjective data collection and (2) 5,000 objective data

items from the plot summaries available from the Internet Movie Database2 to evaluate our

method. All the tested sentences or snippets, each of which consists of at least ten words,

1www.rottentomatoes.com
2www.imdb.com
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are originated from either movie reviews or plot summaries. As such, no redundant data

exists in the dataset.

6.3.2 Experiment Group 1: Two-Elemental Variable

Table 6.8: All subject-tense pairs exclusively occurred in subjective or objective datasets.
Subjective (pui , qi) Pairs Objective (pui , qi) Pairs

((3, 11), 1), ((0, 2), 1),
((4, 4), 2), ((0, 3), 1),

((1, 12), 11), ((1, 11), 1),
((1, 10), 3), ((1, 7), 8)

(3, 10), 4), ((2, 11), 1))

In this group of experiments, we gauge the frequencies of two-element pairs ((pui , qi),

(pui , p
o
i ), and (qi, p

o
i )) to compare their differences in objective and subjective datasets. Two

types of pairs are demonstrated for each two-element pairs: (1) the pairs uniquely occur

in subjective or objective datasets (e.g., pair (1, 7) appears 8 and 0 times in the objective

and subjective datasets, respectively); (2) the pairs are highly unbalanced among the two

datasets (e.g., pair (3, 6) appears 18 and 113 times in the objective and subjective datasets,

respectively).

Two-Element Pair (pui , qi): First, Table 6.8 lists all the extracted (pui , qi) pairs that

are unique in the subjective or objective datasets. In this table, there are eight unique (pui , qi)

pairs in the subjective dataset. For example, ((1, 12), 11) represents that pair (1, 12) appears

11 times in the subjective dataset only. Similarly, there are two pure objective (pui , qi) pairs

obtained from the objective dataset; the frequencies of pairs (3, 10) and (2, 11) are 4 and 1,

respectively.

Next, we list all highly unbalanced (pui , qi) pairs in Table 6.9. The table is divided as

two components that the first seven pairs (from (1, 6) to (2, 6)) have significantly higher

frequencies in the subjective dataset than the objective one. For example, pair (1, 1) appears

16 times in the subjective dataset, but the pair occurs only two times in the objective dataset;

the probability of being a subjective statement is 16
16+2

= 88.89%. In contract, the last ten
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Table 6.9: All (pui , qi) pairs comparisons.

(pui , qi) Pairs
Frequency

in Dataset S
Frequency

in Dataset O
Probability

(in %)

(1, 6) 7 3 70.00
(2, 12) 5 2 71.43
(1, 4) 8 3 72.73
(2, 8) 57 13 81.43
(2, 7) 8 1 88.89
(1, 1) 16 2 88.89
(2, 6) 9 1 90

(3, 8) 321 803 28.56
(4, 12) 2 5 28.57
(0, 6) 128 327 28.13
(4, 8) 20 59 25.32
(3, 7) 19 89 17.59
(4, 6) 2 8 20.00
(0, 10) 6 24 20.00
(4, 7) 1 4 20.00
(0, 11) 1 5 16.67
(3, 6) 18 113 13.74

pairs (from (3, 8) to (3, 6)) have remarkably lower frequencies in the subjective dataset

than the objective dataset. The pair (3, 6) has the lowest probability of being subjective

patterns ( 18
113+18

= 13.74%), because this pair appears 113 and 18 times in the objective and

subjective datasets.

Two-Elemental Pair (pui , p
o
i ): Table 6.10 displays all the unique (pui , p

o
i ) pairs from

the two datasets. The table shows that the numbers of unique (pui , p
o
i ) pairs in two datasets

are 3 and 0, respectively. For example, pair (2, 4) occurs twice in the subjective dataset only.

Table 6.10: All subject-object pairs exclusively occur in subjective or objective datasets.
Subjective (pui ,p

o
i ) Pairs Objective (pui ,p

o
i ) Pairs

((4, 2), 1), ((2, 1), 1),
((2, 4), 2)

Null

Next, we reveal the frequency discrepancies of subject-object pairs (pui , p
o
i ) in the two

datasets (See Table 6.11). Table 6.11 consists of two partitions that the first 7 (pui , p
o
i ) pairs

(from (0, 2) to (2, 2)) have significantly higher frequencies in the subjective dataset than in
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the objective one. For example, the pair (2, 0) appears 65 times in the subjective dataset

but only 15 times in the objective dataset. The second partition of the table contains 5 pairs

ranging from (0, 3) to (3, 4). All of these five pairs have very low percentages, because such

pairs appear much more times in the objective dataset than in the subjective dataset. Pair

(3, 4) has the lowest percentage among all the five pairs, meaning that this pair has the best

possibility of being used in objective statements.

Table 6.11: All (pui , p
o
i ) pairs comparisons.

(pui , p
o
i ) Pairs

Frequency
in Dataset S

Frequency
in Dataset O

Probability
(in %)

(0, 2) 20 8 71.43
(0, 1) 31 11 73.81
(1, 4) 3 1 75.00
(3, 1) 9 3 85.00
(2, 3) 13 3 81.25
(2, 0) 65 15 81.25
(2, 2) 14 2 87.50

(0, 3) 199 489 28.92
(4, 0) 23 66 25.84
(4, 4) 1 3 25.00
(4, 3) 2 7 22.22
(3, 4) 8 33 19.51

Two-Element Pair (qi, p
o
i ): We are positioned to form pairs (qi, p

o
i ) to investigate

any distinct differences between the objective and subjective datasets from perspectives of

pair frequencies. Table 6.13 enumerates pair frequencies in the two datasets coupled with

subjective probabilities.

Table 6.12: All tense-object pairs are exclusively occurred in the subjective or objective
datasets.

Subjective (qi, p
o
i ) Pairs Objective (qi, p

o
i ) Pairs

((3, 0), 1), ((4, 1), 1),
((2, 0), 1), ((12, 2), 1)

((10, 4), 3), ((12, 4), 8),
((11, 4), 1), ((6, 1), 1),
((11, 3), 2), ((10, 3), 2)

Tables 6.10 and 6.8 shows all the subject-object pairs and subjective-tense pairs that

are exclusively discovered in the subjective or objective datasets. Similarly, Table 6.12
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illustrates all the distinctive (qi, p
o
i ) pairs that are collected into the subjective-only pair set

and objective-only pair set. In Table 6.12, four subjective (qi, p
o
i ) pairs are exclusive to the

objective dataset. However, the frequencies of all these four pairs are equal to 1. Objective

(qi, p
o
i ) pair set consists of six pairs: (10, 4), (12, 4), (11, 4), (6, 1), (11, 3), and (10, 3). Pair

(11, 3) represents that a (qi, p
o
i ) pair has past continuous tense and its object’s is a third

person pronoun (view point poi = 3). Particularly, pair (12, 4) occurs eight times only in the

objective dataset.

Table 6.13: All (qi, p
o
i ) pairs comparisons.

(qi, p
o
i ) Pairs

Frequency
in Dataset S

Frequency
in Dataset O

Probability
(in %)

(8, 1) 42 16 72.41
(7, 2) 3 1 75.00
(8, 2) 31 10 75.61
(4, 2) 8 2 80.00

(10, 0) 9 23 28.13
(7, 4) 3 7 30.00
(6, 0) 142 376 27.41
(8, 3) 182 562 24.46
(8, 4) 31 97 24.22
(12, 3) 10 30 25.00
(6, 3) 18 58 23.68
(6, 4) 4 17 19.05
(7, 3) 16 78 17.02

Table 6.13 embraces two partitions including 13 (qi, p
u
o) pairs in total. In this table, four

pairs are classified in the first partition, and nine pairs are folded in the second partition of

the table.

Tables 6.9 6.11 list all the subject-object pairs and subjective-tense pairs that are highly

imbalanced between the objective and subjective datasets. Similarly, Table 6.13 collects all

the (qi, p
u
o) pairs that are unbalanced in the two datasets. All such pairs can be divided into

two partitions. The first partition contains four pairs that have the subjective probabilities

larger than 70%. In contrast, the second partition has the pairs whose probabilities are

lower than 30%. Therefore, the pairs in the first partition are more likely to appear in the
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subjective dataset, and the other pairs in the table prefer to be used in the objective dataset.

A remarkable observation drawn from Table 6.13 is that the scope of objects’ view points

poi ∈ {1, 2, 3, 4, 0} can be classified as poiu ∈ {1, 2}, and poi o ∈ {3, 4, 0}, where poiu represents

all objects’ view points in the subjective dataset, and poi o denotes all objects’ view points

in the objective dataset. The results plotted in Table 6.12 and Table 6.13 confirm this

classification trend.

Table 6.14: Unique objective and subjective triple Patterns.
Unique Unique

Subjective Patterns Objective Patterns

((0, 4, 1), 1), ((2, 7, 3), 1),

((2, 6, 3), 1), ((1, 12, 3), 3),

((1, 12, 0), 8), ((4, 4, 0), 2),

((0, 3, 0), 1), ((0, 12, 1), 2),

((0, 12, 2), 1), ((3, 11, 0), 1),

((0, 2, 0), 1), ((2, 4, 3), 2),

((2, 12, 3), 2), ((4, 7, 2), 1),

((1, 10, 0), 3), ((1, 7, 3), 1),

((2, 6, 4), 1), ((1, 11, 0), 1),

((2, 8, 1), 1), ((2, 4, 2), 2),

((2, 8, 4), 1), ((1, 7, 0), 7),

((0, 10, 4), 2), ((4, 12, 4), 1),

((0, 11, 4), 1), ((0, 6, 1), 3),

((4, 6, 3), 1), ((0, 11, 3), 2),

((4, 7, 0), 3), ((3, 12, 4), 3),

((3, 12, 3), 10), ((3, 12, 1), 1),

((3, 10, 0), 3), ((0, 12, 4), 4),

((3, 10, 4), 2), ((2, 11, 0), 1),

((3, 7, 4), 3), ((3, 7, 3), 22),

((0, 10, 3), 2), ((4, 7, 4), 1),

6.3.3 Experiment Group 2: Three-Element Patterns

In this group of experiments, we dive into the investigation of three-element patterns

(pui , qi, p
o
i ). More specifically, we calculate all (pui , qi, p

o
i ) triples’ possibility of being subjective

statements or objective ones. Table 6.14 enumerates unique subjective or objective (pui , qi, p
o
i )

patterns accompanied by frequencies. For example, Triple (1, 10, 3) appears three times in

the subjective dataset only. Table 6.15 includes (pui , qi, p
o
i ) triples with high-likelihood of

being subjective or objective statements.

Table 6.14 reveals that there are 23 subjective patterns and 10 objective patterns. Each

triple in the table appears either in the subjective or objective datasets. We draw three
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observations from Table 6.14. First, the view point of subject pui = 3 only shows up once;

pui = 4 just occurs three times. Thus, we have ((3, 11, 0), 1), ((4, 4, 0), 2), and ((4, 7, 2), 1)

in the unique subjective pattern list. In contrast, objective patterns prefer to use pui = 3or4.

Second, the view point of subject pui = 1or2 just appears once (i.e., ((2, 11, 0), 1)) in

the unique objective pattern list, but pui = 1or2 have higher frequencies in the subjective

dataset. Sum of above, the unique subjective patterns prefer to use pui ∈ {0, 1, 2} as their

subjects’ view points, but the unique objective patterns favor the usage of pui ∈ {0, 3, 4} as

their subjects’ view points. Second, the future tense (qi <= 4) only occurs in the unique

subjective patterns rather than the objective ones. Last, the view point of objects poi = 2

appears in the subjective dataset only, indicating that unique subjective patterns more likely

to use poi = 2 than unique objective patterns.

Table 6.15 lists all the objective and subjective patterns whose possibilities fall into

a window between 70% and 100%. There are 13 subjective patterns in Table 6.15. The

possibilities of the first six subjective patterns are in the range between 70% and 80%. The

possibilities of all the 13 subjective patterns are lower than 90%. Three triples’ possibilities

of being objective patterns are higher than 90%; these triples are (3, 4, 3), (3, 8, 3), and (3,

6, 3). The objective pattern (3, 8, 3) not only has a high probability, but also its frequency

is significantly larger than those of the other objective patterns with high probability (e.g.,

¿ 80%).

Recall the three observations we obtained from Table 6.14. First, pui ∈ {0, 1, 2} has much

higher frequencies in the subjective patterns than in the objective ones, and pui ∈ {0, 3, 4}

is more likely to be used in the unique objective patterns. Surprisingly, we observe that

pui ∈ {1, 2} never pop up in the objective patterns, but they are massively applied in the

subjective patterns. On the other hand, pui = 3or4 only occurs four or zero times in the

subjective dataset, but view points of all objective patterns’ subjects have pui ∈ 0, 3, 4.

Therefore, we conclude that a triple with a view point of subject pui ∈ {1, 2} is more likely

to be a subjective pattern, and the triples with view points of subject pui ∈ {3, 4} tend to
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be an objective pattern. Second, the number of subjective patterns that have future tenses

(qi <= 4) is three, but only one objective pattern applies to future tense. Last, the view

point of objects poi = 2 only appears in the subjective patterns. In other word, a pattern

that have an object matching poi = 2 is more likely to be a subjective one.

6.3.4 Experiment Group 3: Cross Validation

In this group of experiments, we dive into the effectiveness evaluation of our proposed

approach through the 10-fold cross validation. The training dataset constitutes nine folds

of the divided datasets, whereas the remaining one fold is utilized as a testing dataset. We

assess our system’s capability of detecting objective and subjective statements by extracting

subjective patterns and objective patterns from the datasets in the context of subjective- and

objective-sentence testings. Recall that in Table 6.15, each pattern has a chance of being a

subjective pattern or an objective one. Thus, we configure ϕ as a threshold to elect objective

and subjective patterns. Given a training dataset, varying threshold ϕ may output different

pattern-sets. More specifically, the increasing value of threshold ϕ curtails the number of

subjective patterns and objective patterns yielded from the model. According to the massive

numbers of training and testing processes on the applied datasets, we set up such a threshold

as ϕ ∈ {70.00%, 72.50%, 75.00%, 77.50%, 80.00%, 82.50%, 85.00%,

87.50%, 90.00%} in our empirical study. Table 6.15 lists all the extracted objective and

subjective patterns when the threshold is larger than 70.00%.

To analyze the stability of the our method, we implement and execute Algorithm 6 for

100 times. In each run, the model takes randomly sorted objective and subjective datasets

as an input. Ten validations are reported for each run; thus, the total time of executions

is 1,000. For example, the threshold of 0.7 (see Table 6.16) leads to the subjective- pattern

precision of 77.37%, which is calculated by two steps: 1) calculating the average results over

the 10 validations and 2) executing step 1 for 100 times followed by the mean value across

the 100 runs. Table 6.16 summarizes the performance of the model using the four metrics,
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namely, accuracy, precision, recall, and F-measure. We also apply Eq. 6.1 to assess the

variance (i.e., σ2) of the four metrics upon different thresholds in the table.

σ2(X) =

100∑
i=1

(xi − µ(X))2

100
,

X ∈ {Ps, Rs, Fs, Po, Ro, Fo, A}

(6.1)

where σ2(X) represents the variance of X. µ(X) indicates the mean value of X. Ps, Rs, Fs

denote the precision, recall, and F-score measures of extracted subjective patterns. Po, Ro, Fo

indicate precision, recall, and F-score of extracted objective patterns. A is an accuracy over

all the extracted patterns.

There are five intriguing observations obtained from Table 6.16. First, when the thresh-

old is lifted from 0.70 to 0.80, all the ten measures share an ascending trend except for recall

Ro, which stays at the high end (i.e., Ro ≥ 95.17%) within the threshold range (0.7, 0.8).

Second, when the threshold surges from 0.80, all the ten measures are decreasing except for

the precision Po and the F-score Fo. Precision Po and F-score Fo climb to the peak at 91.72%

and 92.63% when the threshold is set to 0.9. In contrast, precision Ps drops from 76.51% to

57.30%, because there are only unique-subjective patterns (Table 6.14) left in the training

dataset when the threshold is larger than 87.5% (Table 6.15). Meanwhile, scarce pairs of

unique-subjective patterns cause an unbalance between training and testing datasets. Third,

the model delivers the best performance when the threshold is set to 0.8. In this case, the

average precision, recall, and F-score reach to the high levels of 81.83%, 71.38%, and 73.48%,

respectively. The subjective-pattern precision is the highest across all the threshold values.

Fourth, our model performs very well on detecting objective statements all the time that

delivers min(Po) = 76.4%, min(Ro) = 93.9%, and min(Fo) = 85.44%. Finally, the variances

of objective-related measures (i.e., σ2(Po), σ
2(Ro), and σ2(Fo)) keep on a relatively low level.

However, the variances of subjective-related measures (i.e., σ2(Ps), σ
2(Rs), and σ2(Fs)) are
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increasing to high levels, because the numbers of objective and subjective patterns are de-

creasing with the increasing threshold value. Similar to the second observation, this trend

triggers unbalanced data distributions between the training and testing datasets.
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(a) the number of topics

(b) the number of clusters

Figure 6.7: Comparisons of the number of topics and clusters generated by FEND and the
proposed approach.
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(a) when threshold is equal to 0.5 (b) when threshold is equal to 0.6

(c) when threshold is equal to 0.7 (d) when threshold is equal to 0.8

Figure 6.8: Percentage of detected fake news in layer 1 (i.e., filter-1), layer 2 (i.e., filter-2),
and the combined layers of filter-1 and filter 2. The threshold in the model is set to 0.5, 0.6,
0.7, and 0.8, respectively.
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(a) Two Computing Nodes (b) Four Computing Nodes

(c) Eight Computing Nodes

Figure 6.9: Impacts of the number of computing nodes on the processing time of the data
pre-processing stage in proposed model.
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(a) Two Computing Nodes (b) Four Computing Nodes

(c) Eight Computing Nodes

Figure 6.10: Impacts of the number of computing nodes on the processing time of the data
pre-processing stage after applying memory optimization to the model.
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Chapter 7

Conclusions

Research on fake news is in nascent stages. As fake news becomes more permeated and

difficult to detect, increasingly sophisticated approaches are needed to detect fake news. The

misinformation spread by fake news poses serious risk for its consumers and target, which

could be individuals as well as enterprises. While an individual consuming the fake news

develops distorted or misinterpreted perception of reality, which influences their beliefs and

decision making, enterprises suffer from fake news due to loss of competitive advantage or

damaging impact on their brand.

7.1 Summary of FEND

In the study of FEND, we propose a novel analytics-driven framework for detecting fake

news. We then describe the FEND system, which implements the proposed framework for

fake news detection and provides its validation. This study also required the development a

comprehensive repository of real and fake news which may be utilized for developing future

work in this important area of research. This framework utilizes a double-layered approach

for classification. The first layer performs fake topic detection and the second layer performs

fake event detection, leading to an overall average accuracy of 91.9%. Our approach is novel

in the sense that each news article is translated into events, which departs from the traditional

approaches of fake news detection that are merely based on syntax rules or sentiments. Our

main objective in this study is to develop models that can deal with fake news detection,

which is a challenging problem and poses risk for wide sector of population and organizations.

The study has several limitations. There is a focused stream of research on distinguish-

ing fact versus opinion articles (e.g., [117], [107], [78], [96]). We also note that there are other
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types of news categories, like satire, which are outside the scope of this study, but can be an

area of future research based on recent studies(e.g., [48], [103]). Future studies could specif-

ically focus on models trained on opinions and perspectives. Validation of such a dataset

for training purposes may require additional steps to reliably classify them. This study uses

clustering approaches to segregate fake news from the real news. Future work on fake news

detection can focus on using advanced approaches such as deep learning. The validation

of the FEND system that implements the proposed framework is done using the fake news

repository developed from four different web sources. Future work ought to utilize more data

from wide sources of fake news outlets. Such data could also be supplemented from social

media sources such as Facebook, Twitter, Reddit, etc. While this study was conducted on a

single node graphical processing unit (GPU), development of real time analytics approaches

that utilize streaming data from social media sources and the capabilities of GPU enabled

computing clusters could help with real-time identification of fake news. This study is an

important attempt towards curbing the risks imposed by fake news through timely identi-

fication using analytics approaches. Additionally, we believe that allowing users to specify

the importance of each event by assigning a weight based on their knowledge of the event

could further improve our proposed model. A large weight value indicates an event is more

important than the other event. This enables an individual’s knowledge to be factored into

the model.

A majority of news articles are time sensitive, implying that better fake-news detection

maybe handled in real-time. To deal with real-time news, models need to incorporate a

pre-processing module to process real-time properties of news articles. The development of

such real-time pre-processing module is beyond the current scope of this study but is an

interesting topic for future research. Such a model will have the capabilities to also handle

new and emerging fake news topics.
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7.2 Summary of RT-FEND

Fake news issue becomes increasingly challenging to tackle due to the prevalence of real-

time news data and fast consumption of news by the society. Fake news acts as a negative

catalyst in the social media circulating articles, video, and comments. There is a pressing

demand to assist people to identify misinformation from massive amount of news data in a

timely manner. Ad-hoc models of detecting fake news fall short of providing the promise

of curbing fake news spread in a timely manner. To fulfil such a demanding need, we have

developed an NLP-based fake news detection system that can be set up in high-performance

cluster computing environment of any organization. More specifically, Our proposed system

- a real-time fake-news detector runns on Spark computing clusters. Our system offers high

efficiency, scalability, and availability during the course of discovering fake news articles.

The proposed system goes beyond the analytic capabilities of other existing Fake news

detection models that are predominantly non- real-time in nature. Our proposed approach

embraces multifaceted new features. First, the system governs the topic reduction technique

- referred to as topic merging - to significantly cutback the valid dimensionality in high-

dimensional news datasets. Second, the system’s framework includes the embedded func-

tionalities and requirements of a high-performance distributed computing cluster, thereby

shortening the knowledge-base construction process. Third, the system seamlessly integrates

the memory management techniques, including our novel batch-size optimization that we

proposed and test in this study with the Spark-based memory management. With the op-

timization schemes in place, the system judiciously speeds up the process of detecting fake

news articles. Finally, as demonstrated, our system delivers high performance from the as-

pects of fake-news detection time and accuracy. We quantitatively gauged the performance

of the proposed approach driven by four real-world news datasets, namely, Advocate, Natu-

ralNews, Politicot, and Greenville Gazette. The extensive empirical studies demonstrate that

our approach significantly reduces the number of topics and the number of clusters by up to a
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maximum of 25.03% and 30.95% with averages of 19.76% and 26.92%, respectively. Our sys-

tem is conducive to unraveling the credibility distribution of the four different news datasets.

For example, in the Advocate, naturalNews, politicot, and greenvillegazette datasets, the per-

centage of news items with credibility larger than 0.8 is around 1.35%, 6.49% 4.46%, and

2.92%, respectively. Running on a Spark cluster equipped with eight 4GB nodes, the system

boosts the efficiency of the standalone system by up to 63.37% with an average of 23.45%.

After integrating the novel memory management schemes, the system further improves the

detection performance of baseline model by up to 20.3% with an average of 19.45%.

Our proposed model detects fake news in real time and leverages the memory manage-

ment method for effective functioning of the model have some limitations, which provides

directions for future research in detecting fake news. First, news articles with continuous

events should be analysed by a fake-news detector, because the authenticity of events of pre-

ceding articles may be overturned due to previously covered events if there is a disagreement

among articles on the same topic. The proposed model is unable to handle such ambiguity

on its own. To tackle this problem, future models could incorporate time stamps of the

news articles to track news articles that relate to a continuous event. Second, the model

may treat few fake topics or events as real ones leading to classification error; this type of

errors are more likely to occur when legitimate news data are conflicting with each other.

Future work in this area could consider purging outdated news articles. Third, the other

features excluded from the analysis in the model are sentiments, social behaviours, syntax,

and sources. Future work could address this concern by designing a sentiment- based model

followed by one that can detect social-behaviour. Last, but not least, the topic-merging

mechanism implemented in our model is the first step toward detecting fake news from high-

dimensional datasets. Our proposed topic-merging scheme is far from perfect. Future work

could continue optimizing the model’s performance from the perspective of feature reduction.
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7.3 Summary of OSS

Our ability to identify objectivity within text documents plays a vital role in controlling

the rapid propagation of misinformation as this approach could benefit various NLP-based

applications such as fact checking, knowledge base construction, information retrieval, AI-

driven question-answering systems, and deception detection on social media. This study

made a rigorous inquiry into mechanisms that could identify objective and subjective pat-

terns in terms of agents’ (i.e, subjects or objects of the sentences) view points (first, second

or third, person usage) and tenses from the annotated corpora by leveraging the classical

OpenIE techniques.

Separating subjectivity from objectivity is a complex problem due to several challenges.

For example, there is no comprehensive dictionary for subjective language. In addition,

many subjective expressions have objective usages or vice-versa [127], so development of

a comprehensive dictionary alone would not suffice. Recognizing these challenges and the

limitation of traditional subjective clues (manifested in the form of words, collocations or

phrases) identification approaches such a poor recognition rates, etc., we proposed to manip-

ulate latent features extracted from relational triples (subjects, objects, and predicates) in

conjunction with view points and tenses. Because complicated and diverse sentence compo-

sitions could generate multiple relational triples, we utilized triples having the largest span

to represent sentences with the text documents. More specifically, a triple consists of an

initial subject, a corresponding final object, and a subject-object-related predicate. To this

end, we propose three novel algorithms to extract features based on sequential order of view

point of the subject, an object, and the predicate tense. The forth algorithm evaluates these

extracted features to detect objectivity and subjectivity in the input text.

We demonstrate the distributional discrepancies of the three pairs and the triples be-

tween the objective and subjective datasets by shuffling the three latent features. Findings

suggest that subjects in the first and second view points are more likely to be associated

with subjective patterns. On the flip side, subjects that are formed by third view point (e.g.,
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pronouns or named-entities) tend to be objective patterns. The experimental results unravel

that our approach exhibits significantly high precision, recall and F-score measures on objec-

tive patterns evaluation. Delivering high performance in evaluating objective patterns, our

model is expected to benefit modern NLP applications, including misinformation detection

in social media.

Using our proposed methodologies, future studies could focus on constructing ground-

truth knowledge bases to wrestle with textual misinformation over the social media and

develop improved models of objective pattern recognition for specific use contexts such as

COVID-19 fake new detection, controversy analysis, etc. The proposed methodology has

two limitations and subsequent studies could be executed to address these shortcomings.

First, the existing OpenIE method fails to recognize individual sentence in certain complex

cases. For example, triples are difficult to extract from the sentences where subjects have

lengthy attributive expressions. Another example is that of inverted sentences that could

not be represented in forms of relational triples. Second, there is the lack of annotated

objective and subjective datasets and; therefore, pattern versatility verification becomes a

grand challenge.
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