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Abstract

Fake news is playing an increasingly dominant role in spreading misinformation by
influencing people’s perceptions or knowledge to distort their awareness and decision-making.
The growth of social media and online forums has spurred the spread of fake news causing it
to easily blend with truthful information. This study provides a novel text analytics-driven
approach to fake news detection for reducing the risks posed by fake news consumption.
In this dissertation, we focus on addressing fake news detection tasks by establishing three
analytics models.

In the first part, we first describe the framework for the proposed approach and the
underlying analytical model including the implementation details and validation based on
a corpus of news data. We collect legitimate and fake news, which is transformed from a
document based corpus into a topic and event-based representation. Fake news detection is
performed using a two-layered approach, which is comprised of detecting fake topics and fake
events. The efficacy of the proposed approach is demonstrated through the implementation
and validation of a novel FakE News Detection (FEND) system. The proposed approach
achieves 92.49% classification accuracy and 94.16% recall based on the specified threshold
value of 0.6.

We propose a computational approach in the second part for detecting fake news in real
time. The proposed methodology utilizes event and topic extraction techniques along with a
topic- merging mechanism to process real time news data and reduce the number of topics.
This approach includes a two-stage procedure for improved memory management using a
streaming framework. We report the findings from several computational experiments for
benchmarking proposed methodology in different system settings. Our approach is more

time- efficient in detecting fake news while also leading to a 19.76% reduction in the number
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of topics and 26.92% reduction in the numbers of data clusters when compared to other Fake
news detection systems.

Objective and Subjective separation(OSS) in text could benefit textual affective anal-
ysis fundamentally. Existing OSS approaches such as extracting perceptual pieces mainly
concentrate on identifying subjectivity. Objectivity learning in language has been becoming
a challenging task due to false knowledge and other misinformation news propagating over
the internet. Finally, this dissertation presents a novel objectivity-subjectivity separation
approach for short texts without using traditional subjective clues, referred to as 'private
states.” We accomplish this by leveraging three latent features (view point of subject and
object, and tense) of extracted relational triple sets in sentences. In the model, we propose a
group of algorithms to extract latent features and recognize subjective or objective patterns
from datasets. We assess our approach via regrouping the three latent features as three two-
elemental variables and a triple variable for comparing the distributions of these variables
between objective and subjective datasets. The results indicate that model based on our
proposed methodology has approx. 87.5% accuracy, and approx. 97% recall on evaluating

extracted objective patterns.
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Chapter 1

Introduction

In the current era of internet and information, fake news often propagates over the
social media through mimicking legitimate news media contents or fabricating false infor-
mation [63]. As the novel corona virus spreads across the world in 2020, we are also seeing
a simultaneous growth in various disinformation and misinformation related to COVID-19.
Although the continuous legitimate reports about the increasing number of infected people
invokes panic, the spreading of fake news only exacerbates the current situation by developing
misunderstanding about the disease, its properties, causes and potential cure. For example,
a widely spreading rumor on Weibo, the largest social media platform in China, falsely claims
that ShuanghuangLian, a Chinese medicine used for heat-clearing and detoxifying, can cure
COVID-19 [52]. A large number of people believed in this fake news and rushed to buy this
medicine from pharmacy leading to increased risk of virus spread [128]. Fake news not only
causes severe societal and trust issues but also negatively impacts individual’s health and
well-being. Fake news has become a global problem that needs to be dealt with in a timely
manner to curb its spread and thereby making the detection efforts critically important for
the overall well-being of individual, organization, society and economics.

Fake news can be defined ”as the online publication of intentionally or knowingly false
statements of fact [61].” In essence, the focus is on articles or messages posted online with
the anticipation of the message going “viral”. Fake news thrives on the false rumors, hoaxes,
sensationalism, and scandal resulting from the dissemination of news articles through social
media [42]. While intentional harm is debated, various incentives, - such as monetary, social,

and political benefits - often drive the fake news spread.



1.1 Motivation of FEND Model

Recent proliferation in the use of social media as a vehicle for spreading fake news has
significantly raised the risks imposed on individuals as well as organizations by the spread
of misinformation (false information). For example, social platforms are frequently used to
spread fake news via modifying authentic news or making fabricated news. Very recently,
Berners-Lee, the inventor of the World Wide Web, claimed that fake news has been one of
the most disturbing Internet trends that have to be resolved [118]. It is challenging, if not
futile, to detect deceptive news due to the diversity and disguise of deceptions. Fake news
may cause adverse influence coupled with damages. It influences an individual’s decision-
making and distorts one’s perceptions about the real events by altering the information
feeds that are utilized for news consumption. At the organizational level, the impact is more
adverse as it poses risk to their brand names and can potentially affect on the consumption
of their product or services [49]. News articles shared using social media further exacerbate
this problem due to increased online media consumption and use of bots (e.g., twitter bots)
that automate the spread of false information. A recent survey indicates that, of the known
false news stories that appeared in the three months before the 2016 election, those favoring
either one of the presidential candidates were shared approximately 38 million times on
Facebook [4].

Contemporary developments in methods of news verification address the growing de-
mand for automated means of discriminating real news from fake news among the immense
volume of data [102]. In general, existing fake news detection approaches are categorized
into two groups based on the underlying approaches, namely, linguistic, or network tech-
niques. Linguistic approaches (e.g., natural language processing or NLP) are focused on
news content, and aim to investigate fake news patterns by analyzing underlying semantics.
In contrast, network approaches leverage existing knowledge networks to check facts of news
(e.g., [58]). Recent operations research studies have started to utilize the capabilities of such

text analytics and modeling approaches in various application domains. For example, text



analytics approaches have been used for suggesting improved design features for augmented
reality health apps([64]). A few studies have applied such techniques in finance. For exam-
ple, [122] predicts financial risks by using a finance-specific sentiment lexicon and regression
and ranking techniques to explore the relations between sentiment words and financial risks
based on a bag-of-words model. A few studies have applied text analytics approaches for
detecting product defects([1]), sales forecasting [62], etc. Use of these techniques in opera-
tions research is increasing as researchers start to investigate the value of unstructured data
for knowledge discovery with different industry sectors.

A growing number of techniques have been devised to verify news credibility([30] [59]).
Existing fake news detection methods aim to detect intentionally deceptive news. Unfortu-
nately, these approaches are inadequate to automatically and accurately pinpoint fake news
from a massive amount of new data that is continuously generated by social media and web
services. To address this gap, we propose a novel two-phase approach to detecting fake news.
In phase one, we extract events from legitimate news, which are then categorized into an
array of topic clusters. Each cluster is centered around a news topic. In phase two, a news
item to be verified is classified into a topic cluster, where we validate the events reported
in the news by comparing to those in the topic cluster. This approach is inspired by fake
news detection demands([104]) and is reliant on text clustering and classification approaches
([65] [125]), as well as lexical databases([75] [126]).

Recently developed fact checking tools are adept at comparing news against a collection
of knowledge represented as a network. However, such comparisons are very time consuming
due to the volume and constant growth of the knowledge base. To speed up the detection
performance, we propose to partition a large number of genuine and authenticate news
(a.k.a., factual statements) into clusters, each of which is comprised of news sharing similar
topics. To judge the credibility of a news, we classify the news into a topic cluster in which
events are compared against those of the news. In case the news does not fall into any

existing cluster, we mark the news as a deceptive one.



We demonstrate the implementation of the proposed approach for detecting fake news
by carrying out two distinctive phases to discover deceptive news. First, trustworthy news
are categorized into clusters according to topics. Each cluster is centered around common
news topics. Second, we detect fake news by verifying events extracted from the news in a
specific cluster.

The approach proposed in this study treats news as a fake one if (1) it is a news outlier
(i.e., not classified in any topic cluster) or (2) the similarity between the news events and
those of the cluster is below a specified threshold. A large number of authenticated news
articles classified into news clusters based on topics and stored in a news database that
periodically receives news updates by accumulating latest news stories from legitimate news
sources such as CNN and Fox News that have been verified as legitimate by the research
community. If an incoming news to be detected cannot be classified into any existing news
cluster, it is marked as a candidate fake news. Otherwise, the incoming news is placed
into the corresponding cluster for further analysis. The credibility of the incoming news is
measured by comparing the events extracted from the news with those in the news cluster.
When the news article’s credibility is below a specified threshold, the news are classified as
fake.

This study makes several contributions. First, a novel analytics-based approach for fake
news detection that applies topic based classifying mechanism to group legitimate news into
multiple topic clusters is presented. News in each cluster share common topics. An event-
extraction mechanism is designed for extracting events from these news articles. Second, we
propose and implement a credibility measure for evaluating the authenticity of any news by
comparing events extracted from the news to those of the legitimate news. Third, based
on the proposed approach, we present a framework for the development and validation of

a novel system, FEND, to detect fake news by leveraging a large legitimate news database



that we built. Finally, we illustrate how to evaluate the performance of FEND using a real-
world news dataset. The experimental results indicate that FEND achieves a high fake news

detection accuracy.

1.2 Motivation of RT-FEND system

Fake news spread on the social media is usually created for misleading guidance of public
opinion in order to achieve authors’ financial or political goals and support their own be-
liefs. With the increase in online interactions and popularity of social media (e.g., self-media
and webcast), the fake-news propagation becomes easier than in the age of traditional news
media like newspapers or TV. This trend is fuelled by the low cost of maintaining social
media and ease of use of social media [109]. A large number of websites don’t authenticate
users’ personal information, implying that users are not held accountable for posting incor-
rect or biased information. It is prudent to detect fake news in a timely manner. News
articles are time sensitive and created by agents or organizations (e.g., newspaper offices,
TV stations, and other media). Prior to releasing news, journalists (e.g. reporters and news
editors) complete a list of procedures, namely, news collection (e.g. personage interviews,
incident tracking, purchase of original news materials), news editing, and news verification,
etc. Time sensitivity is an extremely critical property of news for two reasons. First, a news
organization maximizes benefits by taking the lead in reporting news. Second, the nature
of people’s curiosity and the pursuit of novelties is the fundamental reason to determine the
value embodiment of time-sensitivity of news. A large volume of news items are generated
every day and propagated at a fast speed in the era of social media. For example, more
than 450,000 tweets are shared on Twitter and 46,740 photos are posted on Instagram in
every minute [70]. Everyone who is engaged in social-media networks focuses on consuming
updated news, which amplifies the need for real time detection of fake news. News may
become quickly outdated, meaning that news no longer carries novelty factor or audience is

no longer interested in the aging news.



Recent research on fake news has focused on developing new detection approaches. For
example, BS-Detector is a browser plug-in for detecting fake news; PolitiFact is another
fact-checking website that gives the credibility of claims by U.S officials [44]. However, these
efforts remain rudimentary or fall short of handling the complex problem of detecting fake
news in real time. Another fake news detection system embraces an offline data collection
mechanism, which is inadequate for processing news in a real-time manner [136]. Real time
detection of fake news is critical for curbing its spread through social media or various blogs
and curtail its consumption by individuals. In this study, we focus on the conceptual and
actual development of a real-time fake news collection and detection mechanism, which is
capable of pruning outdated news.

One challenge in detecting fake news in a real-time manner is to deal with an excessive
number of topics extracted from news articles. On average, approximately 23.1 topics are
extracted from one news article. Topics tend to be diverse in different news. As a conse-
quence, processing a large volume of news data is time consuming. To ensure the originality
and integrity of news data, we stay away from the traditional dimension-reduction methods
(e.g., feature pruning and principal component analysis) since topics in up-to-date news are
likely to be unique.

In this study, we design a real-time fake-news detection system, which is capable of pro-
cessing massive amount of news data by embracing salient features of topic reduction, event
extraction, real-time processing, and parallel computing. The proposed system seamlessly
integrates an array of processing modules to facilitate real-time data collection, news anal-
ysis, and fake-news detection. The experimental results indicate that the proposed system
achieves a high fake news detection accuracy and high efficiency in comparison with other
fake news detection baselines.

The main contributions of this study are summarized as follows. First, we apply lexical
repositories and a topic-comparison method to reduce the dimensionality of training datasets.

Second, we employ the real-time analytics framework to implement streaming data collection



and clustering to construct knowledge bases. Third, we design a novel two-stage algorithm-
based procedure to efficiently manage the batch size of streaming data. Fourth, we develop a
real-time fake-news detection model that includes a classifying mechanism based on topic and
event-based filters. Fifth, we deploy our system on a up to 9 nodes computing cluster using
virtual machine. Finally, we evaluate the performance of the system processing a real-world
news dataset using a series of computation experiments and benchmark its performance
against other systems.

Next section introduces and provides a comparative description of the prevalent ap-
proaches used for fake news detection. First, we summarize the current status of research
on fake news detection and classify into different categories based on a simple benchmark.

We then analyse and discuss their relative merit and weaknesses.

1.3 Motivation of OSS

Objectivity and subjectivity in language are latent cognitional features that are difficult
to be recognized. Objective and subjective separation (OSS) playing an important role and
is an essential step in the many natural language processing-based applications. Traditional
OSS methods try to identify subjective pieces, or sentimental words and phrases within the
data primarily for sentiment analysis. A statement can be classified as subjective based on its
" private states” [127], which expresses opinions, rants, allegations, accusations, suspicions,
and speculations [98]. In contrast, objective statements contain facts to describe an event
or its nature that can not altered product [113]. There are various types of documents or
publications such as history texts, scientific journals, news articles, encyclopedias, etc. [67]
that massively utilize objective statements. Our knowledge accumulation predominantly
relies on using such objective documents as these contribute towards improving our un-
derstanding of various social, technical, and societal aspects. Many NLP-based applications
leverage objective documents, such as facts extraction [7], fact checking [95], knowledge bases

construction [16], question answering(QA) [28], and deception detection [71] in transcripts.



Most existing OSS techniques are also referred to as subjective learning [98] [127], sub-
jectivity detection [24], or subjectivity classification [99] [27]. These methods mainly aim to
extract subjective clues from the text to perform automatic subjective analysis for different
purposes. Subjective clues are either annotated manually or collected from subjective corpus
or vocabularies. For example, Riloff, and Wiebe [98] developed a subjective corpus, called
as MPQA, which has over 8,000 subjective clues that are either derived from an unlabeled
corpora and subsequently annotated by human experts, or are automatically extracted from
labeled subjective datasets. However, this approach has limitations due to inherent com-
plexity of human language and embedded sentiments. For example, a statement comprising
of subjective clues could sometimes be mistakenly classified as an objective statement or
vice versa [66]. In contrast, subjective statements may not include any subjective clue [127].
The fundamental reason for this mis-classification is due to the fact that natural language
and cognitive thinking have a many-to-many relationship. Explicitly, a language expression
may deliver different message to audiences or readers as single idea could be expressed in
multiple ways.

A majority of subjectivity detection approaches are precursor to sentiment analysis and
are done to extract subjective statements [24] [21]. These sentiment analysis approaches
subsequently perform emotion detection [92], positive & negative opinion extraction [13],
morality classification [89], and polarity classification [60]. In contrast, objective detection
approaches aim to improve the efficiency of tasks such as fact checking, deception detec-
tion etc. by cleaning the subjective statements. All objective pieces can be segregated
from subjective statements a-priory to sentiment analysis techniques to improve the overall
authenticity, reliability, and performance of the process.

In this work, we proposed a novel method for separating subjectivity from objectivity
in text documents using OpenlE technique. The proposed method utilizes three parts of
sentences (i.e., subject, predicate, and object) to investigate the influence of (1) view points

of subjects’ agents, (2) the tense of sentences, and (3) view points of objects’ agents. All



combinations of these three feature are then evaluated to discriminate objective and sub-
jective patterns with the sentences. This study makes significant contributions from the
following five perspectives. First, view points detection algorithm is developed to detect
view points of subjects and objects. Second, we designed a tense detection algorithm for
classifying sentences into twelve tense categories. Third, the frequencies of each pair of three
features are also applied to distinguish objective and subjective patterns. Forth, we design
an algorithm to evaluate the performance of extracted patterns by leveraging view points
detection algorithm’s outputs, tense detection algorithm’s outputs, and a given list of thresh-
old. Finally, we provide validation of the proposed approach by evaluating the performance

of the extracted patterns using cross validation.



Chapter 2

Literature Reviews

2.1 Fake News Detection

2.1.1 Fake News Risks

The initiation and spread of fake news presents significant risks from many different
perspectives, including from a national security standpoint. A good example of this is delib-
erately misleading news that attempt to influence an individual’s perception about another
individual or election results. In politically divided environments, such as those being wit-
nessed in the US and Europe, people tend to gravitate towards news from sources that are
congenial to their belief or political taste. This may be attributed to confirmation bias
or “tunnel vision” which involves one-sided case building based on preconceived notions or
ideologies[80]. [90] report on three studies aimed at testing the propensity to think analyti-
cally and susceptibility to fake news. These studies find that, contrary to the confirmation
bias theory, people are deceived by fake news as they fail to think analytically while consum-
ing media, not because they think in a motivated manner. [112] discusses various cognitive
biases that act as barriers in evaluating and correcting misinformation when humans pro-
cess fake news, i.e., misinformation. The spread of fake news presents the risk of duping
readers that takes disadvantage of the readers’ preference for congenial news and the lack of
analytical thinking while consuming news media.

The preference for agreeable news bits is further exacerbated with the ”echo chamber”
or the "filter bubble” phenomenon occurring with social media. On social media platforms,
people tend to selectively associate with individuals of similar viewpoints and consume infor-

mation appealing to their perspectives. The personalization features of social media amplifies
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the effect[88]. Fake news functions as a catalyst to further intensify readers’ point of views
and runs the risk of information polarization. [50] demonstrate the information polarization
effect due to differential consumption of fake news occurring through selective exposure to
misinformation.

Often, instances of fake news are subsequently followed by fact-checks published on
different media outlets. However, as shown by a study conducted by [108], partisan news
consumers selectively evaluate and share fact-checking articles, again due to the “echo cham-
ber” effect. Studies on political behavior have shown different results with respect to fact-
correction phenomenon. [81] found that a ”backfire effect” occurs when humans are pre-
sented with fact-checks of misinformation, in that they psychologically counter-argue and
strengthen their initial false perceptions. However, a recent study by [129] has shown no
evidence of factual backfiring. From a risk analysis perspective, although fact-checks may be
effective in correcting the news for the record, they are practically ineffective in mitigating
the risk of false information consumption and information polarization that occurs in the
first place. This emphasizes a clear need for more objective fake news detection mechanisms
that can serve to prevent the consumption of false or misinformation.

Clearly, fake news presents a keen risk of damaging the foundations of journalism ideals
of veracity, objectivity and accountability. Fake news publishers risk accusations of crimes
and violations of governmental regulations. [61] present a detailed survey of many legal
and regulatory issues that fake news publishers may face. These may range from civil
legal claims concerned with defamation, intellectual property law, or intentional infliction of
emotional distress (IIED) to government violations and crimes such as cyber bullying. Also,
such publishers may be in violation of social media platform account policies and search
advertising restrictions. Savvy publishers act to proactively minimize the legal exposure and
risks through mechanisms such as disclaimers and notices, website terms and conditions, and
media liability insurance policies. In response, social media platforms have become cautious

and have started incorporating detection mechanisms for fake news. However, cross-platform
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mechanisms have received limited attention. Detecting fake news by originating from sources
across multiple websites and platforms can serve as a useful tool for regulators.
To mitigate these risks, various detection approaches are discussed in the following

section.

2.1.2 Fake News Detection

Fake news are created by fabricating nonexistent news or modifying legitimate news.
The credibility of fake news are boosted by (1) imitating well-known authors’ writing styles or
(2) expressing opinions with a tone frequently used in real news. Very recently, an increasing
number of fake news detection methods have been developed. All existing detection schemes
may be grouped into two distinct classes, namely, linguistic-based methods and network-
based methods[30]. Network-based approaches for fake news detection apply network prop-
erties as a supporting component for various linguistic-based approaches. Commonly used
network properties include, but not limited to, website information, authors/subscribers in-
formation, time stamps, and the like. For example, [123] performs user behavior analysis to
reduce the misinformation in online social networking forum related to Parkinson’s disease.
This study reports that misinformation embedded within the discussion thread depends on
its content and users characteristics of the author. Another study proposes a model that
focuses on investigating the quality of responses in an online crowd-sourced health, clarity of
the thread questions, and the users’ potential for making useful contributions[124]. The ex-
isting sentiment and syntax analysis schemes are customized for special data types, thereby
being inadequate for fake news detection systems.

A rumor detection model or CNT proposed by Qazvinian et al. adopts a variety of fea-
tures such as content-based features (e.g., words and segments appearance, part of speech),
network-based features (i.e., re-tweets or tweets propagation) and twitter-specific Memes
(i.e., Hashtag or shared URLs). CNT orchestrates an array of strategies to select features

to detect misinformation in microblogs[94]. Rubin et al. devised an SVM-based algorithm,
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AHGNA, that embraces five predictive features (i.e., Absurdity, Humor, Grammar, Negative
Affect, and Punctuation)[104]. After an assortment of feature combinations were evaluated
using a total of 360 news articles, Rubin et al. illustrated that the best combination can
detect satirical news with a 90% precision and 84% recall. Common fake news features
discovered by these approaches may govern unethical writers to write fake news without ex-
hibiting the de- tectable features. To address this weakness, [56] advocate a way of exploiting
semantic knowledge from short texts. [56] scheme incorporates text segmentation, part-of-
speech tagging, concept labeling, as well as a vocabulary database to harvest a collection
of attributes, concepts and instances from a well-known knowledge base. This knowledge-
intensive approach offers insights on short texts such a twitter. While a majority of fake
news originates from websites, social media facilitates their spread. Larger text originating
from news outlets and opinion threads offer deeper insights into the topic and provide richer
contexts. Open information extraction (OIE) is a task of extracting factual information
from textual data such as Twitter posts, spams, and articles in social media. More recently,
OIE tools have been used for producing grammatical clauses, which can be used for topic
extraction purposes. For example, [47] demonstrated their approach by extracting topics
from a collection of 50,000 microblogs during a disaster event.

Similar to the above semantic knowledge based approach, our proposed approach aims
to grasp an understanding of news through complete comparisons of news content. This
approach no longer relies solely on statistical, sentiment, or syntax analysis to detect fake
news but uses topic and event level analysis to understand patterns that are deeply embedded
within the news for improved detection accuracy. Also, traditional fake news detection
approaches pay more attention to reducing content leakage, which may provide misleading
information when original articles are imitated or modified. As such, our proposed approach
takes full advantage of in-depth semantic analysis of the sentences by incorporating OIE

coupled with the other techniques to extract knowledge from news articles.
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Sentiment and Syntax Analysis

Linguistic-based methods such as statistical analysis [33] [132], sentiment analysis [114],
linguistic cues analysis [111] and deep syntax analysis [29] [74] have been deployed to detect
abnormal information within the text data with high accuracy.

Statistical analysis [51] proposed an approach to examining the features of crime narra-
tives. Their results show that psychopaths’ speech contain a high frequency of disfluencies;
psychopaths often use past tense and less present tense verbs in narratives. [105] proposed
the rhetorical structure theory or RST to identify the discrepancy between real and fake
textual data by applying the Vector Space Model (i.e., VSM) to assess the confidence level
for each datum.

Sentiment analysis is a widely adopted strategy for detecting general deception, partic-
ularly deceptive Spams. [42] proposed PU-learning to detect deceptive spams by analyzing
positive and negative opinions. PU-learning is a semi-supervised technique for building a
binary classifier on the basis of positive (i.e., deceptive opinions) and unlabeled examples.

Linguistic cues analysis [111] demonstrate that linguistic cues derived from deception
theories, in conjunction with content cues based on message content, can be quite effective in
distinguishing between fraudulent and non-fraudulent projects on crowd funding platforms.
Deception detection is shown to be particularly effective when both static communication
(e.g., project description) is analyzed along with dynamic communication (e.g., forum mes-
sages). This study uses a similar approach of analyzing entire communication content, i.e.,
news, but differs from [111] study by focusing on the content similarity.

Deep syntax analysis Probability context free grammars or PCFG is a practical method
that applies deep syntax analysis to separate sentences into rewrite trees representing syntax
structures. For example, [41] investigated syntactic stylometry for deception detection, where
features are derived from context free grammar (i.e., CFG) parse trees on hotel review data.
Unfortunately, these existing detection schemes are tailored for special data types or specific

contexts such as spam reviews detection [25] and spam mail detection (e.g., [57]); therefore,
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are inadequate for a general-purpose fake news detection that could apply to wide ranging

topics or issues.

Topic Extraction

TextRunner is one of the early, but highly scalable, OIE systems proposed by [12].
Since the inception of TextRunner, a few popular OIE approaches have been developed:
ReVerb [37], OLLIE [38], and Stanford OpenlE [6]. In 2013, [32] proposed another OIE
approach (ClauslE) that maintains information integrity of original textual data by decom-
posing sentences into a list of ’clauses’. Another study by [14] embraces similar extraction
phases, but supplements the capabilities of the approach proposed in [32] by implementing
contextual sentence decomposition to facilitate semantic searching. [131] presented a way
to extract text relationships without verb expressions. Extraction results were validated
by OLLIE and ClausIE. Their findings confirm that more extra relations are discovered by
ClauslE than OLLIE, meaning that ClauslE has better performance than OLLIE.

2.1.3 Fake News Detection Applications

Recent efforts on fake news detection have focused on varied approaches. For example:

B.S. Detector - alerts users of unreliable news sources [97] by searching all links of
a given webpage for sources that have been collected in a unreliable-news database, which
includes samples of fake news, satire, extreme bias, conspiracy theory, rumor mill, state news,
junk science, and the like. Although the database manages vital and rich information to
facilitate fake-news detection, this approach only utilizes a knowledge base of untrustworthy
links. Unlike the browser extension, our approach takes the news content and performs an
ingrained analysis to quantify credibility scores.

PolitiFact - is a six-dimensional rating system developed to check facts. It is frequently
used to rate the accuracy and credibility of claims made by US officials and others [101].

The PolitiFact system largely depends on human intervention, during which, journalists

15



assess information via watching TV, scanning social media, and evaluating reader comments.
In contrast to PolitiFact, our system applies artificial intelligence models that utilize text
analysis of news sources rather than interventions offered by a body of journalists.

Fake News Detector AI - identifies fake-news websites by measuring similarity to existing
fake-news websites using artificial intelligence techniques as a blackbox [34]. This system
uses a neural network—based feature analysis (e.g., headline, code structures, site popularity)
approach on known websites, thereby yielding the credibility of the tested websites. Our
system differs from this detection tool in the types of features. More specifically, Fake News
Detector Al relies on network-based features, whereas our system employs semantic-based

features.

2.2 Real Time Fake News Detection

Fake news intentionally spreads false information that could mislead the readers. How-
ever, fake news could also have high credibility that causes the readers to believe in them.
Feature extraction has been the most popular method for fake news detection [87]. For
example, [119] performed feature extraction from hoax and non-hoax posts based on a set
of documents and users using logistic regression and Boolean crowdsourcing algorithms to
achieve an accuracy of over 99%. Also, in [109], the author surveyed and summarized a va-
riety of existing features based on content-specific features (i.e., author, publisher, headline,
body, etc.), social context-specific features that include user-based cues (i.e., user profiles,
characteristics, etc.), post-based cues (i.e., skeptical opinions, sensational reactions, etc.),
and network-based cues (i.e., followers, relationship networks, etc.).

Linguistic-based methods are prominently used to understand fake news by capturing
the deception from articles’ content. We categorize different fake news detection approaches
into three groups [29][9]. First Classification is based on statistical cues. This is the easiest
way to obtain the feature from articles and is accomplished by counting the number of differ-

ent type of elements, such as one or multi word frequency (Unigrams and Ngrams) that often
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involves extracting the elements from bag of words representations and using TF- IDF(Term
Frequency-Inverse Document Frequency) [104] [83] [91]. This is useful to distinguish fake
from legitimate news, or extracting more complicated features such as readability [30] using
models such as the Automatic Readability Index (ARI) [3], Flesch- Kincaid [110], Gunning
Fog[8] and others. Second classification is based on sentiment-oriented cues [43] [100] [45].
With the subsequent improvement in the underlying dictionary of Linguistic Inquiry and
Word Count (LIWC), it became a prevalent tool to support many NLP-based researches,
especially for the deception detection [54]. Third classification is based on syntax-oriented
cues. In many cases, features based on syntax are extracted using CFG (Context-free gram-
mar), which is used for discovering lexicalized production rules. PCFG (Probability Context
Free Grammars) is another advanced syntax analysis technique that divides sentences as a
parse tree which is a set of rewrite rules for describing the syntax structure of sentences [137].
There are other syntax analysis applications such as the Stanford CoreNLP that could be
used for deception discovery and includes syntax parser relevant functions [69].

In many cases, network properties and behaviors may serve as critical indicators of
deception. Network analytic method usually focuses on people’s social network properties
(e.g., credit rating, number of followers and activity records), the source of articles (i.e.
fake news websites) and public knowledge base (i.e. Wikipedia Knowledge Graph). Using
social network behavior cues, [31] verified that information propagation through Twitter
could be used to establish a veracity evaluation mechanism for the 2013 Australian election.
Especially, the volume of retweets, hyperlinks in tweets, difference between original tweets
and retweets were helpful in detecting phony online personas, fake bots and deceptive Twitter
strategies. Other approaches that utilize network-based fact checking depend on existing
knowledge base and publicly available structured data such as DBpedia ontology [18]. Google

Relation Extraction Corpus (GREC) has been widely used for deception detection [55].
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Recently, a few approaches have been developed and implemented for detecting fake
news. For example, B.S. Detector [97], an online browser extension, alerts users to unre-
liable news sources by searching all links of a given webpage against a validated database
of unreliable news. This will then be classified into one of the many categories: fake news,
satire, extreme bias, conspiracy theory, rumor mill, state news, junk science, hate group,
clickbait, proceed with caution, etc. In addition to checking against a static list of URLSs in
a pre-complied database, inability to perform semantic analysis is a major limitation of this
approach. PolitiFact is another fact-checking website that rates the accuracy and credibility
of claims using "Truth-O-Meter’, which is an instrument to assess a news on a scale of six
[101]. A major limitation of this system is that it is only restricted to politics and requires
human intervention and input. Fake News Detector Al is yet another neural network driven
system that could identify fake news websites based on their similarity with existing fake
news [97]. However, a major limitation of this system is lack of explanations for the result
as this only generates a warning message if the given URL is unreliable.

In spite of effective usage of above methods, an obvious drawback these techniques are
their instability. For example, document features such as number of paragraphs, sentiment-
based word count, and syntax structure of sentences can be easily simulated. Additionally,
these deception detection methods can only work for specific data types, such as spam reviews
detection [25]. A recent study has proposed a model that abandoned traditional linguistic
and Network- based methods while focusing on fact extraction from datasets [136] using open
information extraction techniques and refine triples as formal features i.e., events comprising
of subject (u), predicate (v) and object (o) or e = u, v, o. Topics are represented as t = u,
o and, therefore, e = t, v. This method effectively avoids using statistical methods by using
topics as features for clustering and focuses on the meaning extraction from text, which allows
the models to understand the semantic differences among articles through vectorization
of features. However, their proposed approach suffers from efficiency, extensibility topic

redundancy, bad runtime environment; outdated dataset [136]. This study overcomes several
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of the drawback stated above by utilizing real time streaming approaches for fake news
detection and benefit from a distributed computing environment. Such approaches help
keep the knowledge base updated for fact checking with more recent news having higher

impact factor for successional news.

2.3 Objective and Subjective Separation

Objective and subjective parts in linguistic research are commonly referred to as facts
and opinions, respectively [23]. A handful of studies have recently focused on attempting
to extract opinions from articles using cutting-edge techniques such as sentiment polarity
classification [77], opinion mining [22], and subjectivity detection [106]). In subsequent
subsections, we perform extent review of literature on existing objective and subjective
learning methodologies with a focus on data collection, data annotating, feature extraction,

and objective/subjective learning.

2.3.1 Objective and Subjective Data Collections

Rapid growth in internet usage and aggressive consumption of social media platforms
is leading to easy access to a vast volumes of information from various sources such as
news reports, advertisement, blogs, etc. and increased information sharing through tweets,
crowd-sourcing platforms, etc. Consequently, massive amount of textual data is becom-
ing available for different NLP-related analysis. All textual datasets that may be used for
objectivity and subjectivity analysis could be broadly classified into three categories: (1)
public-oriented textual data originating from journalism sources or blogs (e.g., document-
level news or debates); (2) personal-oriented relatively short texts from various social media
(e.g., Instagram, Twitter, and Facebook); (3) commercial-oriented user reviews (e.g., movie
or product reviews).

Document-level datasets consist of a list of textual data stored in different documents,

where each document typically contains (1) relatively complete context of a story or an event;
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(2) subjective perceptions of writers, subjects and objects, perhaps in the forms of quoted
speech; (3) objective descriptions, which are unbiased statements. In an earlier study, [86]
applies a ’'subjectivity detector’ to filter subjective sentences from the original document-
level dataset to boost document-level polarity classification. In this study, authors leverage
coherence and proximity relationships among sentences to analyze the subjective similarity
among text spans within discourse boundaries. Another study on subjectivity detection at
the document-level employs a two-layered document-level sentiment classification approach
to (1) extract subjective sentences; (2) detect the sentiment of the documents based on
extracted subjective statements [134]. In summary, document-level datasets contain both
objective and subjective pieces and require pre-processing and data cleaning tasks.

Sentence-level datasets can be generated from document-level textual data or personal-
oriented short texts from social media. A few studies have annotated sentences as positive,
negative, or neutral opinions e.g., [66]. The twitter datasets are frequently used for sentence-
level analysis. For example, a study utilizes multinomial Naive Bayes classifier to determine
positive, negative and neutral sentiments of tweets [84]. In this study, authors use Tree-
Tagger to investigate the impact of using POS tags (e.g., n-grams) on sentiment evaluation
performance. Another study explored using a different research design that uses a tree rep-
resentation of tweets called tree kernel to avoid the need for performing extensive feature
engineering on twitter datasets [2]. The study performed sentiment analysis using three dif-
ferent features namely, frequencies-based features, POS&polarity score-based features, and
boolean-value-based features.

Aspect/Entity-level datasets are predominantly used for discovering the entities or as-
pects that an individual likes or dislikes [66]. Several studies have used review large textual
dataset for subjectivity analysis. For example, movie review datasets ! released by Cornell
university that has been widely used for sentiment analysis [85]. [46] illustrates how subjec-

tivity, informativeness, readability, and linguistic correctness of cust