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Abstract

Density limit disruptions in toroidal plasma experiments have been an active area of re-

search for decades. Density limit disruptions are plasma terminations that occur as the plasma

density is increased. Plasma disruptions in magnetically-confined, current-carrying toroidal de-

vices result in a sudden loss of confinement leading to a rapid drop of the plasma temperature

immediately followed by drop of the toriodal plasma current. Heat and particles are expelled to

the edge of the plasma at a rate higher than in a normal discharge which can damage the plasma

facing components on large experiments and future fusion reactors. Tokamak-like disruptions

do not occur in current-free stellarators, where the required rotational transform is produced by

currents in external coils, but exists as a radiative collapse.

This thesis presents the observations of density limit-induced disruptions in a current-

carrying stellarator, the Compact Toroidal Hybrid (CTH) experiment at Auburn University. In

addition, the development of an in situ wavelength calibration system for the x-ray imaging

crystal spectrometers (XICS) on the Wendelstein 7-X (W7-X) experiment is described.

To further the study of CTH density limit disruptions, new bolometer arrays were installed

on CTH. A synthetically trained De-Convolution Neural Network (DeCNN) based inversion

method has been developed for the new bolometer arrays to capitalize on the available spatial

information. The inverted bolometer fluctuations show spatial and temporal correlations with

the poloidal magnetic field fluctuations indicating that the source of the radiation is magneto-

hydrodynamic (MHD) instabilities.

The physics underlying the tokamak-like density limit in CTH plasmas may be ascribed to

a radiative instability localized to a specific rational surface. The best predictor of the tokamak-

like density limit characteristics across all ranges of vacuum rotational transform was found

to be Hugill density limit, not the Greenwald limit. Of important significance, at increasing

levels of vacuum rotational transform, the performance of the plasma (i.e. the slow collapse) is
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not dictated by either Greenwald or Hugill limits but seems to be caused by increased plasma

resistivity possibly due to toroidally trapped particles.
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Chapter 1

Introduction

1.1 Introduction to Density Limit Disruptions in Toroidal Devices

Plasma disruptions in magnetically-confined, current-carrying toroidal devices result in a sud-

den loss of confinement leading to a fast drop of the plasma temperature immediately followed

by a rapid quench of the toroidal plasma current. Due to the loss of confinement resulting from

the drop of the poloidal magnetic field, heat and particles are expelled to the edge of the plasma

at a rate higher than in a normal discharge. The large outward particle flux and heat flow to

the vessel walls and divertor (if present) along with inductively generated relativistic electron

beams may damage plasma facing components, especially in large tokamaks. The collapse

of the plasma current produces larger than normal eddy currents in conducting plasma facing

components and in the structure of the confinement device, leading to potentially excessive

force-loading and mechanical damage. Because of these issues, the avoidance and mitigation

of disruptions are considered essential for future power-producing tokamak devices such as

ITER (1; 2; 3; 4) and SPARC (5).

Tokamak-like disruptions do not occur in current-free stellarators, where the required ro-

tational transform is produced by currents in external coils. While the lack of plasma current

should reduce the drive of current-driven magnetohydrodynamic (MHD) instabilities that of-

ten lead to major disruptions, the inherent 3D magnetic field structure may also play a role in

the relative immunity of stellarators to disruption. In tokamaks, small levels of 3D fields are

routinely applied to control the growth of resistive wall (6) and edge localized modes (7) and

are also used for error field correction (8). Nonetheless, it is possible that bootstrap currents in

some configurations of high-performance stellarators may reduce immunity of the stellarator

to disruptions, especially at high plasma pressure.
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Known causes of disruptions in toroidal current-carrying plasmas include operational lim-

its on density (density limit), pressure (β limit), plasma current (low-q limit), unstable vertical

drifts, and operator error or mechanical failure and other off-normal events. Density limit

disruptions are known to occur in magnetic confinement experiments including tokamaks, re-

versed field pinches, spheromaks and field-reversed configurations, and serve as an upper limit

for plasma density (9). The density in conventional stellarators is typically limited by radiative

collapse on a slower time scale than that of a disruption. Since the mid-1960s, multiple stud-

ies have attempted to explain why the density limit appears in different magnetic confinement

designs (10; 11; 12; 13; 14; 15). The highlights of these studies are shown in the following

sections.

1.1.1 Murakami Limit

These density limit studies led to proposals of empirical scaling relationships governing the

density limit. One of the initial scalings for tokamak devices was by Murakami (12) who

observed a linear scaling law by plotting the maximum achievable electron plasma density

(nM = ne(max)) against ratio of the toroidal magnetic field to the major radius of the plasma

BT/R using data taken from over ten different tokamaks as seen in Fig. 1.1.

This result prompted the calling of this scaling the Murakami limit or Murakami number

which is defined as

nM <
BT

R0

(1.1)

where BT is the toroidal magnetic field in Teslas and R0 is the major radius in meters if the

density nM is expressed in units of 1020m−3. For tokamaks, the Murakami limit scales like

the plasma current (BT
R0
∝ IP). While the Murakami limit was thought to represent a global

power balance of radiation losses and plasma heating, it was later found to be well surpassed

when the plasma was very clean (13) and when additional heating was provided by neutral

beam injection (16). Despite this shortcoming, the Murakami limit laid the foundation for

future work by identifying the strongest dependence of the density, in that it scales with BT/R.
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Figure 1.1: Maximum achievable ne versus BT/R of various tokamaks. a) The black triangles:
the densities obtained by pulsing in cold neutral gas. b) The black dots: the densities obtained
in normal operations. c) The open circles: the densities obtained in “constant-q(a) experiment”
on ORMAK. Figure and caption reproduced from (12).

In addition, Murakami confirmed the phenomena of the appearance of disruptive instabilities

associated with current channel shrinkage, edge cooling, and impurity flux.

1.1.2 Hugill Limit

As alluded to in the previous section, with more data available, it became obvious that the

Murakami density limit was incomplete and insufficient to explain tokamak observations. On

the DITE tokamak, the Murakami density limit was surpassed by up to a factor of two in

discharges with auxilary heating and cleaner plasmas (17; 15). Fig. 1.2 shows the results from

the DITE tokamak. With the help of neutral beam injection, the achievable density increased as

1/q increases. Fig. 1.2 also shows the operational space for the DITE tokamak with boundaries

at the low q limit and the Hugill density limit.
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Figure 1.2: Hugill plot for DITE. Each circle represents a discharge. Figure and caption repro-
duced from (17).

The Hugill limit (15) has the form of

nH = CH
BT

qR0

(1.2)

with CH being a scaling factor and q being the safety factor in cylindrical form. While pos-

sessing similar disruption phenomena as seen by Murakami, the disruptions in accordance with

the Hugill limit were found to be insensitive to the input power when the input power was

sufficiently large.

Expanding the experimental domain to include poloidally shaped tokamaks, Fig. 1.3 shows

the operational space for the Alcator C, DIII and PBX experiments. If the Hugill limit is indeed

a universal density scaling law, the the lower bounds of the operational spaces in Fig. 1.3 should

align together, which is not seen. While the Hugill limits provides useful scaling behavior for

circular, high-aspect ratio tokamak plasmas, when plasmas were strongly shaped, the Hugill

scaling factor CH could vary greatly indicating that a factor was missing in the Hugill limit.
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Figure 1.3: Hugill plot for Alcator C, DIII and PBX. Each circle represents a discharge. Figure
and caption reproduced from (17).

1.1.3 Greenwald Limit

The inability of the Hugill limit to explain strongly shaped plasmas prompted further density

scaling attempts. The most recent and widely used empirical scaling relationship at present

for current carrying toroidal devices was proposed by Greenwald (18) in which the maximum

achievable density is given by the equality:

nG =
Ip

πa2
(1.3)

where Ip is the plasma current in mega-amperes, and a the semi-minor radius of the plasma in

units of meters, and nG is the maximum attainable line-averaged density expressed in units of

1020m−3. In effect, the density scales with the plasma current density and surprisingly nothing

else.

Fig. 1.4 shows Greenwald’s plot for Alcator C density limits. Here, Greenwald used the

original form of his limit which is ne = κJ where κ is the plasma elongation and J is the
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Figure 1.4: Greenwald density limit plot for Alcator C. Figure and caption reproduced from
(18).

Figure 1.5: Greenwald density limit plot for DIII (limiter). Figure and caption reproduced from
(18).
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average current density. Fig. 1.5 shows the corresponding data taken from the DIII experiment.

Greenwald’s plots show the applicability of his limit, without using different scaling factors, to

experiments with different plasma shapes. Note that the pellet fueled discharges on Alcator C

exceed the Greenwald density limit by 20%. The observation that the Greenwald density limit

can be exceeded by increasing only the core density shows it to be a local phenomenon related

to the edge plasma density. This supposition forms the basis of a textbook model of density

limit disruption (19). The Greenwald limit, while purely empirical with no explanation of the

underlying physics driving the disruption, currently serves as the most widely accepted density

limit scaling for current-carrying toroidal devices.

1.1.4 Sudo Limit

In contrast to tokamaks, stellarators typically carry no or rather small amounts of plasma cur-

rent. While density limits can be observed in stellarators, they exhibit different characteristics.

Hard disruptions do not occur, and instead the plasma shrinks and decays due to radiative col-

lapse as the density limit is reached. The density limits in these conventional stellarators are

often empirically modeled with the Sudo limit (20) as a power balance and has the form

nS = 0.25

(
PinB0

a2R0

)0.5

(1.4)

where Pin is the absorbed power in megawatts, B0 is the magnetic field strength on the plasma

axis in Teslas, a the average minor radius in meters, andR0 the major radius in meters. With ad-

ditional stellarator data, the exponents in 1.4 are found to vary from P 0.5→1.0
in B0.5→1.0

0 R−1.5→0
0 (20;

21; 22).

1.1.5 Phenomenology of Density Limit Disruptions

Several phenomena may be observed in tokamak discharges as the density is raised toward the

density limit. They include the appearance of MARFEs (23; 24), divertor detachment (25; 26),

a drop in H-mode confinement (27; 28; 29), changes in ELM activity (30), a transition from
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H-mode to L-mode (28; 31; 32), poloidal detachment (33; 34), increase of coherent MHD oscil-

lations concurrent with a peaking of the current profile (35; 36), and finally major disruptions.

The first four, MARFEs, divertor detachment, H-mode degradation and the change in ELM

activity can happen over a wide range of densities, varying from 0.3− 0.9 nG. The other phe-

nomena, the H/L mode transaction, poloidal detachment, shrinkage of current density profile,

growing MHD activity and the disruptions, occur at or near the limit density nG.

Cooling of the edge appears to be a key element in all observations of density limit driven

disruptions (9). Observations of discharges with peaked density profiles that exceed the Green-

wald density limit also support this hypothesis. Neutral beam injection (NBI) (37; 38), pellet

injection (39; 40; 41) and transport modification (42; 43) have been used to obtain the peaked

density profiles with line-averaged densities in excess of Greenwald limit. Radiation is usually

proposed as the cause of the edge cooling, but no first-principle theory is universally accepted.

Nonetheless, there is a general agreement on the final scenario of the density limit in that the

edge plasma cools, the current profile narrows in the radial coordinate, growing MHD instabil-

ities (usually the m/n = 2/1 tearing mode) develop followed by a loss of MHD equilibrium,

and the final terminating current disruption (44). Because the radiated power from the plasma

increases with density (45) and plasmas with high levels of impurities tend to be thermally

unstable and cannot achieve high densities (11), several radiation models have been consid-

ered, including core radiation from high Z impurities (12), formation of thermal condensation

or MARFEs (46), radial detachment (47; 48), and divertor detachment (49; 50). These mod-

els are able to reproduce some features of disruptions in certain cases with good quantitative

agreement. However, they are not entirely satisfactory as they require assumptions about edge

transport, which is not well understood. They also make predictions about power and impurity

scaling that are not consistent with experimental observations (9).

Another approach to explain the cause of density limits focuses on enhanced turbulent

transport. There is some evidence that increased edge transport at high densities is responsible

for the edge cooling (51; 52; 53; 54; 55). Accordingly, several models have been developed

to explain the increase of transport at high densities and its relation to the density limit (56;

57; 58; 59). Simulation work has successfully discovered regimes of extremely large turbulent
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transport, which, to a certain extent, is consistent with experimental observations. However,

further investigation is needed to find a comprehensive and well-characterized edge turbulence

model. Present transport-based models are not able to make quantitative predictions. Both

radiation and transport models have experimental ramifications that need to be pursued.

More recently, the thermo-resistive effect is being reconsidered to explain the physics

behind the tokamak density limit. It combines several important effects with regard to tear-

ing stability, including thermal effects on the 3D resistivity distribution (60; 61; 62; 63; 64).

Specifically, it is a combination of nonlinearly-growing tearing modes leading to current pro-

file narrowing and a model of radiation driven islands. The thermo-resistive formalism is found

to be able to quantitatively reproduce the Greenwald density limit (18). To justify this mecha-

nism, further investigation with experimental data of high spatial resolution is needed.

1.2 Goals of this Thesis

As fusion science is now moving into the era of controlled burning plasma tokamak experi-

ments such as ITER (65; 1) and SPARC (5), critical challenges remain in the area of density

limit disruptions. The work in this thesis uses the tokamak/stellarator hybrid at Auburn Uni-

versity called the Compact Toroidal Hybrid (CTH) to perform experiments with a goal of un-

derstanding the dynamics of density limit disruptions. The hybrid nature of CTH comes from

its ability to vary externally applied rotational transform, i.e. the amount of three-dimensional

(3D) magnetic field imposed from coils outside the plasma. More external rotational transform

enhances the imposed poloidal magnetic field, that in tokamaks is primarily produced by the

plasma current alone, effectively making CTH more stellarator-like. In principle, the stellarator

configuration can avoid the problem of major disruptions by operating in MHD stable regimes.

Indeed, experiments on current-carrying stellarators have shown evidences of disruption avoid-

ance and improved positional stability (66; 67; 68).

Stellarators can operate with long pulses without significant auxiliary current drive. Thus

the stellarator configuration is inherently a steady-state concept, and the stellarator approach

is considered to be a realistic means to overcome a number of practical challenges to tokamak

based fusion systems. What is more, the stellarator provides an example of the benefits that
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strong 3D magnetic field shaping can have in relation to toroidal magnetic confinement. High

performance stellarators such as LHD are exploring confinement regimes in current-free heli-

cal discharges (69), in which the average non-axisymmetric magnetic field component B3D is

comparable to the main axisymmetric toroidal filed B0, B3D/B0 ∼ 0.3. LHD has achieved an

averaged beta value of 5% (70), comparable to that required for stellarator power plant. There

is also evidence that quasi-symmetric field configurations in stellarators improves the confine-

ment and plasma flow while exploiting the steady-state advantages of the stellarator (71; 72).

On the other hand, modest levels of 3D field structure (B3D/B0 ∼ 10−4− 10−3) have been ap-

plied to tokamaks to effect control of resistive wall modes (RWM) (73; 74) and edge localized

modes (ELM) (7; 75). Relative theoretical work suggests that some form of 3D magnetic field

structure is expected in the design of future steady state reactors (76; 77; 78).

A natural question arises, what are the potential benefits of a larger level of non-axisymmetric

shaping field in nominally axisymmetric tokamaks, or how can the 3D vacuum equilibrium of

helical configurations broadly improve control and maintenance of tokamak discharges. This

could lead to the control and avoidance of disruptions as well as the sustainment of the dis-

charges by means of supplemental rotational transform supplied by external helical or modular

coils with B3D/B0 ∼ 10−2 − 10−1. To answer this question, a hybrid magnetic configuration

such as CTH is useful, where a toroidal plasma current can be driven on the flux surface of

a pure stellarator equilibrium. The goal of this approach is specifically to reduce plasma dis-

ruptions and their consequences by superimposing closed stellarator flux surfaces on current-

driven toroidal discharges.

The major objectives of this work on CTH focus on understanding the effects of strong 3D

shaping on the density limit disruptions seen in tokamak and hybrid discharges. An auxiliary

goal is the enhancement of diagnostics for plasma research. Specifically they are:

• Developing a first of its kind, in-situ wavelength calibration for x-ray imaging crystal

spectrometers using a custom developed x-ray ray tracing code.
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• Exploring the dynamics of density limit disruptions using bolometers to measure the

plasma’s edge spatially-resolved power density (emission integrated over the spectral

range in which most of the radiation takes place) during CTH discharges.

• Capitalizing on the bolometric spatial information using machine learning for advanced

tomographic inversion of the incident power on the bolometers.

• Understanding the physics of major disruptions in hybrid discharges as well as the mech-

anism of their mitigation and avoidance with imposed external vacuum rotational trans-

form.

1.3 Overview of Thesis

The outline of this thesis is as follows: Chapter 2 contains the developement of the in-situ

wavelength calibration for x-ray imaging crystal spectrometers using a newly written x-ray

raytracing code in Python, XICSRT (79; 80; 81). Chapter 3 discusses the CTH experiment,

especially its flexible magnetic configuration, along with the diagnostics available in equi-

librium reconstruction on CTH. Chapter 4 describes the developement and application of a

De-Convolutional Neural Network (DeCNN), trained on synthetic data, for high resolution to-

mographic inversion of the new CTH bolometers. Chapter 5 contains a complete discussion of

the scaling laws, experimental observations, involved physics and proposed mechanism of den-

sity limit disruptions on toroidal confinement experiments, similarity and uniqueness of density

limit disruptions on CTH, and demonstrates the suppression of density limit disruptions with

increasing amounts of stellarator transform provided by the external coil currents. Chapter 6

summarizes and discusses the major results of this thesis along with possible future work to

extend current understanding of density limit disruptions and to apply the newly developed

DeCNN in new areas.

Additionally, two appendices are included. The first details the ensemble of Python scripts

written to access CTH data, perform reconstructions, handle analysis, and perform plotting.

The second appendix explains the steps taken to absolutely calibrate the bolometers and SXR

cameras.
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Cormick, F. Sardei, E. Speth, U. Stroth, F. Wagner, A. Weller, A. Werner, H. Wobig,

S. Zoletnik, and for the W7-AS Team, “Major results from the stellarator wendelstein

7-as,” Plasma Physics and Controlled Fusion, vol. 50, no. 5, p. 053001, 2008.

[69] O. Motojima, H. Yamada, A. Komori, N. Ohyabu, K. Kawahata, O. Kaneko, S. Ma-

suzaki, A. Ejiri, M. Emoto, H. Funaba, M. Goto, K. Ida, H. Idei, S. Inagaki, N. Inoue,

S. Kado, S. Kubo, R. Kumazawa, T. Minami, J. Miyazawa, T. Morisaki, S. Morita, S. Mu-

rakami, S. Muto, T. Mutoh, Y. Nagayama, Y. Nakamura, H. Nakanishi, K. Narihara,

K. Nishimura, N. Noda, T. Kobuchi, S. Ohdachi, Y. Oka, M. Osakabe, T. Ozaki, B. J.

Peterson, A. Sagara, S. Sakakibara, R. Sakamoto, H. Sasao, M. Sasao, K. Sato, M. Sato,

T. Seki, T. Shimozuma, M. Shoji, H. Suzuki, Y. Takeiri, K. Tanaka, K. Toi, T. Tokuzawa,

19



K. Tsumori, K. Tsuzuki, I. Yamada, S. Yamaguchi, M. Yokoyama, K. Y. Watanabe,

T. Watari, Y. Hamada, K. Matsuoka, K. Murai, K. Ohkubo, I. Ohtake, M. Okamoto,

S. Satoh, T. Satow, S. Sudo, S. Tanahashi, K. Yamazaki, M. Fujiwara, and A. Iiyoshi,

“Initial physics achievements of large helical device experiments,” Physics of Plasmas,

vol. 6, no. 5, pp. 1843–1850, 1999.

[70] A. Komori, H. Yamada, O. Kaneko, and et al, “Development of net-current free heliotron

plasmas in the large helical device,” in 22nd IAEA Fusion Energy Conference, (Geneva),

2008.

[71] M. C. Zarnstorff, L. A. Berry, A. Brooks, E. Fredrickson, G.-Y. Fu, S. Hirshman, S. Hud-

son, L.-P. Ku, E. Lazarus, D. Mikkelsen, D. Monticello, G. H. Neilson, N. Pomphrey,

A. Reiman, D. Spong, D. Strickler, A. Boozer, W. A. Cooper, R. Goldston, R. Hatcher,

M. Isaev, C. Kessel, J. Lewandowski, J. F. Lyon, P. Merkel, H. Mynick, B. E. Nelson,

C. Nuehrenberg, M. Redi, W. Reiersen, P. Rutherford, R. Sanchez, J. Schmidt, and R. B.

White, “Physics of the compact advanced stellarator ncsx,” Plasma Physics and Con-

trolled Fusion, vol. 43, no. 12A, p. A237, 2001.

[72] J. M. Canik, D. T. Anderson, F. S. B. Anderson, C. Clark, K. M. Likin, J. N. Talmadge,

and K. Zhai, “Reduced particle and heat transport with quasisymmetry in the helically

symmetric experiment,” Physics of Plasmas, vol. 14, no. 5, p. 056107, 2007.

[73] M. Okabayashi, J. Bialek, A. Bondeson, M. Chance, M. Chu, A. Garofalo, R. Hatcher,

Y. In, G. Jackson, R. Jayakumar, T. Jensen, O. Katsuro-Hopkins, R. L. Haye, Y. Liu,

G. Navratil, H. Reimerdes, J. Scoville, E. Strait, M. Takechi, A. Turnbull, P. Gohil, J. Kim,

M. Makowski, J. Manickam, and J. Menard, “Control of the resistive wall mode with
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Chapter 2

In-situ Wavelength Calibration System for the X-ray Imaging Crystal Spectrometer on W7-X

2.1 Introduction

Wendelstein 7-X (W7-X) (1) is a neoclassically optimized, quasi-isodynamic stellarator that

began operation in 2015 (2). W7-X, shown in Fig. 2.1, has a major radius R0 of 5.5 m, a minor

radius a of 0.53 m, a magnetic field B0 of up to 3 T, and an eventual input power of up to

14 MW. While W7-X has already performed many experiments, what is relevant here are the

impurity confinement studies in a neoclassically optimized stellarator (3; 4).

The primary diagnostic for these impurity confinement studies is the X-ray Imaging Crys-

tal Spectrometer (XICS) (6; 7; 8; 9). XICS detects the emission of highly charged impurity

ions to provide ion temperature, electron temperature, plasma flow velocity, and impurity ion

density profiles. XICS systems have been used on W7-X (10), LHD (11), Alcator C-Mod (12),

EAST (13), KSTAR (14) and other experiments with a XICS planned for ITER (15). The XICS

system currently serves as the primary diagnostic for time resolved ion temperature (Ti) and

radial electric field Er (16) profiles on W7-X (17; 18).

The ion temperature is found from the Doppler broadening of spectral lines; the electron

temperature from the intensity ratio of different x-ray wavelengths; the flow velocity from the

Doppler shift of the lines; and the impurity ion density from the line intensities. In a stellarator,

the radial electric field Er can be inferred through measurements of the perpendicular plasma

flow, u⊥(19). Measured Er profiles are important for many aspects of stellarator physics in-

cluding the study of the neoclassical optimization in W7-X. Existing XICS systems lack any

independent wavelength calibration capability and are currently based on plasma dependent
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Figure 2.1: CAD rendering of the W7-X cryostat with its many ports, the magnetic coils, and
the plasma (5).

calibrations. On tokamaks, plasma flow measurements are calibrated using locked mode plas-

mas, or through reversing the plasma flow. However, on stellarators, locked mode plasmas are

not available, and the measurements are calibrated based on the assumption that the measure-

ments are flux surface quantities. This chapter presents an independent, robust plasma flow

calibration design that will work for any XICS system independent of the experiment.

2.2 XICS Wavelength Calibration System

2.2.1 XICS Overview

The XICS system on W7-X uses spherically bent crystals to diffract x-rays to photon counting

imaging detectors. The spectral resolution of the diagnostic is produced by the crystals ability

to diffract light of different wavelengths at different angles according to Bragg’s Law. Bragg’s

Law is defined as
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(a) (b)

Figure 2.2: Illustration of Bragg’s Law in the diffraction of x-rays off a crystal lattice (a).
Application of Bragg’s Law to create a x-ray crystal spectrometer (b).

nλ = 2d sin(θB) (2.1)

where n is the order of diffraction, λ is the wavelength of the incident x-ray, d the atomic

spacing in the crystal lattice, and θB is the scattering angle also known as the Bragg angle.

Fig. 2.2(a) illustrates how x-ray diffraction according to Bragg’s Law works with the crystal

layers.

Applying the property of crystals, to diffract x-rays according to their wavelength, one can

construct a crystal x-ray spectrometer. Fig. 2.2(b) shows a simple spectrometer setup where a

flat crystal is used to diffract x-rays coming through the slit to different parts of the detector

based upon the x-ray wavelength. Note that for each wavelength only a small portion of the

crystal is used. This limitation becomes important when attempting to use this simple crystal

spectrometer to measure low intensity x-ray wavelengths.

A solution to improve the x-ray gathering potential of the spectrometer without increas-

ing the integration time, is to bend the crystal. Fig. 2.3 shows a circularly bent crystal that

allows the entire crystal surface to be used to diffract a particular x-ray wavelength. With this

arrangement, the focal points for different x-ray wavelengths now fall on the Rowland circle

at different points. A Rowland surface is the surface on which the focal points of different
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x-ray wavelengths will lie and is dependent on the geometry of the crystal. The impact of

the crystal geometry and its corresponding Rowland surface means that for slightly different

x-ray wavelengths incident on the detector the x-ray origination points (i.e. the plasma) are

slightly spatially different. This side affect of improving x-ray gathering ability, in that differ-

ent wavelengths are viewing slightly different portions of the plasma, is an important design

consideration.

Figure 2.3: A bent crystal spectrometer allows the entire crystal to be used to diffract x-rays of
the same wavelength.

A further enhancement to the circularly bent crystal spectrometer is to bend the crystal

spherically which allows both spectral and spatial information to be gathered from the x-rays.

Fig. 2.4 gives an example of a spherically bent crystal spectrometer and highlights its com-

plexity. Possessing two focal points, the sagittal focal point fs is for determining the spatial

information and the meridional focal point fm is for the spectral information. Being spherically

bent, the Rowland circle in Fig. 2.3 now becomes a Rowland sphere. Because the detector is

planar, the intersection of the detector with the Rowland sphere is a curve, meaning for multiple

wavelengths, an image is now produced on the detector. Thus, as you vary the spatial location
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of the source of the x-rays, the point on the detector will vary vertically up or down (sagittal

plane) along a curve on the detector. Because of the axis of rotation, as the source of the x-rays

varies down in the sagittal plane, the corresponding point on detector varies upward. A design

consideration becomes apparent because, with a planar detector, only one x-ray wavelength can

be appropriately focused on the detector.

Figure 2.4: A spherically bent crystal spectrometer allows for both spatial and spectral infor-
mation to be gathered from the detector’s image. The Meridional (horizontal) plane provides
spectral resolution. The Sagittal (vertical) plane provides spatial resolution.

The W7-X XICS diagnostic consists of two channels utilizing two spherically bent quartz

crystals which measure the Ar16+ and Ar17+/Fe24+ spectra respectively. In particular, the Ar16+

channel utilizes a Quartz (11-20) crystal with a radius of curvature of 1450 mm. Fig. 2.5 shows

a side view of the XICS system. The crystals are housed in the cylindrical vacuum chamber

visible on the far right of the system. The view of XICS extends to just below the magnetic

axis and above the magnetic axis to about reff = 0.8. Possessing a view above and below the

magnetic access greatly helps the tomographic inversion process.

Alluded to in the introduction to this chapter, XICS on W7-X is used to infer the radial

electric field, Er, from the perpendicular plasma flow, u⊥. The measurement resolution of the

perpendicular plasma flow, when ignoring systematic errors, is 5µm of line shift on the detector

leading to an interpreted velocity error of ∆u⊥ = 1km/s (∆Er = 2kV/m) with typical

levels of argon puffing and a 10ms integration time. Better resolution is available through
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Figure 2.5: A side view of the X-ray Imaging Crystal Spectrometer (XICS) is shown highlight-
ing the spatial resolution of the spectrometer (16).

additional time binning. The primary systematic errors in these measurements are due to the

absolute wavelength calibration across the detector, which in this system, is equivalent to the

absolute spatial alignment between the crystal and the detector. The absolute alignment can be

considered in two parts: a constant shift across the detector, and a tilt of the detector leading

to a linear shift of the wavelength. Without an absolute wavelength reference, the calibration

is based on the ability to see a portion of the plasma on both sides of the magnetic axis under

the assumption that the perpendicular flow is a flux surface quantity and the parallel flow is

negligible.

Changes in the absolute wavelength calibration are expected to occur at least on the

timescale of thermal changes in the diagnostic or the surrounding environment. Only a few

degrees of temperature change, similar to what can be expected from an air conditioning cycle,

have been shown to cause thermal expansion of the crystal lattice structure and therefore lead

to spectral line shifts on the order of the desired plasma flow measurements (20). Similarly,

thermal expansion of the steel structures that the crystal and detector are mounted on are also

on the order to potentially cause significant calibration changes. Measurements of the crystal

temperature and repeated calibrations during the planned long pulse discharges can be used to

compensate for any spectral line shifts due to thermal expansion.
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2.2.2 Calibration System Hardware

The wavelength calibration system designed for XICS consists of a x-ray tube positioned in

front of the diffracting spherical crystal in order to provide x-ray calibration lines. The specific

x-ray lines produced by the chosen anode for the x-ray tube will match the system’s spectral

range. This wavelength calibration design will illuminate all spatial channels on the detector

simultaneously. The full spatial illumination is achieved by positioning the x-ray tube close to

the spherical crystal and inside the focal points of the spherical crystal. A discussion on the

modeling and experimental testing of this setup is covered later on in this chapter.

The x-ray tube for this calibration system is the XRT 30 by PROTO Manufacturing Inc. A

Cadmium anode on the x-ray tube will provide the Cd Lα and Cd Lβ lines needed to calibrate

the Ar16+ and Ar17+/Fe24+ channels respectively for XICS. The x-ray tube will be operated up

to 15 KeV and 2 mA. It will be placed 100mm from the crystals, between the crystals and

the plasma. For routine operation between discharges or during long discharges, the x-ray

tube is mounted on a rotating arm attached to a standard rotary feedthrough with fine motion

control. This setup allows the x-ray tube to be easily rotated in and out of the line of sight of

the spherical crystals.

The assembled calibration design is pictured in Fig. 2.6. For simplicity, the flanges, nip-

ples, feedthroughs, cooling lines, and cabling have been hidden from the rendering in Fig. 2.6.

The vertical shaft pictured connects the rotary feedthrough to the rotating arm holding the x-ray

tube in addition to a counterweight balancing the x-ray tube. The two arms extending from the

upper middle portion of the vertical shaft are physical safety stopping arms that prevent the

x-ray tube from being positioned such that x-rays would enter the W7-X experiment. A post

fastened to the top flange is the non-rendered component that will limit the motion of the arms.

Fig. 2.7 shows how the calibration system will replace the top flange on the chamber that

houses the crystal. On the left, the crystal chamber is shown with this new addition placed on

top. Progressing to the right in Fig. 2.7, the location of the calibration design can be seen with

respect to the spherical crystal. Shown here, the x-ray tube is in the active position required

for illumination of one of the detector channels. The system can be rotated to place the x-ray
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(a) Assembled Design (b) X-ray tube placement

Figure 2.6: Assembled calibration design along with the placement of the x-ray tube in the
crystal chamber

tube in position for the second crystal. In the stored position, the x-ray tube will be rotated

behind the crystal and will not limit any current capabilities of the XICS system. Extra ports

have been put on the top flange to allow the installation of a camera to insure the rotary system

is functioning properly.

Fig. 2.8 shows the placement of the x-ray tube in relation to the crystal and the plasma.

This top-mounted arrangement of the x-ray tube in the chamber holding the crystal allows

convenient access for installation and maintenance of the wavelength calibration system.

2.3 Simulation & Modeling

2.3.1 X-ray Ray Tracing

In order to validate the calibration design, X-ray Imaging Crystal Spectrometer Ray Tracing

(XICSRT) was developed as a tool to analyze and test the proposed design. XICSRT is an

object-oriented, ray tracing code written in Python that simulates the x-ray source, the spherical

crystal, and the detector. Defining an arbitrary source, such as an isotropically emitting plasma

or a x-ray tube emitting in a cone, the x-rays of a chosen wavelength are tracked as they travel
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Figure 2.7: The placement of the x-ray tube with respect to the crystal chamber

Figure 2.8: X-ray tube placement compared to the viewing angles of XICS
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through the system. Fig. 2.9 shows an example of XICS-RT being used for the XICS system

on W7-X.

Figure 2.9: Example implementation of XICSRT to a W7-X plasma (flux surfaces shown). The
rays are propagated from the plasma, to the crystal, and through to the detector. (8).

As the x-rays impinge on the crystal, only those that satisfy Bragg’s Law (Eq. 2.1) and

the crystal specific characteristics, such as the rocking curve which is the natural dispersion

due to imperfection in the crystal lattice, are allowed to propagate further. The detector, with

simulated pixels, counts all incident rays and outputs an image file. In recent years, XICSRT

has been expanded to use any arbitrarily defined crystal geometry and x-ray source with results

confirmed with SHADOW3 (21). XICSRT has been used to enhance and develop x-ray crystal

spectrometers for ITER (22) and NIF (23) and further improvement of the system at W7-x

(8). XICSRT has become publicly available and can be downloaded with documentation at

https://pypi.org/project/xicsrt/ (24; 25).

Using XICSRT with the actual geometry of the XICS system on W7-X coupled with the

physical characteristics of the x-ray source, the available configuration space for positioning the

x-ray tube such that the detectors are illuminated over the full vertical extent was determined.
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(a) (b)

Figure 2.10: Horizontal projection of the configuration envelope (a). Vertical projection of the
configuration envelope (b).

Fig. 2.10 shows the horizontal (a) and vertical (b) projections of the configuration space. If

the x-ray source is positioned anywhere inside this configuration envelope and directed at the

spherical crystal, then the full vertical extent of the detector will be illuminated. The optimal

position is along the center of the configuration envelopes.

2.3.2 Analytical Formulation

XICSRT was verified using an analytic formulation that was developed to understand the ge-

ometry of a spherical crystal x-ray spectrometer. Fig. 2.11 shows this geometry. The two circles

represent spheres having radii of R and R cos θB with R being the radius of curvature of the

spherical crystal and θB the Bragg Angle. The crystal’s width extends from C− to C+ with C0

being the center of the crystal. M is the center of curvature of the crystal, and P is the location

of the planar detector. The rays, which are incident on the center of the crystal and diffracted

according to the Bragg angle θB must be tangential to the sphere with radius Rcos θB. In order

to satisfy the Bragg condition at the center of the spherical crystal, the source must lie on the

C0Q0 line. For practical considerations, the source is inside the Q0 position at some arbitrary

Q− location.
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Figure 2.11: Two-dimensional projection (top down view) of the XICS geometry.

With the source located inside the focal lengths of the crystal, the resulting image on

the detector is produced from a virtual image. The location of the virtual image (not shown

in Fig. 2.11) is at the intersection of the lines Q−M and PC0. With this virtual image, a

characterization of the detector image can be made by rotating all rays which satisfy the Bragg

angle about the Q−M axis.

Using the actual geometry of XICS, Fig. 2.12 shows the comparison of XICSRT to the

analytical formulation. In Fig. 2.12, the vertical extent of the detector refers to the height

of the planar detector that is illuminated by an x-ray source positioned at the corresponding

location. Any vertical extent above the solid horizontal line (the physical height of the detector)

corresponds to the full illumination of all spatial channels on the detector. The plateau region in

Fig. 2.12 resulted from the finite width of the detector plane; the decaying region resulted from

the fixed spread of the x-ray source (chosen to match the actual x-ray tube). Good agreement

was found between XICSRT and the analytical formulation.

2.4 Experimental Testing

2.4.1 Direct Illumination

Testing of the calibration design has been completed at the Plasma Science and Fusion Center

(Cambridge, MA) using the High Resolution X-ray Crystal Imaging Spectrometer with Spatial
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Figure 2.12: Comparison of XICS-RT and the analytical formulation.

Resolution (HIREXSR, an almost identical system to XICS)(12). An x-ray tube (same model

as one in the calibration design) with a Cadmium anode at 9.5 kV, 0.5 mA was positioned

in front of the diffracting crystal at a distance of 4 cm with the angles satisfying the Bragg

condition. With an exposure of 500s (acceptable for wavelength calibrations), full illumination

of the two working modules of the detector was found.

Fig. 2.13(a) shows the resulting image from the central module of the detector produced by

the Cadmium Lα1 and Cadmium Lα2 lines. Fig. 2.13(b) is the XICSRT produced image with

simulated x-ray source having the same spread, size, and distance from the spherical crystal

as the actual experiment but only including the Cd Lα1 line in the simulation. Fig. 2.13(c)

illustrates the agreement between the two by plotting the vertically-centered, binned rows from

each image.

2.4.2 Indirect Illumination

In an attempt to identify possible calibration schemes, several indirect illumination calibration

methods, were investigated. These methods were motivated in order to provide a calibration

source that would use the full crystal surface, mimicking the plasma. For the first test, a Cu
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(a) (b) (c)

Figure 2.13: (a) Experimental and (b) Simulated images of the x-ray tube with profiles com-
pared with simulated plasma light in (c).

x-ray tube was used to illuminate a thick Cadmium sheet in an attempt to excite reflection x-

ray fluorescence. With a 2 mm thick Cadmium sheet placed approximate 30 cm in front of the

crystal, the x-ray tube was positioned to the side of the crystal and aimed at the Cadmium sheet

such that the illuminated area was in the line of sight of the full crystal. Next, transmission

x-ray fluorescence was attempted with a thin 2 µm Cadmium foil, placed 2 cm from the crystal

between the crystal and the Cu x-ray source. Finally, direct x-ray reflection of a Cd x-ray tube

was tested using Cadmium, steel, and carbon sheets as the reflecting surfaces. All attempted

methods failed to produce any detectable Cadmium lines on the detector, even after integra-

tion times of many hours. The lack of detectable x-ray emission is likely attributable to very

small fluorescence yields. The indirect calibration methods were abandoned in favor of direct

illumination of the spherical crystal by the x-ray tube as described in this chapter.
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Figure 2.14: The impact of the x-ray tube placement on the pixel position of the calibration
spectral line.

2.5 Wavelength Calibration Accuracy

The wavelength calibration accuracy of this design is limited by the random and systematic

errors present in the system. The first random error in the wavelength calibration is the posi-

tioning of the x-ray tube at the optimal Bragg angle location which is dependent upon the rotary

feedthrough. Fig. 2.14, the results of a positioning test using XICSRT, shows the change in po-

sition of the spectral lines (both the peak pixel location as well as a Gaussian fit pixel location)

with a change in the angular rotation of the rotary feedthrough. Using the slope of the line fit

to the Gaussian fit pixel location, the half-step of the rotary feedthrough (0.0019◦) corresponds

to a spectral shift of 2 × 10−7 Å (0.0005 pixels). Another random error is the ability to fit the

spectral lines of the data. From the experimental testing with a 500 s exposure, the fitting error

in the location of the calibration line is 1.5 × 10−7 Å (0.0004 pixels). The third possible ran-

dom error is thermal expansion of the crystal or support system during the calibration exposure

time. This limits the maximum integration time that can be used during the calibration, and can

36



Figure 2.15: XICSRT produced image of the principle Ar16+ line of the plasma.

be potentially mitigated through characterization of the thermal effects on spectral line shifts

coupled with precise temperature measurements.

The first systematic error to be quantified is the precision of the wavelength of the Cad-

mium lines (Lα and Lβ) to be used for calibration. A literature study produces the most precise

measurements to be 3.95635 ± 0.00004 Å and 3.73823 ± 0.00004 Å respectively (26). Two

additional systematic errors arise because the x-ray tube is much smaller than the plasma and

much closer, meaning only a fraction of the crystal will be used to diffract the calibration x-

rays (compared to the plasma light using the full crystal). First, this difference will produce

a change in the shape of the spectral lines. Second, depending on the location of the x-ray

tube, a spectral line shift will also occur. Both of these systematic errors will be modeled using

XICSRT. A high quality correction is expected; however, the final accuracy of this procedure

will depend on our ability to accurately characterize the extent and angular spread of the x-ray

source, as well as the rocking curve of the crystal. Fig. 2.15 demonstrates XICSRT’s ability

to produce plasma spectra (image has been rotated for this paper). This image was generated

using a slab Ar16+ plasma (only the W-line simulated) at 5 KeV placed at the distance of 3.5m

from the crystal. Given an absolute position accuracy of 1.5 mm (estimated value based on

available remote measuring methods for the x-ray tube location relative to the crystal center),

an absolute wavelength accuracy of 1× 10−5 Å (1 km/s) is achievable. The future addition of

a collimating slit may allow an in-situ calibration of the position of the x-ray tube with respect

to the crystal edges, allowing a significant improvement in the absolute calibration.

2.6 Summary

A wavelength calibration system for x-ray imaging crystal spectrometers using direct illumi-

nation of the spherical diffracting crystal has been developed, tested, and designed for XICS

on W7-X. This system will provide a wavelength calibration across the whole detector with
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very high accuracy (limited mainly by integration time), but with a single remaining systematic

offset. The random error in the measurement is estimated to be 3 × 10−7 Å (50 m/s) with a

systematic error of 1 × 10−5 Å (1 km/s). This greatly improves the ability to measure per-

pendicular flow profiles to high accuracy, and will allow, for the first time on W7-X, parallel

flow velocities to be simultaneously measured up to the larger systematic accuracy. Future

improvements of the systematic accuracy are expected from future planned improvements in

determination of the absolute location of the x-ray source and cross calibration with other di-

agnostics. In conjunction with the new calibration system, XICSRT, a x-ray ray tracing code

in Python, has been developed and released to the public. XICSRT has already been used for

development and enhancement of XICS systems for ITER, NIF, and W7-X.
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U. Höfel, C. Hopf, K. Ida, M. Isobe, M. W. Jakubowski, Y. O. Kazakov, C. Killer,

T. Klinger, J. Knauer, R. König, M. Krychowiak, A. Langenberg, H. P. Laqua, S. Laz-

erson, P. McNeely, S. Marsen, N. Marushchenko, R. Nocentini, K. Ogawa, G. Orozco,

M. Osakabe, M. Otte, N. Pablant, E. Pasch, A. Pavone, M. Porkolab, A. Puig Sitjes,

K. Rahbarnia, R. Riedl, N. Rust, E. Scott, J. Schilling, R. Schroeder, T. Stange, A. von

Stechow, E. Strumberger, T. Sunn Pedersen, J. Svensson, H. Thomson, Y. Turkin, L. Vano,

T. Wauters, G. Wurden, M. Yoshinuma, M. Zanini, and D. Zhang, “Performance of wen-

delstein 7-x stellarator plasmas during the first divertor operation phase,” Physics of Plas-

mas, vol. 26, no. 8, p. 082504, 2019.

[18] T. Klinger, T. Andreeva, S. Bozhenkov, C. Brandt, R. Burhenn, B. Buttenschön,

G. Fuchert, B. Geiger, O. Grulke, H. Laqua, N. Pablant, K. Rahbarnia, T. Stange, A. von

Stechow, N. Tamura, H. Thomsen, Y. Turkin, T. Wegner, I. Abramovic, S. Äkäslompolo,
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Chapter 3

The Compact Toroidal Hybrid Experiment

3.1 Introduction

All of the plasma discharges used to study density limit disruptions in this work were obtained

on the Compact Toroidal Hybrid (CTH) experiment at Auburn University. A photo of the CTH

device is shown in Fig. 3.1. CTH is a low aspect ratio (R0/aplasma ' 3.5), low-beta (β = 0.1%),

five-field period torsatron that can operate as a traditional stellarator with ECRH heating or as

a stellarator/tokamak hybrid with inductively generated plasma current.

Like all stellarators, the magnetic configuration of CTH lacks toroidal symmetry (or ax-

isymmetry), but exhibits field-period symmetry in the toroidal direction, in which the magnetic

configuration is repeated an integer number of times in the full toroidal circuit. The magnetic

coil system is designed to create field-periodic magnetic flux surfaces, in which the set of points

defining the magnetic flux surfaces have the following property (1):

[R (Φ, θ, φ) , Z (Φ, θ, φ)] ⇐⇒
[
R

(
Φ, θ,

2πn

N
+ φ

)
, Z

(
Φ, θ,

2πn

N
+ φ

)]
(3.1)

Here the functions R and Z refer to the set of points on a given flux surface labeled by Φ, which

is a radial-like coordinate that is typically the toroidal magnetic flux enclosed in a specific flux

surface; Φ =
∫∫

~B · φ̂dA. θ and φ are the poloidal and toroidal angles respectively with the

number of field periods of CTH beingN = 5. The coil configuration is also designed to enforce

stellarator symmetry, so that the magnetic flux surfaces also exhibit the following property of
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Figure 3.1: Photo of the Compact Toroidal Hybrid (CTH) experiment in its lab environment.

vertical symmetry:

[R (Φ, θ, φ) , Z (Φ, θ, φ)] ⇐⇒ [R (Φ, θ,−φ) ,−Z (Φ, θ, φ)] (3.2)

CTH can operate as a pure stellarator but typically is operated as an unusual hybrid of a

current-carrying tokamak and a stellarator. When operated as a pure stellarator, the magnetic

rotational transform, which is necessary to generate closed, nested flux surfaces for plasma con-

finement, is provided by the external magnetic field coils alone. In hybrid operation, a central

ohmic solenoid drives a toroidal current, IP, within a pre-established ECRH (electron cyclotron

resonance heating) stellarator plasma. By varying the currents in the external magnetic coils

and the total plasma current, CTH is capable of investigating the effects of strong 3D shaping

on MHD instabilities and disruptions that are driven by unstable plasma currents. Table. 3.1

shows several major parameters of the CTH design and plasmas.
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Parameter Dimension
Major radius (R0) 0.75 m
Inner vacuum vessel radius (avessel) 0.29 m
Toroidally averaged B-field along the
magnetic axis (B0)

0.64 T

Input ECRH heating ≤ 15 kW
Input OH heating 100 kW
Average plasma minor radius (a0) 0.2 m
Line-averaged density (ne) ≤ 5.0× 1019m−3

Electron temperature (Te) ≤ 150 eV
Normalized Plasma Pressure (β) ≈ 0.1%
Edge Vacuum Rotational Transform
ῑvac

0.02 - 0.35

Edge Fractional Rotational Transform
ῑfrac

0.05 - 0.95

Table 3.1: Major parameters of the CTH design and operation

3.2 CTH Magnetic Configuration

The main magnet coils of CTH are shown in Fig. 3.2. They consist of six, independently-

controlled, magnetic coil sets, which allow the vacuum magnetic rotational transform, magnetic

shear, and vertical elongation to be varied. Also, the vacuum vessel and support structure is

shown in gray.

Although the plasmas in CTH are non-axisymmetric, the vacuum vessel was chosen to be

circular in both poloidal and toroidal cross section. It has a major radius of R0 = 0.75m and

a minor radius of avessel = 0.29m. Unlike strongly-shaped vessels of stellarator configurations

defined by a set of highly-optimized coils (3; 4; 5), the CTH vessel allows a large variety of

plasma shapes and positions to be accommodated. The nested magnetic flux surfaces for an

example CTH discharge are shown in Fig. 3.3 with the magnetic field strength handled by the

color gradient (blue is low, yellow is high). The choice of a circular vessel was also based

on economy. The wall of the Inconel 625 alloy vessel has an average thickness of 2.5mm

and toroidal electric resistance of approximately 1mΩ. As a result, the inductive toroidal loop

voltage of current-driven plasmas will also induce current within the vacuum vessel itself. The

placement of all ports are designed to maintain the five-field periodicity and reduce the mag-

nitude of symmetry-breaking errors from finite vacuum vessel currents. These finite vacuum
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Figure 3.2: Magnet coils of the Compact Toroidal Hybrid: Helical field coil (HF) and main
vertical field coils (OVF), connected in series, are shown in red. Additional poloidal field
coils for trimming the vertical field (TVF) and radial field (RF) are shown in green and blue
respectively. Auxiliary toroidal field (TF) coils are shown in yellow. The shaping vertical field
coil (SVF) set for elongation and shear is shown in purple. The ohmic transformer solenoid
and dedicated poloidal for ohmic flux expansion (OH) are indicated in green-blue. The vacuum
vessel and support structure is shown in gray. Figure is reproduced from (2)

vessel currents or eddy currents are induced by the changing magnetic fluxes from the external

coils and plasma current.

A single ` = 2, m = 5 helical field coil (HF), consisting of 96 turns, is wound onto an

aluminum frame that encloses the vacuum vessel. The coil makes two toroidal circuits (` num-

ber) for every five poloidal circuits (m number) as it is wound around the vacuum vessel. The

helical path followed by the center of the HF coil pack is defined in pseudo-toroidal coordi-

nates (r, θ, φ) (6; 7). The winding law was selected by optimization with the IFT code (8) to

maximize the volume of the region within the CTH vacuum vessel. Since the current in the HF
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Figure 3.3: Nested magnetic flux surfaces on the Compact Toroidal Hybrid. The color gradient
represents the magnetic field strength (blue is low, yellow is high) with some magnetic field
lines in white. Reproduced from (2)

coil is unidirectional, the magnetic configuration of CTH is referred to as a torsatron within the

class of stellarators.

The HF coil provides toroidal and poloidal components of the equilibrium helical field.

In most torsatrons and CTH in particular, an additional poloidal/vertical field is required to

produce a closed vacuum equilibrium within the volume of the vacuum vessel. The poloidal

field coil set on CTH consists of four subsets:

1. The main vertical field (OVF) coils, electrically connected in series with the HF coil

(and therefore with the same current as the HF coil), provides approximately 50% of the

vertical field required for equilibrium.

2. A pair of trim vertical field (TVF) coils, is independently powered to further control the

radial position of the plasma
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3. A shaping vertical field (SVF) coil set, providing a quadrupole field, adjusts the vertical

elongation as well as the magnetic shear of the plasma equilibrium.

4. A radial field (RF) coil set can shift the vertical position of the plasma and is typically

used to maintain vertical stability during ohmic operation.

The total magnetic rotational transform (ῑtot) in CTH hybrid operation is produced by the

external magnetic coil currents and the toroidal plasma current. As a proxy for the relative

magnitude of the poloidal field due to the currents in the stellarator coils, we define a vacuum

magnetic rotational transform ῑvac calculated from modeling the vacuum equilibrium present in

absence of the plasma current. The total transform is then written as

ῑtot = ῑvac + ῑp (3.3)

where ῑp reflects the contribution ascribed to the presence of the plasma current. The total

and vacuum rotational transforms are computed with the VMEC (9) equilibrium code with the

vacuum rotational transform being determined from reconstructions before plasma current is

initiated, and the total rotational transform calculated during times when the plasma current is

flowing. In practice, ῑp of a hybrid discharge is not a flux surface quantity and not calculable

in VMEC, but serves as a measure of the relative contribution of the plasma current to the total

rotational transform of the discharge. For comparison of CTH discharges to discharges on other

experiments, We also define the relationship,

ῑfrac = ῑvac/ῑtot (3.4)

where the fractional rotational transform ῑfrac is the ratio of the vacuum rotational transform to

the total rotational transform. For a tokamak, ῑfrac = 0; for a current free stellarator, ῑfrac = 1.

On CTH, the edge vacuum rotational transform can be varied from ῑvac ' 0.02 to ῑvac '

0.35 with the use of auxiliary toroidal field coils. In current-carrying discharges, CTH can

be operated such that the total rotational transform is dominated by the effect of the plasma

current, with fractional transforms in the range 0.05 ≤ ῑfrac ≤ 0.95. The fractional transform
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can be thought of as a indicator as to whether the discharge is more tokamak-like (for lower

values) or more stellarator-like (for higher values).

Figure 3.4: Vacuum rotational transform vs. radial-like coordinate Φ for several values of
ITF/IHF. Positive values of ITF/IHF correspond to the toroidal components of the TF and HF
being parallel, negative to anti-parallel. The normalized toroidal flux is 1 at the last closed flux
surface and 0 at the magnetic axis.

Figure 3.5: Toroidal plasma current substantially modifies the shape of the rotational trans-
form profile. Bottom trace shows the monotonically increasing vacuum transform of ECRH
only plasma, with vacuum rotational transform ∼ 0.05. The top trace presents the changed
total transform with 50kA of plasma current and total rotational transform ∼ 0.45, showing a
monotonically decreasing profile.

The vacuum rotational transform, ῑvac, can be varied with the use of ten auxiliary toroidal

field (TF) coils (see Fig. 3.2) by adding to or subtracting from the toroidal field component
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produced by HF coil. Various vacuum rotational transform radial profiles for different coil

current ratios, ITF/IHF, are plotted in Fig. 3.4.

To operate as a hybrid tokamak/stellarator, a toroidal current is driven using the ohmic

heating transformer within the pre-established ECRH plasma. The addition of plasma current

substantially changes the transform profiles, as shown in Fig. 3.5.

Figure 3.6: Poloidal cross-sections of magnetic flux surfaces and representations of the last
closed flux surfaces of CTH plasmas without plasma current (Ip = 0)(left) and with Ip =
53.6kA. The color shading refers to magnetic field strength (blue lowest; red highest), and
several field lines are indicated by white lines. Figure reproduced from (10).

In summary, the magnetic equilibria of CTH plasmas are predicted to be highly non-

axisymmetric either with or without ohmic plasma current. The variation of the already non-

axisymmetric magnetic flux surfaces with the inclusion of ohmic current can be seen in Fig. 3.6

where the shapes of the last closed flux surfaces are computed with VMEC. One half of a

zero-current, ECRH-only plasma is depicted on the left side of the plot, along with poloidal

cross-sections of flux surfaces at four different toroidal angles. The right side of the figure

shows flux surfaces and plasma shape computed at a plasma current of Ip = 53.6kA. While the

poloidal cross-section of CTH discharges becomes less elliptical with the addition of driven
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plasma current, the underlying toroidal N = 5 stellarator periodicity is enhanced. Thus even in

hybrid discharges, the need for fully 3D computational tools for reconstruction remains clear.

3.3 CTH Diagnostics

Plasma diagnosis is a process that deduces properties of the state of plasma from experimental

observations of physical processes and corresponding effects. Its principles are well discussed

in numerous references (11; 12; 13), which set the foundation to understand experimental

diagnostic data and to design and build new diagnostics. In this work, the plasma parame-

ters of plasma shape, position, density, temperature, magnetic fluctuations as well soft x-ray

(SXR) and bolometer emission, are important in performing equilibrium data reconstructions.

A top view of CTH device and positions of various diagnostics available on CTH are shown in

Fig. 3.7.

Figure 3.7: Top view of CTH device with a map showing various diagnostics available on CTH.
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Magnetic diagnostics on CTH include full and segmented Rogowski coils, saddle-shaped

flux loops, poloidal, toroidal, and radial magnetic pick up coils, and diamagnetic loops. A set

of magnetic diagnostics that is important to the research done in this work is the B-dot probes

assembled to detect poloidal and radial magnetic fields at the φ = 240 toroidal location (14).

Fig. 3.8 shows the 36 B-dot probe array or Mirnov coil on the lab bench (a) and mounted inside

the vacuum vessel (b). On CTH, magnetic diagnostics are routinely used to determine plasma

current, loop voltage, plasma shape and position (15), current distribution as well as magnetic

fluctuations (14). They are used for equilibrium reconstructions together with other internal

diagnostics such as the interferometer (16) and SXR cameras (17).

(a) (b)

Figure 3.8: (a) Photo of the partially assembled poloidal array on the bench. B-dot probes are
mounted onto a SS 316 frame 1012 in diameter with L-shaped brackets also made out of SS
316 material. SS limiter 34 thick, prevents plasma from coming into contact with the frame.
B-dot probes designed to measure both poloidal and radial field, and those designed to measure
only the poloidal field are alternately positioned. The leads of the each probe is protected by
a PEEK braid that runs along the circumference of the whole assembly. (b) The completed
assembly is mounted inside the vacuum vessel in a plane nominally located at toroidal angle,
Φ = 240◦. Figure reproduced from (18)

The line-integrated electron density is measured with a four-channel 1mm microwave

interferometer system installed at φ = 108◦(16). One of the four chords passes through the

horizontal mid-plane. Of the other three chords, one is oriented horizontally below the mid-

plane with the two remaining chords positioned horizontally above the midplane.
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CTH is also equipped with an extensive collection of emissivity diagnostics consisting of

SXR cameras and bolometers. Three 20-channel two-color SXR cameras were developed and

installed at the toroidal location of φ = 252◦ for electron temperature measurements (19) and

SXR fluctuation analysis (20; 21). The arrangement of the system can be seen in Fig. 3.9 where

the magnetic last closed flux surface (LCF) is shown in the solid red surface with several other

flux surfaces plotted with the dashed red surfaces. In V3FIT reconstructions, the SXR cameras

(part of the old two-color system) are routinely reconstructed as an internal diagnostic primarily

to enhance the fitting of the radial distribution of the plasma current. For this application, the

SXR signals are assumed to be flux surface quantities which has been proven elsewhere to be a

safe assumption (22).

Figure 3.9: The orientation of the original two-color SXR cameras is shown with the 20 viewing
chords of each camera plotted. The cameras are positioned at the θ = 0◦, 60◦, and 300◦ poloidal
positions. The last closed magnetic flux surface (LCF) is plotted (solid red) with additional
magnetic flux surfaces (dashed red). The vacuum vessel is shown in black.

In an attempt to reinstall Beryllium filters (1.8µm and 3.0µm thicknesses) on the two-

color SXR system, several of the thick Beryllium filters were damaged in the process. Instead

of waiting for more filters to arrive, we elected to operate the two-color system as a thin filter
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Figure 3.10: The raw midplane bolometer signals are plotted versus time for shot 20100628
which ends in a disruption. The bolometer signals are symmetric about the core of the plasma.

(1.8µm Beryllium) SXR camera and a bolometer (no filter) array. With the three bolometer

array (midplane, top, and bottom), the overlap of the viewing chords (see Fig. 3.9) provides an

opportunity to tomographically invert the measured emission from the plasma. Two additional

bolometer-SXR systems are located at the φ = 36◦ with poloidal positions of θ = 14◦ and

θ = 60◦.

For the new bolometer array, in contrast to the SXR cameras, the channels with the

strongest signals are not the ones oriented to view the center of the plasma. This hollow-

ness of the bolometer signals can be seen in Fig. 3.10 where the midplane bolometer, with

up-down symmetric chords, is shown. The symmetry of the bolometer signals can be broken

with high levels of gas puffing, typically needed for density limit disruptions on CTH. Fig. 3.11

shows back-to-back discharges where the programmed gas puffer settings are dramatically in-

creased while holding all other control parameters constant. The increased gas puffing results

in lower plasma currents, higher plasma densities, and stronger bolometer signals as well as an

asymmetry in the bolometers as seen in Fig. 3.12.
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Figure 3.11: A comparison of the disrupting shots 20100628 and 20100629 that shows the af-
fect of increasing the gas puffing without changing any other control parameters. The increased
gas input results in higher densities and lower plasma currents as well as an asymmetry in the
bolometer signals.

Figure 3.12: The raw midplane bolometer signals are plotted versus time for shot 20100629
which ends in a disruption. The bolometer signals are very asymmetric about the core of the
plasma due to increased levels of gas puffing which results in higher plasma densities.
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3.4 Equilibrium Reconstructions

The 3D equilibrium reconstructions performed for the work in this thesis were accomplished

using V3FIT (23; 24) with the magnetic diagnostics, the thin-filter 1.8µm Be SXR cameras,

and the interferometers. The V3FIT reconstructed flux surfaces provide the best estimate for

chordal paths of the interferometer allowing for a proper calculation of the plasma density

from the measured millimeter wave interferometer. Also, the magnetic flux surfaces serve as

the starting point for all SXR and bolometer tomographic inversions as described in Chap. 4.

3.5 Density Limits on CTH

For this work, we routinely observed high density discharges by aggressively puffing deuterium

or hydrogen on gas puffers 1 and 2. The best shots to illustrate this are shot 20100633 for low

vacuum rotational transform and shot 20101331 for high vacuum rotational transform.

In general, the best approach was to start at low vacuum rotational transform and achieve

density limits with care taken to not puff past the disruption (trial and error needed for this

balance). Once that is achieved, then slowly vary the coil currents to increase the vacuum rota-

tional transform as needed. This method produced consistent variation in the vacuum rotational

transform and repeatable disrupting shots even at high vacuum rotational transform.

3.6 Summary

The Compact Toroidal Hybrid (CTH) is a low aspect ratio (R0/aplasma ' 3.5), low-beta (β =

0.1%), five-field period torsatron that can operate as a traditional stellarator with ECRH heating

or as a stellarator/tokamak hybrid with inductively generated plasma current. The maximum

on-axis toroidal magnetic field is B0 = 0.7T . The total rotational transform (ῑtot) in hybrid

operation is produced by the external magnetic coil currents and the toroidal plasma current

(see Eq. 3.3). On CTH, the vacuum rotational transform from the external magnetic coils can

be varied from ῑvac(aplasma) ' 0.02 to ῑvac(aplasma) ' 0.35 with the use of auxiliary toroidal

field coils. In current-carrying discharges, CTH can be operated such that the total rotational

transform is dominated by the effect of the plasma current, with fractional transforms in the
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range 0.05 ≤ ῑfrac ≤ 0.95. The fractional transform can be thought of as a indicator as to

whether the discharge is more tokamak-like (for lower values) or more stellarator-like (for

higher values).

The magnetic equilibria in hybrid discharges are highly non-axisymmetric requiring fully

three-dimenional equilibrium reconstruction for their interpretation. Three-dimensional equi-

librium reconstructions are performed using V3FIT (23; 24). CTH is equipped with mag-

netic diagnostics (full and partial Rogowski coils, cube coils, Mirnov coils, and saddle coils),

a double-pass four channel millimeter-wave interferometer (16), five 20-channel soft x-ray

(SXR)/bolometer arrays (19), and SXR spectrometer. With the flexibility of its magnetic

configuration, CTH has performed related experiments on low-q disruptions in hybrid plas-

mas (14), the impact of three-dimensional magnetic equilibriums on sawteething MHD modes

(20; 21), the suppression of the vertical instabilities with applied vacuum transform (15), and,

in this work, density limit disruptions.
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Chapter 4

Machine Learning-Based Bolometer Inversion

4.1 Introduction

Achieving high spatial resolution tomography is the goal for the new bolometer arrays, former

soft x-ray (SXR) cameras, on the Compact Toroidal Hybrid (CTH) experiment. Tomography

is a longstanding technique in many areas, such as medicine, where the spatial information

taken from the orientation and position of a series of cameras or using the same camera with

multiple configurations is used to reconstruct an image with either a higher resolution or higher

dimensionality than the original images. For example, computed tomography (CT scans) in

medicine is the practice of taking thousands of x-ray images as the x-ray source and detector

are rotated around the patient. Knowing the spatial information from each 2D image, a single

3D image is produced by tomography. Tomography for CTH purposes is the practice of relating

the incident powers measured by the new bolometer detectors with their corresponding solid

angles and spatial orientations to map out the source of the emission i.e. the emitted power

density of the plasma.

Considering a simple bolometer arrangement having one detector viewing the plasma

through a slit, as illustrated in Fig. 4.1, the incident power on the ith channel of the bolometer,

pi in units of W is given as

pi =

∫
V

Ωi(r)

4π
G(r)dV (4.1)

where the integration is done over the viewing volume of the detector, Ωi(r) is the solid angle

of the cone from the surface of the detector, andG(r) is the emitted power density of the plasma

in W/m3.
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Figure 4.1: A bolometer showing the ith channel having an incident power pi with a solid angle
Ωi(r) viewing the emitted power density of the plasma G(r).

When working with a more complex bolometer arrangement, as illustrated in the two de-

tector setup in Fig. 4.2, the bolometer brightness becomes important when comparing the data

gathered from detectors having different positions and orientations. The bolometer brightness

bi (in units of W/m2) can be found when both sides of Eq. 4.1 are normalized by 4π over the

etendue or throughput of the detector. The etendue is defined as the product of the solid angle

Ωi and the area Ai perpendicular to axis of the cone Ωi. For example, in Fig. 4.2, the etendue

for the first detector is 〈A1Ω1〉 = A1cos(α1)Ω1. The bolometer brightness for the ith channel

is then

bi = pi
4π

〈AiΩi〉
=

∫ ∫
Ωi(R,Z)

〈AiΩi〉
G(R,Z)dRdZ (4.2)

whereR and Z are the horizontal and vertical coordinates for the poloidal cross section (located

at toroidal angle φ) on CTH as viewed by the bolometer arrays. Since the toroidal viewing

angles are small, the local variation of the emissivity in the toroidal direction is ignored.
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Figure 4.2: A two detector bolometer showing the incident powers (p1, p2) and solid angles
(Ω1,Ω2) for each detector viewing the emitted power density of the plasma G(r).

At this point, a projection operator can be used to introduce a 2D mapping of G, such as

is shown in Fig. 4.3, to a discrete measurement bi. This projection operator Ti is defined as

Ti(R,Z) =

∫
Ωi(R,Z)

〈AiΩi〉
dRdZ (4.3)

and describes the geometric properties of the diagnostics.

Eq. 4.2 can now be discretized on a rectangular grid having pixels n. The resulting bright-

ness of m number of bolometer detectors is

bi =
n∑
j=1

Tijgj i ∈ 1, ..,m (4.4)

where T ∈ Rm,n denotes a geometry matrix, defining the contribution of a pixel j to the

measurement i and gj is the local emissivity at the jth pixel in units W/m3. For example, in

Fig. 4.3, the brightness of the second detector is b2 =
∑25

j=1 T2jgj . Retaining only the non-zero

components, the brightness becomes b2 = T2,11g11 + T2,12g12 + T2,13g13 + T2,14g14 + T2,15g15.
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Figure 4.3: A two detector bolometer showing the brightness (b1, b2) and projection operators
(T1, T2) for each detector viewing the emitted power density of the plasma G(r) discretized on
a 5 x 5 grid g.

Eq. 4.4 can be written in matrix form as

b = Tg (4.5)

where b is the bolometer detector brightness vector and g is the pixel grid. With a pixel grid

covering a poloidal slice of the plasma, the total radiated power can be approximated as

Pradiated =

(
n∑
j=1

gj

)
· 2πR0 (4.6)

where R0 is the major radius of the plasma. In this approximation, the plasma emissivity is

treated as toroidally symmetric. While this assumption is easily challenged, it provides the best

available estimate of the total radiated power. Ideally, multiple pixel grids (g) covering different

poloidal slices could be found providing an even better estimate of the total radiated power.
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4.2 Review of Tomographic Inversion Techniques

The ultimate goal of inverting the bolometer measurements to obtain the local plasma emissiv-

ity can be expressed simply by rewriting Eq. 4.5 to be

g = T−1b. (4.7)

In practice, this is a ill-posed problem (1). For any meaningful results having high spatial

resolution g >> b, the result is a significantly underdetermined system. Therefore, most

inversion or reconstruction algorithms seek to find a solution by varying g to minimize χ2

which is defined as

χ2 =
(

T ∗ g− b̂
)T
∗
(

T ∗ g− b̂
)

(4.8)

where b̂ = b/σ with σ being the uncertainty vector for the signal vector b.

The question remains of how to find an initial g and how to vary it. Over the years,

different reconstruction methods have been developed such as local and global basis functions

(2), assumptions of smoothness on magnetic flux surfaces (commonly used for SXR inversion)

(3), Tikhonov regularization (4), Minimum Fisher Regularization (5), and Bayesian Maximum

Likelihood (6). Recently, work has been done on applying machine learning techniques such

as neural networks and deep learning to bolometer tomography (7; 8).

4.2.1 Magnetic Flux Surface Inversion

With the inclusion of SXR diagnostics into V3FIT (9; 10; 11; 12), SXR measurements are

routinely inverted to gain a 1D radial profile under the assumption that SXR emissivity is a

magnetic flux surface quantity. This implementation has provided insight into constraining the

rotational transform on the magnetic axis. While the validity of SXR emission being a flux

surface quantity can be challenged, recent studies have shown good agreement between SXR

emissivity and magnetic flux surfaces (13). However, bolometer emission on CTH under the

same assumption can be much more problematic because of the presence of large asymmetries

in the data that cannot be characterized by a magnetic flux surface quantity (see Fig. 3.12). Yet,
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for sake of simplicity, bolometer inversions via fitting emissivity values constant on a magnetic

flux surface are routinely used as a check for other methods on CTH.

Practically, the process is simple. First, a 3D reconstruction is performed using V3FIT typ-

ically with all available magnetic diagnostics, SXR diagnostics, and interferometer. Second, an

initial 1D emission profile is selected in flux surface coordinates. This profile in principle can

take any form, but generally, we use a 10 point spline where emission values at each point can

be varied by our minimization routine. Third, the χ2 is calculated based on Eq. 4.8. The val-

ues or parameters in the selected profile are then systematically varied to minimize χ2. While

this method is crude and can be improved with better profiles or imposed constraints (such

as smoothness), it serves as a quickly computed baseline inversion with moderately good fits.

Note, the total computation time for this inversion needs to take into account that a V3FIT

reconstruction must be completed first which, depending upon the nature of the reconstruction

and the utilized computer hardware, typically consumes the greatest portion of the computa-

tional time.

An application of the magnetic flux surface inversion method is shown in the remainder of

this section. Fig. 4.4(a) provides the viewing chords of the SXR and bolometer configuration.

Note, both the SXR cameras and bolometers share the same poloidal viewing chords with

overlapping views in the toroidal direction. Several of the magnetic flux surfaces, from a V3FIT

reconstruction at t = 1.6374s, including the last closed flux surface (LCF) are shown in red.

Fig. 4.4(b) gives some example SXR (top) and bolometer (bottom) data from Shot 20100633

for the midplane cameras. This high density shot produced strong SXR and bolometer signals.

The SXR signals are largely symmetric with some core fluctuations that may be associated with

a m/n = 1/1 sawtoothing MHD mode (14). The bolometric signals are very asymmetric and

violate our assumptions for this inversion method. The large asymmetry in the bolometric data

is only seen in high density discharges where either the hydrogen or the deuterium gas is ag-

gressively puffed. At low densities, the bolometer signals are mostly symmetric. The probable

source of this asymmetry is the physical location of our gas puffers. Both gas puffers used for

this shot are located toroidally on either side of the bolometers with both positioned on the top

of CTH.
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Figure 4.4: The positioning and orientation of the SXR cameras and bolometers is shown in
(a). Example data from shot 20100633 for the midplane cameras is shown (b) for both the SXR
and the bolometers.

Figure 4.5: The inverted SXR signal at time t = 1.6374 from Fig. 4.4(b) is shown on the left
(a) with the SXR profile in magnetic flux surface coordinates shown on the right (b).
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Starting with the SXR inversion, Fig. 4.5 shows the inverted signals mapped to a pixel grid

(a) as well as the fitted profile in flux surface coordinates (b). This inversion was performed

using the V3FIT reconstructed flux surfaces shown in 4.4(a). The SXR data was averaged over

a 100µs window at time t = 1.6374s. Fig. 4.6 shows the results from a similar inversion using

the bolometer data averaged over the same time window.

Figure 4.6: The inverted bolometer signal at time t = 1.6374 from Fig. 4.4(b) is shown on the
left (a) with the bolometer profile in magnetic flux surface coordinates shown on the right (b).

For both inversions, the measured signals and the signals taken from the inversion are

shown in Fig. 4.7. Overall, the SXR signals are reproduced more closely by this inversion

method. The SXR inversion results as well as the well-behaved nature (aside from the artifact

at the outermost radial position) of the emissivity profile (Fig. 4.5(b)) indicate a reasonable

application of this method. In contrast, the bolometer is not well inverted. Poor behavior in

the emissivity profile, which has large spatial variations and zero emission at the center of

the plasma as seen in Fig. 4.6(b), coupled with the badly mismatched signals in Fig. 4.7(b)

exemplify why this method is not suitable for bolometer inversions.
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Figure 4.7: The measured and inverted signals taken from inversions plotted in Figs. 4.5 and 4.6
for the SXR (a) and bolometer (b) are show.

4.2.2 Tikhonov Regularization

A more advanced and commonly used method to solve the ill-posed problem in Eq. 4.5 is

the Tikhonov-Phillips regularization (4). This section provides the mathematically framework

for the implementation of this method for any tomography problem. Tikhonov regularization

searches for the minimum of the objective functional Λ(g) defined by

Λ(g) = (Tg− b̂)TΣ−1(Tg− b̂) + λO(g) (4.9)

where Σ is the expected covariance matrix, O(g) is a regularization functional, and λ is a

positive regularization parameter that balances the strength of a priori contraints with respect

to the goodness of the fit. For simplicity, the T and b matrices can already be weighted by a

square root of the covariance matrix

Σ−
1
2 T→ T, Σ−

1
2 b→ b (4.10)

The purpose of O(g) is to impose a priori knowledge about the emissivity profiles. This is

often some kind of a roughness penalty and a boundary constraint. The regularization operator
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is typically of quadratic form

O(g) = gTH(g)g, (4.11)

with a symmetric and positive semi-definite operator H ∈ Rn,n, which can be a function of g. A

common boundary constraint is zero emissivity at the borders, enforced by adding sufficiently

large positive values to the diagonal points of H corresponding to the pixels outside of the

boundary. Therefore, the regularization operator includes all soft constraints for the solutions.

Hard constraints can be imposed by introducing an orthonormal matrix P ∈ Rm,l and perform-

ing the transformations T̂ = TP, Ĥ = PTHP, and ĝ = PTg. The solution will be restricted

to a linear subspace generalized by the columns of P. An example of P is the orthonormalized

Fourier-Bessel basis functions in the magnetic field line coordinate system.

A minimum of Eq. 4.9 can now be written as a quadratic optimization problem for a

constant matrix H in the form

Λ(g) = ||Tg− b̂||2 + λgTHg (4.12)

where the minimum is

g = (T−1T + λH)−1TT b̂

g = Mb̂
(4.13)

where M = (T−1T + λH)−1TT . A direct inversion of this equation is possible. However, due

to the large dimension of the matrices (n × n), the high computational complexity O(n3) of

the inversion, and the number of inversions required to find a proper λ, this procedure is highly

impractical.

Nevertheless, the process is an iterative one. First, for a given H and b̂, an initial λ0 and g0

are guessed, and then M0 is calculated. Second, g1 is determined from the application of M0 to

Eq. 4.13. Third, χ2 is calculated from Eq. 4.8. If χ2 is sufficiently close to unity, the inversion

is deemed complete and g has been found. If not, and if the number of preceding iterations has

not reached a predetermined maximum number of iterations, then λ1 can be estimated from g1
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and g0 using Newton’s method or gradient descent. Having then λ1 and g1, the next iteration

can begin. This process continues until χ2 is sufficiently close to unity or the maximum number

of iterations is reached.

The optimization problem Eq. 4.12 has a unique solution if the null spaces of T and H have

only a trivial intersection. In order to employ computationally efficient numerical algorithms,

an invertible H matrix is required. Invertibility can be imposed by a proper definition of the

boundary constraints or by adding an identity matrix εI to H, where ε has the size of the order

of the smallest non-zero eigenvalues of H.

4.2.3 Minimum Fisher Information

The most common regularization operators (the functional to be minimized) are the identity op-

erator, which suppresses the Euclidean norm of the solution, and the Laplace operator, which

reduces the curvature of the emissivity profile. Nevertheless, the special features of the SXR

profiles, like the peaked distribution of the SXR radiation, the sharp gradients, and the large

dynamic range, make the nonlinear Minimum Fisher Information (MFI) regularization (5) an

ideal candidate for the regularization functional used for both SXR and bolometers. This func-

tional can be expressed in the following form:

OMFI(G) =

∫ ∫
dS

1

G
(∇uG)TJ2(∇vG) (4.14)

where u(x, y) and v(x, y) are two locally orthogonal vector fields, J2 ∈ R2,2 represents a matrix

of ones, and G is g transformed into the appropriate coordinate system for differentiation. If u

is parallel with the Cartesian coordinates, the method is called isotropic MFI and if u is locally

tangential to the magnetic flux surfaces, the anisotropic MFI regularization is obtained. More

details about the implementation of the anisotropic MFI can be found in the literature (15). The

regularization operator H here, representing a linearized and discretized functional (Eq. 4.14),

is given by

H(k) =
∑

`∈{u,b}

BT
` W(k)B` (4.15)
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where B` denotes a discretized gradient operator∇` and W(k)
ij is a weight matrix defined as the

inverse of g(k) and denoted by

W
(k+1)
ij = δij/max{g(k)j , ε}. (4.16)

The MFI regularization must be solved iteratively because the weight matrix W depends on the

emissivity g. The small positive constant ε prevents division by zero and, moreover, it serves

as a weak positivity constraint for the Tikhonov regularization because the regions with the

negative values are strongly smoothed and pushed closer to or above zero. Commonly, ε =

10−8 of the emissivity maximum is used, which is usually an adequate compromise between

positivity and a numerical instability caused by a too low value of ε.

While other functionals have been developed for Tikhonov regularization, the MFI method

has become the preferred choice when seeking to imposes spatial preferences (such as smooth-

ness) on the resultant g (1). In an anisotropic implementation of MFI to enforce smoothness

along magnetic flux surfaces, MFI is more recommended than the 1D Abel Inversion (1; 16) or

magnetic flux surface inversions.

4.2.4 Review of Tomographic Methods

While novel tomographic methods other than what have already been discussed exist (such as a

Bayesian approach (6; 17)), those mentioned here provide a framework for a discussion of prac-

ticality. The magnetic flux surface inversion provides a good solution to emission that is purely

a flux surface quantity but suffers due to the necessary computational time needed for a V3FIT

reconstruction. The Tikhonov regularization is a mathematically straight forward approach,

but computational complex (O(n3)), and extremely dependent on the objective functional cho-

sen for minimization. The Minimum Fisher Information provides a robust functional that is

particularly good for SXR radiation by allowing peaks and sharp gradients while enforcing

smoothness. Coupled with reconstructed flux surfaces, this method in anistropic form provides

a solution that is better than an Abel inversion but still requires significant computational time.
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For CTH bolometer inversions, to date, only the magnetic flux surface inversion technique

from the list above has been performed, mainly because the SXR side had already been imple-

mented. With the capabilities and limitations from the other options in mind, it was decided to

pursue a different approach. Instead of choosing a straight forward mathematical formulation

like the Tikhonov regularization, a less mathematically understandable yet potentially more

practical solution was chosen in the form of machine learning.

4.3 Introduction to Convolutional Neural Networks

In recent years, deep machine learning (18) has become the go-to solution for many problems

that have historically been difficult for computers to solve. From image processing to natu-

ral language understanding, deep learning has shown itself capable in solving computationally

complex problems. Convolutional Neural Networks (CNN) in particularly have successfully

been deployed for image classification (19; 20), image segmentation (21; 22), and object de-

tection (23; 24). While CNN have a long history (25), advancements in training algorithms

(26; 27) and parameter initialization techniques (28) coupled with improvements on computer

hardware, especially with the use of graphics processing units (GPUs) (29; 30), and software,

with development of libraries such as Theano (31), Tensorflow (32), Caffe (33), and Keras

(34), have allowed an explosion of ground breaking results and applications. With the available

increased complexity of models, developments such as dropout (35) and batch normalization

(36) were needed to improve overfitting.

At the most basic level, neural networks are made of artificial “neuron”. Fig. 4.8 shows an

artificial neuron. The weights wi and bias b are known as free or learnable parameters (25) and

are varied by the training algorithm. The activation function Φ(a) is needed because otherwise,

when stacking consecutive neurons, one would solely apply consecutive linear transformations

which is equivalent to a single linear transformation. The success of neural networks lies with

the activation function, which allows the training algorithm to “turn off” or “turn on” the neuron

restricting or allowing the consecutive flow of information. This ability, to dynamically map

out a new path or regression, gives the neural network its almost “magical” problem solving

capabilities.
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Figure 4.8: Example of an artificial neuron having inputs (x1, x2, · · · , xD) and their asso-
ciative parameters or weights wi in addition to the bias b. The summation is followed by the
non-linear activation function Φ(a) with the neuron output being y.
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Figure 4.9: Example of a deep neural network having 4 inputs, 2 hidden layers each with 5
neurons, and one output.

Having defined a neuron, a definition of a neural network can be given. Fig. 4.9 shows

an example neural network having four inputs (x1, x2, x3, x4) with two hidden layers each with

five neurons, and one output. A hidden layer is simply a grouping of neurons that is not visible

or controllable to the outside user. The layers shown in Fig. 4.9 are called fully connected or

dense layers because every neuron receives as inputs all of the outputs from the previous layers.

This simple example has 50 trainable weights wi and 11 trainable biases b totalling 61 trainable

parameters.

Convolutional Neural Networks (CNN) add one or more additional layers called convo-

lutional layers. Each node in a convolutional layer is a convolution that produces a feature

map. Fig. 4.10 gives an example convolution. As the filter is stepped across the input image or

matrix, the filter multiplies its weights and sums to create one pixel or matrix element. Unless

the input image is padded with zeros that surround the original, the output image size will be
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Figure 4.10: Example of a convolution.

reduced. Convolutions have been used for image processing such as edge detection and feature

sharpening.

A convolutional layer takes a traditional convolution filter and allows the weights to be

varied. In addition, an activation function is added to allow the capability of a convolution to

be switched on or off. For a convolutional layer, the output is known as a feature map of the

input. Depending on the structure of the CNN, one or more feature maps can be used as the

input for the next layer. Fig. 4.11 shows a CNN with two convolutional layers. The first layer

has four filters producing four feature maps. All of the feature maps are used as the input for

the second layer which has five filters and produces five feature maps. In practice, after several

convolutional layers, the output is fed into a series of fully connected layers before producing

a result. An example CNN is one, that once trained on labeled images of dogs and cats, takes

any image input, runs it through the network and outputs a probability that a dog or a cat was

in the image. Images go in; probabilities come out.

CNNs have been used successfully for object detection in images, facial recognition, hand-

writing interpretation, and many other applications. The power of this method lies in the CNNs

ability to switch on and off both the neurons in the fully connected layers and the filters in the

convolutional layers.
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Figure 4.11: An example Convolutional Neural Network (CNN) having to two convolutional
layers. The first has four filters producing four feature maps. The second convolutional layer
uses all of the feature maps from the previous layer. The second layer has five filter producing
five feature maps

4.4 De-Convolutional Neural Networks (DeCNN)

Inspired by the success of CNNs on image-based challenges, researchers at JET (7; 8) inverted

a CNN. Instead of inputting an image and getting a set of probabilities out, a set of values is

given (bolometer signals) and an image is produced. This novel approach is shown in Fig. 4.12.

The input consists of 56 bolometer signals with an output pixel grid of 120 by 200 pixels and

has approximately 56 million trainable parameters. The lines of sight for the JET bolometers

used for the DeCNN are shown in Fig. 4.13.

Figure 4.12: DeCNN developed by researchers at JET for bolometer tomography(7).
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Figure 4.13: Bolometer chords on JET that were used with the DeCNN (8).

In Fig. 4.12, a transposed convolution refers to a convolutional layer were the images are

first artificially increased to higher resolution without adding any information (for example,

a single pixel becomes four pixels all having the same value as the original). Following the

transposing of the images, the convolutional filters are applied. Essentially, a transposed con-

volution is the inverse of a regular, unpadded convolution in the sense that if a sliding window

would be applied to the output, the result would be the feature map given as the input. This

resolution enhancement action coupled with convolutional layers allows this method to work

and is frequently used in image resolution enhancement neural networks (37; 38).

The JET DeCNN was then trained on over 27k bolometer inversions that were produced

from taken data from 2011 to 2016 and inverted using advanced methods such as the Tikhonov

regularization discussed above. The trained DeCNN was able to accurately reproduce inver-

sions taken from a set of data that was not used for training. The computational benefit of the

DeCNN was showcased in that the bolometer signals were inverted in milliseconds as com-

pared to the approximate hour needed for the traditional methods.
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4.5 CTH DeCNN

Having discovered the success of the DeCNN bolometer inversion method, a similar effort

was undertaken for the new CTH bolometers. Using the known chordal arrangement of CTH

bolometers (see Fig. 4.4), a DeCNN was constructed having an architecture mimicking the

JET DeCNN. The CTH DeCNN is visualized in Fig. 4.14 with 60 input signals and an output

of 96 x 96 pixel emissivity grid. First, there are two fully connected (FC) layers with 4320

neurons each. The output of the second FC layer is reshaped into a 30 x 12 x 12 matrix

effectively creating 30 feature maps each being 12 x 12 pixels. This reshaping is followed

by three consecutive transposed convolutions where in each step the feature maps have their

resolution artificially increased (quadrupling the number of pixels) followed by a convolution.

After the three transposed convolutions, which results in 30 feature maps each having 96 x 96

pixels, a final convolution collapses the 30 feature maps into one 96 x 96 output image. The

CTH DeCNN has a total of 19,065,451 trainable parameters. The final resolution of the output

image (96 x 96 pixels) was selected to be able to fully fit a complete training set of images onto

the available training GPU which possesses significantly less memory than the one used by the

researchers at JET.

4.5.1 Synthetic Data Trained DeCNN

Having constructed a DeCNN for CTH bolometers, the remaining step is to train the DeCNN.

However, unlike the researchers at JET, no previously existing, high quality bolometer inver-

sions of real data are available. Because of the long computational times (typically up to an

hour) needed for each bolometer inversion using a high quality technique such as Tikhonov

regularization (which currently has not been applied to the CTH bolometers), the decision was

made to attempt to train the DeCNN using synthetic data, a method that has been explored in

CNNs (39; 40) but not in DeCNNs.

The goal of synthetic data, meant for training purposes, is that of domain randomization

(40). Domain randomization means randomly sampling each data sample’s domain attributes

from a predefined space of domain attributes while creating a dataset for training purposes. For
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Figure 4.14: De-Convolutional Neural Network (DeCNN) for the CTH bolometer arrays.

example, while training a CCN to recognizes hand-written letters of the alphabet, we would

produce a training set that contains hand-written letters samples taken from the full alphabet

(the full domain) not just from a subset of the alphabet (such as the first ten letters).

However, while pure randomization can achieve sufficient results given a large enough

training set, for computational efficiency, a model can be developed such that the design of the

model allows the randomization of its parameters that produces enough domain randomization

to solve the problem at hand. Some researchers have drawn the conclusion that neural networks

trained on synthetic data are examples of model-based reasoning drawing formal connections

with Bayesian modeling (39). In that, training a neural network with synthetic data is equiva-

lent to performing proposal adaptation for importance sampling inference in the synthetic data

generative model.

For the CTH DeCNN, we follow the model based approach. After many iterations, this

model took the form of a magnetic flux surface hollow profile with a single randomized Gaus-

sian hotspot. Fig. 4.15 gives two examples of flux surfaces commonly found in CTH. In prac-

tice, we took a set of 20 reconstructed flux surfaces from which one can be randomly selected.
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Figure 4.15: CTH magnetic flux surfaces reconstructed by V3FIT having zero and modest
plasma current levels.

The selected flux surface was additionally randomly scaled radially in addition to being hor-

izontally and vertically translated. Next, a hollow profile was randomized in magnetic flux

surfaces coordinates and projected onto the flux surfaces. Finally, a random hotspot was added

to account for the known appearance of non constant flux surface bolometer emission on CTH.

Figs. 4.16 and 4.17 give four randomly sampled examples from the training set of syn-

thetic images. For each example, the pixel grid was produced according to the randomization

algorithm detailed above and then, knowing the projections matrix (T from Eq. 4.5), the syn-

thetic signals were calculated. Both synthetic pixels grids and their corresponding signals are

used to train the DeCNN in a supervised fashion.

In total, sixty thousand synthetic samples were generated. Some statistics from the training

examples are shown in Fig. 4.18. The average and median values produce an expected hollow

profile with a large standard deviation. The deviation is beneficial because the ultimate goal is

domain randomization allowing the trained DeCNN to be adequately generalized.
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Figure 4.16: First set of example synthetic data produced for training the DeCNN for CTH
bolometers. This set demonstrates the impact of the plasma emissivity randomness on the
resulting synthetic signals.

Figure 4.17: Second set of example synthetic data produced for training the DeCNN for CTH
bolometers. This set demonstrates how a slightly hollow emissivity (c) produces synthetic
signals (d) that are indistinguishable from peaked profile.

4.5.2 Customizing Loss Functions for Enhanced Training

Having assembled the synthetic data, the DeCNN was trained using a GTX 970 graphics card

(41) over 400 epochs. An epoch is one complete cycle through the training data. The training
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Figure 4.18: Statistics of the synthetic data used to train the CTH DeCNN. On the left (a) is
the average values for the pixel grids as well as the average signals, middle (b) has the median
values, and right (c) has the standard deviation of the data set.

duration of 400 epochs was based on the Jet DeCNN work training example and proved to be

sufficient for this work. In order to evaluate the training progress, the data set was split in a

9-1 way between the training set (90%) and validation set (10%). As the training algorithm

progresses, the DeCNN and its parameters are only saved if there is improvement in the loss of

the validation set. The loss function is the object to be minimized by the training and can take

any form. For this work, the Mean Absolute Error (MAE) was used. MAE is defined as

MAE =
1

n

(
n∑
i=1

|yi − xi|

)
(4.17)

where yi is the prediction, xi is the true value, and n is the number of comparisons.

For training, two runs were performed. The first loss function used MAE to compare the

training pixel grids to the grids output by the DeCNN and is as follows

LG =
1

n

(
n∑
i=1

|gDeCNN,i − gTraining,i|

)
(4.18)
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where LG is the loss, gDeCNN,i is the emissivity grid output by the DeCNN, and gTraining,i is the

corresponding training example.

The second training run implemented a custom loss function that incorporated the com-

parison of the training signals and the signals evaluated using Eq. 4.5 on the DeCNN output.

The custom loss is defined as

Lcustom = LG + Lb (4.19)

where the custom loss Lcustom is the sum of the previous loss function LG (Eq. 4.18) and Lb is

the MAE signal loss calculated from training signals and the DeCNN output. The signal loss

Lb is defined as

Lb =
1

n

(
n∑
i=1

|TgDeCNN,i − bTraining,i|

)
(4.20)

where T is the projection matrix (Eq. 4.3), gDeCNN,i is the DeCNN output, and bTraining,i is the

training example signal.

Fig. 4.19 shows the comparison of the training histories for the two different training runs.

While the total loss for the custom loss function training (Fig. 4.19(b)) is higher, this loss is the

sum of two loss functions. If we compare same grid MAE from each run, we see in Fig. 4.20

the custom loss function training actually reaches a lower validation set loss indicating a better

generalization of the DeCNN.

In order to prevent overfitting of the training data, it is customary to declare a CNN or

DeCNN as trained when the validation set loss becomes relatively flat. Past that point, the

training set loss may continue to decrease, but it is past the practical point of generalization

and starts overfitting the training data. For this work, we selected epoch 250 for the built-in

loss function and epoch 300 for the custom loss function as the points where the DeCNNs were

considered trained.
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Figure 4.19: The training histories are plotted using the built-in loss function (a) and the custom
loss function (b).

Figure 4.20: A direct comparison of the Mean Absolute Errors between the output pixel grid
and its target for the built-in loss function and custom loss function training.

4.5.3 CTH DeCNN Applied to Real Data

Possessing two trained DeCNNs, we can compare their performance on real bolometer data.

Fig. 4.21 shows the magnetic flux surface inversion (a), the built-in loss function DeCNN in-

version (b), and the custom loss function DeCNN inversion (c). As anticipated, the DeCNN
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inversions produces a significantly different emissivity grid than the magnetic flux surface in-

version. The asymmetry of the bolometer emission seen in Fig. 4.4 is captured by the increased

plasma emissivity at the top of plasma for the DeCNN inversions. Confirming this, the mea-

sured and inverted signals across the bottom row of Fig. 4.21 show a much closer fit than the

magnetic flux surface inversion.

Figure 4.21: A comparison of the De-Convolutional Neural Networks (DeCNNs) trained for the
CTH bolometers. With the magnetic flux surface inversion being shown (a) as a comparison,
the two trained DeCNN inversions are shown. The Mean Squared Error (MSE) is calculated
for the input signals and signals calculated from the inversion output.

Looking at the measured and inverted signals in Fig. 4.21, the custom loss function DeCNN

produces the lowest Mean Squared Error (MSE) which is defined as

MSE =
1

n

(
n∑
i=1

(yi − xi)2
)

(4.21)

where yi is the prediction, xi is the true value, and n is the number of comparisons. This

evidence validates what was seen in Fig. 4.20, namely that the DeCNN trained with the custom

loss function was more generalized (ie. better trained) than the one using the built-in loss

function. With this conclusion, unless otherwise specified, the custom loss function DeCNN is

the one being used in the following sections.
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Figure 4.22: The DeCNN inverted bolometer signals are shown twelve times across a disrupt-
ing discharge on CTH. For this shot, the plasma density is continuously increasing until the
disruption (T = 1.6384 s).

Utilizing the quick inversion times of the DeCNN (each inversion is less than a second),

the bolometer signals for a complete plasma discharge can be inverted. Fig. 4.22 shows twelve

bolometer inversions taken from a plasma discharge that ends in a density limit disruption.

In the first inversion (T = 1.625 s), the plasma current is still ramping up producing a ring

of emission that has a larger radius than the following inversions. Going forward in time,

the shape solidifies, and as the density of the plasma increases so does emission. Leading

up to the disruption (T = 1.6384 s), the ring of emission appears to slowly contract radially

inward. Just after the disruption, the bolometer emission reaches its highest intensity (inversion

at T = 1.639 s) as the plasma confinement is lost.

In Fig. 4.4, fluctuations can been seen in the bolometer signals. To invert only the bolome-

ter fluctuations and not the total signal, the bolometer signal’s background (slowly or non-

varying component) was determined using singular value decomposition (SVD) to find the

strongest non-varying spatial and temporal mode. A more detailed discussion of SVD is pro-

vided in Sec. 5.3. Inputting both the background signal and the total signal into the DeCNN,

two inversions were produced. Subtracting the background inversion from the total signal in-

version, the inverted bolometer fluctuations were isolated. Fig. 4.23 shows the inverted fluctu-

ations at ten consecutive, even-spaced times. The resulting fluctuations at the outermost radial
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Figure 4.23: Inverted bolometer fluctuation resulting from the subtraction of a SVD calculated
background, inverted by DeCNN, from the total bolometer DeCNN inverted emissivity.

position (away from the center of the plasma) have two hotter spots (red in plot) and two cooler

spots (blue in plot). This pattern, with the outermost fluctuations having a m = 2 structure and

the innermost fluctuations having a m = 1 structure, rotates counter-clockwise, the positive

poloidal angle direction, about the magnetic axis. A second fluctuation pattern can be seen at

a more radially inward location and possesses one peak and one valley, This second pattern

appears to rotate synchronously with the first.

In addition to gaining spatial information from bolometer signal fluctuations, the inverted

bolometer signals can be used to estimate the total radiated power from the plasma. Using

Eq. 4.6, the inverted bolometer emissivity can be summed then multiplied by the major radius

circumference to get the total radiated power approximation. Fig. 4.24 compares the total ra-

diated power calculated from the magnetic flux surface inversion and the DeCNN inversion.

The database of shots used in Fig. 4.24 is taken from density limit disruptions performed with

deuterium. In general, the powers are close to each other and well within the diagnostic un-

certainties (not shown). This result serves to validate the usefulness of the DeCNN inversion

method for total radiated power estimates. With its quick computational times, the DeCNN-

based approach could quickly produce the total radiated power for a complete discharge even
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Figure 4.24: The total radiated power estimate is shown using the magnetic flux surface inver-
sion and the DeCNN inversion versus the vacuum rotational transform of CTH.

doing so between typical CTH discharges allowing another tool for CTH operators and coordi-

nators.

4.6 Summary and Future Work

A De-Convolution Neural Network (DeCNN) has been developed for the bolometer arrays on

the Compact Toroidal Hybrid (CTH) at Auburn University. This DeCNN, while structurally

similar to DeCNNs developed elsewhere, is fundamentally different because of the absence of

pre-existing bolometer emissivity reconstructions. Without pre-existing high quality bolometer

inversions available, the DeCNN was trained using synthetic data. With a goal of domain

randomization, synthetic data was developed that produced a trained DeCNN that was well

generalized and produced better results on real bolometer data than a magnetic flux surface

inversion. In addition, a custom loss function was introduced that produced a better trained

DeCNN than one that used the built-in loss function.
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This new DeCNN approach allows for quicker bolometer inversions and the ability to

study the fluctuations seen in the bolometer data. The fluctuation pattern rotates in the positive

poloidal angle direction with a frequency of approximately 5kHz. Using the DeCNN inversion,

the total radiated power can be calculated quickly and was found to be in good agreement with

previous methods.

In the future, without the long computational times, the DeCNN based total radiated power

could be used as a runday diagnostic for CTH operators and coordinators. Seeing a ring of emis-

sivity in the background bolometer inversion, it might be possible extract contours of constant

bolometer emissivity to use as a proxy for magnetic flux surfaces to invert the interferometer

(42) density measurements to get a plasma density profile.

A DeCNN meant for SXR inversions could also be trained using synthetic data that al-

lowed peak profiles. In addition, a Tikhonov regularization using various functionals, such as

the Minimum Fisher Information, could be developed to provide a higher quality check of the

DeCNN inversions. Also, because domain randomization of synthetic data has been linked to

model-based Bayesian formalism, the developement of a Bayesian inversion method, with or

without a model basis, would further illustrate the potential of the synthetically-trained DeCNN

inversion method.

The inclusion of additional bolometer arrays, such as a six bolometer (each with 20 chan-

nels) array setup to be poloidally symmetric and at a different toroidal location than the existing

array, with its subsequently trained DeCNN inversion, would allow both an even more accurate

total radiated power estimate and an opportunity to track bolometer emission moving toroidally

across the plasma. This additional bolometer information could be coupled with magnetic diag-

nostics using a Siesta-based V3FIT (43; 44) reconstruction to attempt to map magnetic islands

with bolometer emission.
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Chapter 5

Density Limit Disruptions on Compact Toroidal Hybrid Experiment

5.1 Introduction

The flexibility of the magnetic configuration of CTH has enabled the performance of experi-

ments on low-q disruptions in hybrid plasmas (1), the impact of three-dimensional magnetic

equilibria on sawteething MHD modes (2; 3), and the suppression of vertical instabilities with

applied vacuum transform (4). It has allowed an unique opportunity to study density limit dis-

ruptions. Density limit disruptions can be observed in plasma discharges ranging from low

levels of vacuum rotational transform (tokamak-like CTH) to high levels of vacuum rotational

transform (stellarator-like CTH). The goal of this chapter is to extend findings from the previ-

ous work on density limit disruptions in CTH and to present recent developments using new

diagnostics implemented in this thesis work.

5.2 Reproducibility and Variation of CTH Disruptions

With reproducible parameters, density limit disruptions can be systematically generated in

CTH. Fig. 5.1 shows two discharges with similar vacuum transforms but different programmed

loop voltages, that disrupt at the same plasma current and density, and exhibit comparable dis-

ruption behaviors. The characteristic signature of a tokamak disruption is a positive plasma

current spike and negative loop voltage dip which indicate a restructuring of the magnetic flux

surfaces and most likely a complete loss of magnetic confinement.

As the vacuum rotational transform is increased, the disruption behavior also changes.

Fig. 5.2 shows a comparison of two discharges, one at low vacuum rotational transform (Shot
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Figure 5.1: Two CTH discharges, having similar values of vacuum transform (ῑvac = 0.07),
are compared having their plasma current, loop voltage, poloidal magnetic field fluctuations,
and core SXR traces plotted. While the discharges have significantly different plasma current
evolutions, the disruptions occur at similar plasma currents and densities.
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# 14092626, ῑvac = 0.02) and one at higher vacuum rotational transform (Shot # 14110713,

ῑvac = 0.11). While both disrupt at similar densities, the plasma current of the high vacuum

transform shot is significantly less at the time of disruption.

In the high transform case, the positive plasma current spike and negative loop voltage

dip are significantly weaker than those observed during a low vacuum transform discharge.

In addition, all MHD activity, as is seen in the magnetic field fluctuations, is considerably

weakened and in some cases undetectable. In the next sections, we will present a case study

analysis starting with the low vacuum rotational transform discharges, which exhibit strong

tokamak-like phenomena, and ending with the high vacuum rotational transform discharges.

5.3 Low Vacuum Rotational Transform CTH Termination

We find that plasmas exhibit characteristics very similar to density limit disruptions in tokamaks

at low vacuum rotational transform (ῑvac < 0.1). The loop voltage and plasma current in CTH

are driven by discharging a capacitor bank through an ohmic heating transformer. Fig. 5.3(a)

shows a typical low vacuum rotational transform disruption. In CTH, density limit disruptions

are initiated by ramping the density as high as possible. The disruptions normally occur as

the density is increasing and the plasma current has started to decrease following the peak

plasma current. As in tokamaks, CTH disruptions exhibit the signatures of a strong negative

loop voltage spike and a positive current spike, followed by a complete collapse of the plasma

current.

The bottom two traces in Fig. 5.3(a) show the time evolution of qedge and full-width at half-

maximum (FWHM) of the plasma current profile, reconstructed with V3FIT from magnetics

and soft X-ray data. (5; 6; 7; 8). A narrowing of the reconstructed current profile is observed

concurrently with a slight increase in the qedge before the disruption.

To highlight the growth in activity just before the disruption, Fig. 5.3(b) shows plots of the

poloidal magnetic field fluctuations, density, and central SXR emission right before the disrup-

tion over an expanded time scale. The amplitude of the poloidal magnetic field fluctuations,

determined by subtracting the average background field from the total field, grows prior to the

disruption. In addition, the chordal density is observed to oscillate synchronously with the
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Figure 5.2: Two CTH discharges, one at low vacuum transform (ῑvac = 0.02) and one at higher
vacuum transform (ῑvac = 0.11) Plotted are plasma current, loop voltage, poloidal magnetic
field fluctuations, and core SXR traces. While the discharges have similar plasma current evo-
lutions, the terminations occur at similar densities but significantly different plasma currents.
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Figure 5.3: CTH disruption having ῑvac = 0.02 and ῑfrac = 0.05. From top to bottom for (a), are
the plasma current Ip, the loop voltage, the poloidal magnetic field fluctuations δBθ, the line-
averaged density ne, the central soft x-ray (SXR) signal, the V3FIT reconstructed qedge, and the
V3FIT reconstructed FWHM of the current profile. For (b), the magnetic field fluctuations, the
density, and the SXR signals are zoomed-in in time to highlight the fluctuations. The disruption
is highlighted in cyan.

magnetic activity. Similarly, the sawtooth activity of the core SXR signal (2; 3) becomes more

sinusoidal and also is synchronized with the magnetic oscillations just before the disruption.

The mode numbers of the MHD oscillation are determined with the use of the full array

of toroidally and poloidally-distributed Mirnov coils. Fig. 5.6 shows contours plots for the

poloidal magnetic field fluctuations from these arrays. The strongest mode observed is the

poloidal m = 2 mode and the toroidal n = 1 mode. This m/n = 2/1 mode is the primary

edge mode typically seen as precursors to CTH density limit disruptions with low vacuum

transform. We note that this behavior is different than that observed previously for low-q dis-

ruptions at lower density in CTH in which the m/n = 2/1 mode was only rarely observed
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and the m/n = 3/2 was the dominant mode seen just before disruptions (1). The spatial and

temporal information of the MHD modes can be interpreted by biorthogonal decomposition

using Singular Value Decomposition (SVD) (9; 10; 11) on the poloidal Mirnov array data.

The singular value decomposition (SVD) technique, also known as biorthogonal decom-

position (BD), is used in plasma physics to investigate the spatial and temporal structure of

magnetic perturbations (1; 9; 11; 12; 13; 14; 15; 16). SVD decomposes a set of signals evolving

in space and time into orthogonal spatial and temporal modes (17), with each spatio-temporal

pair weighted by a singular value. This method has been demonstrated to be a robust tool to

analyze fluctuations measured by multichannel diagnostics like poloidally and toroidally sepa-

rated magnetic probes and multi-chord SXR cameras (9; 10; 12; 13; 15). An important feature

of this method is that it does not require any assumptions about the spatial structure of the

MHD magnetic or SXR mode. If the signals are sinusoidal in both space and time then the

result of SVD and Fourier analysis will be identical. Some properties of the SVD method are

summarized as follows (12):

1. Rotating modes in the data are represented by degenerate singular values, each with its

own spatio-temporal structure;

2. Two or more spatial modes with different structures but rotating with same frequency

are identified as single mode by SVD with distorted spatial structure, meaning that SVD

cannot distinguish between different MHD modes of same frequency;

3. The singular values that are not related to a coherent spatial or temporal behavior are

small in amplitude, and lie in the noise of the signal.

The SVD breaks a rectangular, m× n matrix, A, into two rectangular matrices, U and V ,

and a diagonal, n× n matrix, Σ,

A = UΣV †. (5.1)

The columns of the signal matrix contain time history of individual channels, while each

row is the measured signal by all channels at one instance of time. Consider a signal matrix
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Figure 5.4: The singular values taken from the SVD of the poloidal magnetic field array from
shot 14092626 are plotted. The first and second singular values (black and red respectively)
appear degenerate possibly indicating a traveling wave.

composed of n channels with m sample points in time, then U can be thought of as a set of n

column vectors, ui, each of length m, while V † is a set of n row vectors, vi, again of length m.

This can be illustrated in the following way:


↑ ↑ ↑

s1 s2 · · · sn

↓ ↓ ↓


︸ ︷︷ ︸

Signal Matrix

=


↑ ↑ ↑

u1 u2 · · · un

↓ ↓ ↓


︸ ︷︷ ︸

Temporal Modes



σ1

σ2

. . .

σn


︸ ︷︷ ︸
Singular V alues/Weights



← v1 →

← v2 →
...

← vn →


︸ ︷︷ ︸

Spatial Modes

(5.2)

The result of the decomposition is a set of temporal modes, ui, arranged in columns, with

corresponding singular values or weights, σi, and a corresponding set of spatial modes, vi. The

matrix Σ contains the singular values arranged in a descending order. The condition of bi-

orthonormality implies that spatial modes are orthonormal, ui · uj = δi,j , and so are temporal

modes, vi · vj = δi,j . SVD generates the same number of biorthogonal modes as the number of

diagnostic signals used, with the first mode being the most coherent mode in the measurement,

and the last mode in most cases is uncorrelated background noise.
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Figure 5.5: The spatial modes (a) and temporal modes (b) for the strongest two SVD modes
taken from the SVD of the poloidal magnetic field array from shot 14092626 are shown. The
first and second singular values (black and red respectively) exhibit the same spatial (a) and
temporal structures (b) with an offset between them confirming that this is a traveling wave.

Applying this SVD technique to the poloidal magnetic field data from shot 14092626, the

resulting singular values can be seen in Fig. 5.4. The two strongest SVD modes are degenerate,

possibly indicating a traveling mode. Exploring this method further, the temporal and spatial

modes for the two strongest SVD modes are shown in Fig. 5.5. Both spatial and temporal

modes have similar structure yet offset by about half a phase which confirms that these two

SVD modes are a single traveling wave.

To highlight the spatial structure of the traveling wave in the poloidal magnetic field, the

right side of Fig. 5.6 shows the spatial structure of these modes in a poloidal cross-section

of CTH. On the left of Fig. 5.6, the contour plots of the poloidal magnetic field fluctuations

taken from the poloidal and toroidal arrays can be seen. The rotating mode identified by SVD

analysis agrees well with the m = 2 MHD poloidal mode number of the perturbation seen in

the poloidal array.

As shown in Fig. 5.3(b), the magnetic, density, and SXR fluctuations appear to oscillate at

the same frquency just prior to the disruption. The density and SXR fluctuations are analyzed

using the same SVD technique as for the poloidal magnetic field fluctuations. Fig. 5.7(a) shows

the principal frequencies taken from the SVD temporal structure for the strongest SVD modes
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Figure 5.6: (Left) contour plot of fluctuations measured by the poloidal (upper) and toroidal
(lower) Mirnov coil arrays s prior to the disruption. (Right), spatial structures from SVD of
the poloidal Mirnov array data; each dot represents a B-dot probe. The poloidal structure
is represented by a polar plot where the radial excursion is proportional to magnitude of the
perturbation and dashed circle represents zero perturbation. The spatial structures are identified
by their corresponding singular values (σ0 and σ1, degenerate in value).
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Figure 5.7: The results from the Singular Value Decomposition (SVD) analysis of the magnetic,
density, and SXR diagnostics using a moving 2ms window for shot 14092626 from Fig. 5.3
are shown. For (a), the principal frequencies of the strongest SVD mode for each diagnostic
are plotted. For (b), the singular values for the strongest SVD modes are plotted leading up to
the disruption. The disruption is highlighted in cyan.

for the magnetic, density, and SXR diagnostics. These frequencies were determined using a

Fast Fourier Transform (FFT) on the SVD temporal structures. Fig. 5.7(b) shows the strength

of the singular values of the strongest modes in the magnetic, density, and SXR fluctuations. As

shown in Fig. 5.7(b), the mode strengths of the three sets of diagnostics increase synchronously

just before the disruption. The principal frequencies in Fig. 5.7(a) start to match each other at

the same time that the modes start to grow together in Fig. 5.7(b). Our observation is that for

low vacuum rotational transform CTH density limit disruptions, the edge MHD m/n = 2/1

mode appears to grow until it couples with the core MHD modes (as seen in the sawtooth

central SXR signal in Fig. 5.3(b)) which would destroy the nested magnetic flux surfaces and

disrupt the plasma.

Because this investigation of low vacuum rotational transform disruptions indicates the

apparent growth of am/n = 2/1 MHD mode at the edge of the plasma, the bolometers installed

for the work in this thesis were used to study the emission at the plasma edge leading up to

a disruption. A recent disruption at low vacuum rotational transform is shown in Fig. 5.8

that includes bolometric data. The activity just before the disruption is consistent with Shot

14092626 (Fig. 5.3) with the magnetic fluctuations growing and the chordal density and central

SXR signals oscillating together just before the disruption.
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Figure 5.8: CTH disruption 20100633 having ῑvac = 0.040 and ῑfrac = 0.143. From top to
bottom are plasma current Ip, the loop voltage,the poloidal magnetic field fluctuations δB
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Figure 5.9: Side (a) shows the chords from the newly installed bolometer array with the V3FIT
reconstructed last closest flux surface (LCF) in red. Each bolometer possesses 20 chords. For
the bolometer located at the midplane (Z = 0.0m), the top most chord is channel 0 (most
upward angled) and the bottom most chord is channel 19 (most downward angled). Side (b)
shows the bolometer data in a 6ms window leading up to the disruption seen in Fig.5.8

Fig. 5.9(a) shows the geometry of the three camera bolometer/SXR array on CTH. The

bolometers are located at the poloidal angles of 0◦,60◦, and 300◦ as measured from the outboard,

midplane. Each bolometer has 20 chords. The chord channels for the midplane bolometer are

measured top-down with the top most chord being channel 0 (most upward angled) and the

bottom most chord being channel 19 (most downward angled). Also plotted in Fig. 5.9(a)

is a typical Last Closed Flux surface (LCFS) as generated by VMEC, and the poloidal view

of the CTH vacuum vessel at the location of the bolometers. Fig. 5.9(b) provides the up-

down chordally-symmetric view of the plasma taken by the midplane bolometer. Because the

highest signals from the bolometers are at the upper and lower edges of the plasma, we can

infer a hollow profile for the plasma emissivity. We also note the emission at these edges is

fluctuating. Seen in Fig. 5.9(b), the channels that view the top of CTH plasmas (channels 0-

9) produce an overall stronger signal than that from the bottom-viewing channels (channels

10-19). Density-limit disruptions generally require strong gas puffing to build up the density

within the limited time set by the available volt-second ohmic capability of the CTH capacitor

bank. The observed bolometer asymmetry, which is only evident in high density discharges,

results from the physical location of the gas puffers which are located at the top of CTH.
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Figure 5.10: The midplane bolometer channel with the largest normalized fluctuations is plotted
(a) showing the total signal, the SVD calculated background, and the normalized fluctuations.
Using this method, the six channels of largest normalized fluctuations were determined. Two
channels for each camera is a result of the hollow nature of the bolometer emissivty. Plotted
in (b), red lines indicate the channels for these six channels. The V3FIT-reconstructed q = 2
magnetic flux surface is plotted along with the last closed flux surface (LCF).

Using the bolometer data seen in Fig. 5.9(b), the fluctuations can be analyzed by subtract-

ing the background emission calculated using SVD. The top panel of Fig. 5.10(a) shows the

bolometer signal with the SVD background plotted for channel 4 of the midplane bolometer.

On the bottom panel, the same fluctuations are normalized to the background by dividing the

fluctuations by the background signal. Channel 4 was selected because it possesses the largest

normalized fluctuations on the midplane bolometer. Using the inference that the plasma emis-

sion is hollow, the two channels viewing either side of the center of the plasma that have the

largest normalized fluctuations can be found for each bolometer in our array. The six total

channels (two for each bolometer) have their chords plotted in Fig. 5.10(b). These chords, that

represent the channels possesing the largest normalized bolometer fluctuations, primarily fall

on the V3FIT reconstructed q = 2 flux surface which is plotted in Fig. 5.10(b) along with the

last closed flux surface (LCF). The bolometer fluctuations oscillate at the same frequency as the

MHD activity (m/n = 2/1), as determined from magnetic diagnostics in Fig. 5.8, just before

the disruption.
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Using a De-Convolutional Neural Network (DeCNN) (18) trained for CTH bolometer to-

mography, the bolometer signals can be inverted to resolve the plasma emission cross-section.

Fig. 5.11 shows the inverted bolometer fluctuations along with the poloidal magnetic field fluc-

tuations as determined by the Mirnov coils located twelve degrees toroidally away from the

bolometers (see Fig. 5.6 for the poloidal placement of the B-dot coils).

The reconstructed emission fluctuations appear to have two distinct structures, with one

being closer to the magnetic axis and one close to the q = 2 surface (dashed line). The emis-

sivity fluctuations near the magnetic axis and core plasma have a predominantly m = 1 mode

structure. The radially outermost fluctuation is significant given is location close to the q = 2

surface and its dominant m = 2 poloidal structure. We therefore postulate that this m = 2

bolometer fluctuation is associated with the rotating m/n = 2/1 tearing mode involved in the

density limit disruption as measured by the magnetics. Given that the SVD analysis shows

that the bolometer and magnetic fluctuations oscillate at the same frequency, we next map the

m = 2 magnetic fluctuations from the toriodal position they are measured to the location of the

bolometric arrays for comparison of the relative phase of the maxima and minima of the two

signals. Fig. 5.11 shows that the peak poloidal magnetic fluctuations correlate closely with the

peak emission fluctuations as both rotate. Peak poloidal magnetic field fluctuations are associ-

ated with the O-points of the magnetic island and hence we conclude that the peak emission as

measured by the bolometers comes from the m/n = 2/1 island O-points during these density

limit disruptions The evidence points to the source of the plasma emission fluctuations being

the rotating magnetic island seen in the magnetic diagnostics as a m = 2 mode. This result

appears to qualitatively agree with the theory of thermo-resistive magnetic islands being the

driving mechanism of density limit disruptions in tokamaks (19; 20; 21; 22; 23). An investiga-

tion into quantitatively understanding the thermo-resistive magnetic islands theory for CTH is

needed to further confirm this conclusion.

In summary, at low vacuum transform, we have found that CTH density limit disruptions

behave similarly to tokamak disruptions. The characteristic signs are a positive spike in plasma

current and a corresponding dip in loop voltage followed by a collapse of plasma current. Other

phenomena include a growth in MHD activity particularly a m/n = 2/1 mode that becomes
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Figure 5.11: A time history of the De-Convolutional Neural Network (DeCNN) inverted
bolometer fluctuations is shown with the poloidal magnetic field fluctuations. The bolome-
ters are located at the toroidal angle φ = 252◦ and the Mirnov coils at φ = 240◦. The magnetic
diagnostic consists of 34 Mirnov coils positioned on the inside of CTH’s vacuum vessel which
has a circular cross-section. The V3FIT reconstructed q = 2 flux surface is shown with dashed
lines.
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strong enough to be seen in the integrated density, SXR, and bolometer signals as indicated by

synchronous fluctuation growth and the apparent coupling of principal fluctuation frequencies.

Using the bolometers, the spatial location of the strongest fluctuations was determined to lie

on the V3FIT-reconstructed, q = 2 magnetic flux surface. Inverting the bolometer fluctuations,

the peak plasma emission fluctuations were found to correlate with the peaking peak poloidal

magnetic field fluctuations as both rotated poloidally. These results indicate that in tokamak-

like CTH density limit disruptions, radiating m/n = 2/1 magnetic islands grow significantly

in strength and radiated emission just before the disruption.

5.4 High Vacuum Rotational Transform CTH Termination

Plasma termination at high vacuum transform differs substantially from that observed at low

vacuum rotational transform. A typical high vacuum transform discharge evolution and termi-

nation is depicted in Fig. 5.12(a).

The dynamics of the reconstructed qedge and current profile show that the current profile is

slowly contracting and peaking in the core due to the plasma current ramp down as is shown

in the two lower panels of Fig. 5.12(a). No rapid profile contraction is observed prior to the

discharge termination as is seen at low vacuum transform. This slow contraction at high vacuum

transform, coupled with the plasma current, loop voltage, and decreasing SXR signals indicates

that the plasma is simply cooling down as the density is increased.

Missing are the growing poloidal magnetic field fluctuations, the sinusoidal oscillations

seen in the density and central SXR traces, and the large amplitude sawteeth in the central SXR

Fig. 5.12(b). The lack of large amplitude sawteeth seen in central SXR channels at high vacuum

rotational transform CTH discharges has been previously reported (3). Some high transform

plasma terminations still exhibit a small positive current spike as well as a small negative loop

voltage dip, but these characteristics are significantly weaker as compared to the low vacuum

rotational transform disruptions and do not appear to be driven by rearrangement of the current

profile due to large amplitude MHD activity.

While visually seen in Fig. 5.12 to be much smaller than those a low vacuum rotational

transform, the magnetic, density, and SXR fluctuations can be analyzed with the same SVD
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Figure 5.12: CTH disruption having ῑvac = 0.11 and ῑfrac = 0.40. From top to bottom for (a), are
the plasma current Ip, the loop voltage, the poloidal magnetic field fluctuations δBθ, the line-
averaged density ne, the central soft x-ray (SXR) signal, the V3FIT reconstructed qedge, and the
V3FIT reconstructed FWHM of the current profile. For (b), the magnetic field fluctuations, the
density, and the SXR signals are zoomed-in in time to highlight the absence of large fluctuations
as compared to Fig. 5.3. The disruption is highlighted in cyan.
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Figure 5.13: The results from the Singular Value Decomposition (SVD) analysis of the mag-
netic, density, and SXR diagnostics using a moving 2ms window for shot 14110713 from
Fig. 5.12 are shown. For (a), the principal frequencies of the strongest SVD mode for each
diagnostic are plotted. For (b), the singular values for the strongest SVD modes are plotted
leading up to the disruption. The disruption is highlighted in cyan.

technique used above. The result in Fig. 5.13 shows an absence of matching principal frequen-

cies (Fig. 5.13(a)) and synchronous growth in the SVD mode strength (Fig. 5.13(b)) just before

the disruption. The analysis of the bolometer signals for shots at high vacuum rotational trans-

form showed there was no correlation found between the bolometer fluctuations and any flux

surface activity, which is not surprising considering the lack of coupling discussed above for

high vacuum rotational transform disruptions.

In summary, CTH density related terminations at high vacuum rotational transform dif-

fer substantially from those at low vacuum rotational transform. There is no large growth in

magnetic activity and no large amplitude SXR sawteeth or core oscillations. A systematic

study of the frequency behavior between the poloidal magnetic field fluctuations, the density

measurements, and the SXR signals, reveals no evidence of synchronous oscillations due to

coupled MHD activity at high vacuum rotation transform. Instead these terminations appear to

be linked to the natural plasma current ramp down due to the discharge nearing its end as the

loop voltage ramps down. These relatively cold plasmas also have higher (∼ 50%) radiated

power fractions as discussed in the next session. These high transform terminations are deter-

mined by CTH operational characteristics and limitations as the plasma current is decreasing

naturally.

115



Figure 5.14: Plasma current and density at plasma termination for an ensemble of CTH density
limit terminations. Results are binned according to ranges of the vacuum rotational transform
ῑvac.

5.5 The Effect of Varying Vacuum Rotational Transform

The impact of increasing the level of vacuum transform on CTH density limit terminations

is illustrated in Fig. 5.14. The V3FIT-reconstructed densities of terminating hydrogen and

deuterium discharges are plotted versus the plasma current immediately prior to termination of

each of these discharges. For consistency, the termination is determined as the point in time just

before the positive plasma current spike and the negative loop voltage dip. The data in Fig. 5.14

are binned in three ranges of vacuum transform, low vacuum transform (ῑvac = .02 − .04),

medium vacuum transform (ῑvac = .07− .09), and high vacuum transform (ῑvac = .12− .15).

For CTH, the plasma current in high vacuum transform discharges is typically lower for a

given density than in lower vacuum transform plasmas. Nonetheless, the density at termination

for a given plasma current (e.g. Ip = 20 kA) increases with higher vacuum transform. As

shown in Fig. 5.14, the slopes of lines fit to the three groups of vacuum transform increase as

the transform increases.

The termination densities are normalized to the Greenwald density in Eq. 1.3 using the

experimental plasma current and plasma minor radius calculated from V3FIT reconstructions

and plotted in Fig. 5.15. Because CTH has fully 3D flux surfaces, the minor radius is taken
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Figure 5.15: Density at termination normalized to the Greenwald density for CTH disrupting
discharges is plotted versus the vacuum transform (ῑvac) and the fractional transform (ῑfrac) at
the termination.

to be the average minor radius. As the vacuum rotational transform in CTH discharges is

increased, the density at termination relative to the Greenwald density is found to increase

from a value of 1/2 the empirical limit to levels close to two times the limit. At high levels of

vacuum rotational transform (ῑvac > 0.15) and fractional rotational transform (ῑfrac > 0.40), the

densities can consistently surpass the Greenwald density limit.

In an attempt to understand how CTH can surpass the Greenwald limit, a subset of the

data was analyzed. This subset represents the most recent density limit campaign completed

in 2020 using deuterium for all the shots. To try to fit this data with the other density limit

scalings from both tokamaks and stellarators, we resorted to the three main density limit scaling

described earlier (Greenwald, Hugill, and Sudo limits), the respective ratios for each are plotted

in Fig. 5.16. The Hugill scaling factor CH is set to the most widely accepted value of CH = 1.14

(24) and the q used is the VMEC calculated equilibrium q not the cylindrical q, so this is a

modified form of the Hugill limit using the actual MHD q. The Sudo limit scales linearly

primarily because the input power for CTH is ohmic (ie. Pin ∝ I2P ). However, the Hugill ratio

stays mostly below unity which is the desired outcome for a density limit scaling. We mean

by this that if we were to base our selection of empirical density limit scalings on this plot,

we would choose the Hugill limit as it is not systematically surpassed and the density ratio

flattens off just underneath unity. However, at low levels of vacuum and fractional rotational
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Figure 5.16: Density at disruption normalized to Greenwald density, Hugill density, and Sudo
density for CTH disrupting discharges vs. vacuum transform (ῑvac) and fractional transform
(ῑfrac) at the disruption.

transform, the values for the Greenwald and Hugill densities are close to each other. They only

begin to deviate as the the vacuum rotation transform reaches a value of ῑvac = 0.125 as seen in

Fig. 5.16.

An explanation of the similarity of the Hugill and Greenwald limits at low vacuum ro-

tational transform, which is a more tokamak-like regime for CTH, as well as their deviation

at high levels of vacuum rotational transform, which is more stellarator-like, can be shown by

rewriting the Hugill limit in Eq. 1.2 to have the form:

nH = CH
BT

R0

(ῑplasma + ῑvac) (5.3)

using the definition of q = 1/ῑ and the total rotational transform from Eq. 3.3. If the cylindri-

cal plasma definition for the rotational transform is used (instead of the fully 3D flux surface

averaged one gained from V3FIT reconstructions), Eq. 5.3 can be rewritten as

nH = CH

(
BT
R0

µ0R0IP
2πa2BT

+
ῑvacBT

R0

)
= CH

(
µ0IP
2πa2

+
ῑvacBT

R0

)

nH ≈ nG +
ῑvacBT

R0

(5.4)
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At low levels of ῑvac, CTH is tokamak-like and the Hugill and Greenwald limits qualitatively

agree. But, as more ῑvac is applied, the second term in Eq. 5.4 becomes more impactful which

is evident in CTH as densities surpass the Greenwald limit (Fig. 5.16).

While the above discussion helps to qualitatively explain the results shown in Fig. 5.16,

before an empirical scaling can be declared more beneficial for predicting tokamak density

limits, a case study must performed for individual shots. Fig. 5.17 shows the the low transform

discharge discussed in Sec. 5.3 and a high vacuum rotational transform discharge. Focusing

on the third panel down, we see the evolution of the densities in addition to the Greenwald

and Hugill densities which are calculated using V3FIT reconstructed values at each time. For

both of these shots, the Hugill density is closer to the plasma density than the Greenwald at

the time of the termination. For the low vacuum rotational transform termination, the density

reaches the calculated Hugill limit before reaching the Greenwald limit. For the high vacuum

rotational transform termination, the Greenwald density is surpassed by the plasma densities,

but the termination does not occur until the Hugill and plasma densites are almost the same.

It is only as the plasma density comes to the Hugill density that the tokamak-like disruption

characteristics, namely a plasma current spike and loop voltage dip, appear. Comparing the

results of Fig. 5.16 and Fig. 5.17, the Hugill limit, calculated using the V3FIT reconstructed

rotational transforms (Eq. 5.3), possesses greater density limit termination prediction ability

than the Greenwald limit.

5.6 The Driving Mechanism of Density Limit Terminations at

High Vacuum Rotational Transform

While the Hugill limit may be more beneficial in predicting the tokamak-like appearance of

the positive plasma current spike and corresponding loop voltage dip at high vacuum rotational

transform, the termination of these plasmas is not determined by this phenomena. These plas-

mas are slowly contracting due to the decreasing plasma current and only happen to exhibit the

tokamak-like disruption characteristics of a loop voltage dip and plasma current spike during

their collapse.
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Figure 5.17: Shots 20100633 and 20101331 are plotted showing the plasma current, the loop
voltage, and the plasma density. The density with the corrected path length, the calculated
Greenwald density, and the calculated Hugill density are also plotted.The bottom two panels
contain the total input and output powers (ohmic and radiated) as well as the radial position of
the peak bolometer emission location.
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Figure 5.18: The radiated power at the disruption, calculated from the bolometer signals using
an Abel inversion, as well as the ohmic input power, taking into consideration the inductive
contributions of the changing plasma current, are plotted versus vacuum and fractional rota-
tional transform.

To understand the driving mechanism of the slow plasma collapse, we start by investi-

gating the effects of radiation on the plasma. This study is motivated by the global power

balance of input power and radiated power known to impact the density performance on pure

stellarators. Returning to Fig. 5.17, the second from the bottom panel shows the ohmic input

power and the total radiated power. The total radiated power is calculated by inverting the ab-

solutely calibrated bolometers (see Appx. B) using a magnetic flux surface inversion producing

a poloidal slice of plasma emission. Under the assumption that the radiation is toroidally sym-

metric, the total radiated power can be found. The input power is ohmic and can be calculated

using the evolving values of the measured loop voltage and plasma current and the V3FIT re-

constructed inductance (see Eq. 2.1.11 in (25)). From Fig. 5.17, we find that the radiation may

be a contributing factor in the slow contraction of the plasma at high vacuum transform.

To consider an ensemble study of power balance, Fig. 5.18 shows the ohmic input power,

taking into consideration inductive effects, and the total radiated power which is calculated from

the DeCNN inverted bolometer signals. While there is more scatter at low vacuum rotational

transform, we find that the radiated power becomes more significant at high vacuum rotational

transform. However, it does not surpass the input power for any of the terminations. This result
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is distinct from typical stellarators where the radiated power can eclipse the input power as the

density is ramped up.

In general, we find that plasma terminations at high vacuum rotational transform are differ-

ent that those at low vacuum rotational transform. The plasmas are found to be smaller in size

as the vacuum rotational transform is increased. These plasmas also contract as the density is

increased and the plasma current decreases, which causes the current profile naturally to peak.

This contraction of the plasma, coupled with the decreased total plasma currents, at high vac-

uum rotational transform is most likely caused by an increased resistivity of the plasma as more

particles are toroidally trapped due to the magnetic configuration become more stellarator-like.

5.7 Empirical Definition of the Transition from

Tokamak-like Disruptions to Weak Terminations

Density limit plasma terminations on CTH at low levels of vacuum and fractional rotational

transforms exhibit many tokamak-like characteristics. As the vacuum rotational transform

(and fractional rotational transform) is increased, the tokamak-like characteristics fade away

completely except for a plasma current spike and loop voltage dip which considerably lessen

in intensity. The plasma terminations at high vacuum rotational transform, which behave as

slowly contracting plasmas, are fundamentally different than those at low vacuum rotational

transform, which exhibit the strong plasma disruption characteristics found in tokamaks.

To quantitatively distinguish the two extremes, we attempt to define what is a true disrup-

tion on CTH based on its corresponding poloidal magnetic field fluctuations which correlate to

MHD activity on multiple diagnostics. Fig. 5.19 shows the poloidal magnetic field fluctuations

at the time of peak plasma current and just before the termination. The values are taken from an

average over a 2ms window. Based on the magnetic fluctuations at the terminations shown in

Fig. 5.19, the cutoff point that distinguishes the disruptions from the weak plasma terminations

was set to 0.3G. A possible explanation of the weakened strength of the poloidal magnetic

field fluctuations at the termination for high vacuum transform discharges is that, as the plasma

is contracting, the source of the magnetic fluctuations in the plasma becomes physically farther

away from the magnetic diagnostics resulting in weaker diagnostics signals. Discharges with
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Figure 5.19: The poloidal magnetic field fluctuations, averaged over a 2mswindow, at the time
of peak plasma current and just before the termination are plotted versus vacuum and fractional
rotational transform. The red line represents the cutoff value (0.3G) used to distinguish the
disruptions from the weak terminations.

poloidal magnetic field fluctuations just before the termination that are weaker than the cutoff

value are classified as weak plasma terminations.

To understand the relevance of this definition on the previously shown work, Fig. 5.16

can be replotted to show the demarcation between weak terminations and actual tokamak-like

disruptions. Fig. 5.20 shows the replotted Greenwald and Hugill density ratios. Observing the

Greenwald ratios, the cutoff appears on average just as the Greenwald ratio hits unity which also

corresponds to a fractional rotational transform value of ῑfrac = 0.5. For the Hugill ratios, the

cutoff mostly appears where the Hugill and Greenwald ratios start to differ significantly. The

empirical definition of a disruption on CTH, as based on poloidal magnetic field fluctuations,

could possibly indicate the point at which CTH operationally switches from a tokamak-like

discharge with significant 3D magnetic fields to a current carrying, stellarator-like discharge.

In review, an empirical definition of CTH disruptions based on poloidal magnetic field

fluctuations demonstrates some interesting correlations with the density limit scalings. How-

ever, it is greatly limited in that it cannot provide a physics definition of a disruption and could

be greatly influenced by other phenomena. As the vacuum rotational transform is raised, the

reconstructed last closed flux surface (LCF) shrinks in size meaning that any poloidal mag-

netic field activity located near or close the LCF on average becomes physically farther away
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Figure 5.20: The replotting of Fig. 5.16 that distinguishes the weak terminations from the
disruptions.

from the magnetic probes producing a weaker signal. Also, with the changing externally ap-

plied rotational transform profile, the magnetic surface on which the poloidal magnetic field

activity originates may be pushed closer to the core resulting in weaker detected fluctuations.

Further investigation is required to determine the significance of these phenomena on the CTH

disruptions and its definition.

5.8 Discussion and Future Work

Because the existence of density limits in toroidally confined plasmas has significant impacts

on fusion programs around the world, extensive understanding of the physics behind the Green-

wald density limit is of great importance. We have shown that the density-limiting behavior of

CTH plasmas is qualitatively similar to that seen in tokamaks at low vacuum rotational trans-

form, and is consistent with the classic final scenario of the density limit: current profile shrink-

age leads to growing MHD instabilities (usually m/n = 2/1 tearing mode) followed by loss of

MHD equilibrium, and final disruptions. The affects of the growing MHD mode were evident

across multiple diagnostics with the bolometers fluctuations pointing to a spatial origination on

the q = 2 flux surface. Inverting the bolometer fluctuations, the peak plasma emission fluctua-

tions were found to correlate with the peaking peak poloidal magnetic field fluctuations as both

rotated poloidally. These results indicate that in tokamak-like CTH density limit disruptions,
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radiatingm/n = 2/1 magnetic islands grow significantly in strength and radiated emission just

before the disruption.

The hybrid plasmas of CTH also show a unique feature that increasing the external rota-

tional or vacuum transform leads to stable operation at densities above the Greenwald limit.

However, discharges at these magnetic field configurations show a slow plasma collapse which

is similar to that seen in a traditional stellarator. In general, we find that while terminations

at high vacuum rotational transform are different that those at low vacuum rotational trans-

form, this difference is not driven by a radiative collapse. But the plasmas are still found to be

smaller in size as the vacuum rotational transform is increased. This shrinkage of the plasma,

coupled with the decreased plasma currents, at high vacuum rotational transform is most likely

caused by an increased resistivity of the plasma as more particles are toroidally trapped due to

the magnetic configuration become more stellarator-like. Based on the poloidal magnetic field

fluctuations, an empirical definition that distinguishes a CTH disruption from a weak plasma

termination has been established.

The physics underlying the tokamak-like density limit in CTH plasmas may be ascribed to

a radiative instability localized to a specific rational surface. The best predictor of the tokamak-

like density limit characteristics across all ranges of vacuum rotational transform was found to

be the Hugill density limit not the Greenwald limit. Of important significance, at increasing

levels of vacuum rotational transform, the performance of the CTH plasmas (ie. the slow col-

lapse) is not dictated by either Greenwald or Hugill limits but seems to be caused by increased

plasma resistivity possibly due to toroidally trapped particles.

While the available range of CTH diagnostics did provide insight into the growing MHD

activity at low levels of vacuum rotational transform, in that frequency coupling was observed

just before the disruption, future bolometer/two-color soft x-ray (SXR) installations could pro-

vide better spatial and plasma temperature information to be used with existing inversion tech-

niques in order to flesh out the spatial dynamics seen in the plasma. The goal of such an

implementation would be to observe the radiation produced by any island structure located at

the q = 2 flux surface. This bolometer and SXR data, coupled with data reconstruction soft-

ware that is capable of solving the plasma equilibrium with magnetic islands present (such as
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SIESTA (26; 27)) would provide the best possible analysis of the MHD activity driving the

tokamak-like density limit. In addition, a study of the increased levels of plasma resistivity at

high levels of vacuum rotational transform who be of great benefit to future hybrid devices.
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Chapter 6

Summary and Future Work

6.1 Summary

While the majority of the work described in this thesis revolves around CTH and density limit

disruptions, a wavelength calibration system for x-ray imaging crystal spectrometers using di-

rect illumination of the spherical diffracting crystal has been developed, tested, and designed

for XICS on W7-X. This system will provide a wavelength calibration across the whole detec-

tor with very high accuracy (limited mainly by integration time), but with a single remaining

systematic offset. The random error in the measurement is estimated to be 3×10−7 Å (50 m/s)

with a systematic error of 1 × 10−5 Å (1 km/s). This greatly improves the ability to measure

perpendicular flow profiles to high accuracy, and will allow, for the first time on W7-X, paral-

lel flow velocities to be simultaneously measured up to the larger systematic accuracy. Future

improvements of the systematic accuracy are expected from future planned improvements in

determination of the absolute location of the x-ray source and cross calibration with other di-

agnostics. In conjunction with the new calibration system, XICSRT, a x-ray ray tracing code

in Python, has been developed and released to the public. XICSRT has already been used for

development and enhancement of XICS systems for ITER, NIF, and W7-X.

To further the study of CTH density limit disruptions, bolometers were serendipitously in-

stalled on CTH. A De-Convolution Neural Network (DeCNN) based inversion method has been

developed for the new bolometer arrays to capitalize on the available spatial information. This

DeCNN, while structurally similar to DeCNNs developed elsewhere, is fundamentally different

130



because of the absence of a preexisting bolometer emissivity reconstructions. Without preexist-

ing high quality bolometer inversions available, the DeCNN was trained using synthetic data.

With a goal of domain randomization, synthetic data was developed that produced a trained

DeCNN that was well generalized and produced better results on real bolometer data than a

magnetic flux surface inversion. In addition, a custom loss function was introduced that pro-

duced a better trained DeCNN than one that used the built-in loss function. This new DeCNN

approach allows for quicker bolometer inversions and the ability to study the fluctuations seen

in the bolometer data. The fluctuation pattern rotates in the positive poloidal angle direction

with a frequency of approximately 5kHz. Using the DeCNN inversion, the total radiated power

can be calculated quickly and was found to be in good agreement with previous methods.

Because the existence of density limits in toroidally confined plasmas has significant im-

pacts on fusion programs around the world, extensive understanding of the physics behind

the Greenwald limit, in particular, is of great importance. This thesis has shown that the

density-limiting behavior of CTH plasmas is qualitatively similar to that seen in tokamaks at

low vacuum rotational transform, and is consistent with the classic final scenario of the density

limit: current profile shrinkage leads to growing MHD instabilities (usuallym/n = 2/1 tearing

mode) followed by loss of MHD equilibrium, and final disruptions. The affects of the growing

MHD mode were evident across multiple diagnostics with the bolometers fluctuations pointing

to a spatial origination on the q = 2 flux surface. The hybrid plasmas of CTH also show a

unique feature that increased external rotational or vacuum transform leads to stable operation

at densities above the Greenwald limit. However, discharges at these magnetic field configura-

tions show a slow plasma collapse which is similar to that seen in a traditional stellarator.

The physics underlying the tokamak-like density limit in CTH plasmas may be ascribed to

a radiative instability localized to a specific rational surface. The best predictor of the tokamak-

like density limit characteristics across all ranges of vacuum rotational transform was found

to be Hugill density limit not the Greenwald limit. Of important significance, at increasing

levels of vacuum rotational transform, the performance of the plasma (ie. the slow collapse) is

not dictated by either Greenwald or Hugill limits but seems to be caused by increased plasma

resistivity possibly due to toroidally trapped particles.

131



6.2 Future Work

In the future, without the long computational times, the DeCNN based total radiated power

could be used as a runday diagnostic for CTH operators and coordinators. Seeing a ring of

emissivity in the background bolometer inversion, it might be possible extract contours of con-

stant bolometer emissivity to use as a proxy for magnetic flux surfaces to invert the interferom-

eter (1) density measurements to get a plasma density profile.

A DeCNN meant for SXR inversions could also be trained using synthetic data that al-

lowed peak profiles. In addition, a Tikhonov regularization using various functionals, such as

the Minimum Fisher Information, could be developed to provide a higher quality check of the

DeCNN inversions. Also, because domain randomization of synthetic data has been linked to

model-based Bayesian formalism, the developement of a Bayesian inversion method, with or

without a model basis, would further illustrate the potential of the synthetically-trained DeCNN

inversion method.

The inclusion of additional bolometer arrays, such as a six bolometer (each with 20 chan-

nels) array setup to be poloidally symmetric and at a different toroidal location than the existing

array, with its subsequently trained DeCNN inversion, would allow both an even more accurate

total radiated power estimate and an opportunity to track bolometer emission moving toroidally

across the plasma. This additional bolometer information could be coupled with magnetic di-

agnostics using a Siesta-based V3FIT (2; 3) reconstruction to attempt to map magnetic islands

with bolometer emission which would provide the best possible analysis of the MHD activity

driving the tokamak-like density limit. In addition, a study of the increased levels of plasma

resistivity at high levels of vacuum rotational transform who be of great benefit to future hybrid

devices.
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Appendix A

Overview of Python Scripts Written for CTH Data Access and Analysis

This appendix describes the codes that I wrote to analyze, grab, or filter the data presented

in this thesis. With multiple individuals already using and modifying these scripts for their

own work, this appendix serves as a short reference and introduction to what has already been

developed for CTH in the Python programming language. All scripts were written using Python

3.6. The codes are located on CTH group’s hard drive known as ‘bonnie’ under one of the

following directories:

1. /Python/

2. /Python/recon/

3. / Users/Kring/python/

The programs were written using Python 3.6 but have shown good compatibility with

more recent versions. Anaconda is the recommended distribution of Python. It provides an

easy packaging system using the conda environment with a large list of widely used libraries.

In addition, most external packages can easily be installed using the conda install method using

the Anaconda Prompt.

A.1 CTH Data Access and Processing Scripts

For CTH Data access, MDS+ must be installed on the computer as well as for Python. If the

Python scripts do not work, try making a local copy of the MDS+ Python files and directly
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import them into the scripts. Most issues with MDS+ can be resolved if the computer is using

the most recent version of MDS+.

cthdata.py Class(es): CTHData. Generic class to access the CTH MDS+ tree.

cthsxr.py Class(es): Bolometer, SXR TN. Grabs and calibrates the bolometer and SXR data

for a given shot. Includes contour plotting routines. Uses: CTHData.

cthmagnetics.py Class(es): Mirnov240Data, ToroidalData. Grabs and calibrates the B-dot

probes in the poloidal array at φ = 240 as well as the toroidal array. Includes contour

plotting routines. Uses: CTHData.

magnetic shift.py Class(es): MagneticAxisVerticalShift. Class that calls specific cube coils

to get an estimate of the vertical shift of the plasma. Uses: CTHData.

A.2 V3FIT Reconstruction Scripts

These scripts were intended to be used on a reconstruction server such as Recon2 or Recon3.

In principle, they can be used for a local installation of V3FIT.

v3data.py Class(es): V3Data. Class is modeled off previous Labview programs to grab the

data needed for V3FIT reconstructions. Uses: CTHData.

recon input.py Class(es): InputClass. Class is the workhorse for grabbing data and parsing

it into V3FIT friendly input files. The reconstruction, and subquent reconstructions if

multiple times are being reconstructed, can run through class. It Can be used directly

or with the commandline interfaces recon runner.py and full shot runner.py. Uses:

V3Data.

recon runner.py Class(es): None. Interface for running V3FIT reconstruction for a single

shot at set time(s) from the command line on Recon2 or Recon3. Multiple requirements

for use including MDS+ and V3FIT. intall steps.txt is the recommended installation

procedure for use. Uses: InputClass.
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full shot runner.py Class(es): None. Interface for running V3FIT reconstruction for the full

shot with starting/stopping times and number of reconstructions given from the command

line on Recon2 or Recon3. Multiple requirements for use including MDS+ and V3FIT.

intall steps.txt is the recommended installation procedure for use. Uses: InputClass.

vmec.py Class(es): wout file. Class to read the VMEC and V3FIT produced wout files. In-

cluded functions can give the magnetic flux surface coordinates in machine coordinates

(R,Z,φ).

result file.py Class(es): result file. Class to read the result files produced with V3FIT.

A.3 Bolometer Specific Scripts

Machine learning specific scripts require a Python environment with Tensorflow installed. Us-

ing Anaconda as recommended above, a environment can be created for Tensorflow usage with

CPU using the following commands in the Anaconda Prompt:

> conda c r e a t e −n t f t e n s o r f l o w

> conda a c t i v a t e t f

which creates a tf conda environment. To access, the environment must be activated which

allow subsequently run scripts to use this custom environment. A similar method can be used

for GPU ready Tensorflow:

> conda c r e a t e −n t f −gpu t e n s o r f l o w −gpu

> conda a c t i v a t e t f −gpu

In general, I recommend all training be done via GPU, but usage of a trained machine learning

model is easily done with a CPU.

cthsxr.py Class(es): Bolometer, SXR TN. Grabs and calibrates the bolometer and SXR data

for a given shot. Includes contour plotting routines. Uses: CTHData.

flux surface grid inv direct.py Class(es): FluxSurfaceGrid. Generic class to handle in-

verted bolometer signals including. plotting. Depending on the size of the inversion
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grid, the class can generate the projection matrix for any defined line of sight. Can be

used with or without a V3FIT reconstructed wout file.

direct inversion.py Class(es): ConstrainedTransform. This class can perform a magnetic

flux surface inversion when provided with a wout file from a V3FIT reconstruction.

pathlength.py Class(es): Pathlength2D. Class called by ConstrainedTransform and Flux-

SurfaceGrid to handle intersections of lines of sight with inverted plasma emission grids

or reconstructed magnetic flux surfaces.

cth bolometer inversion.py Class(es): CTHBolometerInversion. This class uses Constrained-

Transform and FluxSurfaceGrid to perform an SVD based direct inversion of the

bolometer signals. Process needs considerable refinement.

ml generate data.py Class(es): None. Script to generate data for DeCNN training. The pa-

rameter randomization can be modified easily to switch between hollow and peaked emis-

sion profiles with hotspots. Uses: FluxSurfaceGrid.

adam custom loss.py Class(es): None. Script to define and train a De-Convolutional Neural

Network (DeCNN) using a CPU. Script requires a slight modification for GPU training.

Script must be used in a Python environment where tensorflow has been installed.

keras custom loss.py Class(es): CustomLoss. Class to be used for trained DeCNN models

that have an architecture with custom loss function as described in Chap. 4. Script must

be used in a Python environment where tensorflow has been installed. Uses: Custom-

Loss.

cth decnn.py Class(es): DeCNN. Class to use a trained DeCNN model with real data. Script

must be used in a Python environment where tensorflow has been installed. Uses: Cus-

tomLoss.

decnn runner.py Class(es): None. Script to be used from the command line to use the

DeCNN on real bolometer or SXR data. Script must be used in a Python environment

where tensorflow has been installed. Uses: DeCNN.
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A.4 Data Analysis Scripts

For convenience, most of the routines used for analysis (such as SVD, data smoothing or filter-

ing, FFT, etc.) can be found in the following scripts. The correct way to uses these functions is

to import the proper class and then call the needed function. An example is as follows:

from g e n e r a l a n a l y s i s import A n a l y s i s

an = A n a l y s i s ( )

x = np . l i n s p a c e ( 0 , 1 , 1 0 0 )

v a l u e t o f i n d = . 6

v a l u e i n d e x = an . f i n d c l o s e s t i n d e x ( x , v a l u e t o f i n d )

general analysis.py Class(es): Analysis. Class serves to simply call custom analysis func-

tions. Examples include: Singular Value Decomposition (SVD), Fast Fourier Transform

(FFT), Hilbert Transform, plotting the vacuum vessel of CTH for bolometer inversions,

disruption analysis using SVD, interpolation been bolometer viewing chords, custom

profiles for plotting, Butterworth filter, conversion of a string containing an array to an

actual array, etc. Uses: Pathlength2D, FluxSurfaceGrid.

video analysis.py Class(es): VideoAnalysis. Class that can before video related data analysis

including converting a Numpy array from inverted CTH bolometer data into a video.

Also includes the capability to study contours in images or videos.

A.5 Python Plotting

I have found through much trial and error that high quality plots can be made in Python using

complicated scripting. For Fig. A.1, the Python script is below. This working example with

data can be found at

/Python/plotting/kring example plot/kring example plot.py.
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Figure A.1: Complex plot example.

import numpy as np

import m a t p l o t l i b

from f l u x s u r f a c e g r i d i n v d i r e c t import F l u x S u r f a c e G r i d

from g e n e r a l a n a l y s i s import A n a l y s i s

an = A n a l y s i s ( )

m a t p l o t l i b . r cPa rams . u p d a t e ( m a t p l o t l i b . r c P a r a m s D e f a u l t )

m a t p l o t l i b . r cPa rams [ ’ t e x t . u s e t e x ’ ] = True

m a t p l o t l i b . r cPa rams [ ’ t e x t . l a t e x . p reamble ’ ] = [

r ’\ u s e p a c k a g e {amsmath} ’ ,

r ’\ u s e p a c k a g e {amssymb} ’ ,

r ’\ u s e p a c k a g e { c o l o r } ’ ,

r ”\DeclareRobustCommand *{\ i o t a b a r }{\ e n s u r e m a t h {\ r a i s e b o x { −.7 ex }{$\mathcha r ’26 $}

\mkern −8mu \ boldsymbol {\ i o t a }}} ” ,

r ”\DeclareMathSymbol {\mh}{\mathord }{ o p e r a t o r s }{ ‘\−} ” ]
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m a t p l o t l i b . r cPa rams . u p d a t e ({ ’ f o n t . s i z e ’ : 15} )

m a t p l o t l i b . r cPa rams . u p d a t e ({ ’ f o n t . w e i gh t ’ : ’ bo ld ’ } )

m a t p l o t l i b . r c ( ’ f o n t ’ , **{ ’ f a m i l y ’ : ’ sans − s e r i f ’ , ’ sans − s e r i f ’ : [ ’ DejaVu Sans ’ ] } )

m a t p l o t l i b . r c ( ’ t e x t ’ , u s e t e x =True )

p l t = m a t p l o t l i b . p y p l o t

Line2D = m a t p l o t l i b . l i n e s . Line2D

g r i d s p e c = m a t p l o t l i b . g r i d s p e c

f o n t = { ’ w e i gh t ’ : ’ bo ld ’ ,

’ s i z e ’ : 15 ,}

# I n i t i a t i n g Flux S u r f a c e Grid

w f i l e = ’ wout . example . nc ’

g r i d 1 = F l u x S u r f a c e G r i d ( w f i l e , s i z e =96)

g r i d 1 . m a k e g r i d ( m a n u a l l y s e t s i z e =True ,

s i z e = [ [ 0 . 7 5 − 0 . 2 9 5 , 0 . 7 5 + 0 . 2 9 5 ] , [ − 0 . 2 9 5 , 0 . 2 9 5 ] ] )

# Compare models w i t h vacuum v e s s e l p l o t t e d

f i g = p l t . f i g u r e ( f i g s i z e = ( 1 8 , 1 0 ) )

gs = g r i d s p e c . Gr idSpec ( 3 , 3 , h e i g h t r a t i o s = [ . 0 0 0 1 , 1 . 2 , 1 ] ,

w i d t h r a t i o s = [ 1 , 1 , 1 ] ) # , hspace =0)# , wspace =0 .1 , hspace = . 1 )

p l t . s u b p l o t ( gs [ 0 , : ] )

p l t . t i t l e ( r ’ $\ bo ld {Shot \ , 20100633 \ , ( \ i o t a b a r { vac } = . 0 4 0 \ ,

| \ , \ i o t a b a r { f r a c } = . 0 1 1 )} $ ’+

’\n ’+ r ’ $\ bo ld { Comparison \ , o f \ , I n v e r s i o n \ , R e s u l t s }$ ’ ,

f o n t s i z e =20)

p l t . a x i s ( ’ o f f ’ )

p l t . s u b p l o t ( gs [ 1 , 0 ] )
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b o l o i n v g r i d = np . l o a d ( ’ b o l o i n v g r i d . npy ’ )

g r i d 1 . g r i d [ ’ g r i d d a t a ’ ] = b o l o i n v g r i d / 1 E3

g r i d 1 . p l o t g r i d ( c b a r l a b e l = r ’ $\ bo ld {kW/mˆ3} $ ’ )

an . p l o t v a c u u m v e s s e l ( c i r c l e s i z e = . 4 4 )

p l t . x l a b e l ( r ’ $\ bo ld {R \ , (m)} $ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

p l t . y l a b e l ( r ’ $\ bo ld {Z \ , (m)} $ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

p l t . t i t l e ( r ’ $\ bo ld { Flux \ , S u r f a c e \ , I n v e r s i o n }$ ’ ,

f o n t s i z e =20)

p l t . s u b p l o t ( gs [ 1 , 1 ] )

b u i l t i n g r i d = np . l o a d ( ’ d e c n n b u i l t i n l o s s g r i d . npy ’ )

g r i d 1 . g r i d [ ’ g r i d d a t a ’ ] = b u i l t i n g r i d / 1 E3

g r i d 1 . p l o t g r i d ( c b a r l a b e l = r ’ $\ bo ld {kW/mˆ3} $ ’ )

an . p l o t v a c u u m v e s s e l ( c i r c l e s i z e = . 4 4 )

p l t . x l a b e l ( r ’ $\ bo ld {R \ , (m)} $ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

p l t . y l a b e l ( r ’ $\ bo ld {Z \ , (m)} $ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

p l t . t i t l e ( r ’ $\ bo ld {DeCNN: \ , B u i l t \ t e x t {−} i n \ , Loss \ , F u n c t i o n }$ ’ ,

f o n t s i z e =20)

p l t . s u b p l o t ( gs [ 1 , 2 ] )

c u s t o m g r i d = np . l o a d ( ’ d e c n n c u s t o m l o s s g r i d . npy ’ )

g r i d 1 . g r i d [ ’ g r i d d a t a ’ ] = c u s t o m g r i d / 1 E3
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g r i d 1 . p l o t g r i d ( c b a r l a b e l = r ’ $\ bo ld {kW/mˆ3} $ ’ )

an . p l o t v a c u u m v e s s e l ( c i r c l e s i z e = . 4 4 )

p l t . x l a b e l ( r ’ $\ bo ld {R \ , (m)} $ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

p l t . y l a b e l ( r ’ $\ bo ld {Z \ , (m)} $ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

p l t . t i t l e ( r ’ $\ bo ld {DeCNN: \ , Custom \ , Loss \ , F u n c t i o n }$ ’ ,

f o n t s i z e =20)

p l t . s u b p l o t ( gs [ 2 , 0 ] )

p x = np . l i n s p a c e ( 0 , 5 9 , 6 0 )

b o l o i n v s i g n a l s = np . l o a d ( ’ b o l o i n v s i g n a l s . npy ’ )

b o l o d a t a s u b = np . l o a d ( ’ b o l o d a t a . npy ’ )

mse0 = np . sum ( ( b o l o d a t a s u b − b o l o i n v s i g n a l s ) * * 2 ) / 6 0

p l t . p l o t ( p x , b o l o d a t a s u b / 1 E3 , ’ k ’ ,

l a b e l = r ’ $\ bo ld {Measured \ , S i g n a l s }$ ’ )

p l t . p l o t ( p x , b o l o i n v s i g n a l s / 1 E3 , ’ r ’ ,

l a b e l = r ’ $\ bo ld { I n v e r t e d \ , S i g n a l s }$ ’ )

p l t . x l a b e l ( r ’ $\ bo ld {Channel \ , Number}$ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

p l t . y l a b e l ( r ’ $\ bo ld {Bolomete r \ , S i g n a l }$ ’ + ’\n ’ +

r ’ $\ bo ld { (kW/mˆ 2 )} $ ’ , f o n t s i z e = 20 , we i gh t = ’ bo ld ’ , u s e t e x =True )

l e g = p l t . l e g e n d ( prop = f o n t , n c o l =2 , l o c =9 , f rameon = F a l s e )

l e g . g e t t e x t s ( ) [ 1 ] . s e t c o l o r ( ’ r ’ )

l e g . s e t t i t l e ( r ’ $\ bo ld {Mean \ , Squared \ , E r r o r :} $ ’ +

’ { : . 2 E} ’ . format ( mse0 ) , p rop ={ ’ s i z e ’ : 1 5} )

p l t . y l im ( [ − . 0 5 , 2 1 ] )
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p l t . s u b p l o t ( gs [ 2 , 1 ] )

p x = np . l i n s p a c e ( 0 , 5 9 , 6 0 )

b u i l t i n s i g n a l s = np . l o a d ( ’ d e c n n b u i l t i n l o s s s i g n a l s . npy ’ )

mse1 = np . sum ( ( b o l o d a t a s u b − b u i l t i n s i g n a l s ) * * 2 ) / 6 0

p l t . p l o t ( p x , b o l o d a t a s u b / 1 E3 , ’ k ’ ,

l a b e l = r ’ $\ bo ld {Measured \ , S i g n a l s }$ ’ )

p l t . p l o t ( p x , b u i l t i n s i g n a l s / 1 E3 , ’ r ’ ,

l a b e l = r ’ $\ bo ld { I n v e r t e d \ , S i g n a l s }$ ’ )

p l t . x l a b e l ( r ’ $\ bo ld {Channel \ , Number}$ ’ , f o n t s i z e = 20 ,

we ig h t = ’ bo ld ’ , u s e t e x =True )

# p l t . y l a b e l ( r ’ $\ bo ld {Bolome te r \ , S i g n a l \ , (kW /mˆ 2 )} $ ’ ,

f o n t s i z e = 20 , we ig h t = ’ bo ld ’ , u s e t e x =True )

l e g = p l t . l e g e n d ( prop = f o n t , n c o l =2 , l o c =9 , f rameon = F a l s e )

l e g . g e t t e x t s ( ) [ 1 ] . s e t c o l o r ( ’ r ’ )

l e g . s e t t i t l e ( r ’ $\ bo ld {Mean \ , Squared \ , E r r o r :} $ ’ +

’ { : . 2 E} ’ . format ( mse1 ) , p rop ={ ’ s i z e ’ : 1 5} )

p l t . y l im ( [ − . 0 5 , 2 1 ] )

p l t . s u b p l o t ( gs [ 2 , 2 ] )

p x = np . l i n s p a c e ( 0 , 5 9 , 6 0 )

c u s t o m s i g n a l s = np . l o a d ( ’ d e c n n c u s t o m l o s s s i g n a l s . npy ’ )

mse2 = np . sum ( ( b o l o d a t a s u b − c u s t o m s i g n a l s ) * * 2 ) / 6 0

p l t . p l o t ( p x , b o l o d a t a s u b / 1 E3 , ’ k ’ ,

l a b e l = r ’ $\ bo ld {Measured \ , S i g n a l s }$ ’ )

p l t . p l o t ( p x , c u s t o m s i g n a l s / 1 E3 , ’ r ’ ,

l a b e l = r ’ $\ bo ld { I n v e r t e d \ , S i g n a l s }$ ’ )

p l t . x l a b e l ( r ’ $\ bo ld {Channel \ , Number}$ ’ , f o n t s i z e = 20 ,
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we ig h t = ’ bo ld ’ , u s e t e x =True )

# p l t . y l a b e l ( r ’ $\ bo ld {Bolome te r \ , S i g n a l \ , (kW /mˆ 2 )} $ ’ ,

f o n t s i z e = 20 , we ig h t = ’ bo ld ’ , u s e t e x =True )

l e g = p l t . l e g e n d ( prop = f o n t , n c o l =2 , l o c =9 , f rameon = F a l s e )

l e g . g e t t e x t s ( ) [ 1 ] . s e t c o l o r ( ’ r ’ )

l e g . s e t t i t l e ( r ’ $\ bo ld {Mean \ , Squared \ , E r r o r :} $ ’ +

’ { : . 2 E} ’ . format ( mse2 ) ,

p rop ={ ’ s i z e ’ : 1 5} )

p l t . y l im ( [ − . 0 5 , 2 1 ] )

f i g . t e x t ( . 2 , . 0 0 5 , r ’ $\ bo ld { ( a )} $ ’ , f o n t s i z e = 20 , we i gh t = ’ bo ld ’ ,

u s e t e x =True , ha= ’ c e n t e r ’ )

f i g . t e x t ( . 5 2 5 , . 0 0 5 , r ’ $\ bo ld { ( b )} $ ’ , f o n t s i z e = 20 , we i gh t = ’ bo ld ’ ,

u s e t e x =True , ha= ’ c e n t e r ’ )

f i g . t e x t ( . 8 4 5 , . 0 0 5 , r ’ $\ bo ld { ( c )} $ ’ , f o n t s i z e = 20 , we i gh t = ’ bo ld ’ ,

u s e t e x =True , ha= ’ c e n t e r ’ )

x1 = . 3 6

x2 = . 6 8

l 1 = Line2D ( [ x1 , x1 ] , [ 0 . 0 5 , . 8 5 ] , c= ’ k ’ , l i n e s t y l e = ’−− ’ , l i n e w i d t h =2 ,

t r a n s f o r m = f i g . t r a n s F i g u r e , f i g u r e = f i g )

l 2 = Line2D ( [ x2 , x2 ] , [ 0 . 0 5 , . 8 5 ] , c= ’ k ’ , l i n e s t y l e = ’−− ’ , l i n e w i d t h =2 ,

t r a n s f o r m = f i g . t r a n s F i g u r e , f i g u r e = f i g )

f i g . l i n e s . e x t e n d ( [ l1 , l 2 ] )

p l t . t i g h t l a y o u t ( )

f i gManage r = p l t . g e t c u r r e n t f i g m a n a g e r ( )
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f i gManage r . window . showMaximized ( )

p l t . show ( )
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Appendix B

Absolute Calibration of Bolometers Calculation using Projected Planes

Jeff Herfindal’s work in designing, building, and calibrating the SXR cameras has played an

immense role in the work of this thesis. An exploded view of the SXR cameras can be seen

in Fig. B.1. This appendix is meant to extend the relative calibration of the two-color system

into an absolute calibration. The relative calibration was all that was required for two-color

system because when determining the electron temperature, the original goal of the system,

the thin and thick filtered signals are divided by each other removing the need for an absolute

calibration.

For the relative calibration, the geometric factor of the system was found. While the

geometric factor derivation can be found in appropriate detail in Herfindal’s Thesis, it is defined

as

fg =
AdiodeAslit

4πd2
cos4α (B.1)

where Adiode is the area of diode, Aslit is the area of the slit, and d is the distance between the

two. The angle α is the angle between the diode and the slit as defined in Fig. B.2.

In practice, the relative geometric factor was actual found by measuring each diode re-

sponse to a source while the SXR camera was translated on an optics bench. By normalizing

each measured response to the response of the diode closest to the plane the slit in Fig. B.2

(such as diode 11 in the 20 diode array), Eq. B.2 can be rewritten as

fi,relative =
fi
f11

=
cos4αi
cos4α11

(B.2)
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Figure B.1: Exploded view of the two-color system.

Figure B.2: Illustration of the apparent slit width as viewed by the diode.
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Having measured the relative geometric factor, the final task that remains is to find the

geometric factor for diode 11 (f11) using Eq. B.2. A difficulty arises because the poloidal slit is

not at the same slit as the toroidal slit. So to resolve Eq. B.2, the poloidal slit was projected to

the toroidal slit’s location, taking into consideration the physical size of the diode to accurately

get a projection. Using the absolutely calibrated bolometers, the raw signals in volts can be

converted to W/m2 or power incident on the surface of each diode.
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