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Abstract

Advancements of modern technology have enabled the collection of sophisticated, high-dimensional data sets, such as 3D images, high dimensional data and other objects living in a functional space. As such, boosting the investigation of function data, and functional data analysis (FDA) has become one of the most active fields of research in statistics during the last decades. Nevertheless, although estimations and classifications of FDA using non-parametric methods such as kernels, splines, and wavelets, are already well investigated, most of approaches still focus on 1D functional data.

With the rapid growth of modern technology, many large-scale imaging studies have been or are being conducted to collect massive datasets with large volumes of imaging data, thus boosting the investigation of “next-generation” functional data. Beyond first-generation functional data such as random curves, it is natural to expand the concept of functional data to higher dimension and view the data as smooth surfaces, or hypersurfaces evaluated at a finite subset of some intervals in multi-dimension (e.g., some range of pixels or voxels and so on).

Deep learning allows computational models that are composed of multiple processing layers to learn from the data with multiple levels of abstraction. Many applications of deep learning use feedforward neural network architectures. For example, deep neural networks (DNNs) contain many hidden layers of neurons between the input and output layers, and have been found to exhibit superior performance across a variety of contexts. The specific structure of DNNs has turned out to be very good at discovering intricate structures in high-dimensional data. Although considerable advances have been achieved in deep learning research, from the statistical perspective its application and theoretical research is still in its infancy. There are many technical challenges left for statisticians.

In Chapter 2, we propose a DNNs based method to perform nonparametric regression for multi-dimensional functional data. This work has been published in [118]. The proposed estimators are based on sparsely connected DNNs with ReLU activation function. We provide
the convergence rate of the proposed DNNs estimator in terms of the empirical norm. We discuss how to properly select of the architecture parameters by cross-validation. Through Monte Carlo simulation studies we examine the finite-sample performance of the proposed method. Finally, the proposed method is applied to analyze positron emission tomography images of patients with Alzheimer disease obtained from the Alzheimer Disease Neuroimaging Initiative (ADNI) database.

In Chapter 3, we propose a robust estimator for the location function from multi-dimensional functional data. The proposed estimators are based on the DNNs with ReLU activation function. At the meanwhile, the estimators are less susceptible to outlying observations and model-misspecification. For any multi-dimensional functional data, we provide the uniform convergence rates for the proposed robust DNNs estimators. Simulation studies illustrate the competitive performance of the robust DNN estimators on regular data and their superior performance on data that contain anomalies. The proposed method is also applied to analyze 2D and 3D images of patients with Alzheimer’s disease obtained from the ADNI database.

In Chapter 4, we exploit the optimal classification problem when data functions are Gaussian processes. Sharp nonasymptotic convergence rates for minimax excess misclassification risk are derived in both settings that data functions are fully observed and discretely observed. We explore two easily implementable classifiers based on discriminant analysis and DNN, respectively, which are both proven to achieve optimality in Gaussian setting. Our DNN classifier is new in literature which demonstrates outstanding performance even when data functions are non-Gaussian. In case of discretely observed data, we discover a novel critical sampling frequency that governs the sharp convergence rates. The proposed classifiers perform favorably in finite-sample applications, as we demonstrate through comparisons with other functional classifiers in simulations and one real data application.

In Chapter 5, we exploit the optimal functional data classification problem via DNNs in a more general framework. A sharp non-asymptotic estimation error bound on the excess misclassification risk is established which achieves the minimax rates of convergence. In contrast to existing literature, the proposed DNN classifier is proven to achieve optimality without the
knowledge of likelihood functions. This framework is further extended to accommodate general multi-dimensional functional data classification problems. We demonstrate the favorable finite sample performance of the proposed classifiers in various simulations and two real data applications, including the speech recognition data and the brain imaging data.

In Chapter 6, varying-coefficient models for spatial data distributed over two-dimensional domains are investigated and our work has been published in [120]. First, we approximate the univariate components and the geographical component in the model using univariate polynomial splines and bivariate penalized splines over triangulation, respectively. The spline estimators of the univariate and bivariate functions are consistent, and their convergence rates are also established. Second, we propose empirical likelihood-based test procedures to conduct both pointwise and simultaneous inferences for the varying-coefficient functions. We derive the asymptotic distributions of the test statistics under the null and local alternative hypotheses. The proposed methods perform favorably in finite-sample applications, as we show in simulations and an application to adult obesity prevalence data in the United States.
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Chapter 1

Introduction

1.1 Functional data analysis

1.1.1 First-generation functional data

Functional data analysis (FDA) deals with the analysis of data which has function forms, and it was first introduced by [87]. Functional data are intrinsically infinite dimension, which brings challenges for both theory and computation. First-generation functional data typically consist of a random sample of independent real-valued functions $X_1(t), \ldots, X_n(t)$, on a compact interval $T$ on the real line, which can be treated as a one-dimensional stochastic process. These functions are often assumed to be in a Hilbert space $L^2(T)$, such that $\mathbb{E} \left( \int_T X^2(t) dt < \infty \right)$, with mean and covariance functions $\mu(t) = \mathbb{E}X(t)$ and $G(t, t') = \text{Cov}(X(t), X(t'))$. Mercer’s theorem implies the spectral decomposition of the symmetric and non-negative definite $G(t, t')$, such that $G(t, t') = \sum_{j=1}^{\infty} \lambda_j \psi_j(t) \psi_j(t')$, where $\lambda_j$ are the eigenvalues satisfying $\lambda_1 \geq \lambda_2 \geq \ldots \geq 0$ and $\psi_j$ are the corresponding orthogonal eigenfunctions. In FDA problems, estimation of mean functions is the fundamental first step; see [22, 88, 41] for example. Various methods exist that allow to estimate the regression function nonparametrically. [88] adopted the mixed effect models where the mean function and the eigenfunctions were represented with B-splines and the spline coefficients were estimated by the EM algorithm; [126] applied the local linear smoothers to estimate the mean and the covariance functions. [79] generalized the linear mixed model to the functional mixed model framework, with model fitting done by using a Bayesian wavelet-based approach. In [21], a polynomial spline estimator is proposed for the mean function of functional data together with a simultaneous confidence band. These
nonparametric methods apply the pre-specified basis expansion, e.g., polynomial spline, local linear smoother, wavelet and so on, to fit the unknown mean function. The convergence rates achieve either optimal nonparametric rate or parametric rate dependents on how dense of the observed points for each subject. Another popular method is functional principal component analysis (FPCA) which is an extension of multivariate principal component analysis, see [43, 127] for example.

1.1.2 Next-generation functional data

With the rapid growth of modern technology, many large-scale imaging studies have been or are being conducted to collect massive datasets with large volumes of imaging data, thus boosting the investigation of “next-generation” functional data. Beyond first-generation functional data such as random curves, it is natural to expand the concept of functional data to higher dimension and view the data as smooth surfaces, or hypersurfaces evaluated at a finite subset of some intervals in multi-dimension (e.g., some range of pixels or voxels and so on). Without loss of generality, $d$-dimension functional data consist of a random sample of independent real-valued functions $X_1(t), \ldots, X_n(t)$, on a hypercube $[0, 1]^d$. In light of Mercer’s decomposition, the $i$th subject among all samples can be decomposed as $X_i(t) = \mu(t) + \eta(t) + \epsilon_i(t)$, such that $E X_i(t) = \mu(t)$, $\text{Cov} (X(t), X(t')) = \text{Cov} (\eta(t), \eta(t'))$, $\epsilon_i(t)$ are independent random hypersurfaces. Even though FDA has received considerable attention over the last decade, most approaches still focus on 1D functional data. There are few existing work for estimation of mean functions $\mu(t)$ when the data for each variable are viewed on multi-dimension. Recently, several attempts have been made to extend these nonparametric methods for spatial and image data. [121] used bivariate splines over triangulations to handle an irregular domain of the images that is common in brain imaging studies. The proposed spline estimators of the mean functions are shown to be consistent and asymptotically normal. However, the triangularized bivariate splines are designed for 2D functions only. Extending spline basis functions for general $d$-dimensional data observed on an irregular domain is very sophisticated and becomes extremely complex as $d$ increases. [113] proposed a regularized Haar wavelet-based approach for the analysis of 3D brain image data in the framework of functional linear regression model.
For FPCA, [131] proposed a smooth FPCA for 2D functions on irregular planar domains; their approach is based on a mixed effects model that specifies the principal component functions as bivariate splines on triangulations and the principal component scores as random effects. [64] proposed a FPCA model that can handle real functions observable on a 2D manifold. [25] extended it to analyze functional/longitudinal data observed on a general $d$-dimensional domain.

When applying FPCA, how to choose the number of eigenfunctions is an important practical issue without a satisfactory theoretical solution. Presumably, the larger the number of eigenfunctions, the more flexible the approximation would be, and hence, the closer to the true curve. However, a large number of eigenfunctions always result in a complex model which introduces difficulties to follow-up analysis.

1.1.3 Functional regression model

In FDA problems, estimation of mean functions is the fundamental first step. There are increasing needs for estimations of high dimensional functions with data in function forms. For instance, when analyzing positron emission tomography images with Alzheimer Disease Neuroimaging Initiative (ADNI), one is always interested in estimating the underlying regression function. We consider the classical functional regression model:

$$Y_{ij} = f_0(X_j) + \eta(X_j) + \epsilon_i(X_j), i = 1, 2, \ldots, n, j = 1, 2, \ldots, N,$$

where $X_j \in \mathbb{R}^d$, $f_0 : \mathbb{R}^d \rightarrow \mathbb{R}$, $E(Y_{ij}) = f_0(X_j)$ and for the $i$-th subject, there are $N$ observations. $\eta(\cdot)$ is a random process with mean zero and $\text{Cov}(\eta(X_j), \eta(X_{j'})) := G(X_j, X_{j'})$. $\epsilon_i(\cdot)$ is a centered measurement error function.

The challenges of the problem are, on the one hand, it is well known that when the observed points come from a hypercube, that is $[0, 1]^d$, $d = 3$ for 3D imaging study, the non-parametric convergence rates are slower than the optimal non-parametric rate. On the other hand, even though some existing works such as B-splines over triangulation are able to handle 2D or 3D functional regression problem, there is no existing method which can estimate the above function in a uniform way.
In Chapter 2 and Chapter 3, under different scenarios, we propose a uniform deep neural networks (DNNs) estimator with favorable convergence rate. By borrowing the advantage from the deep learning domain, both convergence rates do not depend on the dimension $d$, and the proposed DNNs estimator is unified for any dimensional functional data implicating broader and more flexible applications. Moreover, instead of assuming additional or complex structure for the true mean function, we only assume it is constructed in a modular form and the modularity of the system can be fairly complex thus resolving the misspecification issue.

1.1.4 Functional data classification

Another fundamental problem in FDA is to classify a data function based on training samples. For instance, in the speech recognition data extracted from the TIMIT database, the training samples are digitized speech curves of American English speakers from different phoneme groups, and the task is to predict the phoneme of a new speech curve. Classic multivariate analysis techniques such as logistic regression or discriminant analysis are not directly applicable, since functional data are intrinsically infinite-dimensional.

Despite the impressive performances of the existing methods for functional data classification, one is often interested in knowing whether and which of these approaches are statistically optimal, and if not, how to construct an optimal functional classifier with better performances. The term “optimality” refers to minimizing the excess misclassification risk relative to the oracle Bayes rule, which provides a theoretical understanding on the nature of the problem as well as a benchmark to measure the performance of various classifiers. In other words, minimax theory helps us to understand how the “best” functional classifier looks, as well as provides a guidance to find the “best” classifiers.

Even though it has been investigated in multivariate settings, optimal classification in functional setting is more challenging due to the infinite-dimensional characteristic of the data. In Chapters 4 and 5, we explore the optimal functional data classification problems and propose the optimal classifiers for both one-dimensional and multi-dimensional functional data.
1.2 Deep neural networks

With the development of modern technology and increasing demands for big data, the use of neural networks has been one of the most promising approaches in connection with applications related to estimation of multivariate functions (see, e.g., [4, 89]) and classification of multi-dimension data (see, e.g., [52]). The corresponding techniques of multilayer neural networks are called deep learning. Recently, it has been proved by [92] and [70] that the $L_2$ risk of the least squares neural network regression estimator achieves the same minimax rate of convergence (up to a logarithmic factor) as proposed in [101]. Furthermore, this neural network estimator does not suffer the curse-of-dimensionality which is a classical drawback in the traditional nonparametric regression framework. At almost the same time, [52] shows that neural network classifiers under three cases achieve fast convergence rates, and the convergence rate in smooth conditional class probability case is minimax optimal (up to a logarithmic factor) as proposed in [7]. Although considerable advances have been achieved in deep learning research, from the statistical perspective its application and theoretical research is still in its infancy stage. There are many technical challenges left for statisticians. For example, the availability of scalable computing and stochastic optimization techniques are challenge for developing statistical asymptotic properties.

From Chapters 2 to 5, we propose novel DNNs-based methodologies to investigate a large scale of FDA problems, including functional regressions and functional classifications.

1.3 Complex spatial data

The unequal food retail environment (FRE) has been recognized as a critical contextual factor contributing to geographic disparities in obesity. However, there is no clear conclusion on the relationship between the FRE and obesity, owing to diverse measures of the FRE and socioeconomic disparities. In order to resolve this challenge, multiple types of food stores, restaurants, and Supplemental Nutrition Assistance Program (SNAP) stores are considered to assess the FRE from two important perspectives: $X_1$, availability, and $X_2$, healthfulness. In particular, $X_1$ is a composite index of the densities of food stores, restaurants, and SNAP stores, and $X_2$
is a composite index of the ratios of healthy to unhealthy food stores, full service restaurants, and healthy to unhealthy SNAP stores. Data are collected from 3,091 counties in the United States in 2018. For each county, $S_i = (S_{i1}, S_{i2})$ is their geographical location, and $Z_i$ is their median household income.

Based on this data set, socioeconomists attempt to disentangle how county-level associations between the food environment and obesity rates change with median household income levels. This leads to modeling the effect of food retail environments as functions of household income levels. However, owing to the geographic dependence, the classical varying coefficient model (VCM) is not sufficient. To address this issue, we propose the varying-coefficient geo model (VCGM), and model the county-level obesity rate ($Y$) as the following:

$$Y_i = \beta_0(Z_i) + X_{i1}\beta_1(Z_i) + X_{i2}\beta_2(Z_i) + \alpha(S_i) + \epsilon_i, i = 1, \cdots, 3,091.$$  

In Chapter 6, we apply bivariate splines over triangulations [56] for estimating $\alpha(\cdot)$, because they can handle irregular 2D domains with complex boundaries and they are computationally efficient. In addition, we propose both pointwise (at a specific $z$) and simultaneous (for all $z \in [a, b]$) testing procedures for the following hypothesis:

$$H_0 : H\{\beta_0(z)\} = 0 \text{ v.s. } H_1 : H\{\beta_0(z)\} \neq 0,$$

where $H(b)$ is a $q$-dimensional function of $b = (b_1, \ldots, b_p) \in \mathbb{R}^p$, such that $C(b) := \partial H(b)/\partial b^\top$ is a $q \times p$ full-rank matrix ($q \leq p$), for all $b$. The above hypothesis is very general, owing to the choice flexibility of $H(b)$. It includes many interesting hypotheses as special cases, for instance, $H_0 : \beta_{0,k}(z) = 0$ for all $k$ if $H(b) = b$, a test for any arbitrary linear constraints on $\beta_0$ if $H(b) = \Lambda b - c_0$ for a $q \times p$ known matrix $\Lambda$ and a known vector $c_0$, and even tests with nonlinear constraints. See [6] for explicit examples of nonlinear hypotheses. Both tests are based on the empirical likelihood (EL), which is a nonparametric likelihood, introduced by [82, 83]. In spite of its nonparametric construction based on observed data points,
the EL shares some convenient merits of the parametric likelihood, and has many desirable advantages in deriving confidence sets for unknown parameters.
Chapter 2

Estimation of the Mean Function of Functional Data via Deep Neural Networks

2.1 Introduction

Functional data refer to curves or functions, i.e. the data for each variable are viewed as smooth curves, surfaces, or hypersurfaces evaluated at a finite subset of some interval in 1D and 2D (e.g., some period of time, some range of pixels or voxels and so on). Functional data means intrinsically infinite-dimensional but are usually measured discretely. The high intrinsic dimensionality of these data poses challenges both for theory and computation. Functional data analysis (FDA) has been a topic of increasing interest in the statistics community for recent decades. [87] and [115] gave a comprehensive overview of FDA.

In FDA problems, estimation of mean functions is the fundamental first step; see [22, 88, 41] for example. Various methods exist that allow to estimate the regression function nonparametrically. [88] adopted the mixed effect models where the mean function and the eigenfunctions were represented with B-splines and the spline coefficients were estimated by the EM algorithm; [126] applied the local linear smoothers to estimate the mean and the covariance functions. [79] generalized the linear mixed model to the functional mixed model framework, with model fitting done by using a Bayesian wavelet-based approach. In [21], a polynomial spline estimator is proposed for the mean function of functional data together with a simultaneous confidence band. These nonparametric methods apply the pre-specified basis expansion, e.g., polynomial spline, local linear smoother, wavelet and so on, to fit the unknown mean function. The convergence rates achieve either optimal nonparametric rate or parametric rate dependents on how dense of the observed points for each subject.
Even though FDA has received considerable attention over the last decade, most approaches still focus on 1D functional data. The high intrinsic dimensionality of these data poses challenges both for theory and computation; these challenges vary with how the functional data were sampled. Hence, few are developed for general multi-dimensional functional data. Recently, several attempts have been made to extend these nonparametric methods for spatial and image data. [121] used bivariate splines over triangulations to handle an irregular domain of the images that is common in brain imaging studies. The proposed spline estimators of the mean functions are shown to be consistent and asymptotically normal. However, the triangularized bivariate splines are designed for 2D functions only. Extending spline basis functions for general $d$-dimensional data observed on an irregular domain is very sophisticated and becomes extremely complex as $d$ increases. [113] proposed a regularized Haar wavelet-based approach for the analysis of 3D brain image data in the framework of functional linear regression model.

Another popular method is functional principal component analysis (FPCA) which is an extension of multivariate principal component analysis, see [43, 127] for example. Recently, there are a few studies on 2D FDA. [131] proposed a smooth FPCA for 2D functions on irregular planar domains; their approach is based on a mixed effects model that specifies the principal component functions as bivariate splines on triangulations and the principal component scores as random effects. [64] proposed a FPCA model that can handle real functions observable on a 2D manifold. [25] extended it to analyze functional/longitudinal data observed on a general $d$-dimensional domain. When applying FPCA, how to choose the number of eigenfunctions is an important practical issue without a satisfactory theoretical solution. Presumably, the larger the number of eigenfunctions, the more flexible the approximation would be, and hence, the closer to the true curve. However, a large number of eigenfunctions always result in a complex model which introduces difficulties to follow-up analysis.

For many years, the use of neural networks has been one of the most promising approaches in connection with applications related to approximation and estimation of multivariate functions (see, e.g., [4, 89]). Recently, the focus is on multilayer neural networks, which use many
hidden layers, and the corresponding techniques are called deep learning. Under the nonparametric regression model, via sparsely connected deep neural networks, [92] and [70] showed that the $L_2$ risk of the least squares neural network regression estimator achieves the same minimax rate of convergence (up to a logarithmic factor) as proposed in [101]. Furthermore, this neural network estimator does not suffer the curse-of-dimensionality which is a classical drawback in the traditional nonparametric regression framework. [11] has also obtained the similar results under deep learning framework via a different activation function. [69] further removed the logarithmic factors to achieve exact optimal nonparametric rate.

Although considerable advances have been achieved in deep learning research, from the statistical perspective its application and theoretical research is still in its infancy stage [35]. There are many technical challenges left for statisticians. For example, the availability of scalable computing and stochastic optimization techniques are challenge for developing statistical asymptotic properties. Recently, there are some works proposed for deep learning algorithms from statistical point of view [104, 105]. Motivated by these desiderata, the main goal of this article is to provide a novel method of FDA in the neural network framework.

The contributions of this work are three-fold. First, to our best knowledge, this is the first work on proposing deep neural networks (DNN) based estimator for FDA. An R package “FDADNN” has been developed and is available from GitHub website. Second, we develop the convergence rate (in empirical norm) of the proposed neural networks estimator. It is well-known that when the observed points come from a hypercube, i.e., $[0, 1]^d$, $d = 3$ for 3D imaging study, the nonparametric convergence rates are slower than the optimal nonparametric rate. This means that no statistical procedure can perfectly recover the signal pointwisely. However, by borrowing the advantage from the deep learning domain, the convergence rate of the proposed DNN estimator does not depend on the dimension $d$. Finally, we do not assume additional or complex structure for the true mean function, for example, additive models or single-index models. As in the deep learning domain, the true regression functions are assumed to be constructed in a modular form and the modularity of the system can be fairly complex, which resolve the misspecification issue.
Different from the existing neural network literature on nonparametric regression [11], [92] and [70] which only handle i.i.d. data, we focus on FDA, where each subject is a random curve in a hypercube. Because of this special data structure, the major challenge becomes to deal with the correlation among the \( N \) evaluation points in the framework of neural network, which has not been achieved in the existing works. It is not surprising that the convergence rate decreases with \( n \) (number of subjects) as well as \( N \).

This chapter is structured as follows. Section 2.2 provides the model setting in FDA and introduces multilayer feed-forward artificial neural networks and discusses mathematical modeling. The implementation on hyperparameter selections also be included in Section 2.2. The theoretical properties of the proposed DNN estimator can be found in Section 2.4. In Section 2.5, it is shown that the finite sample performance of proposed neural network estimator. The proposed method is applied to the spatially normalized positron emission tomography (PET) data from Alzheimer Disease Neuroimaging Initiative (ADNI) in Section 2.6 and make some concluding remarks in Section 2.7. The proof of the main result together with additional discussion can be found in Appendix.

2.2 The model and the deep neural network estimator

2.2.1 FDA model

Denote by \( Y_{ij} \) the \( j \)-th observation of the random curve \( \xi_i(\cdot) \) at grid points \( X_{ij} \), \( 1 \leq i \leq n \), \( 1 \leq j \leq N_i \). For simple notations, we examine the equally spaced design, in other words, \( X_{ij} = X_j = j/N \). The main results can be extended to irregularly spaced design. Without loss of generality, let \( X_j = (X_{j1}, \ldots, X_{jd}) \in [0, 1]^d \). For the \( i \)-th subject, its sample path \( \{X_j, Y_{ij}\} \) consists of the noisy realization of the Gaussian process \( \xi_i(X) \) in the sense that \( Y_{ij} = \xi_i(X_j) + \epsilon_i(X_j) \), and \( \{\xi_i(X), X \in [0, 1]^d\} \) are i.i.d. copies of the process \( \{\xi(X), X \in [0, 1]^d\} \) which is \( L^2 \), i.e., \( E \int_{[0,1]^d} \xi^2(X) dX < +\infty \). The error term \( \epsilon_i(X_j) \) has mean zero and finite variance.
In this work, we consider the following classical FDA model:

\[
Y_{ij} = \xi_i(X_j) + \epsilon_i(X_j)
\]

\[
= f_0(X_j) + \eta(X_j) + \epsilon_i(X_j), \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, N,
\]

(2.1)

where \( f_0 : \mathbb{R}^d \to \mathbb{R} \), \( E(Y_{ij}) = f_0(X_j) \), \( \eta(\cdot) \) is a Gaussian process characterizing individual curve variations from \( f_0(\cdot) \) with mean zero and \( \text{Cov}(\eta(X_j), \eta(X_{j'})) := G(X_j, X_{j'}) \). Let \( \epsilon_i(X_j) = \tau(X_j) \varepsilon_{ij} \), where \( \varepsilon_{ij} \)'s are independent normal random variables and \( \tau(X) \) is the standard deviation function bounded above zero for any \( X \in [0, 1]^d \). By Mercer’s Theorem, covariance function \( G(X, X') \) has the following spectrum decomposition

\[
G(X, X') = \sum_{k=1}^{\infty} \lambda_k \psi_k(X) \psi_k(X'),
\]

where \( \{\lambda_k\}_{k=1}^{\infty} \) and \( \{\psi_k(X)\}_{k=1}^{\infty} \) are the eigenvalues and eigenfunctions of \( G(X, X') \), and \( \{\psi_k(X)\}_{k=1}^{\infty} \) are orthonormal bases in \( L_2([0, 1]^d) \).

2.2.2 Deep Neural Networks

Before conducting the estimation of the mean function \( f_0 \) in (2.1) via the DNN, let us briefly introduce the necessary notations and terminologies used in the neural networks. From the high level, typical DNN use a composition of a series of simple nonlinear functions to model nonlinearity, i.e.,

\[
h_L = g_L \circ g_{L-1} \circ \cdots \circ g_1(x), \quad x \in \mathbb{R}^d,
\]

(2.2)

where \( \circ \) denotes composition of two functions and \( L \) is called the number of hidden layers or depth of a DNN model. One can define \( h_l = g_l(h_{l-1}) \) for each \( 1 \leq l \leq L \) recursively and \( h_0 = x \). “Deep” in deep neural networks refers to the use of multiple layers in the network. In the feed-forward neural network, the information moves in only one direction-forward-from the input layers, through the hidden layers and to the output nodes layers. In this kind of neural nets, there is a specific choice of \( g_l \): \( g_l(h_{l-1}) = \sigma(W_l h_{l-1}) \), \( l = 1, \ldots, L \), where \( W_l \) is a \( p_l \times p_{l+1} \) weight matrix in the \( l \)-th layer and \( p = (p_0, \ldots, p_{L+1}) \) is the width vector. The
nonlinear function $\sigma$ is called the activation function. Here, we study the popular rectifier linear unit (ReLU) activation function applied element-wise $[\sigma(x)]_j = \max(x_j, 0)$, $j = 1, \ldots, d$. For any vector $v = (v_1, \ldots, v_d) \in \mathbb{R}^d$, define the shifted activation function $\sigma_v : \mathbb{R}^d \to \mathbb{R}^d$ as: $[\sigma_v(x)]_j = \sigma(x_j - v_j)$, $j = 1, \ldots, d$. We call $v$ the activation vector. The DNN model is then any function of the form is defined as $f : \mathbb{R}^{p_0} \to \mathbb{R}^{p_{L+1}}$, 

$$f(x) = W_L \sigma V_L W_{L-1} \sigma V_{L-1} \ldots W_1 \sigma V_1 W_0 x.$$ (2.3)

To fit networks with data generated from the $d$-dimensional hypercube functional data model, we must have $p_0 = d$ and $p_{L+1} = 1$. Without loss of generality, we assume for any $f \in \mathcal{F}$, its empirical norm is bounded, i.e., $\|f\|_N = \left(\frac{1}{N} \sum_{j=1}^{N} f^2(x_j)\right)^{1/2} \leq C_f < \infty$.

Although the depth and width of the neural nets can be extremely deep and wide, overfitting and computational burden are serious problems in such networks. To overcome these issues, the networks are modeled by assuming that each unit will be active only for a small fraction of the data to avoid overfitting. Smaller weights in a neural network can result in a model that is more stable and less likely to overfit the training dataset, in turn having better performance when making a prediction on new data [99]. Therefore, we assume that there are only few non-zero network parameters. Equivalently, we define the sparse neural networks and add constrainsts on the maximum-entry norm and non-zero entries of weight matrix $W_l$ and activation vector $v_l$. The sparse neural networks for our functional data model are given by

$$\mathcal{F}(L, p, s) = \left\{ f(\cdot) \text{ of the form (2.3)} : \max_{l=0,\ldots,L} \|W_l\|_\infty + \|V_l\|_\infty \leq 1, \sum_{l=0}^{L} \|W_l\|_0 + \|V_l\|_0 \leq s \right\},$$ (2.4)

where $s > 0$, $\|\cdot\|_\infty$ denotes the maximum-entry norm and $\|\cdot\|_0$ denotes the number of non-zero entries, respectively. Let $v_0$ be a zero vector for simply notation. The selecting procedures of unknown tuning parameters $(L, p, s)$ shall be given in the Section 2.3.
2.2.3 Deep neural network estimator

In the functional data regression model, the common objective is to find an optimal estimator by least-square loss function. In the neural network setting, this coincides with training neural networks by minimizing the empirical risk over all the training data. In particular, given the networks in (2.4) and denote $\mathcal{F} = \mathcal{F}(L, p, s)$, the proposed DNN estimator is defined as

$$
\hat{f} = \arg\min_{f \in \mathcal{F}} \frac{1}{N} \sum_{j=1}^{N} \left\{ \overline{Y}_j - f(X_j) \right\}^2,
$$

(2.5)

where $\overline{Y}_j = \frac{1}{n} \sum_{j=1}^{n} Y_{ij}$. Different from classical nonparametric estimators, $\hat{f}$ has no analytical expression or basis expansion expression. Hence, to better understand the reasons that this DNN estimator has excellent performance, we first project $f_0$ onto the network space $\mathcal{F}$, namely, $f^* := \arg\min_{f \in \mathcal{F}} \|f_0 - f\|_\infty$. In other words, $f^*$ is the best possible approximation of $f_0$ in $\mathcal{F}$. Note that

$$
\frac{1}{N} \sum_{j=1}^{N} \left( \overline{Y}_j - \hat{f}(X_j) \right)^2 \leq \frac{1}{N} \sum_{j=1}^{N} \left( \overline{Y}_j - f^*(X_j) \right)^2,
$$

(2.6)

which is equivalent to

$$
\frac{1}{N} \sum_{j=1}^{N} \left( f_0(X_j) - \hat{f}(X_j) + \bar{\rho}_j \right)^2 \leq \frac{1}{N} \sum_{j=1}^{N} \left( f_0(X_j) - f^*(X_j) + \bar{\rho}_j \right)^2,
$$

where $\bar{\rho}_j = \frac{1}{n} \sum_{i=1}^{n} \rho_{ij} = \frac{1}{n} \sum_{i=1}^{n} \eta_i(X_j) + \frac{1}{n} \sum_{i=1}^{n} \epsilon_i(X_j)$. Hence, we follow the conventional approximation-estimation decomposition (or bias-variance tradeoff) to decompose the empirical norm $\|\hat{f} - f_0\|_N = \frac{1}{N} \sum_{j=1}^{N} \left( \hat{f}(X_j) - f_0(X_j) \right)^2$ as

$$
\|\hat{f} - f_0\|_N \leq \frac{1}{N} \sum_{j=1}^{N} (f^*(X_j) - f_0(X_j))^2 + \frac{2}{N} \sum_{j=1}^{N} \left( \hat{f}(X_j) - f^*(X_j) \right) \bar{\rho}_j.
$$

(2.6)

The above equation indicates that the empirical norm of the estimator is bounded by two items. The first item is the approximation error and essentially determined by the distance between the
network class $\mathcal{F}$ and true function class $f_0$, which can be arbitrarily small according to [128]. From statistical point of view, the second item is the estimation error and is a weighted average of a random process. It is affected by the parameters in $\mathcal{F}$, true mean function class, and the characteristic of the error terms.

2.3 Implementation

In this section, we discuss the detailed computational procedure for the proposed DNN estimator in (2.5). The following proposed computational procedure can be easily realized via R package “FDADNN” which is available at https://github.com/FDASTATAUBURN/FDADNN.

2.3.1 Neural network’s architecture selection

Tuning parameters are crucial as they control the overall behavior of the proposed estimator and the learning process. In machine learning, those parameters are called network architecture parameters. A neural network’s architecture can simply be defined as the number of layers $L$, and the number of hidden neurons within these layers $p$. In our considered sparse neural network space $\mathcal{F}$, sparse parameter $s$ should also be carefully selected. Note that in the practice, it’s unrealistic to control the exact number of inactive nodes, so instead of using sparse parameter $s$, we add an $L_1$ penalty to control the number of active nodes in each layer during optimization procedure. Denote $\zeta$ as the $L_1$ regularization factor. In the following, we utilize $\zeta$ to replace sparse parameter $s$ in the numerical analysis. The ultimate goal is to find an optimal combination of $(L, p, \zeta)$ that minimizes a pre-defined loss function to give better results. There are fairly large numbers of literature discussing the optimization selection, such as grid search, random search, and Bayesian optimization. Considering the computational efficiency and statistical properties, we recommend the following data-adaptive selection procedure in the practical application. The further justification of the optimization algorithm is beyond the scope of this work and shall be another interesting and challenge topic for the future work.

We set the same neuron numbers for each layer for simplicity, i.e. $p = (p, \ldots, p)$, and we follow the rule that $p$ is increasing as $n$ and $N$ are increasing. We use $K$-fold cross-validation
to choose \((L, p, \zeta)\), i.e.,

\[
(L_{\text{opt}}, p_{\text{opt}}, \zeta_{\text{opt}}) = \arg \min_{(L, p, \zeta) \in \Theta} \sum_{k=1}^{K} \sum_{j=1}^{N} \sum_{k=1}^{K} \left( \hat{Y}_{-j}^{(-k)} (L, p, \zeta) - Y_{-j}^{(k)} \right)^2,
\]

where \(\Theta\) is an architecture parameter space which contains pre-selected choices of \((L, p, \zeta)\).

Typically, \(K = 5\) or \(10\). For the \(k\)-th cross-validation, at the \(j\)-th grid point, \(\hat{Y}_{-j}^{(-k)} (L, p, \zeta)\) denotes the estimated output given \((L, p, \zeta)\) and \(Y_{-j}^{(k)}\) is the average of observations.

### 2.3.2 Training neural networks

The minimization in (2.5) is usually done via stochastic gradient descent (SDG). In a way similar to gradient descent, in each update, a small sub-sample called a batch which is typically of size \(B = 32\) to 512, is randomly drawn and the gradient calculation is only on the sub-sample instead of the whole training dataset. This saves considerably the computational cost in calculation of gradient. By the law of large numbers, this stochastic gradient should be close to the full sample one, albeit with some random fluctuations. We choose \(B = 32\) or 64 batches depending on the performance of convergence. A pass of the whole training set is called an epoch. Typical choices of epochs are 200, 300 and 500. The number of epochs which defines the number times that the learning algorithm works through the entire training data set.

There are certainly some challenges for SGD to train DNN. For example, albeit good theoretical guarantees for well-behaved problems, SGD might converge very slowly; the learning rates are difficult to tune [2]. To address these challenges, several variants gradient-based optimization algorithms are introduced, such as Adam, RMSprop and Adadelta. Instead of the classical SGD procedure, Adam is a method for efficient stochastic optimization that only requires first-order gradients with little memory requirement. Hence, it is well suited for problems when there are large sample size and parameters [53]. In our numerical studies, Adam provides the best results and is the most computationally efficient among these candidates. We recommend Adam in the real life applications for FDA.
2.4 Theoretical properties of the DNN estimator

In this section, we develop the convergence rate of the proposed DNN estimator in (2.5). For simple notations, \( \log \) means the logarithmic function with base 2. For sequences \( (a_n)_n \) and \( (b_n)_n \), \( a_n \asymp b_n \) means \( a_n \leq c_1 b_n \) and \( a_n \geq c_2 b_n \) where \( c_1 \) and \( c_2 \) are absolute constants for any \( n \). Let \( C_N = [G(X_j, X_{j'})/N]_{j,j'=1}^{N} \) be the \( N \times N \) kernel matrix corresponding to covariance function \( G \). We now introduce the main assumptions:

(A1) The true regression function \( f_0 \in G(q, d, t, \beta, K) \). (The definition of \( G(q, d, t, \beta, K) \) is given in the Appendix.)

(A2) The standard deviation function \( \tau(\cdot) \) is bounded for any \( x \in [0, 1]^d \).

(A3) The eigenvalues of \( G(\cdot, \cdot) \) satisfy \( \lambda_1 \geq \lambda_2 \geq \ldots \geq 0 \) and \( \sum_{k=1}^{\infty} \lambda_k < \infty \). Moreover, the maximal eigenvalue of the kernel matrix \( C_N \) satisfies \( \lambda_{1,N} = O(N^{-\varrho}) \) for some constant \( \varrho \geq 0 \).

(A4) The DNN estimator \( \hat{f} \in F(L, p, s) \), where \( L \asymp \log(nN^e) \), \( s \asymp (nN^e)^{1/(1+\theta)} \), \( \min_{l=1,\ldots,L} p_l \asymp (nN^e)^{1/(1+\theta)} \), for \( \theta = \min_{i=0,\ldots,q} 2^{-\beta_i} \).

Assumption (A1) is a natural definition for neural network, which is fairly flexible and many well known function classes are contained in it. For example, the additive model \( f_0(x) = \sum_{i=1}^{d} f_i(x_i) \), can be written as a composition of two functions \( f_0 = g_1 \circ g_0 \), with \( g_0(x) = (f_1(x_1), \ldots, f_d(x_d))^\top \) and \( g_1(x) = \sum_{j=1}^{d} x_j \), such that \( g_0 : [0, 1]^d \to \mathbb{R}^d \) and \( g_1 : \mathbb{R}^d \to \mathbb{R} \). Here \( d = (d, d, 1) \) and \( t = (1, d) \). The generalized additive model \( f_0(x) = h \left( \sum_{i=1}^{d} f_i(x_i) \right) \), it can be written as a composition of three functions \( f_0 = g_2 \circ g_1 \circ g_0 \), with \( g_0, g_1 \) described above, and \( g_2 = h \).

Assumption (A2) is a standard assumption for the variance of measurement errors, which requires the bounded variance of measurement error over the whole space. This assumption has been widely used in functional data nonparametric regression literature, see [21, 126] for example. Assumption (A3) is a standard eigenvalue assumption for Mercer kernel and it is widely used assumption for covariance functions in FDA literature, see [20, 63] for example.
We also provide two examples to demonstrate (A3) is a reasonable assumption in the supplementary file. By [16], Assumption (A3) trivially holds for \( \varrho = 0 \) (see Proposition A.1 and A.2), and may even hold for some positive \( \varrho \) as revealed by Examples 1 in Section A.1. Assumption (A4) depicts the architecture and parameters’ setting in the network space.

We assume a natural compositional function class for the true mean function \( f_0 \):

\[
f_0 = g_q \circ g_{q-1} \circ \cdots \circ g_1 \circ g_0,
\]

where \( g_i : [a_i, b_i]^{d_i} \to [a_{i+1}, b_{i+1}]^{d_i+1} \), \( g_i = (g_{ij})_{j=1,\ldots,d_{i+1}}^{T}, i = 1, \ldots, q \), with unknown parameters \( d_i \) and \( q \).

The following theorem establishes the convergence rate of the DNN estimator \( \hat{f} \) under the empirical norm. Its proof and some technical lemmas will be provided in the supplementary file.

**Theorem 2.1.** Under Assumptions (A1)-(A4), with probability greater than \( (1 - 2nN\varrho)^{\lceil \log(nN\varrho) \rceil + 1} \to 1 \), we have

\[
\| \hat{f} - f_0 \|_{N}^2 \leq c(nN\varrho)^{-\frac{\varrho}{\theta+1}} \log^6(nN\varrho),
\]

where \( \varrho \geq 0, \theta = \min_{i=0,\ldots,q} \frac{\beta_i}{\tau_i} \), \( c \) is a constant only depends on \( t, d, \beta \) which are defined in (A1) in the Appendix.

### 2.5 Simulation

To illustrate how the introduced nonparametric regression estimators based on our proposed neural networks method behave in case of finite sample sizes, we conduct substantial simulations for both 2D and 3D functional data.

#### 2.5.1 2D simulation

In this simulation, the 2D images are generated from the model:

\[
Y_{ij} = f_0(X_j) + \eta(X_j) + \epsilon_i(X_j),
\]
where $X_j = (X_{1j}, X_{2j}) = (j_1/N_2, j_2/N_2), 1 \leq j_1, j_2 \leq N_2$ are equally spaced grid points on the $[0, 1]^2$ and $N_2^2 = N$. To demonstrate the practical performance of our theoretical results, we consider the following two mean functions:

- **Case 1**: $f_0(x_{1j}, x_{2j}) = \frac{-8}{1+\exp(\cot(x_{1j}^1) \cos(2\pi x_{2j}^1))}$,
- **Case 2**: $f_0(x_{1j}, x_{2j}) = \log (\sin(2\pi x_{1j}) + 2|\tan(2\pi x_{2j})| + 2)$,

and the corresponding images are shown in the first row of Figure 2.1. To simulate the within-subject dependence for each subject $i$, we generate $\eta_i(\cdot)$ from a Gaussian process, with mean 0, and covariance function $G_0(x_j, x_{j'}) = \sum_{k=1}^{2} \cos (2\pi (x_{kj} - x_{kj'}))$, $j, j' = 1, \ldots, N$. We generate $\epsilon_i(x_j) = \epsilon_{ij} \sim \text{i.i.d.} \mathcal{N}(0, \sigma^2)$ for $i = 1, \ldots, n, j = 1, \ldots, N$. The noise level is set to be $\sigma = 1, 2$. We consider sample size $n = 50, 100, 200$ and for each image, let $N_2 = 15$ or 25, which means for each 2D image, the number of observational points (pixels) is set to be $N = N_2^2 = 225$ or 625. The neural network (2.5) is trained through optimizer Adam with architecture parameters $(L, p, \zeta)$ selected from $L \in \{3, 4\}$, $p \in \{100, 300, 500, 1000, 2000\}$, $\zeta \in \{10^{-4}, 10^{-5}, 10^{-6}, 10^{-7}\}$. 10-fold cross-validation method discussed in Section 2.3 is applied to select the optimal architecture parameters in each Monte Carlo simulation. Epochs are selected from 300 to 500 and batch size is chosen as 32. We find the convergence of algorithms is promising.

The alternative approach for 2D case we considered is a 2D regression spline method (bivariate spline). With regard to the variety of modifications of this approach known in the literature, we focus on the version for 2D FDA in [57]. Let $B^\top(x) = \{B_m(x)\}_{m \in \mathcal{M}}$ be the set of bivariate Bernstein basis polynomials, where $\mathcal{M}$ stands for an index set of Bernstein basis polynomials. Then we can represent any bivariate function $f(x)$ by $f(x) \approx B^\top(x)\gamma$ where $\gamma^\top = (\gamma_m, m \in \mathcal{M})$ is the bivariate spline coefficient vector. The estimator $\hat{f}_{BS}$ is implemented by the R package BPST, which was developed by the authors of [57].

The second and the third rows in Figure 2.1 depicts the proposed neural network estimator $\hat{f}_{DNN}$ and bivariate spline estimator $\hat{f}_{BS}$ when $n = 200, N = 625$ and $\sigma = 1$. Table 2.1 summarizes the empirical $L_2$ risk and standard deviation of estimators $\hat{f}_{DNN}$ and $\hat{f}_{BS}$ under 100 simulations for two different noise levels. From the above figures and table, one can see
that our method and the bivariate spline method have fairly similar estimation performances.

As the bivariate spline estimator is able to achieve the optimal nonparametric convergence rate [121], the comparable estimation results in Tables 2.1 and 2.2 also support the asymptotic convergence rate of our proposed estimator \( \hat{f}_{DNN} \) in Theorem 2.1.

Table 2.1: The average empirical \( L_2 \) risk and their standard deviations of \( f_0 \) (Case 1) across 100 simulation runs (2D case).

\[
f_0(x_{1j}, x_{2j}) = \frac{-8}{1 + \exp(\cot(x_{1j}^2) \cos(2\pi x_{2j}))}
\]

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>( N )</th>
<th>( n )</th>
<th>( DNN )</th>
<th>( \text{bivariate spline} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 50 )</td>
<td>( 0.1327 )</td>
<td>( 0.1905 )</td>
<td>( 0.6030 )</td>
<td>( 0.0418 )</td>
</tr>
<tr>
<td>( 225 )</td>
<td>( 0.0797 )</td>
<td>( 0.1244 )</td>
<td>( 0.5757 )</td>
<td>( 0.0249 )</td>
</tr>
<tr>
<td>( 200 )</td>
<td>( 0.0432 )</td>
<td>( 0.0574 )</td>
<td>( 0.5584 )</td>
<td>( 0.0120 )</td>
</tr>
<tr>
<td>( 625 )</td>
<td>( 0.0770 )</td>
<td>( 0.0497 )</td>
<td>( 0.1497 )</td>
<td>( 0.0462 )</td>
</tr>
<tr>
<td>( 100 )</td>
<td>( 0.0535 )</td>
<td>( 0.0368 )</td>
<td>( 0.1136 )</td>
<td>( 0.0214 )</td>
</tr>
<tr>
<td>( 200 )</td>
<td>( 0.0352 )</td>
<td>( 0.0295 )</td>
<td>( 0.0987 )</td>
<td>( 0.0098 )</td>
</tr>
</tbody>
</table>

Table 2.2: The average empirical \( L_2 \) risk and their standard deviations of \( f_0 \) (Case 2) across 100 simulation runs (2D case).

\[
f_0(x_{1j}, x_{2j}) = \log(\sin(2\pi x_{1j}) + 2|\tan(2\pi x_{2j})| + 2)
\]

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>( N )</th>
<th>( n )</th>
<th>( DNN )</th>
<th>( \text{bivariate spline} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 50 )</td>
<td>( 0.0731 )</td>
<td>( 0.0446 )</td>
<td>( 0.0804 )</td>
<td>( 0.0382 )</td>
</tr>
<tr>
<td>( 225 )</td>
<td>( 0.0437 )</td>
<td>( 0.0249 )</td>
<td>( 0.0517 )</td>
<td>( 0.0186 )</td>
</tr>
<tr>
<td>( 200 )</td>
<td>( 0.0254 )</td>
<td>( 0.0217 )</td>
<td>( 0.0351 )</td>
<td>( 0.0100 )</td>
</tr>
<tr>
<td>( 625 )</td>
<td>( 0.0560 )</td>
<td>( 0.0206 )</td>
<td>( 0.0751 )</td>
<td>( 0.0351 )</td>
</tr>
<tr>
<td>( 100 )</td>
<td>( 0.0351 )</td>
<td>( 0.0128 )</td>
<td>( 0.0541 )</td>
<td>( 0.0254 )</td>
</tr>
<tr>
<td>( 200 )</td>
<td>( 0.0245 )</td>
<td>( 0.0085 )</td>
<td>( 0.0383 )</td>
<td>( 0.0110 )</td>
</tr>
<tr>
<td>( 2 )</td>
<td>( 50 )</td>
<td>( 0.1190 )</td>
<td>( 0.0975 )</td>
<td>( 0.1290 )</td>
</tr>
<tr>
<td>( 225 )</td>
<td>( 0.0829 )</td>
<td>( 0.0681 )</td>
<td>( 0.0931 )</td>
<td>( 0.0597 )</td>
</tr>
<tr>
<td>( 200 )</td>
<td>( 0.0348 )</td>
<td>( 0.0276 )</td>
<td>( 0.0464 )</td>
<td>( 0.0251 )</td>
</tr>
<tr>
<td>( 625 )</td>
<td>( 0.0573 )</td>
<td>( 0.0264 )</td>
<td>( 0.1213 )</td>
<td>( 0.0859 )</td>
</tr>
<tr>
<td>( 100 )</td>
<td>( 0.0331 )</td>
<td>( 0.0132 )</td>
<td>( 0.0827 )</td>
<td>( 0.0630 )</td>
</tr>
<tr>
<td>( 200 )</td>
<td>( 0.0139 )</td>
<td>( 0.0059 )</td>
<td>( 0.0502 )</td>
<td>( 0.0251 )</td>
</tr>
</tbody>
</table>
Figure 2.1: 2D simulation. Left: from the top to bottom, they are true function $f_0$ (Case 1) and its estimators $\hat{f}_{DNN}$ and $\hat{f}_{BS}$. Right: from the top to bottom, they are true function $f_0$ (Case 2) and its estimators $\hat{f}_{DNN}$ and $\hat{f}_{BS}$. ($n = 200$, $N = 625$ and $\sigma = 1$)
2.5.2 3D simulation

For 3D simulation, the images are generated from the model (2.8) in 2D case. The true mean function is

\[ f_0(x_1j, x_2j, x_3j) = \exp \left( \frac{1}{3}x_{1j} + \frac{1}{3}x_{2j} + \sqrt{x_{3j} + 0.1} \right), \]

where \( (x_1j, x_2j, x_3j) = \left( \frac{j}{N_3}, \frac{j}{N_3'}, \frac{j}{N_3''} \right) \), \( 1 \leq j_1 \leq N_3, 1 \leq j_2 \leq N_3', 1 \leq j_3 \leq N_3'' \) are equally spaced grid points in each dimension on \([0, 1]^3\) and \(N_3N_3'N_3'' = N\). Here, we mimic the number of voxels of the real data, which usually have different values for \(N_3, N_3'\) and \(N_3''\). For each subject, the within-imaging dependence \(\eta_i(\cdot)\) is generated from a Gaussian process with mean 0, and covariance function

\[ G_0(x_j, x_{j'}) = \sum_{k=1}^{3} \cos \left( 2\pi(x_{kj} - x_{kj'}) \right), \]

\(j, j' = 1, \ldots, N\). Measurement errors \(\epsilon_i(\cdot)\) are generated the same as 2D case. We consider sample size \(n = 50, 100, 200\) and \(N = 3,000 (20 \times 15 \times 10)\) and \(4,500 (30 \times 15 \times 10)\). Results of each setting are based on 100 simulations. The training of neural networks architecture \((L, p, s)\) follows the same procedures as in 2D case. Architecture parameters \((L, p, \zeta)\) selected from \(L \in \{3, 4\}, p \in \{100, 300, 500, 1000, 2000, 5000\}, \zeta \in \{10^{-4}, 10^{-5}, 10^{-6}, 10^{-7}\}\). The triangularized bivariate splines method proposed in [121] are designed for 2D functions only. Extending spline basis functions for 3D functional data is very sophisticated and to our best knowledge, it is not available for 3D FDA yet. Hence, we only conduct 3D numerical analysis with our proposed DNN method. To exam the performance of the estimator \(\hat{f}\), we also summarizes the empirical \(L_2\) risk and standard deviation of estimators \(\hat{f}_{DNN}\) in Table 2.3. It is clear to find that the empirical risk decrease when sample sizes or observed voxels numbers increase for both noise levels, which supports our theoretical findings. The mean function \(f_0\) and its DNN estimator are presented in Figure 2.2. It is easy to conclude that the DNN estimator follows the the same pattern as the true mean function.

2.6 Real data analysis

The dataset used in the preparation of this article were obtained from the ADNI database (adni.loni.usc.edu). The ADNI is a longitudinal multicenter study designed to develop clinical, imaging, genetic, and biochemical biomarkers for the early detection and tracking of AD. From this database, we collect PET data from 79 patients in AD group. This PET dataset
Figure 2.2: Two different angles (Left and Right panels) to view the true mean function and the DNN estimator in 3D simulation case. ($n = 200$, $N = 4$, $500$, $\sigma = 1$)

Table 2.3: The average empirical $L_2$ risk and their standard deviations of $f_0$ across 100 simulation runs (3D case).

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$N$</th>
<th>$n$</th>
<th>$L_2$ risk</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>0.0028</td>
<td>0.0020</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>100</td>
<td>0.0011</td>
<td>0.0006</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0006</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.0007</td>
<td>0.0007</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4500</td>
<td>100</td>
<td>0.0005</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0003</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.0030</td>
<td>0.0024</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>100</td>
<td>0.0012</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0007</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.0009</td>
<td>0.0007</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4500</td>
<td>100</td>
<td>0.0005</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0003</td>
<td>0.0005</td>
<td></td>
</tr>
</tbody>
</table>

has been spatially normalized and post-processed. These AD patients have three to six times doctor visits and we only select the PET scans obtained in the third visits. Patients’ age ranges from 59 to 88 and average age is 76.49. There are 33 females and 46 males among these 79 subjects. All scans were reoriented into $79 \times 95 \times 69$ voxels, which means each patient has 69 sliced 2D images with $79 \times 95$ pixels. For 2D case, it means each subject has $N = 7, 505 = 79 \times 95$.
observed pixels for each selected image slice. For 3D case, the observed number of voxels for each patient’s brain sample is \( N = 79 \times 95 \times 69 \), which is more than 0.5 million.

For 2D case, we select the 20-th, 40-th and 60-th slices from 69 slices for each patient. We first take average across 79 patients for each slices (the first row in Figure 2.3). Then, based on the averaged images, we obtain the proposed DNN estimators for each slice (the second row in Figure 2.3). We also recover the image with higher resolutions \( 512 \times 512 \) pixels, instead of the original \( 95 \times 69 \) pixels for each slice (the third row in Figure 2.3). The neural network (2.5) is trained through optimizer Adam with architecture parameters \((L, p, \zeta)\) selected from \( L \in \{3, 4\}, p \in \{500, 1000\}, \zeta \in \{10^{-5}, 10^{-6}, 10^{-7}\} \). 10-fold cross-validation method selects the optimal architecture parameters \( L_{opt} = 3, p_{opt} = 1000 \) and \( \zeta_{opt} = 10^{-7} \). We used 300 to 500 epochs and 2 to 8 as batch size given different slices.

In 3D case, on 79 patients, and total \( 79 \times 95 \times 69 \) voxels. Same as 2D case, we first average the total 79 3D scans into one 3D scan, and then perform neural network to train the model based on the averaged 3D image. In the bottom row of Figure 2.3, we break down the recovered 3D image and show the recovered 20-th, 40-th and 60-th slices. The neural network (2.5) is trained through optimizer Adam with architecture parameters \((L, p, \zeta)\) selected from \( L \in \{3, 4\}, p \in \{1000, 1500\}, \zeta \in \{10^{-5}, 10^{-6}, 10^{-7}\} \). 10-fold cross-validation method selects the optimal architecture parameters \( L_{opt} = 4, p_{opt} = 1500 \) and \( \zeta_{opt} = 10^{-7} \). According to our numerical experience, we find 300 epochs and 64 batch size providing the reasonable well results.

In Figure 2.4, we also recover the image in higher resolutions \( 128 \times 128 \times 128 \) voxels, which means instead of the original \( 79 \times 95 \times 69 \) voxels, we can provide the estimated image slices with higher resolution (\( 128 \times 128 \) pixels, instead of the original \( 79 \times 95 \) pixels) at finer grid points (128 points, instead of the original 69 points).

2.7 Discussion

In this work, we resolve the model misspecification issue in multi-dimensional FDA via the promising technique from the deep learning domain. By properly choosing network architecture, our estimator achieves the optimal nonparametric convergence rate in empirical norm. To
Figure 2.3: From top to bottom are averaged images \( \{ \overline{Y}_{j} \}_{j=1}^{7505} \), recovered images \( \hat{f}(x_{1j}, x_{2j'}) \), \( j = 1, \ldots, 79, \ j' = 1, \ldots, 95 \), recovered high resolution (128 \times 128) images \( \hat{f}(x_{1j}, x_{2j}) \), \( j = 1, \ldots, 128 \) and recovered images from 3D image. Left: The 20-th slices; Middle: The 40-th slices; Right: The 60-th slices.
Figure 2.4: Recovered higher resolutions of selected nine slices in 3D case.
our best knowledge, this is the first piece of work in FDA, which yields attractive empirical
convergence rate for multi-dimensional FDA, and at meanwhile is free from model misspecifi-
cation. Numerical analysis demonstrates that our approach is useful in recovering the signal
for imaging data. Some interesting future works may include the functional linear regression
model and classification problems in the framework of DNN.
Chapter 3

Robust Deep Neural Network Estimation for Multi-Dimensional Functional Data

3.1 Introduction

We consider the problem of robust estimation of the location function from a collection of functional observations defined over $\mathbb{R}^d$ ($d \geq 1$) a multi-dimensional domain. To be precise, let $ξ = \{ξ(X) : X \in \mathcal{I}\}$ be a compactly supported random field, i.e., a real-valued second-order stochastic process on a compact set $\mathcal{I} \subset \mathbb{R}^d$. Such data are nowadays commonly referred to as functional data. In many applications, data are collected over one-dimensional domains (i.e., $d = 1$) such as time-varying trajectories and relevant research has been enjoying considerable popularity. The readers are referred to some monographs [87, 115, 54, 46] for a comprehensive overview of functional data analysis (FDA). Thanks to the improved capabilities of data recording and storage, as well as advances in scientific computing and data science, many new forms of functional data have emerged. Instead of traditional unidimensional functional data, multi-dimensional functional data becomes increasingly common in various fields, such as geographical science and neuroscience. For example, for the early detection and tracking of Alzheimer’s disease, the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu) contains each individual’s 3D brain-scans. Despite the promising of multi-dimensional functional data, statistical methods for such data are limited, except for very few existing works, for example, [24, 131, 25].

A fundamental problem in FDA is the estimation of central tendency, yet most current estimation procedures either lack robustness with respect to the many kinds of anomalies one can encounter in the functional setting or only focus on the robustness for unidimensional
scenario. The fact that robust estimation has not been widely investigated for multi-dimensional scenario is certainly not owing to lack of interesting applications, but to the greater technical difficulty to handle such loss function for multi-dimensional functional data and establish their theoretical properties.

To give some background on our proposed method for multi-dimensional functional data, we first review several relevant robust FDA methods that have been developed for analyzing unidimensional functional data. [9, 59] proposed robust estimators for the functional principal components by adapting the projection pursuit approach and based on MM estimation, respectively. [76] established a robust version of spline-based estimators for a linear functional regression model. [96] proposed a robust procedure based on convex and non-convex loss functions in functional linear regression models. Recently, [65, 66] proposed robust estimators and associated simultaneous confidence bands for the mean function of functional data using least absolute deviation and M-estimation, respectively.

We notice that there are few exiting works on robust methods for analyzing so-called two-way functional data which consist of a data matrix whose row and column domains are both structured, as when the data are time series collected at different locations in space. For example, [130] develop a robust regularized singular value decomposition method for analyzing such special type functional data. It is formulated as a penalized loss minimization problem and a pre-decided two-way roughness penalty function is used to ensure smoothness along each of the two functional domains. As this method is only designed for the special two-way functional data, it can not be adopted to the general multi-dimensional FDA directly. Furthermore, a lack of theoretical analysis provides inadequate assurance to robust methods practitioners.

To remedy these deficiencies, we introduce the first class of optimal robust location estimators based on the deep neural network (DNN) method. DNN is one of the most promising and vibrate areas in deep learning. DNN has been recently applied in various nonparametric regression problems recently, they have been shown to successfully overcome the curse of dimensionality in nonparametric regression; see [92, 11, 69, 70]. There are also some works proposed for deep learning algorithms for FDA from the statistical point of view [104]. Based on the sparsely connected DNN, [118] proposed a DNN estimator for the mean function from
functional data based on the least squares neural network regression. However, none of them works on the robust statistics, not to mention the proven theoretical results for robust FDA.

The contributions of this work are three-fold. First, to the best of our knowledge, this is the first work on proposing DNN based robust estimator for FDA. We propose a broad class of M-type RDNN (robust DNN) estimators to estimate location functions for multi-dimensional functional data. Second, RDNN estimators come with theoretical guarantees. In particular, we study the rate of convergence of the estimator under weak assumptions and show that the estimator is rate-optimal even for any \( d \)-dimensional functional data. By borrowing the strength from the DNN, the convergence rate of the proposed RDNN estimator does not depend on the dimension \( d \). Finally, our analyses are fully nonparametric. At the meanwhile, RDNN estimator does not suffer the curse-of-dimensionality which is a classical drawback in the traditional nonparametric regression framework.

This chapter is structured as follows. Section 3.2 provides the model setting in FDA and introduces multilayer feed-forward artificial neural networks and discusses mathematical modeling. The implementation on hyperparameter selections also be included in Section 3.2. The theoretical properties of the proposed RDNN estimator can be found in Section 3.3. Section 3.4 provides the detailed implementation on neural network’s architecture selecting and training. In Section 3.5, it is shown that the finite sample performance of proposed neural network estimator. The proposed method is applied to the spatially normalized positron emission tomography (PET) data from ADNI in Section 3.6 and make some concluding remarks in Section 3.7. Technical proofs are collected in the Appendix.

3.2 The model and the robust deep neural network estimator

3.2.1 FDA model

Let us first assume the process \( \left\{ \xi(X), X \in [0, 1]^d \right\} \) is \( L^2 \), i.e., \( E \int_{[0,1]^d} \xi^2(X)dX < +\infty \). In the classical FDA setting, \( d = 1 \) refers to the index variable as time. When \( d = 2, 3 \), it could also be a spatial variable, such as in image or geoscience applications. We model the multi-dimensional functional data as noisy sampled points from a collection of trajectories that are
assumed to be independent realizations of a smooth random function $\xi(X)$, with unknown mean function $f_0(X) = \mathbb{E}\{\xi(X)\}$. We consider a version of the model that incorporates uncorrelated measurement errors. Let $\xi_1, \ldots, \xi_n$ denote $n$ independent and identically distributed (i.i.d.) copies of $\xi$ at points $X = (X_1, \ldots, X_d)$, $1 \leq i \leq n$. Our goal is to recover the mean function $f_0(X_j)$ from the noisy observations of the discretized functional data:

$$Y_{ij} = \xi_i(X_j) + e_i(X_j), \quad i = 1, 2, \ldots, n, j = 1, 2, \ldots, N,$$

where $e_i(X_j)$ are random noise variables. In [126, 21, 20], it is assumed that the noise variables $e_i(X_j)$ are independent of the $\xi_i$ and i.i.d. with zero mean and finite variance. However, we allow for correlated errors that are not necessarily independent of the functional curves.

In terms of mean-deviations, model (3.1) can be equivalently written as

$$Y_{ij} = f_0(X_j) + \epsilon_i(X_j), \quad i = 1, 2, \ldots, n, j = 1, 2, \ldots, N,$$

where $\epsilon_i(X_j) = \xi_i(X_j) - \mathbb{E}\{\xi_i(X_j)\} + e_i(X_j)$ denotes the error process associated with the $i$-th response evaluated at $X_j$. The problem is thus reformulated as a regression problem with repeated measurements and possibly correlated errors. In the following, for simple notations, we consider the equally spaced design. The main results can be extended to irregular spaced design.

3.2.2 Robust deep neural network estimator

We first briefly introduce the necessary notations and terminologies used in the neural networks. Popular choice of activation functions includes rectified linear unit (ReLU), sigmoid, and tanh. In this article, we will mainly focus on neural networks with the ReLU activation function, i.e., $\sigma(x) = (x)_+$ for $x \in \mathbb{R}$. For any real vector $y = (y_1, \ldots, y_r)^\top$, define the shift activation function $\sigma(y) = (\sigma(y_1), \ldots, \sigma(y_r))^\top$. For an integer $L \geq 1$ and $p = (p_0, p_1, \ldots, p_L, p_{L+1}) \in \mathbb{N}^{L+2}$, let $\mathcal{F}(L, p)$ denote the class of DNN, with $L$ hidden layers and $p_l$ nodes on hidden layer $l$, for $l = 1, \ldots, L$. We consider the feed-forward neural network class, and any $f \in \mathcal{F}(L, p)$
has a composition structure, i.e.,

$$f(x) = W_L \sigma (W_{L-1} \ldots \sigma (W_1 \sigma (W_0 x + u_0) + u_1) + \ldots + u_{L-1}) + u_L, \quad x \in \mathbb{R}^d, \quad (3.3)$$

where $W_l \in \mathbb{R}^{p_l+1 \times p_l}$ are weight matrices and $u_l \in \mathbb{R}^{p_l}$ are shift vectors, for $l = 1, \ldots, L$.

Owing to the large capacity of neural network class, it tends to overfit the training dataset easily. To avoid the overfitting and reduce the computational burden, we train the robust estimator using the following $s$-sparse ReLU DNN class:

$$F(L, p, s) = \left\{ f \in F(L, p) : \sum_{l=0}^{L} \|W_l\|_0 + \|u_l\|_0 \leq s, \max_{l=0,\ldots,L} \|W_l\|_\infty + \|u_l\|_\infty \leq 1, \|f\|_\infty \leq 1 \right\}, \quad (3.4)$$

where $\| \cdot \|_\infty$ denotes the maximum-entry norm of a matrix/vector or supnorm of a function, $\| \cdot \|_0$ denotes the number of non-zero entries of a matrix or vector, $s > 0$ controls the number of nonzero weights and shift. The selecting procedures of unknown tuning parameters $(L, p, s)$ shall be given in Section 3.4. To simplify the notations, we write $F$ instead of $F(L, p, s)$ in the following.

In the regression model, the common objective is to find an optimal estimator by minimizing a loss function. In the DNN setting, this coincides with training neural networks by minimizing the empirical risk over all the training data. In particularly, given the networks in (3.4), the proposed RDNN estimator is defined as

$$\hat{f} = \arg\min_{f \in F} \frac{1}{nN} \sum_{i=1}^{n} \sum_{j=1}^{N} \rho(Y_{ij} - f(X_j)), \quad (3.5)$$

where $\rho$ is some convex nonnegative loss function satisfying $\rho(0) = 0$ and $F$ is some function class. This formulation is very general, allowing the flexibility in the choice of the loss function, so that better resistance towards outlying observations is achieved. One of the well-known examples of such loss functions is Huber’s loss function given by $\rho_k(x) = x^2/2I(|x| \leq k) + \frac{1}{2}k(|x| - k)^2$ for $|x| > k$. 
k(|x| − k/2)I(|x| > k), where I(·) is the indicator function, and k > 0 controls the blending
of square and absolute losses. Furthermore, the symmetry of the loss function in (3.5) is not
required, such versatile estimators may be readily incorporated into the present framework.
Indeed, to estimate conditional quantiles, one would only need to select the loss function as
\( \rho(x) = x(\tau - I(x < 0)) \) for some \( \tau \in (0, 1) \). Finally, the asymptotic properties of quantile
estimators are covered by the theory developed in Section 3.3.

3.3 Theoretical properties of the RDNN estimator

3.3.1 Definitions and notations

Define the ball of \( \beta \)-Hölder functions with radius \( K \) as

\[
C^\beta_d(D, K) = \left\{ f : D \subset \mathbb{R}^d \to \mathbb{R} : \sum_{\alpha : |\alpha| < \beta} \| \partial^\alpha f \|_\infty + \sum_{\alpha : |\alpha| = \beta} \sup_{x, y \in D, x \neq y} \frac{|\partial^\alpha f(x) - \partial^\alpha f(y)|}{|x - y|^{\beta - |\alpha|}} \leq K \right\},
\]

where \( \partial^\alpha = \partial^{\alpha_1} \cdot \ldots \cdot \partial^{\alpha_d} \) with \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \) and \( |\alpha| := |\alpha|_1 \).

We assume the true location function \( f_0 \) has the natural composition structure, i.e.,

\[ f_0 = g_q \circ g_{q-1} \circ \ldots \circ g_1 \circ g_0, \]

where \( g_\ell : [a_\ell, b_\ell]^{d_\ell} \to [a_{\ell+1}, b_{\ell+1}]^{d_{\ell+1}} \), \( g_\ell = (g_{\ell j})_{j=1,...,d_{\ell+1}} \), \( \ell = 1, \ldots, q \), with unknown
parameters \( d_\ell \) and \( q \). We assume each \( g_{\ell j} \) is \( \beta_\ell \)-Hölder function with radius \( K_\ell \). Let \( t_\ell \) be the
maximal number of variables on which each of the \( g_{\ell j} \) depends on \( t_\ell \), and \( t_\ell \leq d_\ell \). Since \( g_{\ell j} \) is
also \( t_\ell \)-variate, the true underlying function space becomes

\[
\mathcal{G} (g, d, t, \beta, K)
:= \{ f = g_q \circ \ldots \circ g_0 : g_\ell = (g_{\ell j})_{j=1,...,d_{\ell+1}} \circ \ldots \circ g_0, \quad
\}
\]

\[
g_{\ell j} \in C^\beta_{t_\ell} ([a_\ell, b_\ell]^{t_\ell}, K_\ell), |a_\ell|, |b_\ell| \leq K_\ell \},
\]

(3.6)
with \( d := (d_0, \ldots, d_{q+1}) \), \( t := (t_0, \ldots, t_q) \), \( \beta := (\beta_0, \ldots, \beta_q) \), \( K := (K_0, \ldots, K_q) \) and \( \beta^*_\ell := \beta_\ell \prod_{k=\ell+1}^q (\beta_k \wedge 1) \).

### 3.3.2 Assumptions

In this section, we develop the convergence rate of the proposed RDNN estimator in (3.5). For simple notations, \( \log \) denotes the logarithmic function with base 2. For sequences \( (a_n)_n \) and \( (b_n)_n \), \( a_n \asymp b_n \) means \( a_n \leq c_1 b_n \) and \( a_n \geq c_2 b_n \) where \( c_1 \) and \( c_2 \) are absolute constants for any \( n \).

We now introduce the main assumptions:

\(<A1>\) The true regression function \( f_0 \in \mathcal{G}(q, d, t, \beta, K) \).

\(<A2>\) The RDNN estimator \( \hat{f} \in \mathcal{F}(L, p, s) \), where \( L \asymp \log(nN^\nu) \), \( s \asymp (nN^\nu)^{\frac{1}{p+1}} \), \( \min_{l=1, \ldots, L} p_l \asymp (nN^\nu)^{\frac{1}{p+1}} \), for \( \theta = \min_{\ell=0, \ldots, d} \frac{2\beta_\ell}{l_\ell} \) and \( \nu \geq 0 \).

\(<A3>\) The loss function \( \rho \) is an absolutely continuous convex function on \( \mathbb{R} \) with derivative \( \psi \) existing almost everywhere.

\(<A4>\) There exist finite constants \( \kappa \) and \( c_1 \) such that for all \( x \in \mathbb{R} \) and \( |x'| < \kappa \), \( |\psi(x + x') - \psi(x)| < c_1 \).

\(<A5>\) There exist a finite constant \( c_2 \) such that \( \sup_{j \leq N} \mathbb{E}\{|\psi(\epsilon_{1j} + u) - \psi(\epsilon_{1j})|^2\} < c_2|u| \), as \( |u| \to 0 \).

\(<A6>\) \( \sup_{j \leq N} \mathbb{E}\{|\psi(\epsilon_{1j})|^2\} = O(N^{-\nu}) \), for some constant \( \nu \geq 0 \), and \( \mathbb{E}\{\psi(\epsilon_{1j})\} = 0 \). There exist finite constants \( \delta_j, j = 1, \ldots, N \) such that \( 0 < \inf_{j \leq N} \delta_j \leq \sup_{j \leq N} \delta_j < \infty \) and \( \sup_{j \leq N} \mathbb{E}\{|\psi(\epsilon_{1j} + u)\} - \delta_j u| = o(u) \), as \( |u| \to 0 \).

Assumption \( <A1> \) is a natural definition for the neural network, which is fairly flexible and many well known function classes are contained in it. For example, the generalized additive model \( f_0(x) = h \left( \sum_{i=1}^d f_i(x_i) \right) \), can be written as a composition of three functions \( f_0 = g_2 \circ g_1 \circ g_0 \), with \( g_0(x_1, \ldots, x_d) = (f_1(x_1), \ldots, f_d(x_d)) \), \( g_1(x_1, \ldots, x_d) = \sum_{i=1}^d x_i \), and \( g_2 = h \).
discontinuous score functions, Assumptions (A3)-(A6) impose some regularity on the error process and its finite-dimensional distributions. In particularly, Assumptions (A3) guarantees the existence of the solution of the optimization problem in (3.5). Most of the loss functions chosen in practice satisfy this condition, such as the Huber loss function. Assumptions (A4) and (A5) require boundedness and some regularity of the score function, which are standard conditions for M-estimation procedures for FDA, see the similar conditions required in [65]. For the first part of Assumption (A6), when considering the classical $L_2$ loss, it essentially makes sure the largest element of the covariance function is finite and decreases when the number of measurements increases. They are standard regularity conditions for the covariance functions in FDA literature, see [20, 65, 118] for example. The second part of Assumption (A6) essentially requires that for any $j = 1, \ldots, N$, function $h_j(u) = E\{\psi(\epsilon_{1j} + u)\}$, is differentiable with strictly positive derivative at the origin. This is a necessary condition for the minimum to be well-separated in the limit. Assumption (A6) on the score function $\psi$ is also standard conditions in M-estimation for functional data literature, see [65, 50]. It is also not stringent assumptions for errors, for example, $\epsilon_{ij}$’s following a zero mean Gaussian process or mixture Normal–Cauchy distribution. We provide more detailed examples for $\epsilon_{ij}$’s in Section 3.5.

### 3.3.3 Unified rate of convergence

The following theorem establishes the unified convergence rate of the RDNN estimator $\hat{f}$ for any multi-dimensional functional data under the empirical norm. Its proof and some technical lemmas are provided in the Appendix.

**Theorem 3.1.** Under Assumptions (A1)-(A6), we have

$$\|\hat{f} - f_0\|_N^2 = O_p(nN^{\nu})^{-\frac{\theta}{2\pi}} \log^6(nN^{\nu}),$$

(3.7)

where $\nu \geq 0$, $\theta = \min_{\ell=0, \ldots, q} \frac{2\beta^*}{\ell t}$. 

It is interesting to observe that Theorem 3.1 obtains the same rate of convergence derived in non-robust estimation in [118].
3.4 Implementation

Different from classical nonparametric estimators, \( \hat{f} \) has no analytical expression or basis expansion expression. The proposed robust estimator is constructed using the neural network class which is fully characterized by the architectures \((L, p, s)\). In this section, we provide the detailed computational procedure for the proposed RDNN estimator in (3.5).

3.4.1 Neural network’s architecture selection

In the DNNs’ computations, tuning parameters are crucial as they control the overall behavior of the proposed estimator and the learning process. The tuning parameters are so-called network architecture parameters, which include the number of layers \( L \), the number of hidden neurons within these layers \( p \), and sparse parameter \( s \). There are fairly rich literature discussing the optimization selection, such as grid search, random search, and Bayesian optimization. Nevertheless, the selection of network architecture parameters has been rarely discussed. In practice, some model selection methods such as cross-validation may have good performances, but with huge computational burdens. For this reason, considering both the computational efficiency and the theoretical guarantee, we select architecture parameters based on Theorem 3.1. Particularly, let \( \nu = \frac{1}{2} \) and \( \theta = \frac{1}{2} \) in Assumption (A2), and choose \( L = \lceil 0.5 \log(nN^{1/2}) \rceil \), \( p_l = \lceil 10n^{1/2}N^{1/4} \rceil \), \( s = \lceil 5n^{1/2}N^{1/4} \rceil L \). The specific choice of \( \nu \) and \( \theta \) includes a large scope of true function classes. Note that in our considered sparse neural network space \( \mathcal{F} \), the sparse parameter \( s \) should be carefully selected. When designing the network architecture practically, the dropout rate is suggested as \( \lceil 5n^{1/2}N^{1/4} \rceil (\lceil 10n^{1/2}N^{1/4} \rceil)^{-1} \) in each layer during the optimization procedure.

3.4.2 Training neural networks

The minimization in (3.5) is generally a computational cumbersome optimization problem owing to non-linearities and non-convexities. The most commonly used solution utilises stochastic gradient descent (SGD) to train a neural network. SGD uses a batch of a specific size, that is, a small subset of the data (typical size \( B = 2^2 \) to \( 2^{10} \)) is randomly drawn at each iteration.
of optimization to evaluate the gradient, to alleviate the computation hurdle. Our input size of network is $nN$, thus we choose relatively large batches $B$ from 256 to 512 depending on the performance of convergence. A pass of the whole training set is called an epoch. Typical choices of epochs are 200, 300 and 500. The number of epochs defines the number of times that the learning algorithm works through the entire training dataset. The step of the derivative at each epoch is controlled by the learning rate which is 0.001. The readers are referred to recent monographs ([35]) for a general discussion of these numerical challenges. There are certainly some challenges for SGD to train DNN. For example, albeit good theoretical guarantees for well-behaved problems, SGD might converge very slowly; the learning rates are difficult to tune ([2]). To address these challenges, several variants gradient based optimization algorithms are introduced, such as Adam, RMSprop and Adadelta. Instead of the classical SGD procedure, Adam is a method for efficient stochastic optimization that only requires first-order gradients with little memory requirement. Hence, it is well suited for problems when there are large sample sizes and parameters ([53]), and is widely used in network training for functional data, such as [118]. In our numerical studies, Adam provides the best results and is the most computationally efficient among these candidates. We recommend Adam in the real-life applications.

3.5 Simulation

To illustrate the finite sample performance of the introduced RDNN estimators based on our proposed neural networks method, we conduct substantial simulations for both 2D and 3D functional data. All experiments are conducted in R. We summarize R codes and examples for the proposed RDNN algorithms on GitHub (https://github.com/FDASTATAUBURN/RDNN).

3.5.1 2D simulation

The 2D functional data are generated from the model:

$$Y_{ij} = f_0(X_j) + \epsilon_{ij},$$

(3.8)
where the true mean function $f_0(x_j) = -8 \left[ 1 + \exp \left\{ \cot(x_{j1}^2) \cos(2\pi x_{j2}) \right\} \right]^{-1}$, and $x_j = (j_1/N_2, j_2/N_2)$, $1 \leq j_1, j_2 \leq N_2$, are the equally spaced grid points on $[0, 1]^2$, and $N_2^2 = N$.

The error term is $\epsilon_{ij} = \eta(X_j) + e_{ij}$, where $\eta(\cdot)$ is generated from a Gaussian process, with zero mean and covariance function $G_0(x_j, x_{j'}) = \sum_{k=1}^{2} \cos(2\pi(x_{jk} - x_{jk'}))$, $j, j' = 1, \ldots, N$. The measurement errors $e_{ij}$’s are i.i.d. standard normal random variables.

Under the proposed functional model (3.5.1), we introduce outlier hyper-surfaces to the generated functional sample by randomly contaminating a subset, $R^o$, of the original sample. The contamination proportion $r$ is chosen to be 0, 0.1 and 0.2. The similar simulation setting has been considered in [65, 66]. We consider the following four types of outliers, i.e., two surface outliers and two heavy-tailed distributed outliers. They mimic the types of noised data usually encountered in the real dataset in Section 2.6.

**Case 1: Stripe outliers** To simulate outliers on a stripe in 2D regions, the contamination occurs on a line segment $a_0 \times I$, that is,

$$Y_{ij}^o = Y_{ij}^* + \epsilon_{ij}^o, \quad i \in R^o, \quad j_1^*/N_2 = a_0, \quad j_2^*/N_2 \in I,$$

where $\epsilon_{ij}^o \sim U(10, 20)$. In this simulation, $a_0 = 0.2$, and we choose (i) $I = \bigcup_{k=1}^{5} \left[\frac{2k-2}{10}, \frac{2k-1}{10}\right]$, and (ii) $I = [0, 1]$.

**Case 2: Square outliers** To simulate outliers on a consecutive 2D region, the contamination occurs on a square $[a_0, a_1]^2$, that is,

$$Y_{ij}^o = Y_{ij}^* + \epsilon_{ij}^o, \quad i \in R^o, \quad (j_1^*/N_2, j_2^*/N_2) \in [a_0, a_1]^2$$

where $\epsilon_{ij}^o \sim U(10, 20)$. In the simulation, we choose (i) $[a_0, a_1]^2 = [0.1, 0.3]^2$, and (ii) $[a_0, a_1]^2 = [0.1, 0.5]^2$.

**Case 3: Mixture Normal–Cauchy** To simulate outliers with heavy-tailed distribution, the distribution of $\epsilon_{ij}^o$’s follow a mixture of a normal distribution $N(0, 1)$ and a Cauchy distribution with location 0 and scale 0.5. The mixture rates are (i) 0.3, and (ii) 0.5.
Case 4: Mixture Normal–Slash Similar to previous case, but using a mixture of a normal distribution \( N(0, 1) \) and a Slash distribution with location 0 and scale 0.5. The mixture rates are (i) 0.3, and (ii) 0.5.

We consider sample size \( n = 50, 100, 200 \). For each image, let \( N_2 = 10 \), implicating the number of observational points (pixels) is set to be \( N = N_2^2 = 100 \). The network architecture is determined in a data driven way as suggested in Section 3.4.1, and we use Huber’s loss function with tuning parameter 1 for RDNN estimator in (2.5). The results of each setting are based on 100 Monte Carlo simulations. Figures 3.1 presents heat maps of a typical set of the true mean function and abnormal observations, along with the estimations of RDNN and DNN estimators. From Table 3.1, we can see that when training the clean data, DNN method has comparable \( L_2 \) risks with RDNN estimators. These risks decrease as the sample size \( n \) increases. However, when contamination is involved, Table 3.2 shows that the risks of DNN estimators elevated drastically, while RDNN ones keep consistent results. In addition, although increasing either contamination rate \( r \) or contamination areas on a stripe raises the risks, we can see that RDNN estimators perform steady and remains relatively small \( L_2 \) risks even given 20% data contain anomalies. From Table 3.2, we can also see that when contamination occurs in a square region, the same trend is revealed, as previous discussion. It is worth mentioning that when \( r = 0.2 \), for the contaminated region \([0.1, 0.5]^2\), DNN estimators has extremely large risks, which are more than 10 times of ones of RDNN. Similar findings can be concluded from Table 3.3, where the random errors following non-Gaussian heavy-tail distributions. The RDNN estimator best mitigates the effect of this contamination relative to its competitors. Overall, the present simulation experiments suggest that RDNN perform well in clean data and safeguard against outlying observations either in the form of outlying surfaces or heavy-tailed measurement errors.

Table 3.1: Empirical \( L_2 \) risk of 2D uncontaminated data with standard errors in brackets.

<table>
<thead>
<tr>
<th>( n )</th>
<th>RDNN</th>
<th>DNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.114 (0.040)</td>
<td>0.125 (0.049)</td>
</tr>
<tr>
<td>100</td>
<td>0.059 (0.029)</td>
<td>0.055 (0.028)</td>
</tr>
<tr>
<td>200</td>
<td>0.034 (0.016)</td>
<td>0.031 (0.017)</td>
</tr>
</tbody>
</table>
Figure 3.1: 2D simulation for mixed Cauchy and mixed Slash distribution. The first row: true function $f_0$; The second row to forth row present the contaminated data $Y^O$, DNN estimations , RDNN estimations. From left to right, the observed data are generated from Case 1 (i) and (ii), Case 2 (i) and (ii).
Figure 3.2: 2D simulation for mixed Cauchy and mixed Slash distribution. The first row: true function $f_0$; The second row to forth row present the contaminated data $Y^O$, DNN estimations, RDNN estimations. From left to right, the observed data are generated from Case 3 (i) and (ii), Case 4 (i) and (ii).
Table 3.2: Empirical $L_2$ risk of 2D contaminated data in Cases 1 and 2 with standard errors in brackets.

<table>
<thead>
<tr>
<th>contaminated regions</th>
<th>$n$</th>
<th>$r = 0.1$</th>
<th>$r = 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RDNN</td>
<td>DNN</td>
</tr>
<tr>
<td>stripe</td>
<td>50</td>
<td>0.115 (0.048)</td>
<td>0.179 (0.078)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.055 (0.023)</td>
<td>0.102 (0.033)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.032 (0.015)</td>
<td>0.081 (0.024)</td>
</tr>
<tr>
<td>$[0, 1]$</td>
<td>50</td>
<td>0.137 (0.066)</td>
<td>0.311 (0.081)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.064 (0.027)</td>
<td>0.240 (0.055)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.036 (0.015)</td>
<td>0.226 (0.032)</td>
</tr>
<tr>
<td>square</td>
<td>50</td>
<td>0.118 (0.048)</td>
<td>0.260 (0.093)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.065 (0.033)</td>
<td>0.195 (0.059)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.038 (0.019)</td>
<td>0.195 (0.042)</td>
</tr>
<tr>
<td>$[0.1, 0.3]^2$</td>
<td>50</td>
<td>0.151 (0.060)</td>
<td>0.657 (0.159)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.078 (0.042)</td>
<td>0.533 (0.111)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.046 (0.023)</td>
<td>0.550 (0.091)</td>
</tr>
<tr>
<td>$[0.1, 0.5]^2$</td>
<td>50</td>
<td>0.142 (0.065)</td>
<td>0.456 (0.686)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.074 (0.033)</td>
<td>0.419 (0.948)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.054 (0.027)</td>
<td>0.304 (0.617)</td>
</tr>
</tbody>
</table>

Table 3.3: Empirical $L_2$ risk of 2D contaminated data in Cases 3 and 4 with standard errors in brackets.

<table>
<thead>
<tr>
<th>error types</th>
<th>$n$</th>
<th>mixture rate = 0.3</th>
<th></th>
<th>mixture rate = 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RDNN</td>
<td>DNN</td>
<td>RDNN</td>
</tr>
<tr>
<td>Cauchy</td>
<td>50</td>
<td>0.186 (0.069)</td>
<td>0.665 (0.959)</td>
<td>0.191 (0.069)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.097 (0.044)</td>
<td>0.289 (0.265)</td>
<td>0.104 (0.586)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.051 (0.029)</td>
<td>0.140 (0.175)</td>
<td>0.053 (0.024)</td>
</tr>
<tr>
<td>Slash</td>
<td>50</td>
<td>0.142 (0.065)</td>
<td>0.456 (0.686)</td>
<td>0.136 (0.071)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.074 (0.033)</td>
<td>0.419 (0.948)</td>
<td>0.071 (0.033)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.054 (0.027)</td>
<td>0.304 (0.617)</td>
<td>0.055 (0.029)</td>
</tr>
</tbody>
</table>

3.5.2 3D simulation

For 3D simulation, the functional data are generated from the model (3.8). The true mean function is $f_0(x_j) = f_0(x_{1j}, x_{2j}, x_{3j}) = \exp \left( \frac{1}{3} x_{1j} + \frac{1}{3} x_{2j} + \sqrt{x_{3j} + 0.1} \right)$, where $x_j = (x_{1j}, x_{2j}, x_{3j}) = (j_1/N_3, j_2/N_3, j_3/N_3)$, $1 \leq j_1, j_2, j_3 \leq N_3$, are equally spaced grid points in $[0, 1]^3$ and $N = N_3 = 5^3$. Generate $\eta(\cdot)$ from a Gaussian process, with zero mean and covariance function $G_0(x_j, x_{j'}) = \sum_{k=1}^{3} \cos(2\pi(x_{kj} - x_{kj'}))$, $j, j' = 1, \ldots, N$, and the measurement errors $e_{ij}$'s are i.i.d. random variables generated from standard normal distribution. To contaminate the clean data, we apply the similar settings in Section 3.5.1.
**Case 5** To simulate outliers on a consecutive 3D region, the contamination occurs on a square $[a_0, a_1]^3$, that is,

$$Y_{ij}^* = Y_{ij} + \epsilon_{ij}^*, \quad i \in \mathbb{R}^n, \quad (j_1^*/N_3, j_2^*/N_3, j_3^*/N_3) \in [a_0, a_1]^3$$

where $\epsilon_{ij}^* \sim U(10, 20)$. In the simulation, we choose $[a_0, a_1]^3 = [0.10, 0.20]^3$ and $[0.10, 0.30]^3$ for different contamination proportions.

**Case 6** *Mixture Normal–Cauchy* Similar to case 3, the distribution of $\epsilon_{ij}^*$’s follow a mixture of a normal distribution $N(0, 1)$ and a Cauchy distribution with location 0 and scale 0.5. The mixture rates are (i) 0.3, and (ii) 0.5.

**Case 7:** *Mixture Normal–Slash* Similar to case 4, the distribution of $\epsilon_{ij}^*$’s follow a mixture of a normal distribution $N(0, 1)$ and a Slash distribution with location 0 and scale 0.5. The mixture rates are (i) 0.3, and (ii) 0.5.

The results of each setting are based on 100 Monte Carlo simulations for sample sizes are 50, 100, and 200. For reference, Table 3.4 shows the average of empirical $L_2$ risks for clean data. We find that when data are clean, both of RDNN and DNN provide comparable estimations results, and the empirical risk decreases as the sample size increases. Tables 3.5 and 3.6 report the average of empirical $L_2$ risks for cases 6 and 7. As expected, non-robust DNN estimator has explosive risks, which are around three times of those for uncontaminated data. Similar to the 2D cases, either enlarging the contaminated region or the contamination proportion increases risk with DNN estimators. The precision of the RDNN estimator is kept at the same level as all outlier types and the clean dataset. This provides strong evidence that the proposed RDNN estimator is less sensitive to the presence of outliers, maintaining precision. In the worst case, the risks of RDNN estimator has increased no more than four times, however, the non-robust one has increased around 20 times compared with the clean data scenarios.
Table 3.4: Empirical \( L_2 \) risk of 3D uncontaminated data with standard errors in brackets.

<table>
<thead>
<tr>
<th>( n )</th>
<th>RDNN</th>
<th>DNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.103 (0.050)</td>
<td>0.090 (0.045)</td>
</tr>
<tr>
<td>100</td>
<td>0.055 (0.033)</td>
<td>0.047 (0.023)</td>
</tr>
<tr>
<td>200</td>
<td>0.027 (0.013)</td>
<td>0.026 (0.018)</td>
</tr>
</tbody>
</table>

Table 3.5: Empirical \( L_2 \) risk of 3D contaminated data for cases 5 with standard errors in brackets.

<table>
<thead>
<tr>
<th>Contaminated regions</th>
<th>( n )</th>
<th>( r = 0.1 )</th>
<th>( r = 0.2 )</th>
<th>( r = 0.1 )</th>
<th>( r = 0.2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RDNN</td>
<td>DNN</td>
<td>RDNN</td>
<td>DNN</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.111 (0.049)</td>
<td>0.204 (0.066)</td>
<td>0.119 (0.052)</td>
<td>0.515 (0.107)</td>
</tr>
<tr>
<td>[0.10, 0.20] &amp; ( \sqrt{3} )</td>
<td>100</td>
<td>0.056 (0.028)</td>
<td>0.155 (0.041)</td>
<td>0.078 (0.033)</td>
<td>0.539 (0.067)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.033 (0.018)</td>
<td>0.148 (0.029)</td>
<td>0.049 (0.017)</td>
<td>0.571 (0.058)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.118 (0.060)</td>
<td>0.463 (0.104)</td>
<td>0.173 (0.055)</td>
<td>1.598 (0.212)</td>
</tr>
<tr>
<td>[0.10, 0.30] &amp; ( \sqrt{3} )</td>
<td>100</td>
<td>0.066 (0.032)</td>
<td>0.472 (0.092)</td>
<td>0.135 (0.052)</td>
<td>1.925 (0.160)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.042 (0.017)</td>
<td>0.478 (0.077)</td>
<td>0.103 (0.033)</td>
<td>1.942 (0.156)</td>
</tr>
</tbody>
</table>

3.6 Real data analysis

The dataset used in the preparation of this article were obtained from the ADNI database (adni.loni.usc.edu). The ADNI is a longitudinal multicenter study designed to develop clinical, imaging, genetic, and biochemical biomarkers for the early detection and tracking of AD. From this database, we collect PET data from 85 patients in AD group. This PET dataset has been spatially normalized and post-processed. These AD patients have three to six times doctor visits and we only select the PET scans obtained in the third visits. Patients’ age ranges from 59 to 88 and average age is 76.49. All scans were reoriented into 79 × 95 × 69 voxels.

Table 3.6: Empirical \( L_2 \) risk of 3D contaminated data for cases 6 and 7 with standard errors in brackets.

<table>
<thead>
<tr>
<th>error types</th>
<th>( n )</th>
<th>mixture rate = 0.3</th>
<th>mixture rate = 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RDNN</td>
<td>DNN</td>
</tr>
<tr>
<td>Cauchy</td>
<td>50</td>
<td>0.130 (0.072)</td>
<td>0.526 (1.421)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.066 (0.035)</td>
<td>0.459 (0.953)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.043 (0.023)</td>
<td>0.163 (0.267)</td>
</tr>
<tr>
<td>Slash</td>
<td>50</td>
<td>0.128 (0.062)</td>
<td>0.753 (2.220)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.066 (0.042)</td>
<td>0.403 (0.887)</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.049 (0.036)</td>
<td>0.321 (0.771)</td>
</tr>
</tbody>
</table>
which means each patient has 69 sliced 2D images with $79 \times 95$ pixels. For 2D case, it indicates that each subject has $N = 7,505 = 79 \times 95$ observed pixels for each selected image slice.

In this imaging dataset, we observe that there exists a few abnormal observations, which have different pattern from the majority of data. In Figure 3.3, the first row demonstrates the averaged images of the 20-th, 30-th, 40-th, and 50-th slices across all patients. In the second row, images are taken from different individuals, where extreme small values showing in certain regions, which lead to blur boundaries. For the 2D case, we select the 20-th, 30-th, 40-th and 50-th slices from 69 slices for each patient, and apply the proposed RDNN for each slice, respectively, with loss function $\rho_\tau(x) = x (\tau - \mathbb{I}(x < 0))$ with $\tau = 0.1, 0.3, 0.5, 0.7, 0.9$. The neural network (2.5) is trained through optimizer Adam with architecture parameters $(L, p, s)$ selected as discussed in 3.4.1. We used 100 epochs and 128 as batch size given different data. Based on the images, we obtain the proposed RDNN estimators for each slice, and also recover the image with the original resolution $79 \times 95$ pixels and a higher resolution $128 \times 128$. To visualize the estimates, Figures 3.4 provides the heat maps of the RDNN estimator of different quantiles for all four slices in 2D scenario, Figure 3.5 depicts the same estimates but with a finer resolution ($128 \times 128$). For 3D scenario, we combine all the four slices together, hence, the 3D data totally contains $79 \times 95 \times 4$ voxels. We first obtain the RDNN estimators with the original resolution and recover them also in a higher resolution $128 \times 128 \times 4$. Figures 3.6 and 3.7 depict the RDNN estimators in the original resolution and higher resolution for each slice and quantile, respectively. The estimated quantiles serve to confirm the suspected multi-modality in this imaging data. According to the heat maps, in 20-th, 30-th, and 40-th slices, higher quantiles significantly differ from lower ones in that there are much larger value presenting in the bottom regions. In 50-th slice, higher quantiles can be easily distinguished from lower ones in terms of overall larger values and wider boundaries.

3.7 Discussion

In this work, we resolve the robust estimation for functional data on multi-dimensional domains via the promising technique from the deep learning. By properly choosing network architecture, our estimator achieves the optimal nonparametric convergence rate in empirical norm. To
Figure 3.3: The first row are the averaged images for 20-th, 30-th, 40-th and 50-th slices across all patients. The rest are some abnormal data for each slices from some patients.

To the best of our knowledge, the present work is the first work on multi-dimensional functional data robust estimation with provable guarantees. Numerical analysis demonstrates that our approach is useful in recovering the signal for imaging data.
Figure 3.4: 2D quantile estimators with $79 \times 95$ pixels. From the left to the right: the 20-th, 30-th, 40-th, and 50-th slices. From the top to the bottom: (10%, 30%, 50%, 70%, 90%)-quantiles.
Figure 3.5: 2D quantile estimators with $128 \times 128$ pixels. From the left to the right: the 20-th, 30-th, 40-th, and 50-th slices. From the top to the bottom: (10%, 30%, 50%, 70%, 90%)-quantiles.
Figure 3.6: 3D quantile estimators with $79 \times 95$ pixels. From the left to the right: the 20-th, 30-th, 40-th, and 50-th slices. From the top to the bottom: (10\%, 30\%, 50\%, 70\%, 90\%)-quantiles.
Figure 3.7: 3D quantile estimators with $128 \times 128$ pixels. From the left to the right: the 20-th, 30-th, 40-th, and 50-th slices. From the top to the bottom: (10%, 30%, 50%, 70%, 90%)-quantiles.
4.1 Introduction

Functional classification has applications in many areas such as machine learning, chemometrics and artificial intelligence [98, 60, 90, 23]. A variety of functional classification techniques have been proposed such as logistic regression [5], distance-based classifiers [40, 42], k-nearest neighbor classifiers [13, 14], Bayesian classifiers [62, 30], data depth based classifiers [29, 93], functional linear or quadratic discriminant analysis [95, 85], and projection-based methods [28, 32]. Recent monographs by [80, 115] provide comprehensive and general discussions on this topic.

Existing works on functional classification have been merely focusing on the construction of classifiers that achieve perfect classification phenomenon in the sense that the probability of misclassifying a new data function converges to zero asymptotically. For instance, [31] established perfect classification of a linear centroid classifier and suggested a practical representation using components obtained from functional principal component analysis and partial least squares; [30] proposed to use density ratios of projections on a sequence of eigenfunctions that are common to the two populations and showed the perfect classification property; [33] studied perfect classification property when the data functions are observed on different domains; [12] further clarified the near-perfect classification phenomenon in a reproducing kernel Hilbert space framework for Gaussian processes. As revealed by [30], perfect classification is only achievable when the two populations are sufficiently separated from each other in the
sense that the infinite series characterizing the distance between the mean functions or covariance functions is divergent. When both series are convergent, perfect classification is no longer achievable which we call it as the imperfect classification problem. In imperfect classification, the risk of any classifier, including the optimal Bayes classifier, does not tend to zero. Therefore, the theory of perfect classification is no longer valid.

In this chapter, we study functional classification problem through minimax optimality which will address the above issue. Specifically, we derive sharp convergence rates of minimax excess risk (MER) for classifying Gaussian functional data. MER framework is able to accommodate imperfect classification since it allows for nonvanishing classification risk. Moreover, the derived optimal rates for MER may serve as a gold standard to evaluate the performance of any functional classifiers.

Discriminant analysis is one of the most popular classification techniques in statistics and machine learning due to its simplicity and effectiveness, therefore, it would be interesting to investigate whether it is able to achieve minimax optimality. In low-dimensional regime, linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) have been well studied in both theoretical and applied aspects [3]. In high-dimensional regime, despite recent methodological development, there has been relatively few fundamental studies on minimax theory for discriminant analysis. Recently, [19, 18] developed minimax theory for LDA and QDA in high-dimensional setting by imposing sparsity assumptions on discriminating directions. Extension of discriminant analysis to functional data appears to be challenging due to the infinite-dimensional feature of the data. When data are fully observed, [42] proposed a closely related functional quadratic method for discriminating two general Gaussian populations by making use of a suitably defined Mahalanobis distance for functional data, and [31] considered Gaussian populations with equal covariance using functional linear discriminant. However, minimax optimality of these techniques is unclear. The present chapter will demonstrate the minimax optimality of discriminant analysis techniques in imperfect classification where data are either fully or discretely observed. The latter scenario is practically meaningful, since in real-world problems, functional data can only be observed at discrete sampling points.
We will investigate MER in both scenarios when data functions are Gaussian and propose computationally efficient classifiers that achieve minimax optimality.

Our main idea is to project the functional data onto an orthogonal system that is common in both populations, then to construct the so-called Functional Quadratic Discriminant Analysis (FQDA) classifiers based on the projection scores. When data are fully observed, we derive an explicit upper bound for the excess risk of the proposed FQDA classifiers. Moreover, we establish a lower bound for the MER which matches the upper bound, demonstrating the minimax optimality of our method. We extend these results to the scenario of discretely observed data in which the rate of MER demonstrates a phase transition phenomenon jointly characterized by the number of data curves and sampling frequency. Our analysis reveals that when sampling frequency is relatively small, the number of data curves has little effect on the rate of MER. When sampling frequency is relatively large, the rate of MER more depends on the number of data curves. In other words, there exists a critical sampling frequency that governs the performance of the minimax optimal classifier. In functional data estimation, existence of a critical sampling frequency has been discovered by [17]. The present work has made a relevant discovery in functional data classification. Both simulation and real data studies are carried out to demonstrate the performance of our FQDA classifiers.

The rest of the chapter is organized as follows. Section 4.2 presents in detail the data-driven classification procedure FQDA. Theoretical properties of FQDA are investigated in Section 4.3. The upper and lower bounds together show that the FQDA rule achieves the optimal rate in terms of the classification error. The corresponding classifier are investigated. Simulation studies are given in Section 4.4 where we compare the performance of the proposed algorithms to other existing classification methods in the literature. In addition, the merits of the FQDA and FQDA classifiers are illustrated through an analysis of the speech recognition dataset in Section 4.5. We summarize the proposed methodology and discuss the future work in Section 4.6. Major technical details for the proofs of main results are included in the Appendix.

**Notation and Terminologies.** We introduce basic notations and definitions that will be used throughout the rest of the chapter and Chapter C.7. Vectors and matrices are denoted by boldface letters. For a matrix \( A \in \mathbb{R}_{p \times p} \), \( |A| \) is the determinant of \( A \), and \( I_p \) is the \( p \times p \)
identity matrix. For two sequences of positive numbers $a_n$ and $b_n$, $a_n \lesssim b_n$ means that for some constant $c > 0$, $a_n \leq c b_n$ for all $n$, and $a_n \asymp b_n$ means $a_n \lesssim b_n$ and $b_n \lesssim a_n$. $a_n \ll b_n$ means $\lim_{n \to \infty} |a_n|/|b_n| = 0$. We also use $c, c_1, c_2, \ldots, C, C_1, C_2, \ldots$ to denote absolute constants whose values may vary from place to place.

4.2 Model assumptions and oracle QDA

4.2.1 Model assumptions and functional quadratic discriminant analysis

Let $Z(t), t \in \mathcal{T}$ be a random function defined on a compact interval $\mathcal{T}$ which belongs to class $k$ if $Z \sim \mathcal{GP}(\eta_k, \Omega_k)$ for $k = 1, 2$, where $\mathcal{GP}(\eta_k, \Omega_k)$ is a Gaussian process model with unknown mean function $\eta_k(\cdot)$ and unknown covariance function $\Omega_k(\cdot, \cdot)$. Let $L(Z)$ denote the class label of $Z$ with probability distribution $P(L(Z) = k) = \pi_k$, where $\pi_k \in (0, 1)$ are unknown satisfying $\pi_1 + \pi_2 = 1$. When $L(Z) = k$, suppose that $Z$ admits a basis expansion $Z(t) = \sum_{j=1}^{\infty} \xi^{(k)}_j \psi_j(t)$, where $\{\psi_j\}_{j \geq 1}$ is an orthonormal basis in $L^2(\mathcal{T})$ and $\xi_j^{(k)}$, $j \geq 1$ are uncorrelated projection scores. Hence,

$$\eta_k(t) = \sum_{j=1}^{\infty} \mu_{kj} \psi_j(t) \quad \text{and} \quad \Omega_k(t, s) = \sum_{j=1}^{\infty} \lambda_j^{(k)} \psi_j(t) \psi_j(s), \quad t, s \in \mathcal{T},$$

where $\mu_{kj} = E\xi_j^{(k)}$ is the $j$-th mean projection score and $\lambda_j^{(k)} = Var(\xi_j^{(k)})$ is the $j$-th eigenvalue. For $J \geq 1$ and $k = 1, 2$, let $z = (z_1, \ldots, z_J)^\top$, $\mu_k = (\mu_{k1}, \ldots, \mu_{kJ})^\top$, $\Sigma_k = \text{diag}(\lambda_1^{(k)}, \ldots, \lambda_J^{(k)})$, and $\theta = (\pi_1, \pi_2, \mu_1, \mu_2, \Sigma_1, \Sigma_2)$. For predicting $L(Z)$, the oracle QDA classifier is defined by

$$G^*_\theta(Z) = \begin{cases} 1, & Q(z; \theta) \geq 0, \\ 2, & Q(z; \theta) < 0, \end{cases} \quad (4.1)$$

where $Q(z; \theta)$ is the discriminant function defined by

$$Q(z; \theta) = (z - \mu_1)^\top \mathbf{D} (z - \mu_1) - 2 \delta^\top \Sigma_2^{-1} (z - \bar{\mu}) - \log(|\Sigma_1|/|\Sigma_2|) + 2 \log (\pi_1/\pi_2),$$

with $\bar{\mu} = \frac{\mu_1 + \mu_2}{2}, \delta = \mu_2 - \mu_1$, and $\mathbf{D} = \Sigma_2^{-1} - \Sigma_1^{-1}$. The performance of (4.1) depends on the discriminating direction $\Sigma_2^{-1/2} \delta$ and the differential graph $\mathbf{D}$. The necessity of considering
the covariance difference for functional data analysis has been shown by [20]. If \( \Sigma_1 = \Sigma_2 \), the quadratic classification boundary in (4.1) becomes linear, and (4.1) degenerates to LDA. In this work, we focus on QDA for functional data which allows different covariances.

To obtain a consistent estimator for the oracle rule \( G_\theta^* \), we begin by noting an important observation that \( \log(|\Sigma_1|/|\Sigma_2|) = \log(|D\Sigma_1 + I_J|) \), and rewriting \( Q(z; \theta) \) as

\[
Q(z; \theta) = (z - \mu_1)^T D (z - \mu_1) - 2\beta^T (z - \bar{\mu}) - \log(|D\Sigma_1 + I_J|) + 2 \log (\pi_1/\pi_2),
\]

where \( \beta = \Sigma_2^{-1}\delta \). A simple but essential observation of (4.2) is that the first three quantities in (4.2) depends on either \( D \) or \( \beta \), and the fourth term \( \log (\pi_1/\pi_2) \) represents the log odds ratio, and all terms will be estimated in next sections.

4.2.2 FQDA for fully observed functional data

Suppose we observe a training sample \( \{X_i^{(k)}(t) : 1 \leq i \leq n_k, k = 1, 2\} \), where \( n_k \) is the sample size for class \( k \), \( X_i^{(k)}(t) \overset{i.i.d.}{\sim} \mathcal{GP}(\eta_k, \Omega_k) \) and all \( X_i^{(k)}(t) \)'s and \( Z(t) \) are independent. We first consider the ideal case where the entire function curves \( X_i^{(k)}(t) \) are fully observed. Recall the basis expansion \( X_i^{(k)}(t) = \sum_{j=1}^\infty \xi^{(k)}_{ij} \psi_j(t) \) with \( E(\xi^{(k)}_{ij}) = \mu_{kj} \) and \( \text{Var}(\xi^{(k)}_{ij}) = \lambda^{(k)}_j \). We estimate the mean vector, differential graph and discriminant vector as follows:

\[
\hat{\mu}_k = (\bar{\xi}^{(k)}_1, \ldots, \bar{\xi}^{(k)}_J)^T,
\]

\[
\hat{D} = \hat{\Sigma}_2^{-1} - \hat{\Sigma}_1^{-1},
\]

\[
\hat{\beta} = \hat{\Sigma}_2^{-1}(\hat{\mu}_1 - \hat{\mu}_2),
\]

where \( \bar{\xi}^{(k)}_{ij} = n_k^{-1} \sum_{i=1}^{n_k} \xi^{(k)}_{ij}, \hat{\Sigma}_k = \text{diag}(\hat{\lambda}^{(k)}_1, \ldots, \hat{\lambda}^{(k)}_J), \hat{\lambda}^{(k)}_j = n_k^{-1} \sum_{i=1}^{n_k} (\xi^{(k)}_{ij} - \bar{\xi}^{(k)}_{ij})^2 \). We then propose the following classification rule, called as FQDA:

\[
\hat{G}^{FQDA}_j(Z) = \begin{cases} 
1, & \hat{Q}(z, \theta) \geq 0, \\
2, & \hat{Q}(z, \theta) < 0,
\end{cases}
\]

(4.5)
where

$$
\hat{Q}(z, \theta) := (z - \hat{\mu}_1)^\top \hat{D}(z - \hat{\mu}_1) - 2\hat{\beta}^\top (z - \hat{\mu}) - \log \left| \hat{D} \hat{\Sigma}_1 + I_J \right| + 2 \log (\hat{\pi}_1/\hat{\pi}_2),
$$

$$
\hat{\mu} = (\hat{\mu}_1 + \hat{\mu}_2)/2 \quad \text{and} \quad \hat{\pi}_k = n_k/(n_1 + n_2) \quad \text{is the sample proportion of class } k. \quad \text{The tuning parameter } J \quad \text{is chosen to minimize the cross-validation estimator of classification error } [32]. \quad \text{In Section 4.3, the desirable asymptotic property of (4.5) is presented.}
$$

### 4.2.3 FQDA for discretely observed functional data

Consider a more practical scenario where each data curve can only be observed on $M$ evenly spaced discrete sampling points \( \{t_1, t_2, \ldots, t_M\} \subset T. \)

Choose \( 1 \leq J \leq M \) and define

$$
B = \begin{bmatrix}
\psi_1(t_1) & \psi_2(t_1) & \cdots & \psi_J(t_1) \\
\psi_1(t_2) & \psi_2(t_2) & \cdots & \psi_J(t_2) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_1(t_M) & \psi_2(t_M) & \cdots & \psi_J(t_M)
\end{bmatrix}.
$$

Heuristically, when $J$ is suitably large, the data vector \( X_i^{(k)} = (X_i^{(k)}(t_1), \ldots, X_i^{(k)}(t_M))^\top \) has an approximate expression \( X_i^{(k)} \approx B \mu_k \) for \( i = 1, \ldots, n_k. \)

For technical convenience, we focus on the special case that \( \psi_j \)'s are Fourier basis or Haar wavelet basis so that \( B^\top B = I_J. \)

This leads to \( \mu_k \approx \zeta_i^{(k)} := B^\top X_i^{(k)}. \)

Therefore, we propose the following estimator of \( \mu_k \) as well as the estimators of the differential graph and the discriminating direction:

$$
\hat{\mu}_sk = \frac{1}{n_k} \sum_{i=1}^{n_k} \zeta_i^{(k)},
$$

$$
\hat{D}_s = \hat{\Sigma}_s^{-1} - \hat{\Sigma}_s^{-1},
$$

$$
\hat{\beta}_s = \hat{\Sigma}_s^{-1} (\hat{\mu}_s2 - \hat{\mu}_s1),
$$

(4.6)

(4.7)

where \( \hat{\Sigma}_sk = \text{diag} \left( \hat{\lambda}_{s1}^{(k)}, \ldots, \hat{\lambda}_{sJ}^{(k)} \right) \) with \( \hat{\lambda}_{s_j}^{(k)} = n_k^{-1} \sum_{i=1}^{n_k} \left( \zeta_{ij}^{(k)} - \bar{\zeta}_j^{(k)} \right)^2, \quad \bar{\zeta}_j^{(k)} = n_k^{-1} \sum_{i=1}^{n_k} \zeta_{ij}^{(k)}, \)

and \( \zeta_{ij}^{(k)} \)'s are components of \( \zeta_i^{(k)}. \)

We then propose the following classification rule, called as
sampling FQDA (sFQDA):

\[
\hat{G}^{sFQDA}_{j}(Z) = \begin{cases} 
1, & \hat{Q}_s(z, \theta) \geq 0, \\
2, & \hat{Q}_s(z, \theta) < 0,
\end{cases} \tag{4.8}
\]

where

\[
\hat{Q}_s(z, \theta) := (z - \hat{\mu}_{s1})\top \hat{D}_s(z - \hat{\mu}_{s1}) - 2\hat{\beta}_s(z - \hat{\mu}_s) - \log \left( |\hat{D}_s\hat{\Sigma}_{s1} + I_J| \right) + 2 \log \left( \hat{\pi}_1/\hat{\pi}_2 \right),
\]

with \( \hat{\mu}_s = (\hat{\mu}_{s1} + \hat{\mu}_{s2})/2 \). In the subsequent sections, we shall show that (4.8) has desirable theoretical properties and finite-sample performance.

4.3 Theoretical properties

In this section, we derive sharp convergence rate for MER when data curves are either fully observed or discretely observed. We also show that the proposed FQDA and sFQDA classifiers are able to achieve the minimax optimal rates. All results are derived in imperfect classification scenario.

With a slight abuse of notation, let \( \theta = (\pi_1, \pi_2, \mu_1, \mu_2, \Sigma_1, \Sigma_2) \) in which \( \mu_k = (\mu_{k1}, \mu_{k2}, \ldots) \) is the infinite sequence of mean projection scores and \( \Sigma_k \) is a diagonal linear operator from \( L^2(\mathcal{T}) \) to \( L^2(\mathcal{T}) \) satisfying \( \Sigma_k \psi_j = \lambda_j^{(k)} \psi_j \) for \( j \geq 1 \) and \( k = 1, 2 \). Given \( \theta \), it follows by [12] and [106] that the optimal Bayes classification rule for classifying a new data function \( Z \in L^2(\mathcal{T}) \) has an expression

\[
G^*_{\theta}(Z) = \begin{cases} 
1, & Q^*(Z, \theta) \geq 0, \\
2, & Q^*(Z, \theta) < 0,
\end{cases}
\]

where

\[
Q^*(Z, \theta) = \langle D(Z - \eta_1), Z - \eta_1 \rangle - 2(\Sigma_2^{-1}(\eta_2 - \eta_1), Z - \bar{\eta}) - \log \det (\Sigma_2^{-1}\Sigma_1) + \log \left( \frac{\pi_1}{\pi_2} \right),
\]
with \( \tilde{\eta} = (\eta_1 + \eta_2)/2 \), \( D = \Sigma_2^{-1} - \Sigma_1^{-1} \) (difference of inverse operators), \( \langle \cdot, \cdot \rangle \) being the usual \( L^2 \) inner product, and
\[
\det (\Sigma_2^{-1} \Sigma_1) = \exp \left\{ \sum_{s=1}^{\infty} \frac{(-1)^{s-1}}{s} \text{Tr} \left( [\Sigma_2^{-1} \Sigma_1 - \text{id}]^s \right) \right\}
\]
being the infinite determinant of \( \Sigma_2^{-1} \Sigma_1 \), often called the Plemelj’s formula (see [97]), and is convergent if \( \text{Tr}(|\Sigma_2^{-1} \Sigma_1 - \text{id}|) < \infty \). Indeed, \( Q^*(Z, \theta) \) is well-defined as long as both series
\[
P_\infty \sum_{j=1}^{\infty} (\mu_{1j} - \mu_{2j})^2/\lambda_j^{(2)} \quad \text{and} \quad P_\infty \sum_{j=1}^{\infty} \left( \frac{\lambda_{j}^{(1)}}{\lambda_{j}^{(2)}} - 1 \right)^2
\]
are convergent (see Lemma 3 of [30]).

4.3.1 Fully observed case

Suppose that the data functions are fully observed as in Section 4.2.2. Consider the following parameter space:
\[
\Theta = \left\{ \theta : \sum_{j=1}^{\infty} \lambda_j^{(k)} \leq C_0, \sum_{j=1}^{\infty} \mu_{kj}^2 \leq C_0, \sum_{j=1}^{\infty} (\mu_{1j} - \mu_{2j})^2/\lambda_j^{(2)} \leq C_1, \sum_{j=1}^{\infty} \left( \frac{\lambda_{j}^{(1)}}{\lambda_{j}^{(2)}} - 1 \right)^2 \leq C_2, \pi_1, \pi_2 \leq 1 - C_3 \right\},
\]
(4.9)
where \( C_0, C_1, C_2, C_3 \) are absolute constants with \( C_3 \in (0, 1/2) \). Let us provide some insights on \( \Theta \). Assumption \( \sum_{j=1}^{\infty} \lambda_j^{(k)} \leq C_0 \) implies that the covariance function \( \Omega_k \) is uniformly bounded. Assumption \( \sum_{j=1}^{\infty} \mu_{kj}^2 \leq C_0 \) implies \( \eta_k \in L^2(T) \). Assumption \( \sum_{j=1}^{\infty} (\mu_{1j} - \mu_{2j})^2/\lambda_j^{(2)} \leq C_1 \) and \( \sum_{j=1}^{\infty} \left( \frac{\lambda_{j}^{(1)}}{\lambda_{j}^{(2)}} - 1 \right)^2 \leq C_2 \) characterizes the closeness of the two populations. Note that in [30, 33], either of the two series is required being divergent so that the optimal Bayes risk is asymptotically vanishing and perfect classification is achieved. They proposed classifiers which are proven to achieve perfect classification. In our case, both series are convergent implying that the two populations are much closer than the ones in [30, 33], therefore, optimal Bayes risk does not go to zero and perfect classification is impossible. This imposes additional challenge in finding correct classification.

For \( \theta \in \Theta \) and a generic classifier \( \hat{G} \), let \( R_\theta(\hat{G}) \) be the classification risk for \( \hat{G} \) under \( \theta \):
\[
R_\theta(\hat{G}) = E_\theta [\mathbb{I}\{ \hat{G}(Z) \neq L(Z) \}].
\]
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For $J \geq 0$, define
\[
g(J; \Theta) = \sup_{\theta \in \Theta} \left\{ \sum_{j=J+1}^{\infty} \left( \frac{\mu_{1j} - \mu_{2j}}{\lambda_{j}^{(2)}} \right)^2 + \sum_{j=J+1}^{\infty} \left( \frac{\lambda_{j}^{(1)}}{\lambda_{j}^{(2)}} - 1 \right)^2 \right\}.
\]

Without loss of generality, assume $g(J; \Theta) \leq 1$ for any $J \geq 0$; otherwise one can scale $g(J; \Theta)$ by $g(0; \Theta)$. Let $J^*$ be the unique solution to $\frac{J^* \log n}{n} = g(J^*; \Theta)$ with $n := \min\{n_1, n_2\}$.

Theorem 4.1 provides an upper bound for excess risk of $\hat{G}_{j}^{\text{FQDA}}$ when $J = J^*$.

Theorem 4.1. Consider the parameter space $\Theta$. Then the proposed FQDA classifier (4.5) satisfies
\[
\sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}_{j}^{\text{FQDA}}) - R_\theta(G_\theta^*) \right] \lesssim \frac{J^* \log n}{n}.
\]

In the following theorem, we provide a lower bound for the MER which matches the above upper bound, thus, the optimality of FQDA is verified.

Theorem 4.2. Consider the parameter space $\Theta$. Then the MER over $\Theta$ satisfies
\[
\inf_{\hat{G}} \sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}) - R_\theta(G_\theta^*) \right] \gtrsim \frac{J^* \log n}{n},
\]

where the infimum is taken over all possible classifiers.

The results in Theorems 4.1 and 4.2 together guarantee that $\hat{G}_{j}^{\text{FQDA}}$ is able to mimic $G_\theta^*$ consistently over the parameter space $\Theta$. Both of the lower and upper bounds show that the proposed FQDA rule is optimal for classifying Gaussian functional data under mild regularity conditions. No other method can achieve a faster MER rate than the proposed FQDA classifier. To the best of our knowledge, they are the first theorems providing sharp convergence rate for MER in imperfect classification.

In general, $J^*$ has no explicit expression so the rates in Theorems 4.1 and 4.2 are abstract. To gain more insights, we consider a particular parameter space that enables us to derive a more
concrete result. Specifically, consider the following parameter space,

$$
\Theta(\alpha) = \left\{ \theta : \sum_{j=1}^{\infty} \lambda_j^{(k)} \leq C_0, \sum_{j=1}^{\infty} \mu_j^2 \leq C_0, C_4 j^{-\alpha} \leq (\lambda_j^{(1)})^2 / (\lambda_j^{(2)})^2 - 1 \leq C_5 j^{-\alpha}, C_6 j^{-b} \leq (\mu_j - \mu_j^2)^2 / \lambda_j^{(2)} \leq C_7 j^{-b}, a, b > \alpha, C_3 \leq \pi_1, \pi_2 \leq 1 - C_3 \right\},
$$

where $\alpha \geq 1$ characterizes the closeness of the two populations and $C_0, C_4, C_5, C_6, C_7$ and $0 < C_3 < 1/2$ are absolute constants. Note that $\Theta(\alpha)$ is a subset of $\Theta$, and Proposition 4.1 below provides a concrete result under $\Theta(\alpha)$.

**Proposition 4.1.** Consider the parameter space $\Theta(\alpha)$.

i) The proposed FQDA classification rule in (4.5) satisfies

$$
\sup_{\theta \in \Theta(\alpha)} E \left[ R_\theta(\hat{G}_F^{\text{QDA}}) - R_\theta(G_\theta^*) \right] \lesssim \left( \frac{\log n}{n} \right)^{1-1/\alpha},
$$

where $J^* = \left( \frac{n}{\log n} \right)^{1/\alpha}$.

ii) The MER over $\Theta(\alpha)$ satisfies

$$
\inf_G \sup_{\theta \in \Theta(\alpha)} E \left[ R_\theta(G) - R_\theta(G_\theta^*) \right] \gtrsim \left( \frac{\log n}{n} \right)^{1-1/\alpha},
$$

where the infimum is taken over all possible classifiers.

### 4.3.2 Discretely observed case

Suppose that the data functions are discretely observed as in Section 4.2.3. For $M \geq 0$, define

$$
f_1(M) = \sup_{\theta \in \Theta} \left[ \sum_{j=M+1}^{\infty} (\mu_j^2 \lor \mu_j^2) \right]^{1/2} \quad \text{and} \quad f_2(M) = \sup_{\theta \in \Theta} \sum_{j=M+1}^{\infty} (\lambda_j^{(1)} \lor \lambda_j^{(2)}),
$$

where $\Theta$ is provided in (4.9). Without loss of generality, assume $f_1(M) \leq 1$ and $f_2(M) \leq 1$ for any $M \geq 0$; otherwise one can scale them by $f_1(0)$ and $f_2(0)$, respectively. Both $f_1(M)$ and $f_2(M)$ are decreasing in $M$ which depict the decay rate of $\mu_{kj}$ and $\lambda_j^{(k)}$. 60
We now show that when data are discretely observed, the proposed sFQDA classification rule in (4.8) can mimic $G^*_\theta$ consistently over the parameter space $\Theta$. Define $M^*$ as the unique solution to $\frac{\log n}{n} = f(M)$, where $f(M) = f_1^2(M) \lor f_2^2(M)$ for each $M \geq 1$. When $M \leq M^*$, define $J_1^* \equiv J_1^*(M, n) \leq M$ to be the unique solution to $f(M) = g(J; \Theta) / J$, and when $M > M^*$, define $J_2^* \equiv J_2^*(M, n) \leq M$ to be the unique solution to $\log n / n = g(J; \Theta) / J$. We shall show the existence and uniqueness of such $J_1^*$ and $J_2^*$ in Lemma C.16 of Appendix.

**Theorem 4.3.** Consider the parameter space $\Theta$. The sFQDA in (4.8) satisfies the following.

i) When $M \leq M^*$,

$$\sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}^{sFQDA}_{J_1^*}) - R_\theta(G^*_\theta) \right] \lesssim J_1^* f(M);$$

ii) When $M > M^*$,

$$\sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}^{sFQDA}_{J_2^*}) - R_\theta(G^*_\theta) \right] \lesssim \frac{J_2^* \log n}{n}.$$

Theorem 4.3 provides upper bounds for the MER of $\hat{G}^{sFQDA}_J$ when $J = J_1^*$ and $J = J_2^*$ corresponding to $M \leq M^*$ and $M > M^*$, respectively. The upper bounds are dramatically different in the two regimes. In the following theorem, we obtain lower bounds for the MER in both regimes which match the upper bounds given in Theorem 4.3. Therefore, the proposed sFQDA classifier is proven minimax optimal.

**Theorem 4.4.** Consider the parameter space $\Theta$. The MER over $\Theta$ satisfies

i) when $M \leq M^*$,

$$\inf_\hat{G} \sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}) - R_\theta(G^*_\theta) \right] \gtrsim J_1^* f(M);$$

ii) when $M > M^*$,

$$\inf_\hat{G} \sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}) - R_\theta(G^*_\theta) \right] \gtrsim \frac{J_2^* \log n}{n},$$

where the infimum is taken over all possible classifiers $\hat{G}$. 
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To provide an explicit rate for the MER, we consider the following parameter space

$$\Theta(c, d, \alpha) = \left\{ \theta : \sum_{j=1}^{\infty} \lambda_j^{(k)}(j) \leq C_0, \sum_{j=1}^{\infty} \mu_{kj}^2 \leq C_0, C_4 j^{-a} \leq (\lambda_{j}^{(1)})/\lambda_{j}^{(2)} - 1)^2 \leq C_5 j^{-a},
C_6 j^{-b} \leq (\mu_{j1} - \mu_{j2})/\lambda_{j}^{(2)} \leq C_7 j^{-b}, a, b > \alpha, \mu_{1j} \vee \mu_{2j} \approx j^{-c'},
\lambda_{j}^{(1)} \vee \lambda_{j}^{(2)} \approx j^{-d'}, c' > c, d' > d, C_3 \leq \pi_1, \pi_2 \leq 1 - C_3 \right\},$$

where $c \geq 1/2, d \geq 1, \alpha \geq \varsigma$, such that $\varsigma = \min(2c - 1, 2d - 2), C_0, C_4, C_5, C_6, C_7 > 0$ are constants, $C_3 \in (0, 1/2)$. Note that $\Theta(c, d, \alpha)$ is a subset of $\Theta$. When restricted to the space $\Theta(c, d, \alpha)$, we have the following more specific rate for the MER of sFQDA. Define $J^* = M^{c/\alpha} I(M < M^*) + (n/\log n)^{1/\alpha} I(M \geq M^*)$, where $M^* = (n/\log n)^{1/\varsigma}$ and $I(\cdot)$ is the indicator function.

Proposition 4.2. Consider the parameter space $\Theta(c, d, \alpha)$. Then sFQDA in (4.8) satisfies

$$\sup_{\theta \in \Theta(c, d, \alpha)} E \left[ R_{\theta}(\hat{G}_{sFQDA}) - R_{\theta}(G^*_\theta) \right] \lesssim \left( \frac{\log n}{n} + \frac{1}{M^c} \right)^{1-1/\alpha},$$

and

$$\inf_{\hat{\theta}} \sup_{\theta \in \Theta(c, d, \alpha)} E \left[ R_{\theta}(\hat{G}) - R_{\theta}(G^*_\theta) \right] \gtrsim \left( \frac{\log n}{n} + \frac{1}{M^c} \right)^{1-1/\alpha},$$

where the infimum is taken over all possible classifiers.

By Proposition 4.2, the critical sampling frequency for the MER over the space $\Theta(c, d, \alpha)$ is $M^*$. When $M > M^*$, the MER is of rate $(\log n/n)^{1-1/\alpha}$, which is free of the sampling frequency and is consistent with the rate derived in Proposition 4.1. In other words, when $M > M^*$, increasing sampling frequency will not boost the performance of sFQDA, which performs equally well as FQDA when data functions are fully observed. When $M \leq M^*$, the MER is of rate $(M^c)^{1/\alpha-1}$ which solely relies on the sampling frequency. Another interesting finding is that the rate of MER relies on the smoothness degree $c, d$ of the mean functions and covariance functions, as well as the closeness degree $\alpha$ between the two populations. This differs from the estimation problems in which the rate of MER only relies on the smoothness degree of the mean function ([17]).
4.4 Simulation

In this section, we provide extensive numerical evidence to show the empirical performance of FQDA by comparing with other functional classifiers, including quadratic discriminant method (QD) proposed in [33] and the nonparametric Bayes classifier (NB) proposed in [30]. We evaluate all methods via four synthetic datasets. In all simulations, we generate \( n = n_1 = n_2 = 50, 100 \) training samples for each class, which indicates \( \pi_1 = \pi_2 = 0.5 \). The functional data are generated from \( \mathcal{GP}(\eta_k, \Omega_k) \), where \( k = 1, 2 \). The mean for class 1 is \( \eta_1(t) = \gamma t, \gamma = 1 \) or 3, and the mean for class 2 is set to be \( \eta_2(t) = 0, t \in [0, 1] \). We use the following two models to generate covariance functions \( \Omega_1 \) and \( \Omega_2 \).

**Model 1: Exponential covariance function**: Assign \( \Omega_1(t, t') = \exp(-|t - t'|) \), and \( \Omega_2(t, t') = \exp(-|t - t'|/\rho) \), where \( \rho = 0.75, 1.5 \).

**Model 2: Matérn covariance function**: Let \( \Omega_1(t, t') = \frac{\sqrt{2}}{\Gamma(1/2)} |t - t'|^{1/2} K_{1/2}(|t - t'|) \), and \( \Omega_2(t, t') = \frac{\sqrt{2}}{\Gamma(1/2)} \left( \frac{|t - t'|}{\rho} \right)^{1/2} K_{1/2} \left( \frac{|t - t'|}{\rho} \right) \), where \( K_{1/2}(\cdot) \) is the modified Bessel function and \( \rho = 0.75, 1.5 \).

The random functions are sampled at \( M \) equally spaced sampling points from 0 to 1. We choose \( M \) from \{3, 5, 10, 20, 30, 40, 50\} to detect how sampling frequency affects the classification error, where we regard \( M = 50 \) as the full observation. In each scenario, the number of repetition is set to be 100, and the classification errors are evaluated with 500 samples.

Tables 4.1 to 4.4 present the misclassification rates for three methods given the combinations of two different covariance models and two mean functions. Nevertheless the proposed FQDA classifiers have comparable performance with two competitors given different sample sizes. As expected, when the discrepancy between mean and covariance functions are smaller, e.g. \( \gamma = 1, \rho = 1.5 \), the misclassification rates for all three methods are larger. When the number of sampling points \( M \) and sample size \( n \) are increasing, misclassification rates of FQDA are decreasing, which echoes the theoretical results in Section 4.3. Similar patterns can be found for the other two methods. When the sampling points are extremely sparse, \( M = 3 \), FQDA has significantly superior performance compared with QD and NB methods, about 10% smaller.
than the other two classifiers. Given moderate sparse sampling points, \( M = 5, 10, 20 \), all methods have fairly comparable performance. When the sampling points are dense, \( M > 20 \), FQDA outperforms two counterparts, although these two competitors also work reasonable well.

Table 4.1: Misclassification rates (\( \% \)) with standard errors in brackets for Model 1 with \( \eta_1(t) = 3t \).

<table>
<thead>
<tr>
<th>( M )</th>
<th>( n )</th>
<th>( \rho = 1.5 )</th>
<th>( \rho = 0.75 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FQDA</td>
<td>QD</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>6.35(0.01)</td>
<td>7.10(0.01)</td>
</tr>
<tr>
<td>100</td>
<td>6.70(0.01)</td>
<td>6.15(0.01)</td>
<td>6.36(0.02)</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>6.30(0.01)</td>
<td>7.00(0.01)</td>
</tr>
<tr>
<td>30</td>
<td>6.02(0.01)</td>
<td>6.13(0.01)</td>
<td>6.46(0.01)</td>
</tr>
<tr>
<td>100</td>
<td>6.64(0.01)</td>
<td>7.00(0.02)</td>
<td>6.98(0.02)</td>
</tr>
<tr>
<td>30</td>
<td>6.10(0.01)</td>
<td>5.95(0.01)</td>
<td>6.13(0.01)</td>
</tr>
<tr>
<td>100</td>
<td>6.66(0.01)</td>
<td>6.65(0.01)</td>
<td>6.91(0.02)</td>
</tr>
<tr>
<td>20</td>
<td>6.40(0.01)</td>
<td>5.98(0.01)</td>
<td>5.97(0.01)</td>
</tr>
<tr>
<td>100</td>
<td>8.31(0.01)</td>
<td>6.43(0.01)</td>
<td>6.68(0.02)</td>
</tr>
<tr>
<td>100</td>
<td>7.99(0.01)</td>
<td>5.89(0.01)</td>
<td>5.71(0.01)</td>
</tr>
<tr>
<td>10</td>
<td>9.14(0.01)</td>
<td>5.96(0.01)</td>
<td>6.33(0.01)</td>
</tr>
<tr>
<td>100</td>
<td>9.13(0.01)</td>
<td>5.75(0.01)</td>
<td>5.92(0.01)</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>9.60(0.01)</td>
<td>19.22(0.02)</td>
</tr>
<tr>
<td>100</td>
<td>9.36(0.01)</td>
<td>19.13(0.02)</td>
<td>19.71(0.02)</td>
</tr>
</tbody>
</table>

4.5 Real data analysis

This benchmark data example was extracted from the TIMIT database (TIMIT Acoustic-Phonetic Continuous Speech Corpus, NTIS, US Dept of Commerce) which is a widely used resource for research in speech recognition and functional data classification [40]. The data set we use was formed by selecting five phonemes for classification based on digitized speech from this database. From each speech frame, a log-periodogram was used as transformation for casting speech data in a form suitable for speech recognition. The five phonemes in this data set are transcribed as follows: “sh” as in “she”, “dcl” as in “dark”, “iy” as the vowel in “she”, “aa” as the vowel in “dark”, and “ao” as the first vowel in “water”. For illustration purpose, we focus on the “aa”, “iy” and “ao” phoneme classes. Each speech frame is represented by \( n = 400 \) samples at a 16-kHz sampling rate; the first \( M = 150 \) frequencies from each subject are retained. Figure 4.1 displays 10 log-periodograms for each class phoneme.
We randomly select training sample size $n_1 = n_2 = 300$ to train the classifiers of three methods and the rest of 100 samples remained as the test samples. Table 4.5 report the mean percentage (averaged over the 100 repetitions) of misclassified test curves. It can be seen that NB classifier slightly outperforms FQDA when classifying “aa” and “iy” and FQDA remains excellent when classifying “ao” and “iy”.

### 4.6 Discussion

We present a new minimax optimality viewpoint for solving functional classification problems in imperfect classification scenario. In contrast to literature on perfect classification, our results are able to deal with the more practical scenarios where the optimal Bayes risk is asymptotically nonvanishing and the two populations are relatively close. Our contributions are twofold. First, we provide sharp convergence rates for MER when data are either fully or discretely observed, as well as a critical sampling frequency that governs the rate in the latter case. Second, we propose classifiers based on FQDA which are proven to achieve minimax optimality.
Table 4.3: Misclassification rates (%) with standard errors in brackets for Model 2 with $\eta_1(t) = 3t$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$M$</th>
<th>$n$</th>
<th>FQDA</th>
<th>QD</th>
<th>NB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>50</td>
<td>6.20(0.01)</td>
<td>6.88(0.01)</td>
<td>7.08(0.02)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>5.68(0.01)</td>
<td>6.02(0.01)</td>
<td>6.12(0.01)</td>
</tr>
<tr>
<td>0.75</td>
<td>40</td>
<td>50</td>
<td>6.23(0.01)</td>
<td>6.80(0.01)</td>
<td>6.78(0.02)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>5.83(0.01)</td>
<td>6.22(0.01)</td>
<td>6.21(0.01)</td>
</tr>
<tr>
<td>0.75</td>
<td>30</td>
<td>50</td>
<td>6.40(0.01)</td>
<td>6.60(0.01)</td>
<td>6.97(0.02)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>6.15(0.01)</td>
<td>6.23(0.01)</td>
<td>5.94(0.01)</td>
</tr>
<tr>
<td>0.75</td>
<td>20</td>
<td>50</td>
<td>6.81(0.01)</td>
<td>6.97(0.02)</td>
<td>7.29(0.02)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>6.50(0.01)</td>
<td>5.95(0.01)</td>
<td>5.97(0.01)</td>
</tr>
<tr>
<td>0.75</td>
<td>10</td>
<td>50</td>
<td>8.17(0.01)</td>
<td>6.50(0.01)</td>
<td>6.79(0.02)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>7.93(0.01)</td>
<td>6.02(0.01)</td>
<td>6.02(0.01)</td>
</tr>
<tr>
<td>0.75</td>
<td>5</td>
<td>50</td>
<td>9.31(0.01)</td>
<td>5.93(0.01)</td>
<td>6.42(0.02)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>9.03(0.01)</td>
<td>5.80(0.01)</td>
<td>6.07(0.01)</td>
</tr>
<tr>
<td>0.75</td>
<td>3</td>
<td>50</td>
<td>9.76(0.01)</td>
<td>19.06(0.02)</td>
<td>20.29(0.04)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>9.50(0.01)</td>
<td>19.07(0.02)</td>
<td>19.94(0.02)</td>
</tr>
</tbody>
</table>

Table 4.4: Misclassification rates (%) with standard errors in brackets for Model 2 with $\eta_1(t) = t$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$M$</th>
<th>$n$</th>
<th>FQDA</th>
<th>QD</th>
<th>NB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>50</td>
<td>29.90(0.02)</td>
<td>33.71(0.03)</td>
<td>29.88(0.04)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>28.99(0.02)</td>
<td>31.96(0.02)</td>
<td>26.41(0.03)</td>
</tr>
<tr>
<td>0.75</td>
<td>40</td>
<td>50</td>
<td>30.21(0.02)</td>
<td>33.64(0.04)</td>
<td>30.59(0.03)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>29.47(0.02)</td>
<td>31.62(0.02)</td>
<td>27.43(0.02)</td>
</tr>
<tr>
<td>0.75</td>
<td>30</td>
<td>50</td>
<td>30.22(0.02)</td>
<td>33.80(0.04)</td>
<td>31.56(0.04)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>29.59(0.02)</td>
<td>32.14(0.03)</td>
<td>29.12(0.02)</td>
</tr>
<tr>
<td>0.75</td>
<td>20</td>
<td>50</td>
<td>31.14(0.02)</td>
<td>33.45(0.03)</td>
<td>32.67(0.03)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>30.08(0.02)</td>
<td>31.52(0.02)</td>
<td>29.45(0.02)</td>
</tr>
<tr>
<td>0.75</td>
<td>10</td>
<td>50</td>
<td>32.12(0.02)</td>
<td>32.47(0.03)</td>
<td>32.86(0.04)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>31.88(0.02)</td>
<td>31.55(0.02)</td>
<td>30.63(0.02)</td>
</tr>
<tr>
<td>0.75</td>
<td>5</td>
<td>50</td>
<td>33.22(0.02)</td>
<td>31.77(0.03)</td>
<td>32.87(0.04)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>32.57(0.02)</td>
<td>30.50(0.02)</td>
<td>31.52(0.03)</td>
</tr>
<tr>
<td>0.75</td>
<td>3</td>
<td>50</td>
<td>33.35(0.02)</td>
<td>39.11(0.02)</td>
<td>41.24(0.03)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td>33.30(0.02)</td>
<td>39.08(0.02)</td>
<td>40.32(0.03)</td>
</tr>
</tbody>
</table>

Table 4.5: Misclassification rates (%) with standard errors in brackets for Speech Recognition data (“aa” vs “iy”).

<table>
<thead>
<tr>
<th>Classes</th>
<th>FQDA</th>
<th>QD</th>
<th>NB</th>
</tr>
</thead>
<tbody>
<tr>
<td>“aa” vs “iy”</td>
<td>0.090(0.003)</td>
<td>0.185(0.003)</td>
<td>0.040(0.002)</td>
</tr>
<tr>
<td>“ao” vs “iy”</td>
<td>0.040(0.001)</td>
<td>0.330(0.005)</td>
<td>0.130(0.003)</td>
</tr>
</tbody>
</table>
Figure 4.1: A sample of 10 log-periodograms per class
Chapter 5

Functional Classification via Deep Neural Networks

5.1 Introduction

Due to modern advanced technology, complex functional data are ubiquitous. A fundamental problem in functional data analysis is to classify a data function based on training samples. A typical 1D example is the speech recognition data extracted from the TIMIT database, in which the training samples are digitized speech curves of American English speakers from different phoneme groups, and the task is to predict the phoneme of a new speech curve. Typical 2D and 3D examples include the brain imaging data extracted from Early Mild Cognitive Impairment (EMCI) or Alzheimer’s Disease (AD), in which the training samples are digitized brain images, and the task is to predict the stage of a new patient. Besides above examples, functional data classification has wide applications in various fields such as machine learning, genetics, agriculture, chemimetrics and artificial intelligence [98, 60, 90, 23]. Recent monographs [46, 54] provide comprehensive and general discussions on this field.

Classical multivariate analysis techniques such as logistic regression or discriminant analysis no longer work for functional data due to its intrinsically infinite dimensionality [115]. A mainstream technique in functional data classification is based on functional principle component analysis (FPCA) such as functional discriminant analysis [95, 32, 31, 33, 42, 30, 12, 85, 1, 119]. Functional discriminant analysis requires data function being Gaussian process, under which the decision boundary is characterized by a linear or quadratic polynomial so that classic discriminant analysis approach can accurately recover the decision boundary. Gaussian assumption is restrictive and often violated in practice. When data distributions are general
non-Gaussian, the resulting decision boundary is often complicated which cannot be accurately recovered by existing approaches. Our aim is to construct a new functional classifier to overcome this challenge.

In this paper, we propose a new approach, called as functional deep neural network (FDNN), for multi-dimensional functional data classification. We start from FPCA to extract the functional principle components of the data functions, and then train a DNN based on these FPCs as well as their corresponding class labels. As demonstrated through numerical studies, our FDNN approach performs well in classifying complex curve or imaging data. Moreover, our FDNN has desirable theoretical properties. Intuitively, when the network architectures are suitably selected, DNN shall have large expressive power (see [86, 128]) so that functional Bayes classifier can be accurately recovered, even though data distributions are complex. Specifically, we show that, when the log-ratio of the population densities demonstrates a locally connected functional modular structure, our FDNN is proven minimax optimal. The proposed functional modular structure is useful to overcome the infinite dimensionality of functional data, and is meaningful as demonstrated in various examples (see Section 5.5). Relevant modular structures have been recently adopted by researchers in nonparametric regression and classification to characterize the local behavior of the multivariate input variables, based on which DNN approaches are proven to overcome the “curse of dimensionality.” See [92, 11, 70, 73, 118, 61, 47, 52, 15].

The rest of this article is organized as follows. In Section 5.2 we review functional Bayes classifier in general setting. In Section 5.3, we propose FDNN classifier. In Section 5.4, we establish theoretical properties of FDNN under suitable technical assumptions. Section 5.5 provides three progressive examples to demonstrate the validity of these technical assumptions. In Section 5.6, performances of FDNN and its competitors are demonstrated through simulation studies. In Section 5.7, we apply FDNN to speech recognition data and Alzheimer’s Disease data. Section 5.8 summarizes the conclusions. Technical proofs are provided in Appendix and a supplement document.
5.2 Functional Bayes classifier under non-Gaussianity

In this section, we review functional Bayes classifier for binary classification. Let \( X(s), s \in \mathcal{S} := [0, 1]^d \) be a random process with \( \int_{\mathcal{S}} \mathbb{E}X(s)^2ds < \infty \), and \( Y \in \{-1, 1\} \) be a uniform random class label such that, under \( Y = k \), \( X(s) \) has unknown mean function \( \mu_k(s) \) and unknown covariance function \( \Omega_k(s, s') \), for \( s, s' \in \mathcal{S} \). Suppose that \( \Omega_k \) satisfies a Karhunen–Loève decomposition:

\[
\Omega_k(s, s') = \sum_{j=1}^{\infty} \lambda_k \psi_k(s) \psi_k(s'), s, s' \in \mathcal{S},
\]

where \( \psi_k, j \geq 1 \) is an orthonormal basis of \( L^2(\mathcal{S}) \) with respect to the usual \( L^2 \) inner product, and \( \lambda_k, 1 \geq \lambda_k \geq \cdots > 0 \) are nonincreasing positive eigenvalues. Notably, (5.1) requires the covariance functions being decomposed in terms of the same eigenfunctions, which is a common assumption in functional classification literature; see [31] and [30]. Further relaxation of this assumption is discussed in Section.

Under \( Y = k \), write \( X(s) = \sum_{j=1}^{\infty} \xi_j \psi_k(s) \), where \( \xi_j \)'s are pairwise uncorrelated random coefficients. Let \( \xi = (\xi_1, \xi_2, \ldots) \) and \( h_k(\cdot) \) be the unknown conditional density of \( \xi \) under \( Y = k \). Define \( Q^*(\cdot) \) as the log density ratio functional between the two classes:

\[
Q^*(\xi) = \log \left( \frac{h_1(\xi)}{h_{-1}(\xi)} \right).
\]

The functional Bayes rule for classifying a data function \( X \in L^2(\mathcal{S}) \) thus has an expression

\[
G^*(X) = \begin{cases} 
1, & Q^*(\xi) \geq 0, \\
-1, & Q^*(\xi) < 0.
\end{cases}
\]

Direct estimation of \( Q^* \) is infeasible due to the infinite dimensionality of the input. A common practice is to estimate its finite-dimensional truncation. For \( J \geq 1 \), let \( \xi_J = (\xi_1, \ldots, \xi_J)^T \) be the leading \( J \) components of \( \xi \) and \( h_k^{(J)}(\cdot) \) be the marginal density of \( \xi_J \) under \( Y = k \), for
$k = \pm 1$. Define the truncated log density ratio

$$Q_J^*(\xi_J) = \log \left( \frac{h_J^{(1)}(\xi_J)}{h_{-1}^{(1)}(\xi_J)} \right),$$

which is the log density ratio of $h_J^{(1)}$ to $h_{-1}^{(1)}$. The intuition is that, when $J$ is large, $h_J^{(1)}$ approaches $h_k$ so that $Q_J^*$ is an accurate approximation of $Q^*$. Our aim is to design an efficient method to estimate $Q_J^*$, which will in turn estimate $Q^*$.

5.3 Functional deep neural network classifier

Suppose we observe $n$ i.i.d. training samples $\{(X_i(s), Y_i) : 1 \leq i \leq n, s \in S\}$, which are independent of $X(s), s \in S$ to be classified. For $k = \pm 1$, define sample covariance function

$$\hat{\Omega}_k(s, s') = \frac{1}{n_k} \sum_{i \in I_k} (X_i(s) - \bar{X}_k(s))(X_i(s') - \bar{X}_k(s')), \ s, s' \in S,$$

where $I_k$ is the collection of $i$ such that $Y_i = k$, $n_k := |I_k|$ and $\bar{X}_k(s) = \frac{1}{n_k} \sum_{i \in I_k} X_i(s)$ is the sample mean function of class $k$. Perform Karhunen–Loève decomposition for $\hat{\Omega}_k$:

$$\hat{\Omega}_k(s, s') = \sum_{j=1}^{\infty} \lambda_{kj} \hat{\psi}_{kj}(s)\hat{\psi}_{kj}(s'), \ s, s' \in S,$$

and write the sample data function $X_i$, under $Y_i = k$, as

$$X_i(s) = \sum_{j=1}^{\infty} \hat{\xi}_{ij} \hat{\psi}_{kj}(s), i = 1, \ldots, n.$$

Intuitively, $\hat{\xi}^{(i)} := (\hat{\xi}_{i1}, \hat{\xi}_{i2}, \ldots)$ is an estimator of $\xi^{(i)} := (\xi_{i1}, \xi_{i2}, \ldots)$, in which $\xi_{ij}$ are unobservable random coefficients of $X_i$ with respect to the population basis $\psi_{kj}$. Hence, it is natural to design classifiers based on $\hat{\xi}^{(i)}$’s.

Let $\hat{\xi}^{(i)}_J = (\hat{\xi}_{i1}, \ldots, \hat{\xi}_{iJ})^T$ be the $J$-dimensional truncation of $\hat{\xi}^{(i)}$ for $i = 1, \ldots, n$. When $X_i$’s are Gaussian processes, various classifiers have been proposed such as centroid classifier ([31]), QDA ([33]) and nonparametric Bayes classifier ([30]). When $X_i$’s are non-Gaussian,
one major challenge is the underlying complicated form of the conditional densities \( h_{1} \) and \( h_{-1} \) so that estimation of \( Q^* \) is typically difficult. Inspired by the rich approximation power of DNN, in this section, we propose a new classifier called FDNN (functional+DNN) that can accurately estimate Bayes classifiers even when \( h_{1} \) and \( h_{-1} \) are non-Gaussian complicated.

We will train a DNN to estimate \( Q^* \) based on \( \xi_{j}^{(i)}'s \). In what follows, we will describe our method in details. Let \( \sigma \) denote the rectifier linear unit (ReLU) activation function, i.e., \( \sigma(x) = (x)_+ \) for \( x \in \mathbb{R} \). For any real vectors \( V = (v_1, \ldots, v_w)^\top \) and \( y = (y_1, \ldots, y_w)^\top \), define the shift activation function \( \sigma_V(y) = (\sigma(y_1 - v_1), \ldots, \sigma(y_w - v_w))^\top \). For \( L \geq 1 \), \( p = (p_1, \ldots, p_L) \in \mathbb{N}^L \), let \( \mathcal{F}(L, J, p) \) denote the class of fully connected feedforward DNN with \( J \) inputs, \( L \) hidden layers and, for \( l = 1, \ldots, L \), \( p_l \) nodes on the \( l \)th hidden layer. Equivalently, any \( f \in \mathcal{F}(L, J, p) \) has an expression

\[
f(x) = W_L \sigma_{V_L} W_{L-1} \sigma_{V_{L-1}} \cdots W_1 \sigma_{V_1} W_0 x, \quad x \in \mathbb{R}^J,
\]

where \( W_l \in \mathbb{R}^{p_{l+1} \times p_l} \), for \( l = 0, \ldots, L \), are weight matrices, \( V_l \in \mathbb{R}^{p_l} \), for \( l = 1, \ldots, L \), are shift vectors. Here we adopt the convention that \( p_0 = J \) and \( p_{L+1} = 1 \).

Due to the large capacity of \( \mathcal{F}(L, J, p) \), training a DNN typically overfits the data, therefore, proper regularization is necessary. A common practice is to sparsify the network parameters by methods such as dropout; see [49]. Our approach follows [92, 15] to train a sparse DNN. Specifically, consider the following class of sparse DNN:

\[
\mathcal{F}(L, J, p, B) = \left\{ f \in \mathcal{F}(L, J, p) : \max_{0 \leq l \leq L} \| W_l \|_{\infty} \leq B, \max_{1 \leq l \leq L} \| V_l \|_{\infty} \leq B \right\},
\]

where \( \| \cdot \|_{\infty} \) denotes the maximum-entry norm of a matrix/vector or supnorm of a function, and \( B > 0 \) controls the largest weights and shifts.

Given the training data \((\xi_{j}^{(1)}, Y_1), \ldots, (\xi_{j}^{(n)}, Y_n)\), let

\[
\hat{f}_{\phi}(\cdot) = \arg \min_{f \in \mathcal{F}(L, J, p, B)} \frac{1}{n} \sum_{i=1}^{n} \phi(f(\xi_j^{(i)}) Y_i),
\]

for
where \( \phi(x) = \max(1 - x, 0) \) denotes the hinge loss. We then propose the following FDNN classifier: for \( X \in L^2(S) \),

\[
\hat{G}^{FDNN}(X) = \begin{cases} 
1, & \hat{f}_\phi(\xi_J) \geq 0, \\
-1, & \hat{f}_\phi(\xi_J) < 0.
\end{cases}
\] (5.5)

In practice, we suggest the following data-splitting method for selecting \((L, J, p, B)\):

- Step 1. Randomly divide the whole sample \((\xi^{(i)}_J, Y_i)\)’s into two subsets indexed by \( I_1 \) and \( I_2 \), respectively, with about \(|I_1| = 0.8n\) and \(|I_2| = 0.2n\).
- Step 2. For each \((L, J, p, B)\), we train a DNN \( \hat{f}_{L,J,p,B} \) using (5.4) based on subset \( I_1 \), and then calculate the testing error based on subset \( I_2 \) as

\[
\text{err}(L, J, p, B) = \frac{1}{|I_2|} \sum_{i \in I_2} I(\hat{f}_{L,J,p,B}(\xi^{(i)}_J)Y_i < 0).
\] (5.6)

- Step 3. Choose \((L, J, p, B)\), possibly from a preselected set, to minimize \( \text{err}(L, J, p, B) \).

5.4 Minimax optimality of FDNN

For a generic functional classifier \( \hat{G} \), its excess misclassification risk is defined as \( \mathcal{E}_h(\hat{G}) := \mathbb{E}[R_h(\hat{G}) - R_h(G^*)] \), where \( R_h(\hat{G}) := \mathbb{E}_h[\mathbb{I}\{\hat{G}(X) \neq Y\}] \) is the misclassification risk of \( \hat{G} \) taken with respect to \((X, Y)\) under \( h := \{h_1, h_{-1}\} \), with \( Y \) the true class label of \( X \). A central task is to design \( \hat{G} \) that achieves minimax excess misclassification risk (MEMR), i.e.,

\[
\max_{h \in \mathcal{H}} \mathcal{E}_h(\hat{G}) \asymp \inf_{\hat{G}} \max_{h \in \mathcal{H}} \mathcal{E}_h(\hat{G}),
\] (5.7)

where \( \mathcal{H} \) is a proper class of \( h \) to be described later and the infimum is taken over all classifiers based on training samples. Classifiers satisfying (5.7) are called as minimax optimal.

There is a rich literature on construction of minimax optimal classifiers when data dimension is fixed or diverging. For instance, classic nonparametric approaches, such as ones directly estimating Bayes classifier nonparametrically, are proven minimax optimal in fixed-dimension...
regime; see [75, 107, 108, 58, 42, 39, 78, 47]. When data are high-dimensional Gaussian, discriminant analysis approaches are proven minimax optimal; see [19, 18]. On the other hand, under functional Gaussian data, researchers have proposed various functional classifiers, including functional quadratic discriminant analysis (FQDA); see [95, 32, 31, 33, 42, 30, 12, 85, 19, 18]. Gaussianity leads to a quadratic polynomial $Q^*$ which can be effectively estimated by FQDA, based on which [119] showed that FQDA is minimax optimal. It is still unclear how to design optimal functional classifiers when data are non-Gaussian, a gap that the present article attempts to close.

In this section, we will establish minimax optimality of FDNN classifier under non-Gaussian functional data. For technical convenience, assume that the two populations have common known basis, i.e., $ψ_{+1j}(·) = ψ_{-1j}(·)$. Therefore, we can train FDNN classifier based on $ξ^{(i)}_j := (ξ_{i1}, \ldots, ξ_{ij})^\top$, for $i = 1, \ldots, n$. We will first derive an upper bound for the excess misclassification risk of our FDNN classifier, and then derive a lower bound for the MEMR which matches the above upper bound. Therefore, our FDNN is able to achieve sharp rate of MEMR. Extensions to general basis are possible but need more tedious technical arguments.

Before proceeding further, we introduce some technical assumptions. At high levels, our assumptions are different from those proposed under Gaussian case. For instance, in either high- or infinite-dimensional Gaussian data, it is well known that density ratio between two Gaussian population densities has an explicit expression in terms of mean difference and variance ratio, which impacts the sharp rate of MEMR. More precisely, in high-dimensional Gaussian data classification, the rate depends on the number of nonzero components of mean difference vector [19, 18]; in Gaussian functional data classification, the rate depends on the decay orders of both mean difference series and variance ratio series [119]. Nonetheless, in general non-Gaussian case, likelihood ratio doesn’t have an explicit expression, therefore, one cannot simply use mean or variance discrepancy to characterize the sharp rate of MEMR.

In traditional non-Gaussian multivariate data classification, a common strategy is to assume smooth density ratio and controllable noise, under which minimax optimal classifiers were proposed; see [75], [107], [7], [52] and references therein. In functional data, the input variable of $Q^*$ is infinite-dimensional, hence, the above strategy no longer works. We instead
propose a set of functional conditions on $Q^*$ under which minimax optimality shall be established. Such conditions are viewed as infinite-dimensional extensions of [7, 92].

For $t \geq 1$, a measurable subset $D \subset \mathbb{R}^t$ and constants $\beta, K > 0$, define

$$C^\beta(D, K) = \{ f : D \mapsto \mathbb{R} | \sum_{|\alpha| < \beta} \| \partial^\alpha f \|_\infty + \sum_{|\alpha| = \lfloor \beta \rfloor} \sup_{x, x' \in D, x \neq x'} \frac{| \partial^\alpha f(x) - \partial^\alpha f(x') |}{\| x - x' \|^{\beta - \lfloor \beta \rfloor}} \leq K \}$$

where $\partial^\alpha = \partial^{\alpha_1} \ldots \partial^{\alpha_t}$ denotes the partial differential operator with multi-index $\alpha = (\alpha_1, \ldots, \alpha_t) \in \mathbb{N}^t$, $|\alpha| = \alpha_1 + \cdots + \alpha_t$. Equivalently, $C^\beta(D, K)$ is the ball of $\beta$-Hölder smooth functions on $D$ with radius $K$. A function $f : \mathbb{R}^t \rightarrow \mathbb{R}$ is said to be locally $\beta$-Hölder smooth if for any $a, b \in \mathbb{R}$, there exists a constant $K$ (possibly depending on $a, b$) such that $f \in C^\beta([a, b], K)$.

For $q \geq 0$, $J \geq 1$, let $d_0 = J$ and $d_{q+1} = 1$. For $d = (d_1, \ldots, d_q) \in \mathbb{N}_+^q$, $t = (t_0, \ldots, t_q) \in \mathbb{N}_+^{q+1}$ with $t_u \leq d_u$ for $u = 0, 1, \ldots, q$, $\beta := (\beta_0, \ldots, \beta_q) \in \mathbb{R}_+^{q+1}$, let $G(q, J, d, t, \beta)$ be the class of functions $g$ satisfying a modular expression

$$g(x) = g_0 \circ \cdots \circ g_0(x), \forall x \in \mathbb{R}^{d_0}, \quad (5.8)$$

where $g_u = (g_{u,1}, \ldots, g_{u, d_u}) : \mathbb{R}^{d_u} \mapsto \mathbb{R}^{d_{u+1}}$ and $g_{uv} : \mathbb{R}^{t_u} \mapsto \mathbb{R}$ are locally $\beta_u$-Hölder smooth. The $d_u$ arguments of $g_u$ are locally connected in the sense that each component $g_{uv}$ only relies on $t_u(\leq d_u)$ arguments. Similar structures have been considered by [92] and [70] in multivariate regression to overcome high-dimensionality. Generalized additive model [44] and tensor product space ANOVA model [67] are special cases; see [70].

Let $\mathcal{H}^* \equiv \mathcal{H}^* (q, d, t, \beta)$ be the class of population densities $h = \{ h_1, h_{-1} \}$ of $\xi$ such that, for any $J \geq 1$, $Q_j^* \in G(q, J, d, t, \beta)$. Equivalently, for any $h \in \mathcal{H}^*$ and $J \geq 1$, the corresponding truncated log density ratio $Q_j^*$ has a modular structure (5.8) with certain smoothness. Although $Q_j^*$ has $J$ arguments, it involves at most $t_0 d_1$ effective arguments, implying that the two population densities differ by a small number of variables. Relevant conditions are necessary for high-dimensional classification. For instance, in high-dimensional Gaussian data classification, [19, 18] show that, to consistently estimate Bayes classifier, it is necessary that
the mean vectors differ at a small number of components. The modular structure holds for arbitrary \( J \), which may be viewed as a functional extension of \([92]\). Note that the density class \( \mathcal{H}^* \) covers many popular models studied in literature, either Gaussian or non-Gaussian; see Section 5.5. Moreover, we introduce the following regularity conditions on \( Q^* \).

**Assumption 1. (Functional Tsybakov noise condition)** There exist constants \( C > 0 \) and \( \alpha \geq 0 \) such that

\[
\mathbb{P} \left( \left| \frac{1 - \exp \{-Q^*(\xi)\}}{1 + \exp \{-Q^*(\xi)\}} \right| \leq x \right) \leq C x^\alpha, \quad \forall x > 0. \tag{5.9}
\]

**Assumption 2. (Approximation error of \( Q^*_J \))** There exist a constant \( J_0 \geq 1 \) and decreasing functions \( \epsilon(\cdot) : [1, \infty) \to \mathbb{R}_+ \) and \( \Gamma(\cdot) : [0, \infty) \to \mathbb{R}_+ \), with \( \sup_{J \geq 1} J^\rho \epsilon(J) < \infty \) for some \( \rho > 0 \) and \( \int_0^{\infty} \Gamma(x) dx < \infty \), such that for any \( J \geq J_0 \) and \( x > 0 \),

\[
\mathbb{P} \left( \left| Q^*(\xi) - Q^*_J(\xi_J) \right| \geq x \right) \leq \epsilon(J) \Gamma(x). \tag{5.10}
\]

Assumption 1 characterizes the discrepancy between \( Q^* \) and random guess. Specifically, it requires that the probability of \( Q^* \) close to 0 by \( x \) is upper bounded by an order \( x^\alpha \). Assumption 1 is a functional extension of the classic Tsybakov noise condition, which is necessary in establishing minimax classification in multivariate case (see \([75]\) and \([107]\)). Assumption 2 provides an upper bound on the probability of \( Q^* \) differing from \( Q^*_J \) by at least \( x \), which approaches zero if either \( J \) or \( x \) tends to infinity, implying that \( Q^*_J \) is an accurate approximation of \( Q^* \). Both assumptions can be verified in concrete examples; see Section 5.5.

Our MEMR results will be based on the following class of population densities of \( \xi \):

\[
\mathcal{H} = \mathcal{H}(q, d, t, \beta, \alpha, C, \epsilon(\cdot), \Gamma(\cdot)) = \{ h \in \mathcal{H}^* : Q^* \text{ satisfies both Assumptions 1 and 2} \}.
\]

Finally, we introduce an assumption on the orders of \( L, J, p, B \), under which the exact rate of MEMR shall be established. Let

\[
S_0 = \min_{0 \leq u \leq q} \frac{\beta_u^*(\alpha + 1)}{\beta_u^*(\alpha + 2) + t_u}, \quad S_1 = \max_{0 \leq u \leq q} \frac{t_u}{\beta_u^*(\alpha + 2) + t_u}, \quad S_2 = \min_{0 \leq u \leq q} \frac{1}{\beta_u^*(\alpha + 2) + t_u}.
\]
where $\beta_u^* := \beta_u \prod_{k=u+1}^q (\beta_k \wedge 1)$.

**Assumption 3.** The DNN class $\mathcal{F}(L, J, p, B)$ satisfies

(a) $L \asymp \log n$;

(b) $(n \log^{-3} n)^{S_0/p} \lesssim J \lesssim (n \log^{-3} n)^{S_1}$;

(c) $\max_{1 \leq \ell \leq L} p_\ell \asymp (n \log^{-3} n)^{S_1}$;

(d) $B \asymp (n \log^{-3} n)^{S_2}$.

Assumption 3 (a), (c) and (d) provide exact orders on $L, p, B$, respectively. Assumption 3 (b) provides a range on $J$. Notably, this condition implies $\varrho \geq S_0/S_1$, i.e., the function $\epsilon(J)$ rapidly converges to zero when $J \to \infty$.

**Theorem 5.1.** There exist positive constants $C_1, C_2$, depending on $q, d, t, \beta, \alpha, C, \epsilon(\cdot), \Gamma(\cdot)$, such that the following results hold:

(i) $\inf_{\hat{G}} \sup_{h \in \mathcal{H}} \mathcal{E}_h(\hat{G}) \geq C_1 n^{-S_0}$, where the infimum is taken over all classifiers $\hat{G}$ based on training samples;

(ii) under Assumption 3, it holds that

$$\sup_{h \in \mathcal{H}} \mathcal{E}_h(\hat{G}^{FDNN}) \leq C_2 \left( \frac{\log^3 n}{n} \right)^{S_0}.$$ 

Theorem 5.1 establishes a nonasymptotic rate for the MEMR which is of order $n^{-S_0}$. Moreover, the proposed FDNN classifier is able to achieve this rate up to a logarithmic factor, and hence, is minimax optimal. Since $S_0$ involves the intrinsic dimensions $t_u$’s rather than the original dimensions $d_u$’s, the rate of MEMR is typically fast, demonstrating the theoretical advantage of our FDNN classifier.

**5.5 Examples**

The minimax results in Section 5.4 are based on parameter space $\mathcal{H}$. In this section, we provide some concrete examples to demonstrate the validity of such space.
5.5.1 Gaussian functional data with independent coefficients

Suppose that, under $Y = k$, the random coefficients $\xi_j$ are independent Gaussian with mean $\mu_{kj}$ and variance $\lambda_{kj}$. Define $M = \{ j : \mu_{1j} \neq \mu_{-1j} \}$ and $N = \{ j : \lambda_{1j} \neq \lambda_{-1j} \}$. Assume that $M, N$ are mutually disjoint with common cardinality $\omega$. It can be shown that, for any $J \geq J_0 := \max M \cup N$, $Q^*_j(\xi_j) = g_1(\xi_j)$, where $g_0$ has components $g_{0j}(\xi_j) = a_j \xi_j^2 + b_j \xi_j + c_j$ for some constants $a_j, b_j, c_j$ depending on $\mu_{1j}, \mu_{-1j}, \lambda_{1j}, \lambda_{-1j}$, and $g_1(\xi_j) = \sum_{j \in M \cup N} g_{0j}(\xi_j)$. Clearly, $d_0 = J$ and $t_0 = 1$, and $M \cup N$ has cardinality $2\omega$, $d_1 = t_1 = 2\omega$. So $Q^*_j \in G(1, J, 2\omega, (1, 2\omega), \beta)$ for any $\beta > 0$. Meanwhile, Assumption 1 holds for $\alpha = 1$, and Assumption 2 holds for $J_0$, since $Q^*_j = 0$ for all $J \geq J_0$, and for any function $\epsilon(\cdot)$ with exponential tails and any density $\Gamma(\cdot)$.

5.5.2 Student’s $t$ functional data with independent coefficients

Suppose that, under $Y = k$, $\xi_j$ are independent Student’s $t$ variables $t_{\nu_{kj}}$, where $\nu_{kj} \geq 1$ are degrees of freedom of the $t$ variables. Define $M = \{ j : \mu_{1j} \neq \mu_{-1j} \}$ whose cardinality is $\omega$. It can be shown that, for any $J \geq J_0 := J_0 := \max M \cup N$, $Q^*_j(\xi_j) = g_1(\xi_j)$, where $g_0$ has components

$$g_{0j}(\xi_j) = \log e_j - \frac{\nu_{1j} + 1}{2} \log \left( 1 + \frac{\xi_j^2}{\nu_{1j}} \right) + \frac{\nu_{-1j} + 1}{2} \log \left( 1 + \frac{\xi_j^2}{\nu_{-1j}} \right),$$

for some constant $e_j$ depending on $\nu_{kj}$, and $g_1(\xi_j) = \sum_{j \in M \cup N} g_{0j}(\xi_j)$. Similar to Section 5.5.1, we have $Q^*_j \in G(1, J, 2\omega, (1, 2\omega), \beta)$ for any $\beta > 0$. Assumptions 1 and 2 can be similarly verified as well.

5.5.3 Student’s $t$ functional data with dependent coefficients

We consider an extension of Section 5.5.2 which involves dependent coefficients. Let $p \geq 1$ and $\nu \geq 2$ be integers. Suppose that, under $Y = k$, $\xi_j := (\xi_j, \xi_{j+1}, \ldots, \xi_{j+p-1})^\top$, $j = 1, 2p + 1, \ldots$ are independent multivariate Student’s $t$ vectors following $t_{\nu}(\mu_{kj}, \Sigma_{kj})$, where $\mu_{kj} \in \mathbb{R}^p$ and positive definite $\Sigma_{kj}$ is $p \times p$ positive definite. Define $M = \{ j : \mu_{1j} \neq \mu_{-1j} \}$ and $N = \{ j : \Sigma_{1j} \neq \Sigma_{-1j} \}$. Assume $M, N$ are mutually disjoint with common cardinality $\omega$. 
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For any $J \geq J_0 := J_0 := \max M \cup N + p - 1$, then it can be shown that

$$Q_j^*(\xi_j) = \sum_{j \in M \cup N} \frac{1}{2} \log \left( \frac{\left| \Sigma_{-1j} \right|}{\left| \Sigma_{1j} \right|} \right)^{1/2} + \frac{\nu + p}{2} \log \left( \frac{1 + \nu^{-1}(\xi_j - \mu_{-1j})^\top \Sigma_{-1j}^{-1}(\xi_j - \mu_{-1j})}{1 + \nu^{-1}(\xi_j - \mu_{1j})^\top \Sigma_{1j}^{-1}(\xi_j - \mu_{1j})} \right).$$

Note that there are $2\omega$ terms in the above sum. Similar to Sectoions 5.5.1, we have $Q_j^* \in G(1, J, 2\omega, (1, 2\omega), \beta)$ for any $\beta > 0$. Assumptions 1 and 2 can be similarly verified as well.

5.6 Simulation

In this section, we examine the performances of FDNN and two competitors, quadratic discriminant method (QD) proposed in [33] and the nonparametric Bayes classifier (NB) proposed in [30], through simulation studies. Our studies involve both $d = 1$ and $d = 2$, corresponding to 1D and 2D functional data, respectively. All experiments are conducted in R. We summarize R codes and examples for the proposed FDNN algorithms on GitHub (https://github.com/FDASTATAUBURN/fdnn-classification).

For 1D functional data, we considered two data generation processes (DGP).

- **DGP1**: Generate $X(t) = \sum_{j=1}^3 \xi_j \psi_j(t)$, $t \in [0, 1]$, where $\psi_1(t) = \log(t + 2)$, $\psi_2(t) = t$ and $\psi_3(t) = t^3$. Under class $k$, generate independently $\xi_j \sim N(\mu_k, \Sigma_k)$, $j = 1, 2, 3$, where $\mu_1 = (-1, 2, -3)^\top$, $\Sigma_1 = \text{diag}(\frac{3}{5}, \frac{2}{5}, \frac{1}{5})$, $\mu_{-1} = (-\frac{1}{2}, \frac{5}{2}, -\frac{5}{2})^\top$, $\Sigma_{-1} = \text{diag}(\frac{9}{10}, \frac{1}{2}, \frac{3}{10})$.

- **DGP2**: Generate $X(t) = \sum_{j=1}^3 \xi_j \psi_j(t)$, $t \in [0, 1]$, where $\psi_j(t)$’s are the same as in DGP1. Under class 1, generate independently $\xi_{ij} \sim N(\mu_1, \Sigma_1)$, where $\mu_1 = (-1, 2, -3)^\top$, $\Sigma_1 = \text{diag}(3, 2, 1)$; under class $-1$, generate independently $\xi_{ij} \sim t_{-2j}$.

For 2D functional data, we considered two DGPs:

- **DGP3**: Generate $X(s_1, s_2) = \sum_{j=1}^4 \xi_j \psi_j(s_1, s_2)$, $0 \leq s_1, s_2 \leq 1$, where $\psi_1(s_1, s_2) = s_1s_2$, $\psi_2(s_1, s_2) = s_1s_2^2$, $\psi_3(s_1, s_2) = s_2s_1^2$, $\psi_4(s_1, s_2) = s_2^2s_1^2$. Under class $k$, generate independently $\xi_j \sim N(\mu_k, \Sigma_k)$, $j = 1, 2, 3, 4$, where $\mu_1 = (8, -6, 4, -2)^\top$, $\Sigma_1 = \text{diag}(8, 6, 4, 2)$, $\mu_{-1} = (-\frac{7}{2}, -\frac{5}{2}, \frac{3}{2}, -\frac{5}{2})^\top$, $\Sigma_{-1} = \text{diag}(\frac{9}{2}, \frac{7}{2}, \frac{3}{2}, \frac{3}{2})$. 
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Table 5.1: Misclassification rates (%) with standard errors in brackets for DGP1 and DGP2

<table>
<thead>
<tr>
<th>n</th>
<th>DGP1</th>
<th>DGP2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FDNN</td>
<td>QD</td>
</tr>
<tr>
<td>40</td>
<td>31.76(0.10)</td>
<td>38.58(0.02)</td>
</tr>
<tr>
<td>100</td>
<td>18.82(0.10)</td>
<td>37.91(0.02)</td>
</tr>
<tr>
<td>200</td>
<td>13.19(0.10)</td>
<td>37.35(0.02)</td>
</tr>
<tr>
<td>400</td>
<td>9.62(0.04)</td>
<td>36.75(0.02)</td>
</tr>
</tbody>
</table>

Table 5.2: Misclassification rates (%) with standard errors in brackets for DGP3 and DGP4

<table>
<thead>
<tr>
<th>n</th>
<th>DGP3</th>
<th>DGP4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>DGP 3</td>
<td>0.170(0.066)</td>
<td>0.148(0.055)</td>
</tr>
<tr>
<td>DGP 4</td>
<td>0.139(0.055)</td>
<td>0.127(0.014)</td>
</tr>
</tbody>
</table>

Table 5.1 and Table 5.2 summarize the misclassification rates when the functional data are either Gaussian or non-Gaussian. The discrepancy is increasing with the sample size. Especially, when sample size is large (over 100), the proposed FDNN still outperforms two counterparts. Table 5.2 summarizes the misclassification rates for 2D-functional data classification. Only our proposed FDNN method is applied, as there are no existing methods to compare with. From the table, we observe that both misclassification rates and the standard errors decrease as the sample size increases, which supports the theoretical findings in Section 5.4.
5.7 Real data analysis

5.7.1 TIMIT database

This benchmark data example was extracted from the TIMIT database (https://catalog.ldc.upenn.edu/LDC93s1), which is a widely used resource for research in speech recognition and functional data classification. The data set we used was constructed by selecting four phonemes for classification based on digitized speech from this database. From each speech frame, a log-periodogram transformation is applied so as to cast the speech data in a form suitable for speech recognition. The five phonemes in this data set are transcribed as follows: “sh” as in “she”, “dcl” as in “dark”, “iy” as the vowel in “she”, “aa” as the vowel in “dark”, and “ao” as the first vowel in “water”. For illustration purpose, we focus on the “aa”, “ao”, “iy” and “dcl” phoneme classes. Each speech frame is represented by $n = 400$ samples at a 16-kHz sampling rate; the first $M = 150$ frequencies from each subject are retained. Figure 5.1 displays 10 log-periodograms for each class phoneme.

Figure 5.1: A sample of 10 log-periodograms per class
Table 5.3: Misclassification rates (%) with standard errors in brackets for Speech Recognition data.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Rate (%)</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>“aa” vs “ao”</td>
<td>20.278(0.014)</td>
<td></td>
</tr>
<tr>
<td>“aa” vs “iy”</td>
<td>0.196(0.001)</td>
<td></td>
</tr>
<tr>
<td>“ao” vs “iy”</td>
<td>0.153(0.004)</td>
<td></td>
</tr>
<tr>
<td>“ao” vs “dcl”</td>
<td>0.270(0.003)</td>
<td></td>
</tr>
</tbody>
</table>

We randomly select training sample size \( n_1 = n_2 = 300 \) to train the classifiers of three methods and the rest of 100 samples remained as the test samples. Network parameters were selected based on training data using Steps 1-3 in Section 5.3. Table 5.3 reports the mean percentage (averaged over the 100 repetitions) of misclassified test curves.

The dataset used in the preparation of this article were obtained from the ADNI database (adni.loni.usc.edu). The ADNI is a longitudinal multicenter study designed to develop clinical, imaging, genetic, and biochemical biomarkers for the early detection and tracking of AD. From this database, we collect PET data from 79 patients in AD group, and 45 patients in EMCI group. This PET dataset has been spatially normalized and post-processed. These AD patients have three to six times doctor visits and we select the PET scans obtained in the third visits. People in EMCI group only have the second visit, and we select the PET scans obtained in the second visits. For AD group, patients’ age ranges from 59 to 88 and average age is 76.49, and there are 33 females and 46 males among these 79 subjects. For EMCI group, patients’ age ranges from 57 to 89 and average age is 72.33, and there are 26 females and 19 males among these 45 subjects. All scans were reoriented into \( 79 \times 95 \times 68 \) voxels, which means each patient has 68 sliced 2D images with \( 79 \times 95 \) pixels. For 2D case, it means each subject has \( N = 79 \times 95 = 7,505 \) observed pixels for each selected image slice. For 3D case, the observed number of voxels for each patient’s brain sample is \( N = 79 \times 95 \times 68 \).

It is well known that Alzheimer’s disease destroys neurons and their connections in hippocampus, the entorhinal cortex, and the cerebral cortex. These parts are corresponding to the first 25 slices. Therefore, for our 2D case study, we specifically select the 5-th, 10-th, 15-th, 20-th and 25-th slices from 68 slices for each patient. We aim to conduct classification based on the information of those slices respectively; see [81]. Figure 5.2 shows the averaged 2D images for two groups at each slice. For 3D case, we focus on the total 25 slices, so the 3D data is observed on \( 79 \times 95 \times 25 \) points. Figure 5.3 demonstrates the misclassification rates for both
2D and 3D brain imaging data. There are several interesting finds. First, given a single slice 2D imaging data, the misclassification rates tend to be larger than using total 25 slices data (3D data). It indicates that 3D data contains more helpful information to decrease the misclassification risk. Second, the 20-th slice provides the lowest one among all 2D data. It is a promising finding for neurologists, as this smallest risk indicates this particular slice presents useful information to distinguish the EMCI and AD groups. Further medical checkups are meaningful for this special location in the brain.

5.8 Discussion

We present a novel FDNN classifier for solving functional classification problems. In comparison with the existing literature, our results are able to deal with non-Gaussian multi-dimensional functional data. Our contributions are threefold. First, we provide sharp convergence rates for EMR via DNNs when data are of functional type, and the result can be applied to a large scope of functional data with complex density functions. Second, not only can our novel FDNN classifier handle one dimensional functional data, but also can classify multi-dimensional functional data. Third, we demonstrate via extensive simulations and real-data examples that the proposed FDNN classifier has outstanding performances under either Gaussian or non-Gaussian assumption.
Figure 5.2: Averaged images of the 5-th, the 10-th, the 15-th, the 20-th and the 25-th slices of EMCI (left column) group and AD group (right column).
Figure 5.3: Grouped boxplot of misclassification rates for the 5-th, the 10-th, the 15-th, the 20-th, the 25-th slices and 3D data of the first 25 slices between EMCI and AD groups.
Chapter 6

Empirical Likelihood Ratio Tests for Varying Coefficient Geo Models

6.1 Introduction

Varying-coefficient models (VCMs)’s introduced by [45], are regression models commonly applied to examine the interactive associations between a response and predictors. These models are appealing because the regression coefficients are allowed to vary as a smooth function of some variables of interest to detect nonlinear interactions. Because of their flexibility, VCMs have been widely applied in many scientific areas. See [38] for a selective overview of the major methodological and theoretical developments on VCMs. This study focuses on VCMs for spatial data randomly distributed over an arbitrary geographical region.

Our work is motivated by inference problems examining the effects of the county-level food retail environment on obesity rates in United States, with the effect varying over median household income. County food retail environments are measured by the availability and healthfulness of their food retail stores. More detailed information of this data set is provided in Section 6.6. Based on this data set, socioeconomists attempt to disentangle how county-level associations between the food environment and obesity rates change with median household income levels. This leads to modeling the effect of food retail environments as functions of household income levels. However, owing to the geographic dependence, the classical VCM is not sufficient.

In this work, we propose the varying-coefficient geo model (VCGM) to solve the motivating application. Specifically, assume \( S_i = (S_{i1}, S_{i2})^T \) is the location of the \( i \)th subject, for \( i = 1, \ldots, n \). The location \( S \) ranges over a two-dimensional bounded domain \( \Omega \in \mathbb{R}^2 \) of any
arbitrary shape. We observe data of the form \{\(Y_i, Z_i, X_i, S_i\)\}, where \(Y_i\) is a response variable, \(X_i = (X_{i1}, \ldots, X_{ip})^\top\) is a vector of scalar covariates, and \(Z_i\) is a scalar predictor. Furthermore, \{\((Y_i, Z_i, X_i)\)\}_{i=1}^{n}\) are observed at location \(S_i\). Suppose that \{\((Y_i, Z_i, X_i, S_i)\)\}_{i=1}^{n}\) satisfies the following VCGM:

\[
Y_i = X_i^\top \beta(Z_i) + \alpha(S_i) + \epsilon_i, \quad S_i \in \Omega, \ i = 1, \ldots, n,
\]  

(6.1)

where \(\beta(Z) = (\beta_1(Z), \ldots, \beta_p(Z))^\top\), with each \(\beta_k(\cdot)\) as an unknown varying-coefficient function, \(\alpha(S_i)\) is an unknown smoothing bivariate function representing the spatial component, and \(\epsilon_i\) denotes independent and identically distributed (i.i.d.) random noise, with \(E(\epsilon_i) = 0\) and \(Var(\epsilon_i) = \sigma^2\) independent of \((Z_i, X_i, S_i)\). Our primary interest is to estimate and conduct an inference for \(\beta(\cdot)\) and \(\alpha(\cdot)\) based on the given observations \{\((Y_i, Z_i, X_i, S_i)\)\}_{i=1}^{n}\).

In the proposed VCGM, when the spatial component \(\alpha(\cdot)\) is ignored, the model becomes the traditional VCM. Numerous studies have proposed methods for fitting the VCM, for example, the local linear method [37], spline method [48], and two-stage methods [117, 71]. There are also several methods for estimating bivariate functions defined over 2D domains. Within the nonparametric framework, these include bivariate P-splines [77], thin plate splines [122], and bivariate splines [116, 129]. Here, we apply bivariate splines over triangulations [56], because they can handle irregular 2D domains with complex boundaries and they are computationally efficient.

This study focuses on proposing pointwise (at a specific \(z\)) and simultaneous (for all \(z \in [a, b]\)) testing procedures for the following hypothesis under model (6.1):

\[
H_0 : H\{\beta_0(z)\} = 0 \text{ v.s. } H_1 : H\{\beta_0(z)\} \neq 0,
\]  

(6.2)

where \(H(b)\) is a \(q\)-dimensional function of \(b = (b_1, \ldots, b_p) \in \mathbb{R}^p\), such that \(C(b) := \partial H(b)/\partial b^\top\) is a \(q \times p\) full-rank matrix \((q \leq p)\), for all \(b\). The above hypothesis is very general, owing to the choice flexibility of \(H(b)\). It includes many interesting hypotheses as special cases, for instance, \(H_0 : \beta_{0,k}(z) = 0\) for all \(k\) if \(H(b) = b\), a test for any arbitrary linear
constraints on $\beta_0$ if $H(b) = \Lambda b - c_0$ for a $q \times p$ known matrix $\Lambda$ and a known vector $c_0$, and even tests with nonlinear constraints. See [6] for explicit examples of nonlinear hypotheses.

In contrast to estimation, few studies have examined inferences of varying-coefficient functions. [48] proposed a goodness-of-fit test based on a comparison of the weighted residual sum of squares. This is a specific example of the generalized likelihood ratio studied by [36]. More recently, [129] proposed a spline backfitted local polynomial to estimate and make simultaneous inferences of the univariate components in a geo-additive model. Although the above-mentioned methods seem useful, they are not applicable to the general hypothesis in (6.2). Furthermore, the testing procedure involves a plug-in variance estimate, which leads to an unstable asymptotic distribution of the test statistics.

In this chapter, we propose both pointwise and simultaneous tests for the hypothesis in (6.2) based on the empirical likelihood (EL). The EL is a nonparametric likelihood, introduced by [82, 83]. In spite of its nonparametric construction based on observed data points, the EL shares some convenient merits of the parametric likelihood, and has many desirable advantages in deriving confidence sets for unknown parameters. [84] and [26] provide an overview of the EL method. The EL method has been extended to VCMs for various data types; see, for example, [124], [123],[125] and [72]. Recently, [114] considered test procedures based on the EL to conduct inferences for a class of functional concurrent linear models. However, when they applied the method to Google flu trend data, they ignored the spatial information contained in the data set. [10] and [111] considered the EL method for inference over a broad class of spatial data exhibiting stochastic spatial patterns. However, they did not consider the flexible VCGM, or the spatial information.

In contrast to existing VCMs, our proposed VCGM properly accounts for all covariates and spatial information, which improves the model flexibility. The proposed EL-based inference has many advantages over normal approximation-based methods. First, it does not involve a plug-in estimate for the limiting variance. Owing to the necessity of estimating the standard errors, which is a typical challenge in nonparametric models, the Wald-type simultaneous inference is not stable in [72]. Second, as [34] proved, the EL is Bartlett correctable and, thus, has
an advantage over the bootstrap method. To the best of our knowledge, this is the first work to propose a VCGM and conduct an EL ratio test for spatial data, which is a nontrivial extension. The rest of the chapter is organized as follows. We propose spline estimators for both univariate and bivariate functions and develop their asymptotic consistency in Section 6.2. The pointwise and simultaneous EL tests are presented in Section 6.3, where we investigate the asymptotic distributions of the test statistics under both the null hypothesis and local alternatives. In Section 6.4, we address implementation issues such as triangulation, the number of univariate spline knots, and the kernel bandwidth selection. Simulation studies are presented in Section 6.5, followed by an analysis of a real-data example in Section 6.6. We summarize the proposed methodology and discuss future work in Section 6.7. Major technical details are included in the Supplementary Material.

6.2 Univariate and bivariate spline estimations

In the estimation stage, we approximate each varying coefficient using univariate polynomial splines. The geographical function \( \alpha(\cdot) \) is approximated using bivariate penalized splines over triangulation. First, we introduce some notation for univariate and bivariate splines.

6.2.1 Setup

Suppose that the covariate \( Z \) is distributed on a compact interval \([a, b]\). Owing to the simplicity of the computation, we approximate the univariate components \( \beta_k(z) \) in (6.1) using polynomial splines. Define a partition of \([a, b]\) with \( J_n \) interior knots as \( v = \{a = v_0 \leq v_1 \leq \ldots \leq v_{J_n+1} = b\} \). For some \( \varrho \geq 1 \), the polynomial splines of order \( \varrho + 1 \) are polynomial functions with \( \varrho \)-degree on intervals \([v_j, v_{j+1})\), for \( j = 0, \ldots, J_n - 1 \), and \([v_{J_n}, v_{J_n+1}]\), and have \( \varrho - 1 \) continuous derivatives globally. Let \( \mathcal{U} = \mathcal{U}([a, b]) \) be the space of such polynomial splines. Let \( U_j(z) \), for \( j = 1, \ldots, J_n + \varrho + 1 \), be the original B-spline basis functions for the coefficient functions. Suppose for \( z \in [a, b] \), \( \beta_k(z) \approx \sum_{j=1}^{J_n+\varrho+1} \eta_{kj} U_j(z) = U(z) \top \eta_k \), where \( U(z) = (U_1(z), \ldots, U_{J_n+\varrho+1}(z)) \top \) and \( \eta_k = (\eta_{1k}, \ldots, \eta_{J_n+\varrho+1,k}) \top \).
It has been proved that the bivariate penalized splines method is efficient in dealing with data distributed on irregular domains with complicated boundaries [129, 116]. In the following, we briefly introduce the triangulation techniques and describe the bivariate penalized spline smoothing method for the VCGM. See [56] and [116] for a detailed introduction of the triangulation technique and how to construct the bivariate spline basis functions over triangulation.

According to [56], let \( \tau = (s_1, s_2, s_3) \) be a nonempty-area triangle with three vertices, \( s_1, s_2, \) and \( s_3 \). There is a unique representation in the form for any point \( s \in \mathbb{R}^2 \), \( s = b_1s_1 + b_2s_2 + b_3s_3 \), with \( b_1 + b_2 + b_3 = 1 \), and \( b_1, b_2, \) and \( b_3 \) are the barycentric coordinates of the point \( s \) relative to the triangle \( \tau \). We define the Bernstein polynomials of degree \( d \) relative to triangle \( \tau \) as \( B_{ijk}^\tau(s) = \frac{d!}{i!j!k!} b_i b_j b_k \). The spatial domain \( \Omega \) is a polygon of arbitrary shape, which can be partitioned into finitely many triangles. Let a collection \( \Delta = \{\tau_1, \ldots, \tau_N\} \) of \( N \) triangles be a triangulation of \( \Omega = \bigcup_{i=1}^N \tau_i \), provided that any nonempty intersection between a pair of triangles in \( \Delta \) is either a shared vertex or a shared edge. For any triangle \( \tau \in \Delta \), denote \( T_\tau \) as the radius of the largest disk contained in \( \tau \). Let \( |\tau| \) be the length of the longest edge. Denote the size of \( \Delta \) as \( |\Delta| = \max\{|\tau| : \tau \in \Delta\} \). For any integer \( d \geq 1 \) and triangle \( \tau \), let \( P_d(\tau) \) be the space of all polynomials of degree less than or equal to \( d \) on \( \tau \). Then, any polynomial \( \zeta \in P_d(\tau) \) can be uniquely written as \( \zeta|_\tau = \sum_{i+j+k=d} \gamma_{ijk} B_{ijk}^\tau \), where the coefficients \( \gamma_{ijk} \) are called B-coefficients of \( \zeta \). For any integer \( r \geq 0 \), let \( C^r(\Omega) \) be the collection of all \( r \)th continuously differentiable functions over \( \Omega \). Given a triangulation \( \Delta \), define the spline space of degree \( d \) and smoothness \( r \) over \( \Delta \) as \( S_r^d(\Delta) = \{\zeta \in C^r(\Omega) : \zeta|_\tau \in P_d(\tau), \tau \in \Delta\} \). Let \( \{B_m\}_{m \in \mathcal{M}} \) be the set of bivariate Bernstein basis polynomials for \( S_r^d(\Delta) \), where \( \mathcal{M} \) is an index set with cardinality \( |\mathcal{M}| = N(d+1)(d+2)/2 \). Then, we rewrite any function \( \zeta \in S_r^d(\Delta) \) using the basis expansion \( \zeta(s) = \sum_{m \in \mathcal{M}} B_m(s) \gamma_m = \mathbf{B}(s)^\top \gamma \), where \( s \in \Omega \) and \( \gamma = (\gamma_m, m \in \mathcal{M})^\top \) is the bivariate spline coefficient vector.

### 6.2.2 Penalized least-squares estimators

In general, there are three approaches to conduct a spline estimation: smoothing splines, regression splines, and penalized splines. Smoothing splines request as many parameters as the
number of observations. Regression splines need only a small number of knots, placed judiciously, but appropriate algorithms are needed to select the knots. Penalized splines combine the features of smoothing splines and regression splines. A roughness penalty is incorporated with relatively large number of knots. [116] and [129] discuss the advantages and necessity of penalized bivariate spline smoothing. Note that, given some suitable smoothness conditions, $\beta_k(\cdot)$ and $\alpha(\cdot)$ can be well represented by a univariate spline basis expansion and the Bernstein basis polynomials introduced in Section 6.2.1. It is well known that increasing the number of triangles may overfit the data and increase the variance, while decreasing the number of triangles may result in a rigid and restrictive function that has more bias. Consequently, to improve the data fitting efficiency, reduce the computation complexity, and avoid over fitting, we consider the following penalized least-squares problem:

$$
\sum_{i=1}^{n} \left\{ Y_i - \sum_{k=1}^{p} \sum_{j=1}^{J_n+q+1} \eta_{jk} U_j(Z_i) X_{ik} - \sum_{m \in \mathcal{M}} B_m(s) \gamma_m \right\}^2 + \frac{\lambda_n}{2} \mathcal{E}(\alpha), \quad (6.3)
$$

where

$$
\mathcal{E}(\alpha) = \sum_{\tau \in \Delta} \int_{\tau} \sum_{i+j=2} \binom{2}{i} (\nabla_{s_1}^{i} \nabla_{s_2}^{j} \alpha)^2 ds_1 ds_2
$$

is the roughness penalty for $\alpha(\cdot)$, $\lambda_n$ is the roughness penalty parameter, and $\nabla_{s_q}^v$ is the $v$th order derivative in the direction $s_q$ at the point $s$, for $q = 1, 2$.

For a smooth join between two polynomials on adjoining triangles, we impose some linear constraints on the spline coefficients $\gamma : \Psi \gamma = 0$, where $\Psi$ is the matrix that collects the smoothness conditions across all the shared edges of triangles. An example of $\Psi$ can be found in [129]. Thus, the penalized least-squares problem (6.3) becomes

$$
\sum_{i=1}^{n} \left\{ Y_i - \sum_{k=1}^{p} \sum_{j=1}^{J_n+q+1} \eta_{jk} U_j(Z_i) X_{ik} - \sum_{m \in \mathcal{M}} B_m(s) \gamma_m \right\}^2 + \frac{1}{2} \lambda_n \gamma \top \mathbf{P} \gamma, \quad (6.4)
$$
subject to $\Psi \gamma = 0$, where $P$ is the block diagonal penalty matrix satisfying $\gamma^\top P \gamma = \mathcal{E}(B \gamma)$.

In the following, let $Y = (Y_1, \ldots, Y_n)^\top$ be collections of $Y_i$. Denote

$$W = \begin{pmatrix} U(Z_1)^\top(X_{11}) & \ldots & U(Z_1)^\top(X_{1p}) \\ \vdots & \ddots & \vdots \\ U(Z_n)^\top(X_{n1}) & \ldots & U(Z_n)^\top(X_{np}) \end{pmatrix}$$

as an $n \times p(J_n + \rho + 1)$ matrix. To solve the constrained minimization problem (6.4), we first remove the constraint using a QR decomposition of the transpose of the constraint matrix $\Psi$.

Specifically, we have $\Psi^\top = QR = \begin{pmatrix} Q_1 & Q_2 \end{pmatrix} \begin{pmatrix} R_1 \\ 0 \end{pmatrix}$, where $Q$ is an orthogonal matrix, $R$ is an upper-triangle matrix, the submatrix $Q_1$ is the first $r$ columns of $Q$, where $r$ is the rank of the matrix $\Psi$, and $0$ is a matrix of zeros. According to Lemma 1 in [116], the problem (6.4) is now converted to the following conventional penalized regression problem without any constraints:

$$\min_{\eta, \theta} \left\{ \|Y - W\eta - BQ_2\theta\|^2 + \lambda_n (Q_2\theta)^\top P (Q_2\theta) \right\},$$

where $\eta = (\eta_1, \ldots, \eta_{p(J_n+\rho+1)})$ and $Q_2\theta = \gamma$. For a fixed penalty parameter $\lambda_n$, we have

$$\begin{pmatrix} \hat{\eta} \\ \hat{\theta} \end{pmatrix} = \left\{ \begin{pmatrix} W^\top W & W^\top BQ_2 \\ Q_2^\top B^\top W & Q_2^\top B^\top BQ_2 \end{pmatrix} + \begin{pmatrix} 0 \\ \lambda_n Q_2^\top PQ_2 \end{pmatrix} \right\}^{-1} \begin{pmatrix} W^\top Y \\ Q_2^\top B^\top Y \end{pmatrix}.$$

Define

$$V = \begin{pmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{pmatrix} = \begin{pmatrix} W^\top W & W^\top BQ_2 \\ Q_2^\top B^\top W & Q_2^\top (B^\top B + \lambda_n P) Q_2 \end{pmatrix}.$$ 

It follows from well-known block matrix forms of a matrix inverse that

$$V^{-1} := A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} = \begin{pmatrix} A_{11} & -A_{11}V_{12}V_{22}^{-1} \\ -A_{22}^{-1}V_{21}V_{11}^{-1} & A_{22} \end{pmatrix},$$
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where

\[
\begin{align*}
A_{11}^{-1} &= V_{11} - V_{12}V_{22}^{-1}V_{21} = W^T[I - BQ_2 Q_2^T(B^T B + \lambda_n P)Q_2]^{-1}Q_2^T B^T W \\
A_{22}^{-1} &= V_{22} - V_{21}V_{11}^{-1}V_{12} = Q_2^T[B^T[I - W(W^T W)^{-1}W^T]B + \lambda_n P]Q_2.
\end{align*}
\]

Hence, \( \hat{\eta} = A_{11} W^T \{I - BQ_2 Q_2^T(B^T B + \lambda_n P)Q_2\}^{-1}Q_2^T B^T Y \) and \( \hat{\theta} = A_{22} Q_2^T B^T \{I - W(W^T W)^{-1}W^T\} Y \). Thus, the estimators of \( \beta_k(\cdot) \) and \( \alpha(\cdot) \) are

\[
\hat{\beta}_k(z) = U(z)^T \hat{\eta}_k \quad \text{and} \quad \hat{\alpha}(s) = B(s)^T \hat{\gamma}, \quad \text{respectively, where} \quad \hat{\gamma} = Q_2 \hat{\theta}. \quad (6.5)
\]

We now investigate the asymptotic properties of the spline estimates \( \hat{\beta}_k(z) \) and \( \hat{\alpha}(s) \). To avoid confusion, let \( \beta_{0,k}(\cdot) \) and \( \alpha_0(\cdot) \) be the true functions of \( \beta_k(\cdot) \) and \( \alpha(\cdot) \) in model (6.5).

For any Lebesgue measurable function \( \phi(s) \) on a domain \( D \), where \( D = [a, b] \) or \( \Omega \subseteq \mathbb{R}^2 \), let

\[
\|\phi\|_2^2 = \int_D \phi^2(s) ds.
\]

**Theorem 6.1 (Rate of Convergence).** Suppose that Assumptions (A1)–(A6) in the Supplementary Material hold. Then the spline estimators \( \hat{\beta}_k \) and \( \hat{\alpha} \) satisfy

\[
\|\hat{\alpha} - \alpha_0\|_{L_2} = O_p \left\{ J_n^{-0.5} |\Delta| + n^{-1/2} |\Delta|^{-1} + \frac{\lambda_n}{n|\Delta|^3} + \left( 1 + \frac{\lambda_n}{n|\Delta|^5} \right) |\Delta|^{d+1} \right\},
\]

\[
\sum_{k=1}^p \|\hat{\beta}_k - \beta_{0,k}\|_{L_2} = O_p \left\{ n^{-1/2} J_n^{1/2} + n^{-1} |\Delta|^{-1} + J_n^{-e-1} \right\}.
\]

**Remark 1.** This consistency result echoes similar phenomena discovered by other nonparametric regression literature. In fact, when only spatial information is available and no other scale covariates are included, the model (6.1) reduces to the same model in [57]. When the varying coefficients reduce to linear coefficients, model (6.1) reduces to the same model in [116]. In these two reduced models, the above convergence rate of \( \hat{\alpha} \) is the same as those given in [57] and [116], that is, \( O_p \left\{ n^{-1/2} |\Delta|^{-1} + \frac{\lambda_n}{n|\Delta|^3} + \left( 1 + \frac{\lambda_n}{n|\Delta|^5} \right) |\Delta|^{d+1} \right\} \). When the geo function \( \alpha(\cdot) \) is excluded from model (6.1), the convergence rate of \( \hat{\beta}_k \) reduces to
If $\beta_{0,k}$ have bounded second-order derivatives ($p = 1$) and $J_n \asymp n^{1/5}$, we have $\|\hat{\beta}_k - \beta_{0,k}\|_{L_2} = O_p(n^{-2/5})$, achieving the optimal nonparametric rate [101].

Given these consistency results of the proposed univariate and bivariate spline estimators, we can now build hypothesis testing statistics based on these estimators.

6.3 Empirical likelihood ratio tests for varying coefficients

It is challenging to derive the asymptotic distribution and the measure of variability for the spline estimators introduced in Section 6.2. Similar findings have been discussed in [71] and [129]. To investigate the uncertainty in the estimation of the varying effect of the covariates, we propose an inference for hypothesis (6.2) using the EL method, with bivariate penalized spline estimators plugged in for the geo function.

To test (6.2) and construct an EL ratio function for $\beta(z)$, we first introduce an auxiliary random vector

$$g_i\{\beta(z), \alpha_0\} = \left(Y_i - \beta(z)^\top X_i - \alpha_0(S_i)\right) X_i K_h(Z_i - z),$$

where $K(\cdot)$ stands for a continuous kernel function, $h$ is a bandwidth, and $K_h(\cdot) = K(\cdot/h)/h$ is a rescaling of $K$. Note that $E g_i\{\beta(z), \alpha_0\}$ is close to zero if $\beta(z) = \beta_0(z)$. Hence, the problem of testing whether $\beta(z)$ is the true function $\beta_0(z)$ is equivalent to testing whether $E g_i\{\beta(z), \alpha_0\}$ is close to zero, for $i = 1, 2, \ldots, n$. According to [84], this can be done by using the EL; that is, we can define the profile EL ratio function

$$R\{\beta(z), \alpha_0\} = \max_{p_i: 1 \leq i \leq n} \left\{ \prod_{i=1}^{n} n p_i : 0 \leq p_i \leq 1, \sum_{i=1}^{n} p_i = 1, \sum_{i=1}^{n} p_i g_i\{\beta(z), \alpha_0\} = 0 \right\}.$$

The rich EL literature has shown that $-2 \log R\{\beta_0(z), \alpha_0\}$ is asymptotically chi-squared with $p$ degrees of freedom. However, $R\{\beta(z), \alpha_0\}$ cannot be used directly to make a statistical inference on $\beta(z)$, because $R\{\beta(z), \alpha_0\}$ contains the unknown function $\alpha_0(\cdot)$. A natural way
is to replace $\alpha_0(\cdot)$ with the estimator $\hat{\alpha}(S_i)$ given in (6.5), that is,

$$g_i\{\beta(z)\} := g_i\{\beta(z), \hat{\alpha} = (Y_i - \beta^T(z)X_i - \hat{\alpha}(S_i)) X_iK_h(Z_i - z).$$

Note that the solution to $\sum_{i=1}^n g_i\{\beta(z)\} = 0$ corresponds to the local constant estimator

$$\hat{\beta}(z) = \left( \sum_{i=1}^n X_i X_i^T K_h(Z_i - z) \right)^{-1} \left( \sum_{i=1}^n (Y_i - \hat{\alpha}(S_i)) X_iK_h(Z_i - z) \right). \tag{6.6}$$

After replacing the true function $\alpha_0(\cdot)$, we show that the discrepancy between $g_i\{\beta_0(z)\}$ and $g_i\{\beta_0(z), \alpha_0\}$ is asymptotically negligible in the following proposition. Let $\mu_{jj'} = \int u^{j'} K^j(u) du$ and $\Omega(z) = E(X_1X_1^T | Z = z)$.

Proposition 6.1. Under Assumptions (A1)—(A5), (A6'), (A7), and (A8) in the Supplementary Material, we have

$$E[g_i\{\beta_0(z)\}] = O(h^2)$$

and

$$Var[g_i\{\beta_0(z)\}] = \sigma^2 \Omega(z)f(z)\mu_{20} h^{-1} \{1 + o(1)\},$$

where $f(z)$ is the probability density function of $Z$.

Remark 2. To investigate the EL tests for the geo spatial model, the key point is to check the asymptotic property of $g_i\{\beta_0(z)\}$. More specifically, if the first and second moments of $g_i\{\beta_0(z)\}$ have the same orders as those of $g_i\{\beta_0(z), \alpha_0\}$, the asymptotic distribution of $-2\log R\{\beta(z)\}$ is similar to the common VCM cases. According to Theorem 6.1, we establish the orders of the first two moments for $g_i\{\beta_0(z)\}$ as in Proposition 6.1 by bounding $E\{X_iX_i^T (\beta_0(Z_i) - \beta_0(Z_i)) K_h(Z_i - z)\}$ and $E\{X_iK_h(Z_i - z)(\alpha_0(S_i) - \hat{\alpha}(S_i))\}$, with a careful choice of the lower bound of $J_\alpha$ and the upper bound of $|\Delta|$. The details can be found in the proof of Proposition 6.1 in the Supplementary Material.

With a slight abuse of notation, we define the EL function

$$L\{\beta(z)\} = \max_{p_i: 1 \leq i \leq n} \left\{ \prod_{i=1}^n p_i : 0 \leq p_i \leq 1, \sum_{i=1}^n p_i = 1, \sum_{i=1}^n p_i g_i\{\beta(z)\} = 0 \right\}. \tag{6.7}$$
We can maximize (6.7) using the Lagrange multiplier technique, which leads to the following log-EL:

$$\log L(\beta(z)) = - \sum_{i=1}^{n} \log \left\{1 + \delta^T(z)g_i(\beta(z))\right\} - n \log n,$$

where $\delta(z)$ is determined by the equation: $\sum_{i=1}^{n} g_i(\beta(z))[1 + \delta^T(z)g_i(\beta(z))]^{-1} = 0$. Therefore, the negative log-EL ratio statistic for testing $H_0 : H(\beta_0(z)) = 0$ is

$$\ell(z) := \min_{H(\beta(z)) = 0} \sum_{i=1}^{n} \log \left\{1 + \delta^T(z)g_i(\beta(z))\right\}. \quad (6.8)$$

To investigate the power of the tests, we consider the local alternatives $H_1 : H(\beta_0(z)) = b_n d(z)$, where $b_n$ is a sequence of numbers converging to zero and $d(z) \neq 0$ is a $q$-dimensional function. For any fixed nonzero function $d(z)$, $b_n$ depicts the order of signals that a test can detect. The smallest order of $b_n$ is given in [27], who show that the EL method can detect alternatives of order $(nh)^{-1/2}$ for pointwise tests and order $n^{-1/2}h^{-1/4}$ for simultaneous tests. Both orders are larger than the parametric rate $n^{-1/2}$.

The following theorem summarizes the asymptotic distribution of $2\ell(z)$ under both the local alternative and the null hypothesis $H_0$ for each fixed $z$.

**Theorem 6.2.** Under Assumptions (A1)–(A5), (A6'), (A7), and (A8) in the Supplementary Material, and for each $z \in [a, b]$ under the null hypothesis: $H(\beta_0(z)) = 0$, we have $2\ell(z) \xrightarrow{d} \chi^2_q$. For each $z \in [a, b]$ and any fixed real vector of function $d(z)$, under the alternative hypothesis $H_1 : H(\beta_0(z)) = (nh)^{-1/2}d(z)$, we have

$$2\ell(z) \xrightarrow{d} \chi^2_q \left( d^T(z) R(z) d(z) \right),$$

where $R(z) = \sigma^2 \mu_20 f(z) \left\{ C(z) \Omega(z) C^T(z) \right\}^{-1}$ and

$$C(z) = C(\beta(z)) = \frac{\partial H(\beta(z))}{\partial \beta(z)^T}.$$

According to the Theorem 6.2, we can construct a pointwise confidence interval for each $\beta_j(z)$. The construction of the confidence interval is based on an asymptotic $\alpha$-level test when
$H\{\beta(z)\} = \beta_j(z)$. We reject $H_0$ at a fixed point $z$ if $2\ell(z) > \chi^2_{1,\alpha}$, where $\chi^2_{1,\alpha}$ is the upper $\alpha$-quantile of $\chi^2_1$, and a 100(1 - $\alpha$)% confidence interval for $\beta_j(z)$ is given by $\{\beta_j(z) : 2\ell(z) \leq \chi^2_{1,\alpha}\}$.

For the simultaneous test on $H_0$ in (6.2), for all $z \in [a, b]$, we consider the Cramér—von Mises type test statistic. Because $2\ell(z)$ can be viewed as the distance between $H\{\beta(z)\}$ and zero, we propose the following test statistic for $H_0$:

$$D_n = \int_a^b 2\ell(z)w(z)dz,$$

where $w(z)$ is some probability weight function.

**Theorem 6.3.** Under Assumptions (A1)—(A5), (A6'), (A7), and (A8) in the Supplementary Material, with the null hypothesis $H_0 : H\{\beta_0(\cdot)\} = 0$, as $n \to \infty$, we have

$$h^{-1/2}\{D_n - q\} \xrightarrow{d} N\left(0, q\sigma^2_0\right),$$

where $\sigma^2_0 = 2\mu_{20}^{-2} \int_a^b w^2(t)dt \int_{-2}^2 \{K^{(2)}(u)\}^2 du$. When the alternative hypothesis $H_1 : H\{\beta_0(z)\} = n^{-1/2}h^{-1/4}d(z)$ holds, we have

$$h^{-1/2}\{D_n - q\} \xrightarrow{d} N\left(\mu_0, q\sigma^2_0\right),$$

where $\mu_0 = \int_a^b d^\top(z)R(z)d(z)w(z)dz$.

Although the above theorem guarantees the asymptotic normality of $D_n$, the convergence rate is $h^{-1/2}$. According to Assumption (A6'), the rate is $o(n^{1/10})$, which is much slower than the classical nonparametric rate $n^{2/5}$. To obtain accurate type-I and type-II error probabilities in practice, we suggest a bootstrap procedure to generate the empirical quantile and perform the simultaneous testing. The distribution consistency of this method is discussed in [114]. The proposed bootstrap procedure consists of the following steps:

**Step 1.** For each subject, calculate the residual $\widetilde{e}_i = Y_i - \hat{\beta}(Z_i)^\top X_i - \hat{\alpha}_i(S_i)$, with the local constant estimator $\hat{\beta}(z)$ in (6.6). Compute the sample variance of $\widetilde{e}_i$, and denote it as $\widetilde{\sigma}^2$;
Step 2. For the $b$th bootstrapping, for $b = 1, \ldots, B$, construct observation $Y^{(b)}_i = \hat{\beta}(Z_i)\top X_i + \hat{\alpha}_i(S_i) + \epsilon^{(b)}_i$, where $\epsilon^{(b)}_i$ are independently generated from a normal distribution satisfying $E(\epsilon^{(b)}_i) = 0$ and $\text{Var}(\epsilon^{(b)}_i) = \sigma^2$. Apply $\{Y^{(b)}_i\}_{i=1}^n$ as new observations, and compute the bootstrapped version of $D_n$, denoted by $D^{(b)}_n$.

Step 3. Calculate the $100(1 - \alpha)^\%$ quantile of the bootstrap samples $\{D^{(b)}_n\}_{b=1}^B$, and denote it as $\hat{d}_\alpha$. Reject the null hypothesis if $D_n > \hat{d}_\alpha$.

**Remark 3.** In step 1, $\hat{\beta}(z)$ is the solution to $n^{-1} \sum_{i=1}^n g_i(\beta(z), \alpha) = 0$. We use $\hat{\beta}(z)$ instead of the spline estimator $\tilde{\beta}(z)$ to generate residuals, because $\hat{\beta}(z)$ is the maximum empirical likelihood estimator involved in the construction of $\ell(z)$ and $D_n$.

The following proposition justifies the bootstrap procedure. The proof is similar to Theorem 4 in [114]. Thus it is omitted.

**Proposition 6.2.** Let $X_n = \{(Y_i, Z_i, X_i, S_i)\}_{i=1}^n$ be the original data, and $\mathcal{L}(D_n)$ be the asymptotic distribution of $D_n$ under the null hypothesis. Under Assumptions (A1)–(A6), (A6'), (A7) and (A8), the conditional distribution of $D^{(b)}_n$ given $X_n$, $\mathcal{L}\left(D^{(b)}_n|X_n\right)$ converges to $\mathcal{L}(D_n)$ almost surely.

6.4 Implementation

In extensive numerical studies, we find that the selections of the knots for the univariate spline, triangulation, and the choice of bandwidth are crucial, especially for simultaneous tests. In the following, we discuss the selection procedures one by one.

6.4.1 Selection of the tuning parameters in univariate and bivariate spline smoothing

In this work, we do not directly need the spline estimator $\hat{\beta}(z)$ for the inference of $\beta(z)$. However, $\hat{\alpha}(s)$ is essential for constructing the EL ratio tests (6.8), and its estimating procedure involves $\hat{\beta}(z)$. Hence, we need to make sure that $\beta(z)$ is estimated efficiently. For univariate spline smoothing, we suggest applying knots on a grid of equally spaced sample quantiles. Assumption (A6') in the Supplementary Material suggests that the number of
knots $J_n$ needs to satisfy $|\triangle|^{1/(\varrho+1)} n^{2/(5\varrho+5)} \ll J_n \ll |\triangle|^2 n \log^{-1}(n)$. Given the widely used cubic splines, in practice, we suggest the rule-of-thumb number of interior knots $J_n = \max \left\{ \lfloor c_1 n^{2/(5\varrho+5)} \rfloor + 1, 3 \right\}$, where the tuning parameter $c_1 \in [1, 3]$. A similar is considered in [129]. We also compared the proposed knot selection method with other data-driven methods, namely, the AIC and BIC. The well-selected parameters using the AIC and BIC are similar to our proposed rule-of-thumb choices. Therefore, for the purpose of efficient computation, we recommend the rule-of-thumb choices for practical applications.

When selecting the number of triangles, we need to balance the computational burden and the approximation accuracy. According to [129] and Assumption (A6'), in practice, when the boundary of the spatial domain is not extremely complicated, we suggest taking the number of triangles as the following: $N = \min \left\{ \left\lfloor c_2 n^{4/(5d+5)} \right\rfloor, n/4 \right\} + 1$, for some tuning parameter $c_2$. Typically, $c_2 \in [1, 5]$ and is chosen using cross-validation. When the boundary of the spatial domain looks complicated, we suggest $N$ to be much larger than $n$, and the triangulation can approximate the complicated domain precisely. Once $N$ is chosen, a typical triangulation method, such as Delaunay triangulation, can be used to build the triangulated meshes. From our numerical experience, when the smoothness $r = 1$, compared with the setting $d = 2$ or 3, using $d = 5$ requires too much unnecessary computational time, because its improvement in terms of accuracy is negligible. We suggest using $r = 1$ and $d = 2$ or 3 in practice, because they provide enough accuracy for smooth functions and reduce the computational cost. Similar settings are also found in [57], [129] and [51].

The generalized cross-validation (GCV) criterion is an efficient method for selecting the smoothing parameters $\lambda_n$, and also has good theoretical properties [112]. The fitted values at the $n$ data points are $\hat{Y} = W\hat{\eta} + BQ_2\hat{\theta}$, and the smoothing matrix is

$$S(\lambda_n) = WA_{11}W^T \left\{ I - BQ_2 \left\{ Q_2^T (B^T B + \lambda_n P) Q_2 \right\}^{-1} Q_2^T B^T \right\} + BQ_2 A_{22} Q_2^T B^T \left\{ I - W(W^T W)^{-1} W^T \right\}.$$
We choose the smoothing parameter \( \lambda_n \) by minimizing

\[
GCV(\lambda_n) = n \| Y - \hat{Y} \|^2 / \left[ n - tr \{ S(\lambda_n) \} \right]^2
\]

over a grid of values of \( \lambda_n \). We use a 10-point grid, where the values of \( \log_{10}(\lambda_n) \) are equally spaced between \(-6\) and \(1\) in our numerical studies. The aforementioned bivariate spline smoothing methods are all implemented using the R package “BPST” developed by [116].

### 6.4.2 Bandwidth selection

The performance of the EL pointwise and simultaneous tests depends on the choice of the bandwidth \( h \). We apply the five-fold cross-validation criterion and choose the bandwidth \( h \) by minimizing

\[
CV(h) = 5^{-1} \sum_{k=1}^{5} |\mathcal{F}_k|^{-1} \sum_{i \in \mathcal{F}_k} \left\{ Y_i - \hat{\beta}^{(-k)}(Z_i)^\top X_i - \hat{\alpha}^{(-k)}(S_i) \right\}^2,
\]

where \( \mathcal{F}_k \) denotes the subject index set for the \( k \)th folder and \( |\mathcal{F}_k| \) denotes the cardinality of \( \mathcal{F}_k \) over a grid of values of \( h \). In our numerical studies, we select the bandwidth \( h = \lceil c_3 n^{1/5} \rceil + 0.02 \) for the pointwise tests, and \( h = \lceil c_3 n^{1/5} \rceil \) for the simultaneous tests, where \( c_3 \in \{0.1, 0.2, \ldots, 0.9, 1\} \).

### 6.5 Simulation

In this section, we conduct simulation studies to evaluate the finite-sample performance of the proposed methodology. We generate the data from the following VCGM:

\[
Y_i = X_{i1} \beta_1(Z_i) + X_{i2} \beta_2(Z_i) + \alpha(S_i) + \epsilon_i, \quad i = 1, \ldots, n,
\]

where \( X_{ij} \) and \( \epsilon_i \) are independently generated from \( N(0, 1) \), and \( Z_i \) follows \( Unif[0,1] \) independently. In addition, we choose the Epanechnikov kernel \( K(x) = 3/4 (1-x^2)_+ \) for the local linear estimation, where \((a)_+ = \max(a,0)\). The sample sizes are chosen to be
We consider two spatial domains for the bivariate function $\alpha(\cdot)$: 1) a rectangular domain $[0, 1]^2$; and 2) a modified horseshoe domain used by [91] and [116]. For each Monte Carlo replication, we randomly sample $n$ locations uniformly from the grid points inside the two spatial domains. Under all scenarios, 1,000 Monte Carlo replicates are conducted. For all the univariate splines, we use cubic B-splines with $\varrho = 3$. For the bivariate spline smoothing, we consider $d = 3$ and $r = 1$.

To check the accuracy of the proposed spline estimators, we compute the mean squared error (MSE) for $\alpha$, $\beta_1$, and $\beta_2$. Figure 6.1 shows the surface and the contour map of the true bivariate function $\alpha(\cdot)$ and the estimated one when the sample size $n = 2,000$. The proposed estimates look visually close to the true functions. Figure 6.2 shows the box plot of the MSEs of the spline estimators for both regions, showing that the MSEs and the corresponding standard deviations decrease as the sample size increases.

We first conduct pointwise hypothesis tests. Let $H \left\{ (\beta_1, \beta_2)^T \right\} = \beta_1 - \beta_2$ to test $H_0 : \beta_1(z) = \beta_2(z)$ versus $H_1 : \beta_1(z) \neq \beta_2(z)$, where we set $\beta_1(z) = (2 + a) \sin(2\pi z)$ and $\beta_2(z) = 2 \sin(2\pi z)$, for some nonnegative $a$ in model (6.10), to evaluate the empirical size (when $a = 0$) and power (when $a > 0$) at the 5% nominal level. Figure 6.3 shows the empirical
Figure 6.2: Mean squared error of the spline estimators. First column: the square region; Second column: the horseshoe region.
size and power with two different domains of $\alpha(s)$ and different $z \in \{0.3, 0.4, 0.6, 0.7\}$. Given each $z$, the empirical size is reasonably controlled around the nominal level of 5% for all sample sizes, and the power increases with $\alpha$ until reaching one. As expected, a larger sample size leads to greater power.

Figure 6.3: Empirical size and power for the pointwise test $H_0 : \beta_1(z) = \beta_2(z)$ at the 5% nominal level. ---: $n = 500$; - - -: $n = 1,000$; ---: $n = 2,000$. First column: square region; Second column: horseshoe region.

Next, we set $\beta_1(z) = 1/2 \sin(z)$, $\beta_2(z) = 2\sin(z + 1/2)$ in model (6.10), and apply the procedure in Section 6.3 to construct pointwise confidence intervals for $\beta_1(z)$ at the 95% nominal level. Table 6.1 summarizes the empirical coverage probability (as percentages) and
the average length of the confidence intervals (in parentheses) for $\beta_1(z)$ at $z = 0.3, 0.4, 0.6, 0.7$. From the table, we see that for different $z$, the coverage rates increase with the sample size, and are around $95\%$ when $n = 2,000$. Furthermore, the length of the confidence intervals decreases as the sample size increases.

Finally, we consider simultaneous inference. We test $H_0 : \beta_1(z) = \beta_2(z)$ for all $z \in [0,1]$ versus $H_1 : \beta_1(z) \neq \beta_2(z)$, for some $z$, where we set $\beta_1(z) = (2 + a) \sin(2\pi z)$ and $\beta_2(z) = 2 \sin(2\pi z)$ for $a \in \{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6\}$ in model (6.10). We evaluate the empirical size (when $a = 0$) and power (when $a > 0$); the results are presented in Table 6.2. All tests are under two scenarios of bivariate function regions. In the construction of the test statistics $D_n$, we choose the weight function $w(z) = 1$ for $z \in (0,1)$, and $w(z) = 0$ otherwise. The critical value of the test is estimated using 500 bootstrap samples in each simulation run. From Table 6.2, we find that the empirical size for each $n$ is around the nominal level of $5\%$, and the trend of the power is reasonably controlled.

Table 6.1: Coverage rate and average length (in parentheses) of confidence intervals.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$z = 0.3$</th>
<th>$z = 0.4$</th>
<th>$z = 0.6$</th>
<th>$z = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square</td>
<td>500</td>
<td>0.920 (0.265)</td>
<td>0.935 (0.260)</td>
<td>0.934 (0.308)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.931 (0.234)</td>
<td>0.947 (0.233)</td>
<td>0.959 (0.225)</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.949 (0.135)</td>
<td>0.944 (0.134)</td>
<td>0.950 (0.165)</td>
</tr>
<tr>
<td>Horseshoe</td>
<td>500</td>
<td>0.938 (0.278)</td>
<td>0.942 (0.272)</td>
<td>0.948 (0.263)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.940 (0.207)</td>
<td>0.951 (0.208)</td>
<td>0.948 (0.206)</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.944 (0.156)</td>
<td>0.949 (0.154)</td>
<td>0.951 (0.154)</td>
</tr>
</tbody>
</table>

Table 6.2: Empirical size and power for the simultaneous test $H_0 : \beta_1(\cdot) = \beta_2(\cdot)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a = 0$</th>
<th>$a = 0.1$</th>
<th>$a = 0.2$</th>
<th>$a = 0.3$</th>
<th>$a = 0.4$</th>
<th>$a = 0.5$</th>
<th>$a = 0.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square</td>
<td>500</td>
<td>0.045</td>
<td>0.091</td>
<td>0.274</td>
<td>0.604</td>
<td>0.868</td>
<td>0.984</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.045</td>
<td>0.136</td>
<td>0.572</td>
<td>0.927</td>
<td>0.997</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.050</td>
<td>0.262</td>
<td>0.868</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Horseshoe</td>
<td>500</td>
<td>0.046</td>
<td>0.078</td>
<td>0.280</td>
<td>0.597</td>
<td>0.879</td>
<td>0.975</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.049</td>
<td>0.140</td>
<td>0.561</td>
<td>0.937</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.052</td>
<td>0.256</td>
<td>0.889</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
6.6 Real data analysis

The unequal food retail environment (FRE) has been recognized as a critical contextual factor contributing to geographic disparities in obesity. However, there is no clear conclusion on the relationship between the FRE and obesity, owing to diverse measures of the FRE and socioeconomic disparities. In order to resolve this challenge, we include multiple types of food stores, restaurants, and Supplemental Nutrition Assistance Program (SNAP) stores to assess the FRE from two important perspectives: \( X_1 \), availability, and \( X_2 \), healthfulness. In particular, \( X_1 \) is a composite index of the densities of food stores, restaurants, and SNAP stores, and \( X_2 \) is a composite index of the ratios of healthy to unhealthy food stores, full service restaurants to fast food restaurants, and healthy to unhealthy SNAP stores. Data are collected from 3,091 counties in the United States in 2018. For each county, \( S_i = (S_{i1}, S_{i2})^T \) is their geographical location, and \( Z_i \) is their median household income. We model the county-level obesity rate \( (Y) \) as the following VCGM:

\[
Y_i = \beta_0(Z_i) + X_{i1}\beta_1(Z_i) + X_{i2}\beta_2(Z_i) + \alpha(S_i) + \epsilon_i, \quad i = 1, \cdots, 3,091. \tag{6.11}
\]

To check whether the two covariates \( X_1 \) and \( X_2 \) are significant in model (6.11), we first conduct two simultaneous tests \( H_{01} : \beta_1(z) = 0 \) and \( H_{02} : \beta_2(z) = 0 \), for all \( z \). For the simultaneous test \( H_{01} \), the test statistic is \( D_n = 28.888 \), and the 95% quantile of the bootstrap samples is \( b_{d_{0.05}} = 11.666 \); for the simultaneous test \( H_{02} \), the test statistic is \( D_n = 85.060 \), and the 95% quantile of the bootstrap samples is \( b_{d_{0.05}} = 11.696 \). Hence, both null hypotheses are rejected, indicating that at least for some point \( z \), \( \beta_1(z) \neq 0 \) and \( \beta_2(z) \neq 0 \). Next, we investigate the pointwise properties for these varying-coefficient functions. Figure 6.4 shows the 95% pointwise confidence bands and empirical maximum likelihood estimators for \( \beta_0(\cdot) \), \( \beta_1(\cdot) \), \( \beta_2(\cdot) \), and the penalized bivariate spline estimator \( \hat{\alpha}(\cdot) \). From the pointwise confidence bands, we conclude that food availability \( (X_1) \) and healthfulness \( (X_2) \) have strong nonlinear effects on reducing county obesity rates, given the higher household income level, especially when the income value is larger than USD 100,000. Interestingly, the pointwise confidence
bands and zero lines together indicate that for those counties with a median household income less than about USD 75,000, food availability ($X_1$) has no significant impact on the obesity rate. However, the composite index of healthfulness ($X_2$) has significant negative impact on the obesity rate of counties with a median household income less than about USD 100,000. This finding suggests that increasing the value of healthfulness can help to reduce adult obesity rates in counties with a median household income of less than about USD 100,000. Because there are few counties with a household income greater than USD 100,000, the confidence bands are much wider in that region. Given the relatively large variation, food availability has a negative effect, and the index of healthfulness has no significant impact on the obesity rate. As expected, Figure 6.4 also indicates that the traditional deep-south states have a large positive geo value $\alpha(\cdot)$, suggesting that these states have higher obesity rates than others with similar FRE values. This reflects that, in addition to the FRE, local food preference, culture, and other factors also influence county obesity rates.

Because social scientists doubt the association between FRE and obesity may differ with county median household income, $z_0 = 56,516$. We perform the pointwise hypothesis test $H_{0P} : \beta_1(z_0) = \beta_2(z_0)$ versus $H_{1P} : \beta_1(z_0) \neq \beta_2(z_0)$ to test whether availability and healthfulness have the same contribution to obesity rates at $z_0$. We use cubic B-splines for three univariate splines, and consider $d = 2$ and $r = 1$ for the bivariate spline smoothing. The corresponding pointwise test statistic based on the data is 0.137, which accepts $H_{0P}$. Thus, we conclude that availability and healthfulness do not have significantly different contributions to obesity rates at the median household income point. For availability and healthfulness, we derive the pointwise confidence intervals separately, which are $[-0.552, 0.099]$ and $[-0.356, -0.235]$, respectively. This indicates that at the 95% significance level, we believe that at $z_0 = 56,516$, availability has no contribution to obesity rates; however, healthfulness has a negative contribution to obesity rates. The results reflect that, compared with availability, healthfulness is a more influential factor shaping the spatial pattern of obesity rates across counties. The associations between obesity rates and both FRE indicators vary greatly with changes in the county median household income and across space.
Figure 6.4: 95% pointwise confidence bands for $\beta_0$ (top left), $\beta_1$ (top right), and $\beta_2$ (bottom left) (—: maximum empirical likelihood estimator $\hat{\beta}$; ---: zero line), and the penalized bivariate spline estimator $\hat{\alpha}$ (bottom right).
6.7 Discussion

In this work, we have proposed both pointwise and simultaneous tests for a general hypothesis in a spatial VCM. Compared with classical VCMs, the proposed VCGM is able to handle spatial information in any regular or irregular 2D domains. Furthermore, regression coefficients are allowed to vary systematically and smoothly in some variables. Owing to the advantages over normal approximation-based methods, the EL method is proposed for conducting the inference. We argue that the proposed hypothesis testing method for the VCGM has attractive properties that have not been investigated.
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Appendices
Appendix A

Estimation of the Mean Function of Functional Data via Deep Neural Networks

A.1 Examples

A.1.1 Example 1

Let $X_j = (j_1/N_d, \ldots, j_d/N_d)$, $1 \leq j_k \leq N_d$ for $k = 1, \ldots, d$, be the evenly spaced grid points of $[0, 1]^d$, where $N_d = N^{1/d}$, $d \geq 1$. Consider a Bernoulli polynomial kernel function

$$G_0(x, x') = 2 \sum_{k=1}^{\infty} \frac{\cos(2\pi k(x-x'))}{(2\pi k)^d}, \quad x, x' \in [0, 1],$$

where $\varrho > 1$. See [112] for an introduction of such kernel. For $k = 1, \ldots, d$, the kernel matrix on the $k$-th coordinate of $X_j$ is

$$C_{N,k} = \{N^{-1}G_0(j_k/N_d, j'_k/N_d)\}_{j_k,j'_k=1}^{N_d}.$$ Assume that the covariance matrix $NC_N$ has an additive structure such that $C_N = \sum_{k=1}^{d} C_{N,k}$. We require certain order of grid points by sorting them based on the $d$-th coordinate values first, then by the $(d-1)$-th coordinate values, and so on, until we reach the first coordinate. Let $A_{N_d}$ be an $N_d \times N_d$ matrix whose $(\ell, \ell')$-th entry is $2N_d^{-1} \sum_{k=1}^{\infty} \frac{\cos(2\pi k(\ell-\ell')/N_d)}{(2\pi k)^d}$, $\ell, \ell' = 1, \ldots, N_d$, and $1_{N_d}$ be the all-ones $N_d \times N_d$ matrix. Then we have the following relationship:

$$C_{N,1} = N_d^{1-d} \times 1_{N_d} \otimes 1_{N_d} \otimes \ldots \otimes 1_{N_d} \otimes A_{N_d},$$

$$C_{N,2} = N_d^{1-d} \times 1_{N_d} \otimes 1_{N_d} \otimes \ldots \otimes A_{N_d} \otimes 1_{N_d},$$

$$\ldots \ldots,$$

$$C_{N,d-1} = N_d^{1-d} \times 1_{N_d} \otimes A_{N_d} \otimes \ldots \otimes 1_{N_d} \otimes 1_{N_d},$$

$$C_{N,d} = N_d^{1-d} \times A_{N_d} \otimes 1_{N_d} \otimes \ldots \otimes 1_{N_d} \otimes 1_{N_d},$$
where $\otimes$ is the kronecker product operator. According to equation (20) in [94], $A_{N_d}$ is a circulant matrix whose eigenvalues have an explicit expression:

$$
\lambda_j^* = \begin{cases} 
2 \sum_{k=1}^{\infty} \frac{1}{(2\pi k N_d) \omega_d}, & j = 0 \\
\sum_{k=1}^{\infty} \frac{1}{2\pi (k N_d - j) \omega_d} + \sum_{k=0}^{\infty} \frac{1}{2\pi (k N_d + j) \omega_d}, & 1 \leq j \leq N_d - 1.
\end{cases}
$$

In the Appendix C, we have shown that $\max_{j=1,\ldots,N_d} \lambda_j^* \lesssim N_d^{-\epsilon_d}$. Since the maximal eigenvalue of $1_{N_d}$ is $N_d$, by the property of Kronecker product, the maximal eigenvalue of $C_{N,k}$ is $O(N^{-\epsilon})$. Consequently, the first largest eigenvalue for $C_N$ is $\lambda_{1,N} \lesssim N^{-\epsilon}$. According to Assumption (A3), this ensures the better convergence rate in equation (2.7). When $N \gg n^{\frac{1}{\theta}}$, the convergence rate of $\hat{f}$ is faster than $n^{-1}$.

A.1.2 Example 2

Define a cosine random process $\Lambda_k(2\pi x) = \xi_k \cos(2\pi x) + \xi'_k \sin(2\pi x)$, where $\xi_k$ and $\xi'_k$ are identically distributed and uncorrelated, with mean zero and covariance $\mathbb{E}\xi^2$. According to [103], the covariance function for cosine process is given by

$$
G_0(j_k/N_d, j'_k/N_d) = \mathbb{E}\xi^2 \cos \left( \frac{2\pi (j_k - j'_k)}{N_d} \right)
$$

and

$$
G_0(X_j, X_{j'}) = d^{-1} \mathbb{E}\xi^2 \sum_{k=1}^{d} \cos \left( \frac{2\pi (j_k - j'_k)}{N_d} \right),
$$

which is the $(j, j')$-th entry in covariance matrix $C_N$.

Therefore, $C_N$ can be written as $C_N = \sum_{k=1}^{d} C_{N,k}$, where $C_{N,k}$ is the kernel matrix for the $k$-th coordinate of $X_j$, with $(j, j')$-th entry $N^{-1} \cos \left( \frac{2\pi (j_k - j'_k)}{N_d} \right)$. Let $B_{N_d}$ be an $N_d \times N_d$ matrix whose $(\ell, \ell')$-th entry is $N_d^{-1} \cos \left( \frac{2\pi (\ell - \ell')}{N_d} \right), \ell, \ell' = 1, \ldots, N_d$. Similar to Example 1, we require the certain order of the grid points and thus have the following
relationship:

\[
C_{N,1} = N_d^{1-d} \times 1_{N_d} \otimes 1_{N_d} \otimes \ldots \otimes 1_{N_d} \otimes B_{N_d},
\]

\[
C_{N,2} = N_d^{1-d} \times 1_{N_d} \otimes 1_{N_d} \otimes \ldots \otimes B_{N_d} \otimes 1_{N_d},
\]

\[
\ldots \ldots,
\]

\[
C_{N,d-1} = N_d^{1-d} \times 1_{N_d} \otimes B_{N_d} \otimes \ldots \otimes 1_{N_d} \otimes 1_{N_d},
\]

\[
C_{N,d} = N_d^{1-d} \times B_{N_d} \otimes 1_{N_d} \otimes \ldots \otimes 1_{N_d} \otimes 1_{N_d},
\]

Since \( B_{N_d} \) is a circulant matrix, its maximal eigenvalue \( \lambda_1^* \) can be explicitly written as

\[
N_d^{-1} \sum_{k=0}^{N_d-1} \cos \left( \frac{2\pi k}{N_d} \right) \omega^{N_d-k},
\]

where \( \omega = \exp \left( \frac{2\pi \sqrt{-1}}{N_d} \right) \). By direct calculations, it can be shown that \( \lambda_1^* = N_d/2 \). Since the maximal eigenvalue of \( N_d^{-1}1_{N_d} \) is 1, by the property of Kronecker product, it follows that the maximal eigenvalue of \( C_{N,k} \) is 1/2. Consequently, the maximal eigenvalue of \( C_N \) is \( \lambda_{1,N} = \mathbb{E}(\xi^2)/2 = O(1) \). According to the trivial case (\( \varrho = 0 \)) in Assumption (A3), we have the usual nonparametric convergence rate for \( \| \hat{f} - f_0\|_N^2 = O(n^{-\frac{d}{1+d}} \log^6 n) \).

A.1.3 Implementation of Example 1

We first prove two facts regarding the eigenvalues \( \lambda_0^*, \lambda_1^*, \ldots, \lambda_{N_d-1}^* \) of circulant kernel matrix \( A_{N_d} \):

**Fact 1:** \( \lambda_0^* \leq \lambda_j^* = \lambda_{N_d-j}^* \) for all \( j = 1, \ldots, N_d - 1 \).

**Fact 2:** \( \lambda_j^* \leq \lambda_1^* = \lambda_{N_d-1}^* \) for all \( j = 2, \ldots, N_d - 2 \).

For \( \varrho > 1 \) and \( d \geq 1 \) according to equation (20) in [94], for \( 1 \leq j \leq N_d - 1 \), we have

\[
\lambda_j^* = \sum_{k=1}^{\infty} \frac{1}{[2\pi(kN_d - j)]^d} + \sum_{k=1}^{\infty} \frac{1}{[2\pi(kN_d - (N_d - j))]^d}.
\]
It’s trivial that $\lambda^*_j = \lambda^*_{N_d - j}$. Denote $\tilde{\lambda}_j = \sum_{k=1}^{\infty} \frac{1}{[2\pi (kN_d - j)]^{\varrho d}} + \sum_{k=1}^{\infty} \frac{1}{[2\pi (kN_d + j)]^{\varrho d}}$, then $\tilde{\lambda}_j \leq \lambda^*_j$. Let $F_k(a) = (kN_d - a)^{-\varrho d} + (kN_d + a)^{-\varrho d}$, where $k \geq 1$, $a \in [0, N_d - 1]$, then $\tilde{\lambda}_j = (2\pi)^{-\varrho d} \sum_{k=1}^{\infty} F_k(a)$ and more specifically, $\lambda^*_0 = (2\pi)^{-\varrho d} \sum_{k=1}^{\infty} F_k(0)$.

Since $F'_k(a) = \varrho d \left( (kN_d - a)^{-\varrho d - 1} - (kN_d + a)^{-\varrho d - 1} \right) \geq 0$, we conclude that $F_k(0) \leq F_k(j)$ for arbitrary $k \geq 1$ and $j = 0, 1, \ldots, N_d - 1$, which implies that $\lambda^*_0 \leq \tilde{\lambda}_j \leq \lambda^*_j$. Thus Fact 1 is proved.

Now denote

$$H(a) = \sum_{k=1}^{\infty} \frac{1}{[2\pi (kN_d - a)]^{\varrho d}} + \sum_{k=1}^{\infty} \frac{1}{[2\pi (kN_d - (N_d - a))]^{\varrho d}},$$

where $a \in [1, N_d - 1]$. Then we have

$$H'(a) = \frac{\varrho d}{(2\pi)^{\varrho d}} \left( \sum_{k=1}^{\infty} \frac{1}{(kN_d - a)^{\varrho d + 1}} + \sum_{k=1}^{\infty} \frac{1}{(kN_d - (N_d - a))^{\varrho d + 1}} \right),$$

where $h_k(a)$ is a monotone increasing function. For all $k = 1, 2, \ldots$, $h_k(a) - h_k(N_d - a) > 0$ when $a > N_d/2$, $h_k(a) - h_k(N_d - a) < 0$ when $a < N_d/2$, thus we have $a = N_d/2$ is the global maximum for $a \in [1, N_d - 1]$. By Fact 1, it’s easy to conclude that $\lambda^*_1$ and $\lambda^*_{N_d-1}$ are the two largest eigenvalues among all $\lambda^*_j$, $j = 1, 2, \ldots, N_d - 1$. Fact 2 is proved.

Combining the above two facts, we can conclude that $\lambda^*_1$ and $\lambda^*_{N_d-1}$ are the two largest eigenvalues among all $j = 0, 1, \ldots, N_d - 1$. 
Secondly, we show the upper bound for the largest eigenvalues. Without loss generality, when \( j = 1 \) and \( \varrho_d > 0 \), by equation (20) in [94], we have

\[
\max_{j=1,\ldots,N_d} \lambda_j^* = \sum_{k=1}^{\infty} \frac{1}{[2\pi(kN_d - 1)]^{\varrho_d}} + \sum_{k=0}^{\infty} \frac{1}{[2\pi(kN_d + 1)]^{\varrho_d}} \\
\leq \frac{1}{[2\pi(N_d - 1)]^{\varrho_d}} + \frac{1}{(2\pi)^{\varrho_d}} + \sum_{k=2}^{\infty} \frac{1}{[2\pi(kN_d - N_d)]^{\varrho_d}} + \sum_{k=1}^{\infty} \frac{1}{(2\pi kN_d)^{\varrho_d}} \\
= \frac{1}{[2\pi(N_d - 1)]^{\varrho_d}} + \frac{1}{(2\pi)^{\varrho_d}} + 2 \sum_{k=1}^{\infty} \frac{1}{(2\pi kN_d)^{\varrho_d}} \approx N_d^{-\varrho_d}.
\]

In the following two propositions, we introduce the relationship between eigenvalues of Mercer kernel and eigenvalues of the corresponding kernel matrix. We follow the same notations in [16]. Define a Mercer kernel as

\[
K(x, x') = \sum_{k=1}^{\infty} \lambda_k \psi_k(x) \psi_k(x'),
\]
and its corresponding kernel matrix \( K_N \) with \((j, j')\)-th entry as \( [K_N]_{j,j'} = N^{-1}K(X_j, X_{j'}) \). Denote the eigenvalues of \( K_N \) by \( \omega_1 \geq \omega_2 \geq \ldots \geq \omega_N \geq 0 \). Given a truncation point \( \kappa \), define the decomposed kernel \( K_{[\kappa]} \) and error function \( E_\kappa \) as:

\[
K_{[\kappa]}(x, x') = \sum_{k=1}^{\kappa} \lambda_k \psi_k(x) \psi_k(x'), \quad E_\kappa(x, x') = K(x, x') - K_{[\kappa]}(x, x').
\]

The kernel matrix induced by \( E_\kappa \) is denoted by \( E_{\kappa,N} \). Let \( \psi_{\kappa,N} \) be the \( N \times \kappa \) matrix and its \((j, l)\)-th entry \( [\psi_{\kappa,N}]_{j,l} = N^{-1/2} \psi_l(X_j) \). The following propositions provide the upper bound of the difference between \( \omega_j \) and \( \lambda_j \).

**Proposition A.1.** *(Theorem 3 in [16])* Let \( K \) be a Mercer kernel with bounded eigenfunctions \( |\psi_k(x)| \leq M < \infty \ for \ all \ k \ and \ x \in [0, 1] \). Then, for \( 1 \leq \kappa \leq N \), with probability larger than \( 1 - \epsilon \),

\[
\|C_{\kappa,N}\| < M^2 \kappa \sqrt{2N^{-1} \log \epsilon^{-1} \kappa (\kappa + 1)}), \quad \|E_{\kappa,N}\| < M^2 \sum_{k=\kappa+1}^{\infty} \lambda_k,
\]

where \( C_{\kappa,N} = \psi_{\kappa,N}^\top \psi_{\kappa,N} - I_\kappa \) and \( I_\kappa \) is a \( \kappa \times \kappa \) identity matrix. Consequently,

\[
|\omega_j - \lambda_j| = O \left( \lambda_j \kappa \sqrt{\log \kappa N^{-1}} + \sum_{k=\kappa+1}^{\infty} \lambda_k \right), 1 \leq j \leq N.
\]
Proposition A.2. Covariance function \( G(\cdot, \cdot) \) is a Mercer kernel. The \( j \)-th eigenvalue \( \lambda_{j,N} \) of the kernel matrix \( C_N \) from sample \( \{ X_j \}_{1 \leq j \leq N} \) satisfies:

\[
\lambda_{j,N} = O \left( \lambda_j \left( 1 + \kappa \sqrt{N^{-1} \log \kappa} + \sum_{k=\kappa+1}^{\infty} \lambda_k \right) \right).
\]

Proof. The result is obtained from Proposition A.1 directly. \qed

Proposition A.2 establishes the relation between eigenvalues of covariance matrix and eigenvalues of its corresponding covariance function.

A.2 Technical lemmas and proofs

We first introduce some lemmas which is useful in the proof of Theorem 2.1. Without loss of generality, we assume that the radii of the Hölder balls \( K_i \) satisfy \( K_i \geq 1 \), \( i = 0, \ldots, q \). Let

\[
h_{0j}(x) = 2^{-(K_0^{-1} - 1)} g_{0j}(x) + 1,
\]

\[
h_{ij}(x) = 2^{-(K_i^{-1} - 1)} g_{ij}(2K_i x - K_{i-1}) + 1, \quad i = 1, \ldots, q - 1,
\]

and

\[
h_{qj}(x) = g_{qj}(2K_q x - K_{q-1}),
\]

where \( K_i^{-1} - 1 = (K_i^{-1} - 1, \ldots, K_i^{-1} d_i + 1) \). It follows that

\[
h_{0j} \in C^{\beta_0}(\mathbb{R}, K_0) = C^{\beta_0}([0, 1]^{t_0}, 1),
\]

\[
h_{ij} \in C^{\beta_i}(\mathbb{R}, (2K_i^{-1} x - K_{i-1})^{\beta_i}) \text{ for } i = 1, \ldots, q - 1,
\]

and

\[
h_{qj} \in C^{\beta_q}(\mathbb{R}, (2K_{q-1}^{-1} x - K_{q-1})^{\beta_q}).
\]

A.2.1 Definition

Let \( t_i \) be the maximal number of variables on which each of the \( g_{ij} \) depends on, and \( t_i \leq d_i \). Define the ball of \( \beta \)-Hölder functions with radius \( K \) as

\[
C_d^\beta(D, K) = \left\{ f : D \subset \mathbb{R}^d \to \mathbb{R} : \sum_{|\alpha| < \beta} \|\partial^\alpha f\|_{\infty} + \sum_{|\alpha| = |\beta|} \sup_{x, y \in D, x \neq y} \frac{|\partial^\alpha f(x) - \partial^\alpha f(y)|}{|x - y|^{\beta - |\beta|}} \leq K \right\},
\]

where \( \partial^\alpha = \partial^{\alpha_1} \ldots \partial^{\alpha_d} \) with \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \) and \( |\alpha| := |\alpha|_1 \). We assume each \( g_{ij} \) is \( \beta_i \)-Hölder function with radius \( K_i \) (the definition is given in the Appendix). Since \( g_{ij} \) is also
$t_i$-variate, the true underlying function space becomes

$$
\mathcal{G}(q, d, t, \beta, K) := \{ f = g_q \circ \ldots \circ g_0 : g_i = (g_{ij})_j : [a_i, b_i]^{d_i} \rightarrow [a_{i+1}, b_{i+1}]^{d_{i+1}},
\quad g_{ij} \in C_{t_i}^{\beta_i}([a_i, b_i]^{t_i}, K_i), |a_i|, |b_i| \leq K_i \} \quad (A1)
$$

with $d := (d_0, \ldots, d_{q+1})$, $t := (t_0, \ldots, t_q)$, $\beta := (\beta_0, \ldots, \beta_q)$, $K := (K_0, \ldots, K_q)$ and $\beta_i^* := \beta_i \prod_{k=i+1}^{q} (\beta_k \land 1)$.

**Lemma A.1.** For any function $h_{ij} \in C_{t_i}^{\beta_i}([0, 1]^{t_i}, K_i), i = 0, 1, \ldots, q$, $j = 1, \ldots, d_i+1$ and any constant $M \geq \max_i (\beta_i + 1)^{t_i} \lor (K_i + 1)e^{t_i}$, there exists a network

$$
\tilde{h}_{ij} \in \mathcal{F}(L'_i, (t_i, 6(t_i + \lceil \beta_i \rceil))M, 6(t_i + \lceil \beta_i \rceil)M, \ldots, 1), s_i, \infty)
$$

with depth

$$
L'_i = 8 + (D_0 \log M + 5)(1 + \lceil \log(t_i \lor \beta_i) \rceil),
$$

and numbers of parameters

$$
s_i \leq 141(t_i + \beta_i + 1)^{\beta_i} M(D_0 \log M + 6),
$$

such that

$$
\|\tilde{h}_{ij} - h_{ij}\|_{L^\infty([0,1]^{t_i})} \leq C_i M^{-\frac{\beta_i}{t_i}}, \quad (A2)
$$

where $D_0 = 2 \max_i \frac{t_i + \beta_i}{\beta_i}$ and $C_i = 2 \left\{ [(2K_i + 1)(1 + t_i^2 + \beta_i^2)6^{t_i}] \lor (K_i3^{\beta_i}) \right\}$.

**Proof.** According to Theorem 5 in [92], as the approximation error is determined by $(2K_i + 1)(1 + t_i^2 + \beta_i^2)6^{t_i}M2^{-m} + K_i3^{\beta_i}M^{-\frac{\beta_i}{t_i}}$, and we will choose the optimal $m$ to achieve the best overall error rate. When $m = 2 \max_i \frac{t_i + \beta_i}{\beta_i} \log M$, then $M2^{-m} \leq M^{-\frac{\beta_i}{t_i}}$ for any $i$. Thus,

$$
\|\tilde{h}_{ij} - h_{ij}\|_{L^\infty([0,1]^{t_i})} \leq C_i M^{-\frac{\beta_i}{t_i}} \text{ for any } i = 0, \ldots, q \text{ and } j = 1, \ldots, d_i+1.
$$

Lemma A.1 establishes a network with certain numbers of hidden layers and active parameters, which approximates each $h_{ij}$ with the error rate free of sample size and number of design points. For fixed $M$, when number of hidden layer and active parameters increases linearly, the
approximation error of the neural network decreases exponentially. Since \( M \) is only bounded below, choosing a large enough \( M \) can ensure a satisfied approximation error.

**Lemma A.2.** For any composite regression function in the class \( \mathcal{G}(q, d, t, \beta, K) \) and large \( M \), such that \( M \geq \max_{i=0, \ldots, q} \left\{ (\beta_i + 1)^t_i \vee (K_i + 1)e^{t_i} \right\} \), there exists an estimator \( f^* \in \mathcal{F}(L, p, s, F) \) such that

\[
\inf_{f^* \in \mathcal{F}} \| f^* - f_0 \|_\infty \leq C_I M^{-\theta},
\]

where \( \theta = \min_{i=0, \ldots, q} \frac{2\beta_i^t}{t_i} \) and \( C_I \) is a constant. The parameters of the neural network \( f^* \) satisfies:

(i) \( L \leq D_0 D_1 \log M - 1 \);

(ii) \( V^2 := \left\{ \prod_{l=0}^{L+1} (p_l + 1) \right\}^2 \leq 4(d + 1)^2(12r M)^2 D_0 D_1 \log M \);

(iii) \( s \leq D_0 D_2 M \log M - 1 \),

where \( D_0 = 2 \max_i \frac{1 + \beta_i}{\beta_i} \), \( D_1 = 4 \max_i (1 + \log(t_i \vee \beta_i))(q + 1) \), \( D_2 = 290 \sum_{i=0}^q d_{i+1}(t_i + \beta_i + 1)^{3+t_i} \), and \( r = \max_i d_{i+1}(t_i + \lceil \beta_i \rceil) \).

**Proof.** Define

\[
h^*_{ij} = 1 - \sigma(1 - \tilde{h}_{ij}), \quad 0 \leq i < q,
\]

where \( \tilde{h}_{ij} \) is defined in (A2). In this step, \( h^*_{ij} \) is obtained by adding another two hidden layers on \( h_{ij} \). This procedure ensures that \( h^*_{ij} \) is bounded by 1. Thus, the output \( \sigma(h^*_{ij}) = (h^*_{ij} \vee 0) \wedge 1 \), for all \( 0 \leq i < q \). Consequently, according to Lemma A.1, we have

\[
\| \sigma(h^*_{ij}) - h_{ij} \|_{L^\infty([0,1]^d)} \leq C_i M^{-\frac{\|h^*_{ij}\|_{L^\infty([0,1]^d)}}{t_i}}.
\]

For notation simplicity, define \( \sigma(h_q) = h_q \). According to Lemma 3 in [92], the composite network \( f^* = h^*_q \circ \sigma(h^*_{q-1}) \circ \ldots \circ \sigma(h^*_0) \) satisfies

\[
\| \sigma(h^*_{q}) \circ \sigma(h^*_{q-1}) \circ \ldots \circ \sigma(h^*_0) - h_q \circ \ldots \circ h_0 \|_{L^\infty([0,1]^d)} \leq K_q \prod_{l=0}^{q-1} (2K_l)^{\beta_{l+1}} \sum_{i=0}^q \| \sigma(h^*_i) - \tilde{h}_i \|_{L^\infty([0,1]^d)} \cdot \Pi_{l=i+1}^{q-1} \beta_{l+1}.
\]
Thus, $f^*$ has the approximation error

$$\inf_{f^* \in \mathcal{F}(L, p, s, F)} \|f^* - f_0\|_\infty^2 \leq C_I \max_{i=0, \ldots, q} M^{2^{\gamma_i}}$$

with some constant $C_I$.

To ensure the above approximation error, we need to figure out the value of $L$, $p$ and $s$ with respect to $M$. According to Lemma A.1 and equation (25) in [92], by the fact that $D_0 \log M \geq 6$, we have

$$L + 1 = 3(q - 1) + \sum_{i=0}^{q} L'_i + 1$$

$$\leq 3(q + 1) + 8(q + 1) + \max_{i} \{1 + \lceil \log (t_i + \beta_i) \rceil\}(q + 1)(D_0 \log M + 5)$$

$$= 3(q + 1) + 8(q + 1) + D'_1(q + 1)(D_0 \log M + 5)$$

$$\leq \{(D_0 \log M + 5)D'_1 + 11\} (q + 1)$$

$$\leq 4D'_1(q + 1)D_0 \log M = D_0 D_1 \log M,$$

and

$$s + 1 \leq 145M(D_0 \log M + 6) \sum_{i=0}^{q} d_{i+1}(t_i + \beta_i + 1)^{3+t_i} \leq D_0 D_2 M \log M,$$

and $V := \prod_{i=0}^{L+1} (p_i + 1) \leq 2(d + 1)(6r M + 1)^{L-1} \leq 2(d + 1)(12r M)^{D_0 D_1 \log M}$.  


Lemma A.2 establishes the upper bound of the approximation error, which only depends on $M$. This bound directly controls the first part in equation (2.6). According to Lemma A.2, the approximation error between $\mathcal{F}(L, p, s, F)$ and $\mathcal{G}(q, d, t, \beta, K)$ can be bounded if we choose proper $L$, $s$ and $p$. For fixed $M$, the value of $L$, $s$ and $V$ can be exactly calculated. Notice that the derived bounds for $L$, $s$ and $V$ in Lemma A.2 are just for simplicity, since we want more clear forms connecting these network parameters with $M$. Obviously, there is no harm to arbitrarily increase these values to achieve the same approximation error, therefore we can substitute $L$, $s$ and $V$ by the bounds given in Lemma A.2. These bounds will directly control the covering number of the network class in later proofs.
Under the normed space \((F, \| \cdot \|_N)\), the relation between covering number and packing number is given by:

\[
D(2\delta, F, \| \cdot \|_N) \leq \mathcal{N}(\delta, F, \| \cdot \|_N) \leq D(\delta, F, \| \cdot \|_N).
\]

(A4)

For simplicity, denote \(\mathcal{N}(\delta) := \mathcal{N}(\delta, F, \| \cdot \|_N)\) and \(D(\delta) := D(\delta, F, \| \cdot \|_N)\) as the \(\delta\)-covering number and \(\delta\)-packing number respectively, under the normed space \((F, \| \cdot \|_N)\).

**Lemma A.3.** Under Assumptions (A2) and (A3), given some \(\varpi > 0, \varrho \geq 0\) and \(\vartheta > \ln 2\), with probability \(1 - 2e^{-\vartheta}\), we have

\[
\sup_{f, g \in F, \|f - g\|_\infty \leq \delta} \frac{1}{N} \sum_{j=1}^{N} (f(X_j) - g(X_j)) \bar{p}_j \leq \vartheta \sqrt{9\varpi^2 \delta^2 (nN)^{-1}} \log(\mathcal{N}(\delta)).
\]

(A5)

**Proof.** Define \(Z(f) = \frac{1}{N} \sum_{j=1}^{N} \bar{p}_j f(X_j)\). Let \(NC_N\) be the covariance matrix of \((\eta_{i1}, \ldots, \eta_{iN})\) and \(\Omega_N\) be the covariance matrix of \((\epsilon_{i1}, \ldots, \epsilon_{iN})\), where \(i = 1, 2, \ldots, n\). Since \(Z(f) - Z(g) = \frac{1}{N} \sum_{j=1}^{N} \bar{p}_j (f - g) (X_j)\), and \((\rho_1, \ldots, \rho_N)^\top \sim N(0, NC_N + \Omega_N)\), for \(\forall f, g \in F\), define \(\Delta^2(f, g) = \frac{1}{N^2} \sum_{j,j'=1}^{N} (f - g) (X_j) (f - g) (X_{j'}) \text{Cov}(\bar{p}_j, \bar{p}_{j'})\), we have

\[
Z(f) - Z(g) \sim N(0, \Delta^2(f, g)).
\]

Thus, we have

\[
P(|Z(f) - Z(g)| \geq x) = P\left(\frac{|Z(f) - Z(g)|}{\Delta(f, g)} \geq \frac{x}{\Delta(f, g)}\right) \lessapprox \exp\left(-\frac{x^2}{2\Delta^2(f, g)}\right).
\]

Define \(\gamma^\top = ((f - g) (X_1), (f - g) (X_2), \ldots, (f - g) (X_N))\). By Assumption (A2), \(\Delta^2(f, g)\) can be written as

\[
\Delta^2(f, g) = (nN^2)^{-1} \mathcal{G}(NC_N + \Omega_N) \gamma \lessapprox (nN)^{-1} \gamma^\top C_N \gamma \leq \lambda_1(N(nN)^{-1}) \gamma^\top \gamma.
\]
By Assumption (A3), $\lambda_{1, N} = O(N^{-\epsilon})$, where $\epsilon \geq 0$. Therefore,

$$
\Delta^2(f, g) \lesssim N^{-\epsilon} (nN)^{-1} \gamma^\top \gamma = (nN^e)^{-1} (N^{-1} \gamma^\top \gamma) = (nN^e)^{-1} \|f - g\|_N^2.
$$

By Lemma 8.1 in [55],

$$
\left\| Z(f) - Z(g) \right\|_{\psi_2} \lesssim \sqrt{\Delta^2(f, g)} = \Delta(f, g) \lesssim (nN^e)^{-1/2} \|f - g\|_N,
$$

where $\| \cdot \|_{\psi_2} = \inf \{c > 0 : E[\psi_2(c^{-1} | \cdot |)] \leq 1 \}$ and $\psi_2(x) = \exp(x^2) - 1$. Since $f$ and $g$ are arbitrary, by Theorem 8.4 in [55], with semimetric $\| \cdot \|_N$, we have for any $\delta > 0$, there exists a constant $\varpi > 0$ such that,

$$
\left\| \sup_{f, g \in F: \|f - g\|_N \leq \delta} \sqrt{nN^e} |Z(f) - Z(g)| \right\|_{\psi_2} \leq \varpi \left[ \int_0^\delta \psi_2^{-1}(D(\epsilon))d\epsilon + \delta \psi_2^{-1}(D^2(\delta)) \right].
$$

It follows Lemma 8.1 in [55] again, we have

$$
\Pr \left( \sup_{f, g \in F: \|f - g\|_N \leq \delta} \sqrt{nN^e} |Z(f) - Z(g)| > x \right) \leq 2 \exp \left( -\frac{x^2}{\varpi^2 J^2(\delta)} \right),
$$

where $J(\delta) = \int_0^\delta \sqrt{\log((D(\epsilon) + 1)d\epsilon} + \delta \sqrt{\log(D^2(\delta) + 1)}$, by equation (A4) and Lemma 5 in [92], let $\Delta = \frac{\delta}{2(L+1)V^2}$, then we have the following:

$$
\int_0^\delta \sqrt{\log(D(\epsilon) + 1)d\epsilon} \leq \int_0^\delta \sqrt{\log(N(\epsilon/2) + 1)d\epsilon} \leq \sqrt{2} \int_0^\delta \sqrt{\log(N(\epsilon/2))d\epsilon}
$$

$$
\leq (L + 1)V^2 \sqrt{2s} + 2 \int_0^\Delta \sqrt{\log(\epsilon^{-1})d\epsilon}
$$

$$
\leq (L + 1)V^2 \Delta \sqrt{2s} + 2 \sqrt{\log(\Delta^{-1})}
$$

$$
= \delta \sqrt{2^{-1}(s + 1) \log(\Delta^{-1})} = \delta 2^{-1/2} \sqrt{\log(N(\delta))},
$$
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and

\[
\delta \sqrt{\log(D^2(\delta) + 1)} \leq \delta \sqrt{2 \log(D(\delta))} \leq \delta \sqrt{2 \log(N(\delta/2))} \\
\leq \delta \sqrt{2(s + 1) \log (2(L + 1)V^2\delta^{-1})} \\
= \delta \sqrt{2(s + 1) \log (\Delta^{-1})} = \sqrt{2}\delta \sqrt{\log(N(\delta))}.
\]

Define \( F_{\delta} = F(L, p, s, \delta) \) in equation (2.4). Lemma A.3 establishes the upper bound for the second item in equation (2.6) under network class \( F_{\delta} \), which contains the \( \hat{f} - f^* \). The upper bound depends on the sample size \( n \), the number of design points \( N \), covariance parameter \( \rho \) and covering number of \( F_{\delta} \). Especially, it depends on \( \delta \). Notice that if \( \delta \) is getting smaller, the upper bound is getting smaller for those functions in the space \( F_{\delta} \). We will use this property to achieve a sharper convergence rate in Lemma A.4.

**Lemma A.4.** Under Assumptions (A2) and (A3), after \( T \) iterations, with probability \( 1 - 2e^{-\vartheta} \), we have

\[
\sup_{f, g \in \mathcal{F} : \|f - g\|_N \leq \delta T} \frac{1}{N} \sum_{j=1}^{N} (f(X_j) - g(X_j)) \tilde{p}_j \leq C_{n,N}^{1-2T-1} F^{2-T} \left\{ \prod_{j=0}^{T} \log(N(\delta_j)) \right\}^{2T-1+j},
\]

where \( C_{n,N} = (nN^\vartheta)^{-1} 144\varpi^2 \vartheta^2 \). More specifically, if \( T = \lceil \log(nN^\vartheta) \rceil, \vartheta = \log(nN^\vartheta), \) then with probability \( 1 - \frac{2}{nN^\vartheta} \) goes to 1,

\[
\sup_{f, g \in \mathcal{F} : \|f - g\|_N \leq \delta T} \frac{1}{N} \sum_{j=1}^{N} (f(X_j) - g(X_j)) \tilde{p}_j \leq C_{II}^{1T-1} \left( \prod_{j=0}^{T} \log(N(\delta_j)) \right)^{2T-1+j},
\]

where \( C_{II} = 288\varpi^2 \vartheta^2 F^{2T-\log(nN^\vartheta)} \).

**Proof.** Set the initial norm of the difference \( \|\hat{f} - f^*\|_N \leq \delta_0 = F \), if we choose \( M \) discussed in Lemma A.2 large enough, thus the approximation error (A3) is small enough. According to equation (2.6), Lemma A.2 and equation (A5) in Lemma A.3, with probability \( 1 - 2e^{-\vartheta} \) we
have
\[ \| \hat{f} - f^* \|_N^2 \leq \{ C_{n,N} \log(N(\delta_0)) \}\^{1/2} \delta_0, \]
under the event set \( \mathcal{A}_0 = \{ \| f - f^* \|_N^2 \leq \delta_0^2 \}. \)

The iteration is based on the conclusion in Lemma A.3. Notice that \( M \) can be chosen extremely small, thus we can always assume that until the last step of iteration, the upper bound for the first item is always smaller than the second item in equation (2.6).

**Step 1** Let \( \delta_1^2 = \{ \log(C_{n,N} \mathcal{N}(\delta_0)) \}^{1/2} \delta_0 \), and \( \delta_1 \leq \delta_0 \). Under event \( \mathcal{A}_1 = \{ \| f - f^* \|_N^2 \leq \delta_1^2 \} \), considering \( \mathcal{A}_{1|0} = \{ \| f - f^* \|_N^2 \leq \delta_1^2 \} \), then with probability \( (1 - 2e^{-\vartheta})^2 \), we have
\[
\| \hat{f} - f^* \|_N^2 \leq \{ C_{n,N} \log(\mathcal{N}(\delta_1)) \}\^{1/2} \delta_1 \\
= C_{n,N}^{3/4} \{ \log(\mathcal{N}(\delta_1)) \}\^{1/2} \{ \log(\mathcal{N}(\delta_0)) \}^{1/4} \delta_0^{1/2} \\
= C_{n,N}^{3/4} \prod_{j=0}^{1} \{ \log(\mathcal{N}(\delta_j)) \}^{2^{j-1}} \delta_0^{1/2}. 
\]

**Step 2** Let \( \delta_2^2 = C_{n,N}^{3/4} \{ \log(\mathcal{N}(\delta_1)) \}\^{1/2} \{ \log(\mathcal{N}(\delta_0)) \}^{1/4} \delta_0^{1/2} \) and \( \delta_2 \leq \delta_1 \). Under event \( \mathcal{A}_2 = \{ \| f - f^* \|_N^2 \leq \delta_2^2 \} \), considering \( \mathcal{A}_{2|1} = \{ \| f - f^* \|_N^2 \leq \delta_2^2 \} \), then with probability \( (1 - 2e^{-\vartheta})^3 \), we have
\[
\| \hat{f} - f^* \|_N^2 \leq \{ C_{n,N} \log(\mathcal{N}(\delta_2)) \}\^{1/2} \delta_2 \\
= C_{n,N}^{7/8} \{ \log(\mathcal{N}(\delta_2)) \}\^{1/2} \{ \log(\mathcal{N}(\delta_1)) \}^{1/4} \{ \log(\mathcal{N}(\delta_0)) \}^{1/8} \delta_0^{1/4} \\
= C_{n,N}^{7/8} \prod_{j=0}^{2} \{ \log(\mathcal{N}(\delta_j)) \}^{2^{j-1}} \delta_0^{1/4}. 
\]

\[ \vdots \]

**Step t** Let \( \delta_t^2 = C_{n,N}^{1-2^{-t+1}} \prod_{j=0}^{t-1} \{ \log(\mathcal{N}(\delta_j)) \}^{2^{-t+j}} \delta_0^{2^{-t+1}} \), since \( \delta_t \leq \delta_{t-1} \). Under the event \( \mathcal{A}_t = \{ \| f - f^* \|_N^2 \leq \delta_t^2 \} \), considering \( \mathcal{A}_{t|t-1} = \{ \| f - f^* \|_N^2 \leq \delta_t^2 \} \), then
with probability \( (1 - 2e^{-\theta})^{T+1} \), we have

\[
\| \hat{f} - f^* \|_N^2 \leq C_{n,N}^{1-2^{-t-1}} \prod_{j=0}^{T} \{ \log(\mathcal{N}(\delta_j)) \}^{2^{-T+j-1}} \delta_0^{2-t}.
\]

\[\ldots\]

**Step T** Let \( \delta_T^2 = C_{n,N}^{1-\left(\frac{1}{2}\right)^T} \prod_{j=0}^{T-1} \{ \log(\mathcal{N}(\delta_j)) \}^{2^{-T+j}} \delta_0^{2-T} \). As \( \delta_T \leq \delta_{T-1} \), under event \( \mathcal{A}_T = \{ \| f - f^* \|_N^2 \leq \delta_T^2 \} \), considering \( \mathcal{A}_{T|T-1} = \{ \| f - f^* \|_N^2 \leq \delta_T^2 \land \| f - f^* \|_N^2 \leq \delta_{T-1}^2 \} \), then with probability \( (1 - 2e^{-\theta})^{T+1} \), we have

\[
\| \hat{f} - f^* \|_N^2 \leq C_{n,N}^{1-2^{-T-1}} \prod_{j=0}^{T} \{ \log(\mathcal{N}(\delta_j)) \}^{2^{-T+j-1}} \delta_0^{2-T}.
\]

If choose \( T = \lceil \log(nN\theta) \rceil \) and \( \theta = \log(nN\theta) \), then when \( n \to \infty \) and \( N \to \infty \), \( (1 - \frac{2}{nN\theta})^{\lceil \log(nN\theta) \rceil} \to 1 \) and \( (nN\theta)^{2T+1} \leq \log(nN\theta) \). Hence, according to equation (A5),

\[
\sup_{f,g \in \mathcal{F} : \| f - g \|_N \leq \delta_T} \frac{1}{N} \sum_{j=1}^{N} (f(X_j) - g(X_j)) \overline{\rho}_j 
\leq C_{n,N} F^{2^{-\left(\log(nN\theta)\right)}} \prod_{j=0}^{T} \{ \log(\mathcal{N}(\delta_j)) \}^{2^{-T+j-1}} \log^3(nN\theta).
\]

\( \square \)

According to Lemma A.4, as \( \delta_T < F \), there exists a smaller network function class \( \mathcal{F}_{\delta_T} \subset \mathcal{F} \), such that it contains \( \hat{f} - f^* \). This network rules out those functions with distance to \( f^* \) larger than \( \delta_T \) and reduces the complexity of the original network class \( \mathcal{F} \). In another word, it narrows down the scope of \( \hat{f} \). Therefore, we only consider \( \hat{f} \) in a smaller space, and this gives a narrower bound for the second item in (2.6).

**A.3 Proof of Theorem 2.1**

**Proof.** According to Lemma A.2 the first item on the right hand side of equation (2.6) is bounded by \( C_M^{-\theta} \). According to Lemma A.4, the upper bound of the second item of equation
(2.6) is
\[ C_{II}(nN^\theta)^{-1} \prod_{j=0}^{T} \{ \log(N(\delta_j)) \}^{(\frac{1}{2})^{T+1-j}} \log^3(nN^\theta). \]

According to Lemma A.4, and \( \log(N(\delta_j)) \) is increasing as \( \delta_j \) decreasing, we have

\[ \| \hat{f} - f_0 \|_N^2 \leq C_I M^{-\theta} + C_{II}(nN^\theta)^{-1} \log(N(\delta_{\log(nN^\theta)})) \log^3(nN^\theta). \]

By the Lemmas 5 in [92] and the fact that \( \forall g, g^* \in \mathcal{F}, \| g - g^* \|_N \leq \| g - g^* \|_\infty \), we have

\[ \mathcal{N}(\delta, \mathcal{F}, \| \cdot \|_N) \leq (s + 1) \log (2\delta^{-1}(L + 1)V^2). \]

Thus,

\[ \log(\mathcal{N}(\delta_{\log(nN^\theta)})) \leq (s + 1) \log \left( 2\delta^{-1}_{\log(nN^\theta)}(L + 1)V^2 \right), \]

where \( \delta_{\log(nN^\theta)} = C_I^\frac{1}{2} M^{-\frac{1}{2}} \). According to Lemma A.2, such that

\[
(s + 1) \log \left( 2\delta^{-1}_{\log(nN^\theta)}(L + 1)V^2 \right) \\
\leq (D_0D_2M \log M) \log(8(d + 1)^2C_I^{-\frac{1}{2}}D_0D_1) \\
+ \log(M^\theta \log M) + 2D_0D_1 \log(12r) \log M + 2D_0D_1 \log^2 M \leq (DD_0D_2)M \log^3 M,
\]

where \( D = 4 \left\{ [\log(8(d + 1)^2C_I^{-\frac{1}{2}}D_0D_1)] \lor \frac{\theta+2}{2} \lor (2D_0D_1 \log(12r)) \right\}. \)

When \( M = (nN^\theta)^{\frac{1}{\theta+1}} \), the convergence rate for \( \| \hat{f} - f_0 \|_N^2 \) is \( c(nN^\theta)^{-\frac{\theta}{\theta+1}} \log^6(nN^\theta) \), where the constant \( c = 2 \{ C_I \lor [C_{II}DD_0D_2(\theta + 1)^3] \}. \)
Appendix B

Robust Deep Neural Network Estimation for Multi-dimensional Functional Data

For any vectors \( \mathbf{a}, \mathbf{b} \in \mathbb{R}^N \), define the scaled \( N \)-inner product \( \langle \mathbf{a}, \mathbf{b} \rangle_N = N^{-1} \sum_{j=1}^{N} a_j b_j \) and the associated \( N \)-norm \( \| \mathbf{a} \|_N = \sqrt{N^{-1} \sum_{j=1}^{N} a_j^2} \).

B.1 Technical lemmas

We first introduce some lemmas which are useful in the proof of Theorem 3.1.

**Lemma B.5.** *(Lemma A.2 of [118])* For any composite regression function in the class \( G(q, d, t, \beta, K) \) and large \( M \), such that \( M \geq \max_{\ell=0,\ldots,q} \{(\beta_{\ell} + 1)t_{\ell} \lor (K_{\ell} + 1)e^{t_{\ell}}\} \), there exists an estimator \( f^* \in \mathcal{F} \) such that

\[
\inf_{f^* \in \mathcal{F}} \| f^* - f_0 \|_\infty \leq C_I M^{-\theta},
\]

where \( \theta = \min_{\ell=0,\ldots,q} \frac{2\beta_{\ell}}{t_{\ell}} \) and \( C_I \) is a constant. The parameters of the neural network \( f^* \) satisfies:

(i) \( L \leq D_0 D_1 \log M - 1 \);

(ii) \( V^2 := \{\prod_{\ell=0}^{L+1} (p_{\ell} + 1)\}^2 \leq 4(d + 1)^2 (12rM)^{2D_0 D_1 \log M} \);

(iii) \( s \leq D_0 D_2 M \log M - 1 \),

where \( D_0 = 2 \max_{\ell} \frac{t_{\ell} + \beta_{\ell}}{\beta_{\ell}} \), \( D_1 = 4 \max_{\ell} (1 + \lceil \log(t_{\ell} \lor \beta_{\ell}) \rceil)(q+1) \), \( D_2 = 290 \times \sum_{\ell=0}^{q} d_{\ell+1}(t_{\ell} + \beta_{\ell} + 1)^{3+t_{\ell}} \) and \( r = \max_{\ell} d_{\ell+1}(t_{\ell} + \lceil \beta_{\ell} \rceil) \).

**Lemma B.6.** Consider Euclidean space \( \mathbb{R}^N \) endowed with inner product \( \langle \cdot, \cdot \rangle_N \) and associated norm \( \| \cdot \|_N \). Let \( L(\cdot) : \mathbb{R}^N \to \mathbb{R}^+ \) be a convex lower semicontinuous function. If \( L(0) < \)
inf_{\|a\|_N=1} L(a) for a \in \mathbb{R}^N, then there exists an \( \bar{a} \) (may not be unique), such that \( \bar{a} = \inf_{a \in \mathbb{R}^N} L(a) \), and the minimizer is attained in the unit ball \( \{a : \|a\|_N \leq 1\} \).

**Proof.** Note that the given space is a Hilbert space. Let \( s = \inf_{\|a\|_N=1} L(a) \). Since \( L \) is bounded below by 0, we have \( 0 \leq s < \infty \). Denote \( A = \{a : L(a) \leq s\} \) and \( B = \{a : \|a\|_N \leq 1\} \).

We first prove \( A \subset B \). Suppose \( \exists \bar{a} \in A \), and \( \bar{a} \notin B \), which implies \( L(\bar{a}) \leq s \) and \( \|\bar{a}\|_N > 1 \). By convexity assumption,

\[
L\left(\frac{\bar{a}}{\|\bar{a}\|_N}\right) = L\left(\frac{1}{\|\bar{a}\|_N}\bar{a} + \frac{\|\bar{a}\|_N - 1}{\|\bar{a}\|_N}0\right) \leq \frac{1}{\|\bar{a}\|_N}L(\bar{a}) + \frac{\|\bar{a}\|_N - 1}{\|\bar{a}\|_N}L(0) < s,
\]

where the last inequality is obtained by assumption \( L(0) < s \). Since \( \frac{\bar{a}}{\|\bar{a}\|_N} \) is on the unit ball, this leads to the contradiction, which implies \( A \subset B \).

We then prove \( A \) is a compact set. In particular, we only need to prove the boundedness and closedness in the Euclidean space. Indeed, boundedness is implied by that fact that \( A \subset B \). For any sequence \( \{a_m\}_{m \geq 1} \), define \( a^* = \lim_{m \to \infty} a_m \), by the lower semicontinuity of \( L \), \( L(a^*) \leq \liminf_{m \to \infty} L(a_m) \leq s \), which implies \( a^* \in A \). Thus, the closedness is proven.

Finally, we prove that there exists a vector \( \tilde{a} \in A \), such that \( \tilde{a} = \inf_{a \in \mathbb{R}^N} L(a) \), which implies that the minimizer is attained in \( B \). Since \( 0 \leq \inf_{a \in \mathbb{R}^N} L(a) \leq s < \infty \), there exists \( \{\tilde{a}_m\}_{m \geq 1} \), such that \( \lim_{m \to \infty} L(\tilde{a}_m) = \inf_{a \in \mathbb{R}^N} L(a) \). Without loss of generality, assume \( L(\tilde{a}_m) \leq s \) for all \( m \), i.e. \( \tilde{a}_m \in A \). Since \( A \) is compact, there exists a vector \( \tilde{a} \in A \), such that \( \|a_m - \tilde{a}\|_N \to 0 \). Thus, by the lower semicontinuity of \( L \),

\[
L(\tilde{a}) \leq \liminf_{m \to \infty} L(\tilde{a}_m) = \inf_{a \in \mathbb{R}^N} L(a),
\]

i.e. \( \tilde{a} \in A \subset B \) is the minimizer of \( L \).

**B.2 Proof of Theorem 3.1**

**Proof.** Let \( L_n(f) \) denote the objective function, that is,

\[
L_n(f) = \frac{1}{nN} \sum_{i=1}^n \sum_{j=1}^N \rho(Y_{ij} - f(X_j)).
\]
Let \( g(X_j) = f^*(X_j) - f(X_j) \) and it is easy to see that minimizing \( L_n(f) \) is equivalent to minimizing

\[
L_n(g) = \frac{1}{nN} \sum_{i=1}^n \sum_{j=1}^N \rho(\epsilon_{ij} + R_j + g(X_j)).
\]

where \( R_j = f_0(X_j) - f^*(X_j) \).

Denoting \( C_{nN} = (nN^\nu - \theta \log(nN^\nu)) \), we aim to show that for every \( \epsilon > 0 \), there exists a \( \gamma \geq 1 \) (in the following we simply write \( \gamma \) instead of \( \gamma_\epsilon \)), such that

\[
\lim_{n \to \infty} \mathbb{P}(\inf_{\|g\| = \gamma} L_n(C_{nN}^{1/2}g) > L_n(0)) \geq 1 - \epsilon.
\]

(B2)

We first show the convexity and lower semicontinuity of \( L_n \) on \( \mathcal{F}^* = \{ f - f^* : f \in \mathcal{F} \} \). The convexity follows from Assumption (A3) and the convexity of the map \( f \to \|f\|_N^2 \). The lower semi-continuity can be derived from the Assumption (A3) that \( \rho \) is convex and continuous, thus also lower semicontinuous.

We now establish (B2). To this end, we decompose

\[
L_n(C_{nN}^{1/2}g) - L_n(0)
= \frac{1}{nN} \sum_{i=1}^n \sum_{j=1}^N \rho(\epsilon_{ij} + R_j + C_{nN}^{1/2}g(X_j)) - \frac{1}{nN} \sum_{i=1}^n \sum_{j=1}^N \rho(\epsilon_{ij} + R_j)
= I_1(g) + I_2(g) + I_3(g),
\]

where

\[
I_1(g) = \frac{1}{nN} \sum_{i=1}^n \sum_{j=1}^N \int_{R_j} \mathbb{E}\{\psi(\epsilon_{ij} + u)\} du
\]
\[
I_2(g) = \frac{1}{nN} \sum_{i=1}^n \sum_{j=1}^N \int_{R_j} \{\psi(\epsilon_{ij} + u) - \psi(\epsilon_{ij})\} du
- \mathbb{E}\{\psi(\epsilon_{ij} + u) - \psi(\epsilon_{ij})\}
\]
\[
I_3(g) = C_{nN}^{1/2} \frac{1}{nN} \sum_{i=1}^n \sum_{j=1}^N \psi(\epsilon_{ij}) g(X_j).
\]
By the superadditivity of the infimum we have the lower bound

$$\inf_{\|g\|_N = \gamma} \left\{ L_n(C_{nN}^{\frac{1}{2}} g) - L_n(0) \right\} \geq \inf_{\|g\|_N = \gamma} I_1(g) + \inf_{\|g\|_N = \gamma} I_2(g) + \inf_{\|g\|_N = \gamma} I_3(g).$$

We need to determine the order of each one of the three terms.

By Schwarz Inequality, we obtain

$$|I_3(g)| \leq C_{nN}^{\frac{1}{2}} n \left\{ \frac{1}{N} \sum_{j=1}^{N} \left| \sum_{i=1}^{n} \psi(\epsilon_{ij}) \right|^2 \right\} \left\{ \frac{1}{N} \sum_{j=1}^{N} |g(X_j)|^2 \right\}^{1/2}.$$ 

By Assumption (A6), we have

$$\mathbb{E} \left\{ \frac{1}{N} \sum_{j=1}^{N} \left| \sum_{i=1}^{n} \psi(\epsilon_{ij}) \right|^2 \right\} = \frac{1}{N} \sum_{j=1}^{N} \sum_{i=1}^{n} \sum_{k=1}^{n} \mathbb{E}\{\psi(\epsilon_{ij})\psi(\epsilon_{kj})\} = \frac{n}{N} \sum_{j=1}^{N} \mathbb{E}\{|\psi(\epsilon_{ij})|^2\} = O(1)nN^{-\nu}.$$ 

Using Markov’s inequality, we thus find

$$\left\{ \frac{1}{N} \sum_{j=1}^{N} \left| \sum_{i=1}^{n} \psi(\epsilon_{ij}) \right|^2 \right\}^{1/2} = O_p(n^{1/2}N^{-\nu/2}).$$

The second factor is naturally bounded by $\gamma$. Combining these two bounds and note that $(nN^\nu)^{-1} \ll C_{nN}$, we obtain

$$\inf_{\|g\|_N = \gamma} |I_3(g)| = C_{nN}^{1/2} O_p(1) (nN^\nu)^{-1/2} \gamma \leq O_p(1) \gamma C_{nN}. \tag{B3}$$

When $n$ is large enough, for all $g \in \mathcal{F}^*$,

$$C_{nN}^{1/2} \max_{j \leq N} |g(X_j)| \leq 2C_{nN}^{1/2} F = o(1),$$

and by Lemma B.5,

$$\max_{j \leq N} |R_j| \leq \|f_0 - f^*\|_\infty \leq C_1 M^{-\theta}.$$ 

When $M^{-\theta} = O(1)C_{nN}$, we have $\max_{j \leq N} |R_j| = o(1)$ when $n$ is large.
Applying Assumption (A6) yields, for large $n$

\[
\int_{R_j}^{R_j + C_n^{1/2}g(X_j)} \mathbb{E}\{\psi(\epsilon_{ij} + u)\} du = \int_{R_j}^{R_j + C_n^{1/2}g(X_j)} \{\delta_j u + o(u)\} du = \frac{C_n N}{2} \delta_j |g(X_j)|^2 \{1 + o(1)\} + \delta_j C_n^{1/2} R_j g(X_j) \{1 + o(1)\}.
\]

Hence,

\[
\frac{1}{N} \sum_{j=1}^{N} \int_{R_j}^{R_j + C_n^{1/2}g(X_j)} \mathbb{E}\{\psi(\epsilon_{ij} + u)\} du = \frac{C_n N}{2N} \sum_{j=1}^{N} \delta_j |g(X_j)|^2 \{1 + o(1)\} + \frac{C_n^{1/2}}{N} \sum_{j=1}^{N} \delta_j R_j g(X_j) \{1 + o(1)\} \geq I_{11}(g) + I_{12}(g),
\]

where $I_{11}(g) := \frac{1}{2} \inf_j \delta_j C_n N \|g\|^2_N$ and $I_{12}(g) := N^{-1} C_n^{1/2} \sum_{j=1}^{N} \delta_j R_j |g(X_j)|^2 \{1 + o(1)\}$.

We find an upper bound for $|I_{12}(g)|$. By the Schwarz inequality,

\[
\sup_{\|g\|_N = \gamma} |I_{12}(g)| \leq \sup_{\|g\|_N = \gamma} \left( \sup_j \delta_j \right) \frac{C_n^{1/2}}{N} \sum_{j=1}^{N} |g(X_j)| \|R_j\| \{1 + o(1)\} \lesssim C_n^{1/2} \|R\|_N \sup_{\|g\|_N = \gamma} \|g\|_N \{1 + o(1)\} \lesssim \gamma C_n N \{1 + o(1)\},
\]

where the last inequality is derived by $\|R\|^2_N \leq \|f_0 - f^*\|_\infty \leq M^{-\theta} \asymp C_n N$. Therefore,

\[
\inf_{\|g\|_N = \gamma} I_{11}(g) + I_{12}(g) = O(1) C_n N \gamma^2 \{1 + O(\gamma^{-1}) + o(1)\}
\]

for all $g \in \mathcal{F}$.

In the following, we show that for every $\epsilon > 0$,

\[
\lim_{n \to \infty} Pr \left( \sup_{\|g\|_N = \gamma} |I_2(g)| \geq \epsilon C_n N \right) = 0. \quad (B4)
\]
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Consider the class of real-valued functions \( h_g : \mathbb{R}^N \rightarrow \mathbb{R} \) given by
\[
h_g(w) = \frac{1}{N} \sum_{j=1}^{N} \int_{R_j+\frac{C_{1/2}}{nN}g(x_j)} \left\{ \psi(w_j + u) - \psi(w_j) \right\} du.
\]

Let \( P_n \) be the empirical measure associated with \( (\epsilon_{i_1}, \ldots, \epsilon_{i_N}), i = 1, \ldots, n \). We rewrite \( I_2(g) \) as
\[
I_2(g) = (P_n - \mathbb{P})h_g, \quad \text{where } Ph_g \text{ is the expectation for } h_g.
\]

Let \( F^* = \{ f - f^* : f \in \mathcal{F} \} \), where \( \mathcal{F} \) is the sparse neural network class defined in (2.4). By Markov’s inequality, we have
\[
Pr \left( \sup_{g \in F^*} |(P_n - \mathbb{P})h_g| > \epsilon C_{nN} \right) \leq \frac{E \left\{ \sup_{g \in F^*} n^{1/2} |(P_n - \mathbb{P})h_g| \right\}}{n^{1/2} C_{nN} \epsilon}.
\]

(B5)

Thus it suffices to show that the right-hand side of the above inequality tends to zero as \( n \rightarrow \infty \).

Let \( \mathcal{N}\|((\epsilon, G, L_2(\mathbb{P})) \) be the \( \epsilon \)-bracketing number for a set of functions \( G \) in the \( L_2(\mathbb{P}) \)-norm and define the \( \epsilon \)-bracketing integral,
\[
J\|(\epsilon, G, L_2(\mathbb{P})) = \int_0^\epsilon \{ \log \mathcal{N}\|(u, G, L_2(\mathbb{P})) \}^{1/2} du.
\]

By Lemma 19.36 of [109], for any class of real-valued functions \( \mathcal{H} \) such that \( E(|h|^2) < \delta^2 \) and \( \|h\|_\infty < C_3 \) for all \( h \in \mathcal{H} \), we have
\[
E \left( \sup_{h \in \mathcal{H}} n^{1/2} |(P_n - \mathbb{P})h| \right) \leq c_0 J\|(\delta, \mathcal{H}, L_2(\mathbb{P})) \left( 1 + \frac{J\|(\delta, \mathcal{H}, L_2(\mathbb{P}))C_3}{\delta^2 n^{1/2}} \right).
\]

Hence, in the following, we first determine a bound on the bracketing number and then we estimate \( \delta \) and \( C_3 \). By our previous discussion, \( \max_{j \leq N} |R_j| \rightarrow 0 \) and \( C_{1/2}^{1/2} \times \sup_{g \in F^*} \|g\|_\infty \rightarrow 0 \). Hence, for any \((g_1, g_2) \in F^* \times F^*\), by Assumption (A4),
\[
\sup_{w \in \mathbb{R}^N} |h_{g_1}(w) - h_{g_2}(w)| \leq 2c_1 C_{nN}^{1/2} g_1 - g_2 \|_\infty.
\]
Let \( \mathcal{N}(\epsilon, \mathcal{F}^*, \| \cdot \|_\infty) \) denote the \( \epsilon \)-covering number in the sup-norm. By (B6) and Theorem 2.7.11 of [110], we now have
\[
\mathcal{N}(\epsilon, \{ h_g, g \in \mathcal{F}^* \}, L_2(\mathbb{P})) \leq \mathcal{N}(\epsilon/(4c_1C_{nN}^{1/2}), \mathcal{F}^*, \| \cdot \|_\infty).
\]

By Lemma 5 of [92] and Lemma B.5, we have
\[
\log \mathcal{N}(\epsilon/(4c_1C_{nN}^{1/2}), \mathcal{F}^*, \| \cdot \|_\infty) \leq (s + 1) \log(2\epsilon^{-1}(4c_1C_{nN}^{1/2})L + 1)V^2)
\]
\[
\leq O(1)M \log M \left\{ \log^2 M + \log(C_{nN}^{1/2}\epsilon^{-1}) \right\},
\]
where the last inequality follows the conditions for \( L, s \) and \( V \) given in Lemma B.5.

Next, we estimate \( \delta \) and \( C_3 \). By the Schwarz inequality and Assumption (A5), we have
\[
\mathbb{E}\{|h_g|^2\} \leq N^{-2} \mathbb{E}\left\{ \sum_{j=1}^N \int_{R_j}^{R_j+C_{nN}^{1/2}|g(X_j)|} \{\psi(\epsilon_{ij} + u) - \psi(\epsilon_{ij})\} du \right\}^2
\]
\[
\leq N^{-1} \sum_{j=1}^N \mathbb{E}\left\{ \int_{R_j}^{R_j+C_{nN}^{1/2}|g(X_j)|} \{\psi(\epsilon_{ij} + u) - \psi(\epsilon_{ij})\} du \right\}^2
\]
\[
\leq N^{-1} \sum_{j=1}^N C_{nN}^{1/2} \mathbb{E}\left\{ \int_{R_j}^{R_j+C_{nN}^{1/2}|g(X_j)|} \{\psi(\epsilon_{ij} + u) - \psi(\epsilon_{ij})\} du \right\}
\]
\[
\leq C_{nN}^{1/2} \max_{j \leq N} |g(X_j)| N^{-1} \sum_{j=1}^N c_2 \{ |R_j|^2 + C_{nN} |g(X_j)|^2 \}
\]
\[
\leq 2c_2 C_{nN}^{3/2}
\]
where the last inequality follows by the definition of neural network space \( \mathcal{F} \) in (2.4). Since this estimate is uniform on \( \mathcal{F} \), we take \( \delta^2 = c_0 C_{nN}^{3/2} \), where the constant \( c_0 \) will be specified later. In addition, by Assumption (A5) and Lemma B.5, we have
\[
\sup_{g \in \mathcal{F}^*} \sup_{w \in \mathbb{R}^N} |h_g(w)| \leq c_1 C_{nN}^{1/2} \sup_{g \in \mathcal{F}^*} \left\{ \frac{1}{N} \sum_{j=1}^N |g(X_j)|^2 \right\}^{1/2} \leq c_1 C_{nN}^{1/2},
\]
Let $c_0 = (2c_2) \lor c_1$, then $C_3 = c_0 C_{nN}^{1/2}$ and $C_3 / \delta^2 = C_{nN}^{-1}$. With our estimate of $\delta$ and the bound on the bracketing number implied by (B8)–(B10), when we take $M^{-\theta} \asymp C_{nN}$, the bracketing integral over $n^{1/2}C_{nN}$ is bounded as follows

$$
(n^{1/2}C_{nN})^{-1} J(\delta, \mathcal{F}^*, L_2(\mathbb{P})) \\
\lesssim C_{nN}^{-1/4} n^{-1/2} M^{1/2} (\log^{3/2} M + (\log M \log C_{nN}^{-1/4})^{1/2}) \\
= O(1) \left( n^{\theta/(4\theta + 4)} \log^{-3/2} n \right) n^{-1/2} \left( n^{1/(2\theta + 2)} \log^{-3/\theta} n \right) \log^2 n \\
= O(1) n^{-\theta/(4\theta + 4)} \log^{(\theta - 6)/(2\theta)} n = o(1),
$$

which also implies $C_3(\delta^2 n^{1/2})^{-1} J(\delta, \mathcal{G}, L_2(\mathbb{P})) = o(1)$. Consequently, inequality (B5) entails (B4). By the previous discussion, (B2) holds. Given the convexity and lower semicontinuity of $L_n$ on $\mathcal{F}$, by Lemma B.6, inequality (B2) entails the existence of a minimize $\hat{g} = f^* - \hat{f}$, such that $\|\hat{g}\|_N^2 = O_p(C_{nN})$. Using the one-to-one relation between $g$ and $f$ if (B2) holds, we obtain $\|\hat{f} - f\|_N^2 = O_p(C_{nN})$. By Lemma B.5, we have

$$
\|\hat{f} - f\|_N^2 \leq 2\|\hat{f} - f^*\|_N^2 + 2\|f^* - f\|_N^2 = O_p(C_{nN} + M^{-\theta}) \\
= O_p(C_{nN} + M^{-\theta}) = O_p(C_{nN}).
$$

which implies the Theorem 3.1. \hfill \square
Appendix C

Optimal Classification for Functional Data

We introduce additional notations and definitions that will be used throughout the rest of the paper. \( \mathbf{1}_p \) is a \( p \)-dimensional vector with elements being 1. For a vector \( \mathbf{u} \), \( \|\mathbf{u}\|_2, \|\mathbf{u}\|_\infty \) denote the \( L_2 \) norm and \( L_\infty \) norm respectively. For a matrix \( \mathbf{A} \in \mathbb{R}_{p \times p} \), \( \|\mathbf{A}\|_2, \|\mathbf{A}\|_F \) denote the spectral norm, Frobenius norm respectively.

We begin by collecting a few important technical lemmas that will be used in the proofs of the minimax lower bounds.

C.1 Technical lemmas

We define an alternative risk function \( L_{\theta}(\hat{G}) \) as follows,

\[
L_{\theta}(\hat{G}) = P \left( \hat{G}(Z) \neq G_\theta^*(Z) \right).
\]

This loss function \( L_{\theta}(\hat{G}) \) is essentially the probability that \( \hat{G} \) produces a different label than \( G_\theta^* \), and satisfies the triangle inequality. The connection between \( R_\theta(\hat{G}) - R_\theta(G_\theta^*) \) and \( L_{\theta}(\hat{G}) \) is presented by the following lemma, which shows that it’s sufficient to provide a lower bound for \( L_{\theta}(\hat{G}) \) to prove Theorem 4.1.

**Lemma C.7.** ([8]) For any \( \theta, \hat{\theta} \in \Theta \) and any classification rule \( \hat{G} \), recall that \( G_\theta^* \) is the optimal rule w.r.t. \( \hat{\theta} \). If

\[
L_{\theta}(G_\theta^*) + L_{\theta}(\hat{G}) + \sqrt{\frac{KL(P_\theta, P_{\hat{\theta}})}{2}} \leq 1/2,
\]
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then

\[
L_\theta(G^*_{\hat{\theta}}) - L_\theta(\hat{G}) - \sqrt{\frac{KL(P_\theta, P_{\hat{\theta}})}{2}} \leq L_{\hat{\theta}}(\hat{G}) \leq L_\theta(G^*_{\hat{\theta}}) + L_\theta(\hat{G}) + \sqrt{\frac{KL(P_\theta, P_{\hat{\theta}})}{2}},
\]

where the Kullback–Leibler (KL) divergence of two probability density functions \(P_\theta\) and \(P_{\hat{\theta}}\) is defined by

\[
KL(P_\theta, P_{\hat{\theta}}) = \int P_\theta(z) \log \frac{P_\theta(z)}{P_{\hat{\theta}}(z)} dz.
\]

The following lemma gives a Fano’s type minimax lower bound.

**Lemma C.8.** (Fano’s Lemma in [108]) Let \(N \geq 0\) and \(\theta_0, \theta_1, \ldots, \theta_N, \hat{\theta} \in \Theta\). For some constants \(\varrho \in (0, 1/8), c > 0\), and any classification rule \(\hat{G}\), if \(KL(P_\theta, P_{\hat{\theta}}) \geq \varrho \log N/n\) for all \(1 \leq i \leq N\), and \(L_{\theta_i}(\hat{G}) < c\) implies \(L_{\theta_i}(\hat{G}) \geq c\) for all \(0 \leq i \neq j \leq N\), then

\[
\inf \sup_{i=1,\ldots,N} E_{\theta_i}[L_{\theta_i}(\hat{G})] \gtrsim c.
\]

We need a covering number argument, which is provided by the following lemma.

**Lemma C.9.** ([108]) Define \(A_{J,J^*} = \{u : u \in \{0, 1\}^J, \|u\|_0 = J^*\}\), where \(\|\cdot\|_0\) denotes the number of non-zero entries. If \(J > 4J^*\), then there exists a subset \(\{u_0, u_1, \ldots, u_N\} \subset A_{J,J^*}\), such that \(u_0 = (0, \ldots, 0)^T\), \(\rho_H(u_i, u_j) \geq J^*/2\) and \(\log(N+1) \geq \frac{J^*}{c} \log(J/J^*)\), where \(\rho_H\) the Hamming distance.

**Lemma C.10.** (Lemma 4.1 in [18]) Suppose \(\theta \in \Theta\). There exists a constant \(c > 0\), which doesn’t depend on \(n\), such that for any classification rule \(G\), if \(L_\theta(G) < c\), then \(L_\hat{\theta}(G) \lesssim P_\theta(G(Z) \neq L(Z)) - P_\theta(G_{\hat{\theta}}(Z) \neq L(Z))\).

Based on Lemma C.10, we use Fano’s inequality on a carefully designed least favorable multivariate normal distributions to complete the proof of Theorem 4.1. Without loss of generality, the following proofs assume that \(z\) is from class 1.

The following two lemmas show the consistency of the differential direction and graphical direction. With a slight abuse of notation, \(D\) represents the matrix given in (4.1).

**Lemma C.11.** The proposed estimators in (4.3) and (4.4) satisfy that, with probability at least \(1 - 3/n\), \(\|\hat{D} - D\|_F \lesssim \sqrt{\frac{J \log n}{n}} (\|D\Sigma_1\|_F + \|D\Sigma_2\|_F), \|\hat{\beta} - \beta\|_2 \lesssim \sqrt{\frac{J \log n}{n}} \|\beta\|_2\).
\textbf{Proof.} Note that matrices $\Sigma_1$, $\Sigma_2$, $D_1$ and $D_2$ are diagonal matrices. Hence, $\| (\hat{D} - D) (\Sigma_1 \Sigma_2) (\hat{D} - D) \|_F \asymp \| \hat{D} - D \|_F^2$. Since we have the following decomposition

$$\Sigma_1 \Sigma_2 (\hat{D} - D)$$

$$= \Sigma_1 \Sigma_2 \hat{D} - (\Sigma_1 - \Sigma_2)$$

$$= \Sigma_1 \Sigma_2 \hat{D} - \hat{\Sigma}_1 \hat{\Sigma}_2 \hat{D} + \hat{\Sigma}_1 \hat{\Sigma}_2 \hat{D} - (\Sigma_1 - \Sigma_2)$$

$$= (\Sigma_1 \Sigma_2 - \hat{\Sigma}_1 \hat{\Sigma}_2) \hat{D} + (\hat{\Sigma}_1 - \Sigma_1) + (\hat{\Sigma}_2 - \Sigma_2)$$

$$= (\Sigma_1 \Sigma_2 - \Sigma_1 \hat{\Sigma}_2 + \Sigma_1 \hat{\Sigma}_2 - \hat{\Sigma}_1 \hat{\Sigma}_2) \hat{D} + (\hat{\Sigma}_1 - \Sigma_1) + (\hat{\Sigma}_2 - \Sigma_2)$$

$$= \left\{ \Sigma_1 (\Sigma_2 - \hat{\Sigma}_2) + \Sigma_2 (\Sigma_1 - \hat{\Sigma}_1) \right\} \hat{D} + (\hat{\Sigma}_1 - \Sigma_1) + (\hat{\Sigma}_2 - \Sigma_2)$$

$$= \left\{ \Sigma_1 (\Sigma_2 - \hat{\Sigma}_2) + \Sigma_2 (\Sigma_1 - \hat{\Sigma}_1) + (\hat{\Sigma}_2 - \Sigma_2) (\Sigma_1 - \hat{\Sigma}_1) \right\} \hat{D} + (\hat{\Sigma}_1 - \Sigma_1) + (\hat{\Sigma}_2 - \Sigma_2),$$

thus we have

$$\| (\hat{D} - D)^T (\Sigma_1 \Sigma_2) (\hat{D} - D) \|_F$$

$$= \| (\hat{D} - D)^T \left\{ (\hat{\Sigma}_1 - \hat{\Sigma}_2) - (\Sigma_1 - \Sigma_2) + (\Sigma_1 - \hat{\Sigma}_1) (\hat{D} - D) \hat{\Sigma}_2 \right.$$ 

$$\left. + (\Sigma_2 - \hat{\Sigma}_2) (\hat{D} - D) \Sigma_1 + (\Sigma_1 - \hat{\Sigma}_1) D \hat{\Sigma}_2 + (\Sigma_2 - \hat{\Sigma}_2) D \Sigma_1 \right\} \|_F$$

$$= \| (\hat{D} - D)^T \left\{ (\hat{\Sigma}_1 - \hat{\Sigma}_2) - (\Sigma_1 - \Sigma_2) + (\Sigma_1 - \hat{\Sigma}_1) (\hat{D} - D) (\hat{\Sigma}_2 - \Sigma_2) \right.$$ 

$$\left. + (\Sigma_2 - \hat{\Sigma}_2) (\hat{D} - D) \Sigma_1 + (\Sigma_1 - \hat{\Sigma}_1) D (\hat{\Sigma}_2 - \Sigma_2) + (\Sigma_2 - \hat{\Sigma}_2) D \Sigma_1 \right.$$ 

$$\left. + (\Sigma_1 - \hat{\Sigma}_1) (\hat{D} - D) \Sigma_2 + (\Sigma_1 - \hat{\Sigma}_1) D \Sigma_2 \right\} \|_F$$

$$\leq 2 \sqrt{J \log n} n \| \hat{D} - D \|_F + \frac{J \log n}{n} \| \hat{D} - D \|^2_F + 2 \sqrt{J \log n} n \| \hat{D} - D \|_F$$

$$+ \sqrt{J \log n} n \| (D \Sigma_1 \|_F + D \Sigma_2 \|_F) \| \hat{D} - D \|_F + \frac{J \log n}{n} \| D \Sigma_1 \|_F \| \hat{D} - D \|_F$$

$$\lesssim \sqrt{J \log n} n \| \hat{D} - D \|^2_F + \sqrt{J \log n} n \| \hat{D} - D \|_F + \sqrt{J \log n} n (\| D \Sigma_1 \|_F + \| D \Sigma_2 \|_F) \| \hat{D} - D \|_F,$$

where the first inequality is derived by Lemma 8.5 in [18]. In the above inequality, we divide $\| \hat{D} - D \|_F$ on both sides, and we have $\| \hat{D} - D \|_F \lesssim \sqrt{J \log n} n (\| D \Sigma_1 \|_F + \| D \Sigma_2 \|_F)$.
Similarly, we have \(|(\hat{\beta} - \beta)^T \Sigma_2 (\hat{\beta} - \beta)| \simeq \|\hat{\beta} - \beta\|^2\). With probability at least \(1 - O(1/n)\), we have

\[
|(\hat{\beta} - \beta)^T \Sigma_2 (\hat{\beta} - \beta)| = |(\hat{\beta} - \beta)^T (\Sigma_2 - \hat{\Sigma}_2) \beta + (\hat{\beta} - \beta)^T (\hat{\delta} - \delta)| \\
\lesssim \sqrt{\frac{J \log n}{n}} \|\hat{\beta} - \beta\|_2 \|\beta\|_2 + \sqrt{\frac{\log n}{n}} \|\hat{\beta} - \beta\|_2 + \sqrt{\frac{\log n}{n}} \|\beta\|_2.
\]

In the above inequality, we divide \(\|\hat{\beta} - \beta\|_2\) on both sides, and we have \(\|\hat{\beta} - \beta\|_2 \lesssim \sqrt{\frac{J \log n}{n}} \|\beta\|_2\).

\[\square\]

**Lemma C.12.** The proposed estimators in (4.6) and (4.7) satisfy that, with probability at least \(1 - O(1/n)\),

\[
\|\hat{D}_s - D\|_F \lesssim \left( \sqrt{\frac{J \log n}{n}} + \sqrt{J f_2(M)} \right) (\|D\Sigma_1\|_F + \|D\Sigma_2\|_F),
\]

\[
\|\hat{\beta}_s - \beta\|_2 \lesssim \left( \sqrt{\frac{J \log n}{n}} + \sqrt{J f_2(M)} \right) \|\beta\|_2 + \sqrt{J f_1(M)}.
\]

**Proof.** In the following we omit \(k\) for simplicity. Consider the parameter space \(\Theta\), we have \(\hat{\mu} - \mu = \tilde{\xi} - \mu + B^{-1} \tilde{\epsilon}\), where \(\tilde{\xi} = (\bar{\xi}_1, \bar{\xi}_2, \ldots, \bar{\xi}_J)^T\), \(\tilde{\epsilon} = \frac{1}{\sqrt{n}} \sum_{i=1}^{n_k} \epsilon_i\), \(\epsilon_i = (\epsilon_{i1}, \epsilon_{i2}, \ldots, \epsilon_{iM})^T\) and \(\epsilon_{im} = \sum_{j=J+1}^{\infty} \xi_{ij}\psi_j(t_m), m = 1, \ldots, M\). For any \(M\) dimensional vector \(a\) and \(J \leq M\), define \(a_J\) as the vector of first \(J\) elements in \(a\).

Since \(\tilde{\epsilon} = (\sum_{j=M+1}^{\infty} \bar{\xi}_j\psi_j(t_1), \ldots, \sum_{j=M+1}^{\infty} \bar{\xi}_j\psi_j(t_M))^T\), we have

\[
B^{-1} \tilde{\epsilon} = \left( \sum_{m=1}^{M} \psi_1(t_m) \sum_{j=M+1}^{\infty} \bar{\xi}_j\psi_j(t_m), \ldots, \sum_{m=1}^{M} \psi_M(t_m) \sum_{j=M+1}^{\infty} \bar{\xi}_j\psi_j(t_m) \right)^T.
\]
and \( \bar{\xi}_j \sim \mathcal{N}(\mu_j, n^{-1} \lambda_j) \), hence for the first \( J \) elements, where \( J \leq M \), we have

\[
\| (B^{-1} \bar{\epsilon})_J \|_2^2 = \sum_{k=1}^{J} \left\{ \sum_{j=M+1}^{\infty} \left( \sum_{m=1}^{M} \psi_k(t_m) \psi_j(t_m) \bar{\xi}_j \right) \right\}^2 \\
\lesssim \sum_{j=M+1}^{\infty} \sum_{k=1}^{J} \left\{ \sum_{m=1}^{M} \psi_k(t_m) \psi_j(t_m) \right\}^2 \left( \mu_j^2 + n^{-1} \log n \lambda_j \right) \\
\lesssim J f_1^2(M) + \frac{\log n}{n} \left( \sum_{j=M+1}^{\infty} \lambda_j \right) \lesssim J f_1^2(M) + \frac{\log n}{n}
\]

in probability \( 1 - O(1/n) \), therefore

\[
\| \hat{\mu}_J - \mu_J \|_2 \leq \| \bar{\xi}_J - \mu_J \|_2 + \| (B^{-1} \bar{\epsilon})_J \|_2 \lesssim \sqrt{\frac{\log n}{n}} + \sqrt{J f_1(M)}
\]

with probability \( 1 - O(1/n) \). In the following lemma, for any \( J \times J \) square matrix \( A \), let \( \text{Diag}\{A\} \) denote a \( J \times J \) diagonal matrix whose diagonal elements are the same as the diagonal elements of \( A \). We estimate the variance as \( \hat{\lambda}_j = \frac{1}{n} \sum_{i=1}^{n} (\hat{\mu}_{ij} - \hat{\mu}_j)^2 \), i.e.

\[
\Sigma = \text{Diag} \left\{ \frac{1}{n} \sum_{i=1}^{n} (\hat{\mu}_i - \hat{\mu}) (\hat{\mu}_i - \hat{\mu})^\top \right\} \\
= \text{Diag} \left\{ B^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} (X_i X_i^\top - XX^\top) \right] (B^{-1})^\top \right\} \\
= \text{Diag} \left\{ \frac{1}{n} \sum_{i=1}^{n} (\xi_i \xi_i^\top - \bar{\xi} \bar{\xi}^\top) \right\} + \text{Diag} \left\{ \frac{2}{n} \sum_{i=1}^{n} (\xi_i \xi_i^\top - \bar{\xi} \bar{\xi}^\top) (B^{-1})^\top \right\} \\
+ \text{Diag} \left\{ \frac{1}{n} \sum_{i=1}^{n} B^{-1} (\epsilon_i \epsilon_i^\top - \bar{\epsilon} \bar{\epsilon}^\top) (B^{-1})^\top \right\}.
\]

The estimation bias is

\[
\hat{\Sigma} - \Sigma = \text{Diag} \left\{ \frac{1}{n} \sum_{i=1}^{n} (\xi_i \xi_i^\top - \bar{\xi} \bar{\xi}^\top) \right\} - \Sigma + \text{Diag} \left\{ \frac{2}{n} \sum_{i=1}^{n} (\xi_i \xi_i^\top - \bar{\xi} \bar{\xi}^\top) (B^{-1})^\top \right\} \\
+ \text{Diag} \left\{ \frac{1}{n} \sum_{i=1}^{n} B^{-1} (\epsilon_i \epsilon_i^\top - \bar{\epsilon} \bar{\epsilon}^\top) (B^{-1})^\top \right\},
\]
Note that by Lemma 8.5 in [18],

\[
\left\| \text{Diag} \left\{ \frac{1}{n} \sum_{i=1}^{n} (\xi_i \xi_i^\top - \bar{\xi} \bar{\xi}^\top) \right\} - \Sigma \right\|_2 \lesssim \sqrt{\frac{\log n}{n}},
\]

and

\[
\left\| \text{Diag} \left\{ \frac{2}{n} \sum_{i=1}^{n} (\xi_i e_i^\top - \bar{\xi} e_{\bar{\xi}}^\top) (B^{-1})^\top \right\} \right\|_2 \\
\leq \sqrt{\frac{\log n}{n}} \sup_m \sqrt{\sum_{j=1}^{M} \lambda_j \psi_j(t_m) \psi_j(t_m) \sup_m \left[ \sum_{j=M+1}^{\infty} \lambda_j \psi_j(t_m) \psi_j(t_m) \right]}
\times \left\| \text{Diag} \left\{ I_M (B^{-1})^\top \right\} \right\|_2
\]

and

\[
\left\| \text{Diag} \left\{ \frac{1}{n} \sum_{i=1}^{n} B^{-1} (e_i e_i^\top - \bar{e} \bar{e}^\top) (B^{-1})^\top \right\} \right\|_2 \\
\leq \left( 1 + \sqrt{\frac{\log n}{n}} \right) \sup_{m, m'} \sum_{j=M+1}^{\infty} \lambda_j \psi_j(t_m) \psi_j(t_{m'}) \left\| \text{Diag} \left\{ B^{-1} I_M (B^{-1})^\top \right\} \right\|_2
\]
with probability at least $1 - 1/n$ separately. Then we have

$$
\| \hat{\Sigma} - \Sigma \|_2 \\
\lesssim \sqrt{\frac{\log n}{n}} + \sqrt{\frac{\log n}{n}} \sup_m \sqrt{\sum_{j=1}^{M} \lambda_j \psi_j(t_m) \psi_j(t_m)} \sup_m \sqrt{\sum_{j=M+1}^{\infty} \lambda_j \psi_j(t_m) \psi_j(t_m)} \\
\times \left( 1 + \sqrt{\frac{\log n}{n}} \right) \sup_{m,m'} \sum_{j=M+1}^{\infty} \lambda_j \psi_j(t_m) \psi_j(t_{m'}) \| \text{Diag} \left\{ B^{-1} I_M (B^{-1})^\top \right\} \|_2 \\
= \sqrt{\frac{\log n}{n}} \left( 1 + \sup_m \sqrt{\sum_{j=1}^{M} \lambda_j \psi_j(t_m) \psi_j(t_m)} \right) \sup_{1 \leq j \leq M} \left( \sum_{m=1}^{M} \psi_j(t_m) \right)^2 \\
\times \left( 1 + \sqrt{\frac{\log n}{n}} \right) \sup_{m,m'} \sum_{j=M+1}^{\infty} \lambda_j \psi_j(t_m) \psi_j(t_{m'}) \sup_{1 \leq j \leq M} \left( \sum_{m=1}^{M} \psi_j(t_m) \right)^2,
$$

with probability at least $1 - 3/n$.

Thus

$$
\| \hat{\Sigma} - \Sigma \|_2 \lesssim \sqrt{\frac{\log n}{n}} + \sqrt{\frac{\log n}{n}} \frac{1}{\sqrt{M}} \sqrt{\sum_{j=M+1}^{\infty} \lambda_j} \left( 1 + \sqrt{\frac{\log n}{n}} \right) \sum_{j=M+1}^{\infty} \lambda_j \\
\times \sqrt{\frac{\log n}{n}} + \sum_{j=M+1}^{\infty} \lambda_j \lesssim \sqrt{\frac{\log n}{n}} + f_2(M),
$$

with probability at least $1 - 3/n$. Hence, the result can be easily derived from the proof of Lemma C.11.

Let $M(z) = Q(z; \theta) - \hat{Q}(z; \theta)$ and $\Delta_M(z) = \sqrt{\frac{J \log n}{n}} (||D||_F + ||\beta||_2)$.

**Lemma C.13.** We have $P \left( M(z) \lesssim \Delta_M(z) \right) \geq 1 - O(1/n)$. 

---
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Proof. Given the definition of $Q(z; \theta)$ in (4.2) and $\hat{Q}(z; \theta)$, we have

$$M(z)$$

$$= \left\{ (z - \mu_1)^\top D(z - \mu_1) - (z - \hat{\mu}_1)^\top \hat{D}(z - \hat{\mu}_1) \right\} + \left\{ 2\beta^\top (z - \hat{\mu}) - 2\beta^\top (z - \mu) \right\}$$

$$+ \log |\hat{D}\hat{\Sigma}_1 + I_j| - \log |D\Sigma_1 + I_j| + 2 \log (\pi_1/\pi_2) - 2 \log (\tilde{\pi}_1/\tilde{\pi}_2)$$

$$= \left\{ (z - \mu_1)^\top D(z - \mu_1) - (z - \hat{\mu}_1)^\top \hat{D}(z - \hat{\mu}_1) \right\} - \text{tr} \left( \Sigma_1^{1/2}(\hat{D} - D)\Sigma_1^{1/2} \right)$$

$$+ \left\{ 2\beta^\top (z - \hat{\mu}) - 2\beta^\top (z - \mu) \right\}$$

$$+ \log |\hat{D}\hat{\Sigma}_1 + I_j| - \log |D\Sigma_1 + I_j| + \text{tr} \left( \Sigma_1^{1/2}(\hat{D} - D)\Sigma_1^{1/2} \right)$$

$$+ 2 \log (\pi_1/\pi_2) - 2 \log (\tilde{\pi}_1/\tilde{\pi}_2)$$

$$= \Xi_1 + \Xi_2 + \Xi_3 + \Xi_4$$

Without loss of generality, assuming $z \sim \mathcal{N}(\mu_1, \Sigma_1)$. First, we shall bound $\Xi_1$. Note that

$$(z - \mu_1)^\top D(z - \mu_1) - (z - \hat{\mu}_1)^\top \hat{D}(z - \hat{\mu}_1)$$

$$= (z - \mu_1)^\top D(z - \mu_1) - (z - \hat{\mu}_1)^\top D(z - \hat{\mu}_1) + (z - \hat{\mu}_1)^\top (\hat{D} - D)(z - \hat{\mu}_1)$$

$$= 2(\mu_1 - \hat{\mu}_1)^\top Dz + (\mu_1 - \hat{\mu}_1)^\top D(\mu_1 - \hat{\mu}_1) + (z - \hat{\mu}_1)^\top (\hat{D} - D)(z - \hat{\mu}_1)$$

$$\leq 2\sqrt{(\mu_1 - \hat{\mu}_1)^\top D(\mu_1 - \hat{\mu}_1)} \sqrt{z^\top Dz} + (\mu_1 - \hat{\mu}_1)^\top D(\mu_1 - \hat{\mu}_1)$$

$$+ (z - \hat{\mu}_1)^\top (\hat{D} - D)(z - \hat{\mu}_1)$$

$$= I_1 + I_2 + I_3$$

According to Gaussian Chaos, since $\hat{\mu}_1 - \mu_1 \sim \mathcal{N}(0, \frac{1}{n}\Sigma_1)$, $E \left\{ (\mu_1 - \hat{\mu}_1)^\top D(\mu_1 - \hat{\mu}_1) \right\} = n^{-1} \sum_{j=1}^{J} (\epsilon_j - 1)$, and $\epsilon_j = \lambda_j^{(1)} / \lambda_j^{(2)}$, we have

$$P \left( (\mu_1 - \hat{\mu}_1)^\top D(\mu_1 - \hat{\mu}_1) > 2 \left\| \frac{1}{n}(\text{diag}(\epsilon_1, \ldots, \epsilon_J) - I_J) \right\|_F \sqrt{x} 
+ 2 \left\| \frac{1}{n}(\text{diag}(\epsilon_1, \ldots, \epsilon_J) - I_J) \right\|_2 \sqrt{x + \sum_{j=1}^{J} \frac{\epsilon_j - 1}{n}} \right) \leq \exp(-x)$$

153
Since \( \frac{1}{n} \| (\text{diag}(\epsilon_1, \ldots, \epsilon_J) - I_J) \|_F = \frac{1}{n} \sqrt{\sum_{j=1}^{J} (\epsilon_j - 1)^2} \) and \( \frac{1}{n} \| (\text{diag}(\epsilon_1, \ldots, \epsilon_J) - I_J) \|_2 = \frac{1}{n} \max_j (\epsilon_j - 1) \). Therefore, take \( x = \log n \), we have

\[
I_2 = (\mu_1 - \hat{\mu}_1)^\top D (\mu_1 - \hat{\mu}_1) \lesssim \frac{\sqrt{\log n}}{n} \| D \Sigma_1 \|_F + \frac{\log n}{n} + \frac{1}{n} \text{tr} (D \Sigma_1) \lesssim \frac{\sqrt{J}}{n} \| D \Sigma_1 \|_F
\]

with probability at least \( 1 - 1/n \). Note that

\[
z^\top D z = (z - \mu_1)^\top D (z - \mu_1) + 2 \mu_1^\top D (z - \mu_1) + \mu_1^\top D \mu_1
\]

Since \( z - \mu_1 \sim \mathcal{N}(0, \Sigma_1) \), and we have \( E \{ (z - \mu_1)^\top D (z - \mu_1) \} = \sum_{j=1}^{J} (\epsilon_j - 1) \), Thus

\[
(z - \mu_1)^\top D (z - \mu_1) \lesssim \sqrt{\log n} \| D \Sigma_1 \|_F + \log n + \text{tr} (D \Sigma_1) \lesssim \sqrt{J} \| D \Sigma_1 \|_F
\]

with probability at least \( 1 - 1/n \). Note that \( 2 \mu_1^\top D (z - \mu_1) \sim \mathcal{N}(0, 4 \sum_{j=1}^{J} \frac{\mu_1^2}{\lambda_j^2} (\epsilon_j - 1)^2) \), we have \( \mu_1^\top D (z - \mu_1) \lesssim \| D \Sigma_1 \|_F \sqrt{\log n} \) with probability at least \( 1 - O(1/n) \). Since \( \mu_1^\top D \mu_1 \leq \| \Sigma_1^{-1/2} \mu_1 \|_2^2 \| D \Sigma_1 \|_F \), we have \( z^\top D z \lesssim \sqrt{J} \| D \Sigma_1 \|_F \) with probability at least \( 1 - O(1/n) \). Thus

\[
I_1 = 2 \sqrt{\mu_1^\top D (\mu_1 - \hat{\mu}_1) \sqrt{z^\top D z}} \lesssim \sqrt{\frac{J}{n}} \| D \Sigma_1 \|_F.
\]
Denote the diagonal matrix $\Sigma_1^{1/2}(\hat{D} - D)\Sigma_1^{1/2} = \text{diag}(\rho_1, \ldots, \rho_J)$, and $z_0 = (z_{01}, \ldots, z_{0J})^T \sim N(0, I_J)$ are independent standard normally distributed random variables, then we have

$$I_3 - tr \left( \Sigma_1^{1/2}(\hat{D} - D)\Sigma_1^{1/2} \right) = \left( z - \hat{\mu}_1 \right)^T(\hat{D} - D)(z - \hat{\mu}_1) - tr \left( \Sigma_1^{1/2}(\hat{D} - D)\Sigma_1^{1/2} \right)$$

$$= (1 + \frac{1}{n})z_0^T(S_1^{1/2}(\hat{D} - D)S_1^{1/2})z_0 - tr \left( \Sigma_1^{1/2}(\hat{D} - D)\Sigma_1^{1/2} \right)$$

$$= (1 + \frac{1}{n})\sum_{j=1}^J \rho_j(z_{0j}^2 - 1) + \frac{1}{n}\sum_{j=1}^J \rho_j$$

$$\lesssim (1 + \frac{1}{n})\sqrt{\frac{J\log n}{n}} + \frac{1}{n}\|\hat{D} - D\|_F\|\Sigma_1\|_2$$

$$\lesssim \sqrt{\frac{J\log n}{n}}(\|D\Sigma_1\|_F + \|D\Sigma_2\|_F)$$

with probability at least $1 - O(1/n)$, where the second last inequality comes from Gaussian Chaos and the last inequality comes from Lemma C.11. Combining (C1), (C2) and (C3),

$$\Xi_1 \lesssim \sqrt{\frac{J\log n}{n}}(\|D\Sigma_1\|_F + \|D\Sigma_2\|_F). \quad (C3)$$

Secondly, by Lemma C.11, with probability at least $1 - O(1/n)$, we have

$$\Xi_2 = |2\hat{\beta}(z - \hat{\mu}) - 2\beta(z - \hat{\mu})| = |2(\hat{\beta} - \beta)(z - \hat{\mu}) - \beta(\hat{\mu} - \mu)|$$

$$\leq 2\|\hat{\beta} - \beta\|_2\|z - \hat{\mu}\|_2 + \|\beta\|_2\|\hat{\mu} - \mu\|_2$$

$$\lesssim \sqrt{\frac{J\log n}{n}}\|\beta\|_2. \quad (C4)$$

Thirdly, we have

$$\log |D\Sigma_1 + I_J| - \log |\hat{D}\hat{\Sigma}_1 + I_J|$$

$$\leq tr \left\{ (D\Sigma_1 + I_J)^{-1}(D\Sigma_1 - \hat{D}\hat{\Sigma}_1) \right\}$$

$$= tr \left\{ -D\Sigma_2(D\Sigma_1 - \hat{D}\hat{\Sigma}_1) \right\} + tr(D\Sigma_1 - \hat{D}\hat{\Sigma}_1)$$

$$\leq \|D\Sigma_2\|_F\|D\Sigma_1 - \hat{D}\hat{\Sigma}_1\|_F + tr(\hat{D}\Sigma_1 - \hat{D}\hat{\Sigma}_1) + tr(D\Sigma_1 - \hat{D}\hat{\Sigma}_1).$$
Since with probability at least \(1 - O(1/n)\),
\[
\|D\Sigma_2\|_F \|D\Sigma_1 - \hat{D}\hat{\Sigma}_1\|_F \\
\leq \|D\Sigma_2\|_F \left(\|(\Sigma_1 - \hat{\Sigma}_1)\hat{D}\|_F + \|\Sigma_1(\hat{D} - D)\|_F\right) \\
\leq \|D\Sigma_2\|_F \left(\|(\Sigma_1 - \hat{\Sigma}_1)(\hat{D} - D)\|_F + \|(\Sigma_1 - \hat{\Sigma}_1)D\|_F + \|\Sigma_1(\hat{D} - D)\|_F\right) \\
\lesssim \sqrt{\frac{J \log n}{n}} \left(\|D\Sigma_1\|_F \|D\Sigma_2\|_F + \|D\Sigma_2\|_F^2\right)
\]
and with probability at least \(1 - O(1/n)\),
\[
\text{tr}(\hat{D}\Sigma_1 - \hat{D}\hat{\Sigma}_1) \leq \|\hat{D}\Sigma_1\|_F \|L_J - \hat{\Sigma}_1 \Sigma_1^{-1}\|_F \\
\leq \|(\hat{D} - D)\Sigma_1\|_F \|\Sigma_1 - \hat{\Sigma}_1\|_F + \|D\Sigma_1\|_F \|\Sigma_1 - \hat{\Sigma}_1\|_F \\
\leq \|\hat{D} - D\|_F \|\Sigma_1\|_\infty \|\Sigma_1 - \hat{\Sigma}_1\|_F + \|D\Sigma_1\|_F \|\Sigma_1 - \hat{\Sigma}_1\|_F \\
\lesssim \sqrt{\frac{J \log n}{n}} \left\{\sqrt{\frac{J \log n}{n}} \left(\|D\Sigma_1\|_F + \|D\Sigma_2\|_F\right) + \|D\Sigma_1\|_F\right\} \\
\lesssim \sqrt{\frac{J \log n}{n}} \|D\Sigma_1\|_F + \frac{J \log n}{n} \|D\Sigma_2\|_F
\]
and
\[
\text{tr}(D\Sigma_1 - \hat{D}\Sigma_1) \leq \|D - \hat{D}\|_F \|\Sigma_1\|_F \lesssim \sqrt{\frac{J \log n}{n}} \left(\|D\Sigma_1\|_F + \|D\Sigma_2\|_F\right).
\]
Note that \(\text{tr} \left(\Sigma_1^{1/2} (D - \hat{D}) \Sigma_1^{1/2}\right) = \text{tr}(D\Sigma_1 - \hat{D}\Sigma_1)\), hence we have with probability at least \(1 - O(1/n)\)
\[
\Xi_3 \lesssim \sqrt{\frac{J \log n}{n}} \left(\|D\Sigma_1\|_F + \|D\Sigma_2\|_F\right) \quad \text{(C5)}
\]
Lastly, by Hoeffding inequality, we have \(\hat{\pi}_k - \pi_k \lesssim \sqrt{\frac{\log n}{n}}\) with probability at least \(1 - O(1/n)\), \(k = 1, 2\). Thus
\[
\Xi_4 = \left|\log \left(\frac{\pi_1}{\pi_2}\right) - \log \left(\frac{\hat{\pi}_1}{\pi_2}\right)\right| \lesssim \left|\log(\hat{\pi}_1 - \pi_1)\right| + \left|\log(\hat{\pi}_2 - \pi_2)\right| \lesssim \sqrt{\frac{\log n}{n}} \quad \text{(C6)}
\]
in probability \(1 - O(1/n)\).
Combining (C3) to (C6), the lemma has been proved.

**Lemma C.14.** Denote $f_{Q(z)}(t)$ the probability density function of $Q(z)$. When $\Delta_M(z) = o(1)$, we have

$$\int_0^{C\Delta_M(z)} (1 - e^{-t}) f_{Q(z)}(t) dt \lesssim \Delta_M(z) \int_0^{C\Delta_M(z)} f_{Q(z)}(t) dt \lesssim \Delta^2_M(z).$$

When $\Delta_M(z) = O(1)$ or $\Delta_M(z) = \infty$, we have

$$\int_0^{C\Delta_M(z)} (1 - e^{-t}) f_{Q(z)}(t) dt \lesssim \int_0^{C\Delta_M(z)} f_{Q(z)}(t) dt \lesssim \Delta_M(z).$$

**Proof.** Without loss of generality, assuming $z \sim \mathcal{N}(\mu_1, \Sigma_1)$. By simple calculation, we have

$$Q(z) = \sum_{j=1}^J (\epsilon_j - 1) \chi^2(\delta_j^2) - \sum_{j=1}^J \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}} (\epsilon_j - 1)^{-1} - \sum_{j=1}^J \log \epsilon_j, \quad (C7)$$

where $\chi^2(\delta_j^2) = h_j^2$, such that $h_j \sim \mathcal{N}(\delta_j, 1)$, where $\delta_j = \frac{\mu_{j1} - \mu_{j2}}{(\lambda_j^{(2)})^{1/2}} \epsilon_j^{1/2}$. Denote $q_z = \sum_{j=1}^J (\epsilon_j - 1) \chi_j^2(\delta_j)$. To estimate the density of $q_z$, without loss of generality, we assume that $\epsilon_1 - 1 \geq \epsilon_2 - 1 \geq \cdots \geq 0$, otherwise, $q_z$ can always be represented as the subtraction of two linear combinations of non-central chi-square random variables with positive coefficients, whose density function can be derived by convolution, thus, the boundedness of the density can be obtained by this simple case. As suggested in [68], define

$$A_k = \sum_{j=1}^J \left\{ (\epsilon_j - 1)^k + k(\epsilon_j - 1)^{k-1} \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}} + (\epsilon_j - 1)^{k-2} \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}} \right\},$$

then $\mu_q := E(q_z) = \sum_{j=1}^J \left\{ \epsilon_j - 1 + \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}} + \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}} (\epsilon_j - 1)^{-1} \right\}$ and

$$\sigma_q := SD(q_z) = \sqrt{2 \sum_{j=1}^J \left\{ (\epsilon_j - 1)^2 + 2 \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}} \epsilon_j \right\}}.$$

Define $s_1^2 = A_3 A_2^{-3}$ and $s_2 = A_4 A_2^{-2}$. 
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i) When $s_1^2 > s_2$, define $\mu_x = \frac{s_1^2 - s_2^2}{s_1 - s_1^2 - s_2^2}$, $\sigma_x = \frac{s_1^2 - s_2^2}{s_1 - s_1^2 - s_2^2}$, $D_q = \frac{\sigma_x}{\sigma_q} - \sigma_q$ and $U_q = \frac{\sqrt{s_1^2 - s_2^2}}{(s_1^2 - s_2^2)^2}$. Denote $\gamma = \frac{s_1 - s_2^2}{s_1 - s_1^2 - s_2^2}$. Then, the probability density function of $q_x$ is approximately by noncentral chi-square distribution with noncentrality parameter $U_q$ and degree of freedom $\gamma$ as following

$$f_q(t) = \frac{\sigma_x}{2\sigma_q} \exp \left( -\frac{K_q + U_q}{2} \right) \left( \frac{K_q}{U_q} \right)^{\gamma/2 - 1/2} I_{\gamma/2 - \gamma}(\sqrt{U_qK_q}),$$

where $K_q = \frac{\gamma}{\sigma_x}(t + D_q)$, $I_{\gamma/2 - \gamma}(\cdot)$ is a modified Bessel function. Note that

$$f_q(t) \leq \frac{\sigma_x}{2\sigma_q} U_q^{1/2 - \gamma/4} \exp \left( -\frac{U_q + K_q}{2} \right) K_q^{\gamma/4 - 1/2} \times (U_qK_q)^{\gamma/4 - 1/2} \exp \left( \sqrt{U_qK_q} \right) 2^{1 - \gamma/2} \Gamma^{-1}(\gamma/2 - 1) \leq \frac{\sigma_x}{2\pi\sigma_q} \Gamma^{-1}(\gamma/2 - 1) \exp \left\{ -(U_q + K_q)/2 + \sqrt{U_qK_q} \right\}.$$

The second last inequality is obtained from [74] and Bessel function has the inequality $1 < \Gamma(\nu + 1) \left( \frac{2}{\pi} \right)^\nu I_\nu(x) < \cosh x \leq e^x$, where $\nu > -1/2$, $x > 0$. Here we can still find that $f_q(t)$ has lower bound $\frac{\sigma_x}{2\pi\sigma_q} \Gamma^{-1}(\gamma/2 - 1) \exp \left\{ -(U_q + K_q)/2 \right\}$, which will be used later. Then we have

$$f_Q(z)(t) \leq \frac{\sigma_x}{2\pi\sigma_q} \Gamma^{-1}(\gamma/2 - 1) \exp \left\{ -\frac{\sigma_x L_j}{2\sigma_q} - \frac{K_q + U_q}{2} + \sqrt{U_q \left( K_q + \frac{\sigma_x}{\sigma_q} L_j \right) \right\},$$

where $L_j = \sum_{j=1}^J \frac{(\mu_{j+1} - \mu_j)^2}{\lambda_j^2} (\epsilon_j - 1) + \sum_{j=1}^J \log \epsilon_j$. The upper bound is a function increasing when $t < \frac{\sigma_x}{\sigma_q} U_q - D_q - L_j$, and decreasing otherwise. When $t = \frac{\sigma_x}{\sigma_q} U_q - D_q - L_j$, the global maximal value of density is $\frac{\sigma_x}{2\pi\sigma_q} \Gamma^{-1}(\gamma/2 - 1)$.

When $\Delta_M(z) = o(1)$, then

$$\int_0^{C\Delta_M(z)} (1 - e^{-t}) f_Q(z)(t) dt \lesssim \Delta_M(z) \int_0^{C\Delta_M(z)} f_Q(z)(t) dt \lesssim \Delta_M(z) \frac{\sigma_x}{2\pi\Gamma(\frac{\gamma}{2} - 1)};$$
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otherwise
\[
\int_0^{\Delta M(z)} (1 - e^{-t}) f_{Q(z)}(t) dt \lesssim \int_0^{\Delta M(z)} f_{Q(z)}(t) dt \lesssim \Delta M(z) \frac{\sigma}{\sigma_q} \frac{1}{2^{\gamma/2} \Gamma(\gamma/2)}.
\]

ii) When \( s_1^2 \leq s_2 \), noncentrality parameter \( U_q = 0 \), \( \gamma = s_1^{-2} \). The probability density function of \( q_z \) is
\[
f_q(t) = \frac{\sigma}{\sigma_q} \frac{1}{2^{\gamma/2} \Gamma(\gamma/2)} \exp\left(-K_q/2\right) K_q^{\gamma/2-1}.
\]
Note that \( \frac{\sigma}{\sigma_q} (q_z + D_q) \sim \chi^2_\gamma \). Given the parameter space \( \Theta \), scale parameter \( \sigma/\sigma_q < \infty \), thus \( f_q(t) < \infty \) when \( s_1^2 \leq s_2 \).

Hence, when \( \Delta M(z) \to 0 \), we have
\[
\int_0^{\Delta M(z)} (1 - e^{-t}) f_{Q(z)}(t) dt \lesssim \Delta M(z) \int_0^{\Delta M(z)} f_{Q(z)}(t) dt \lesssim \Delta M(z) \frac{\sigma}{\sigma_q} \frac{1}{\sqrt{4\pi \gamma}} \lesssim \Delta M(z),
\]
otherwise we have
\[
\int_0^{\Delta M(z)} (1 - e^{-t}) f_{Q(z)}(t) dt \lesssim \int_0^{\Delta M(z)} f_{Q(z)}(t) dt \lesssim \Delta M(z) \frac{\sigma}{\sigma_q} \frac{1}{\sqrt{4\pi \gamma}} \lesssim \Delta M(z).
\]

\[ \square \]

**Lemma C.15.** Consider parameter space \( \Theta \), we have
\[
\sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}_J) - R_\theta(G^*_\theta) \right] \lesssim \frac{J \log n}{n} + g(J; \Theta),
\]
where \( \hat{G}_J \) is the proposed classifier for first \( J \) scores. Thus we can easily conclude the least upper bound
\[
\inf_{\hat{G}} \sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}) - R_\theta(G^*_\theta) \right] \lesssim \frac{J^* \log n}{n},
\]
where \( J^* \) satisfies \( \frac{J^* \log n}{n} = g(J^*; \Theta) \).
Proof. Without loss of generality, assuming \( z \sim \mathcal{N}(\mu_1, \Sigma_1) \).

\[
R_{\theta}(G_J) - R_{\theta}(G^*_J)
\]

\[
= \frac{1}{2} \int_{Q(z) > 0} \frac{\pi_1}{(2\pi)^{p/2} |\Sigma_1|^{1/2}} e^{-1/2(z - \mu_1)^\top \Sigma_1^{-1}(z - \mu_1)} dz
+ \frac{1}{2} \int_{Q(z) \leq 0} \frac{\pi_2}{(2\pi)^{p/2} |\Sigma_2|^{1/2}} e^{-1/2(z - \mu_2)^\top \Sigma_2^{-1}(z - \mu_2)} dz
- \frac{1}{2} \int_{Q(z) > 0} \frac{\pi_1}{(2\pi)^{p/2} |\Sigma_1|^{1/2}} e^{-1/2(z - \mu_1)^\top \Sigma_1^{-1}(z - \mu_1)} dz
- \frac{1}{2} \int_{Q(z) \leq 0} \frac{\pi_2}{(2\pi)^{p/2} |\Sigma_2|^{1/2}} e^{-1/2(z - \mu_2)^\top \Sigma_2^{-1}(z - \mu_2)} dz
\]

\[
\leq \frac{1}{2} \int_{Q(z) > 0, Q(z) \leq Q(z) - \tilde{Q}(z)} \frac{1}{(2\pi)^{p/2} |\Sigma_1|^{1/2}} e^{-1/2(z - \mu_1)^\top \Sigma_1^{-1}(z - \mu_1) - \log |\Sigma_1|/2} (1 - e^{-Q(z)}) \, dz
\]

\[
= \frac{1}{2} E_{z \sim \mathcal{N}(\mu_1, \Sigma_1)} \left\{ (1 - e^{-Q(z)}) I \{ 0 < Q(z) \leq M(z) \} I (M(z) \lesssim \Delta_M(z)) \right\}
+ \frac{1}{2} E_{z \sim \mathcal{N}(\mu_1, \Sigma_1)} \left\{ (1 - e^{-Q(z)}) I \{ 0 < Q(z) \leq M(z) \} I (M(z) \gtrsim \Delta_M(z)) \right\}
\]

\[
\lesssim E_{z \sim \mathcal{N}(\mu_1, \Sigma_1)} \left\{ (1 - e^{-Q(z)}) I \{ 0 < Q(z) \lesssim \Delta_M(z) \} \right\} + n^{-1}.
\]

By Lemma C.13, we have \( P \{ M(z) \lesssim \Delta_M(z) \} = 1 - O(1/n) \). Hence, \( R_{\theta}(G_J) - R_{\theta}(G^*_J) \lesssim \int_0^{C_{M(z)}} (1 - e^{-t}) f_Q(z)(t) \, dt + n^{-1} \). By Lemma C.14 we have

\[
R_{\theta}(G_J) - R_{\theta}(G^*_J) \lesssim \frac{J \log n}{n}. \quad (C8)
\]

Next, we approximate the first \( J \) scores and the whole process. Note that

\[
R_{\theta}(G^*_J) - R_{\theta}(G^*_0) \lesssim P(Q_\infty(Z) > 0) - P(Q(z) > 0) = \int_0^\infty (f_\infty(t) - f_Q(z)(t)) \, dt,
\]
where $f_\infty$ is the density function of $Q_\infty$. Denote

$$R_J = Q_\infty - Q_J = \sum_{j=J+1}^{\infty} (\epsilon_j - 1) \chi^2(\delta_j^2) - \sum_{j=J+1}^{\infty} \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}} (\epsilon_j - 1) - \sum_{j=J+1}^{\infty} \log \epsilon_j.$$  

Then we have

$$P(Q_\infty > 0) - P(Q_J > 0)$$

$$= P(Q_\infty > 0) - P(Q_\infty > R_J) = P(Q_\infty > 0) - E[P(Q_\infty > R_J | R_J)]$$

$$= \left(1 - \int_{-\infty}^{0} f_\infty(t) dt\right) - E\left(1 - \int_{-\infty}^{R_J} f_\infty(t) dt\right) = E\left(\int_{0}^{R_J} f_\infty(t) dt\right).$$

When $0 < f_\infty(t) < \infty$, we have

$$E\left(\int_{0}^{R_J} f_\infty(t) dt\right) \approx E(R_J).$$

Recall in (C7), $\chi^2(\delta_j^2) = h_j^2$ and $h_j \sim N(\delta_j, 1)$, we have $E(R_J) = \sum_{j=J+1}^{\infty} (\epsilon_j - 1 - \log \epsilon_j) + \sum_{j=J+1}^{\infty} \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}}$. Given parameter space $\Theta$, $\epsilon_j$’s are constants for any $j \in \mathbb{N}$, we have

$$E(R_J) \approx \sum_{j=J+1}^{\infty} (\epsilon_j - 1)^2 + \sum_{j=J+1}^{\infty} \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}}.$$  

Hence, we have

$$R_\theta(G_\theta^*) - R_\theta(G_\theta^*) \approx \sum_{j=J+1}^{\infty} (\epsilon_j - 1)^2 + \sum_{j=J+1}^{\infty} \frac{(\mu_{j1} - \mu_{j2})^2}{\lambda_j^{(2)}}. \quad (C9)$$

Hence, by (C8) and (C9), we have

$$\inf_{G} \sup_{\theta \in \Theta} E\left[R_\theta(\hat{G}) - R_\theta(G_\theta^*)\right]$$

$$= \inf_{G} \sup_{\theta \in \Theta} E\left[R_\theta(\hat{G}) - R_\theta(G_\theta^*)\right] + \sup_{\theta \in \Theta} [R_\theta(G_\theta^*) - R_\theta(G_\theta^*)] \lesssim \frac{J \log n}{n} + g(J; \Theta).$$

\(\square\)

**Lemma C.16.** For some $n$ large enough and absolute constants $C_{11}$ and $C_{12}$,

i) When $M \leq M^*$, there exists a $J_1^* \equiv J_1^*(M, n) \leq M$ being the unique solution of $C_{11}f(M) = g(J; \Theta)/J$, where $f(M) = f_1^2(M) \vee f_2^2(M)$ for each $M \geq 1$;
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ii) When \( M > M^* \), there exists a \( J^*_2 \equiv J^*_2(M, n) \leq M \) being the unique solution of \( C_{12} \log n/n = g(J; \Theta)/J \).

**Proof.** First, note that \( f(x) \) and \( g(x; \Theta)/x \) are two monotone decreasing functions which converge to 0 as \( x \to \infty \).

When \( M \leq M^* \), \( \log n/n = o(f(M)) \), thus \( f(M) \) dominates the MER for the first \( J \) scores. Without loss of generality, we assume \( g(1; \Theta) \geq f(1) \), since \( g(1; \Theta) \) and \( f(1) \) are both absolute constants, we can always realize it by rescaling. For any fixed \( M \), if \( f(M) \geq g(M; \Theta)/M \), there must be a \( J^*_1 \) such that \( f(M) = g(J^*_1; \Theta)/J^*_1 \); Otherwise, there exists a constant \( r_{11} > 1 \), such that \( f(M) \geq g(r_{11}M; \Theta)/(r_{11}M) \). Let \( h(r) = g(rM; \Theta)/g(M; \Theta) \), \( r > 1 \), then it’s easy to see that \( h(r) \) is a monotone decreasing function of \( r \), when \( r = r_{11} \), there exists a \( r_{12} > 1 \), such that \( h(r_{11}) \geq r_{12} \). Thus we have \( r_{11}f(M) \geq r_{12}g(M; \Theta)/M \), i.e. \( r_1f(M) \geq g(M; \Theta)/M \), where \( r_1 = r_{11}/r_{12} \).

When \( M > M^* \), \( \log n/n \) dominates the MER for the first \( J \) scores. For some large \( n \), \( \log n/n < g(1; \Theta) \) is naturally satisfied. For any fixed \( n \) and \( M \), if \( \log n/n \geq g(M; \Theta)/M \), there must be a \( J^*_2 \) such that \( \log n/n = g(J^*_2; \Theta)/J^*_2 \); Otherwise, since \( f(M) < \log n/n < g(M; \Theta)/M \), we can get the similar result with another constant \( r_2 \) such that \( r_2 \log n/n \geq g(M; \Theta)/M \).

C.2 Proof of Theorem 4.1

**Proof.** Theorem 4.1 can be derived easily from Lemma C.15.

C.3 Proof of Proposition 4.1

**Proof.** Consider parameter space \( \Theta(\alpha) \), for any \( \theta \in \Theta(\alpha) \), we have

\[
\sum_{j=J+1}^{\infty} (\epsilon_j - 1)^2 \asymp \sum_{j=J+1}^{\infty} j^{-a} \asymp \int_{J+1}^{\infty} t^{-a} dt = (a-1)^{-1}(J+1)^{1-a}
\]
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and
\[ \sum_{j=J+1}^{\infty} \left( \frac{\mu_{j1} - \mu_{j2}}{\lambda_j^{(2)}} \right)^2 \sum_{j=J+1}^{\infty} j^{-b} \times \int_{J+1}^{\infty} t^{-b} dt = (b-1)^{-1}(J+1)^{1-b}. \]

Since \( a, b > \alpha \),
\[ g(J; \Theta) = \sup_{a,b} \{ (a-1)^{-1}(J+1)^{1-a} + (b-1)^{-1}(J+1)^{1-b} \} \ll J^{-(\alpha-1)}. \]

\[ \Box \]

C.4 Proof of Theorem 4.2

**Proof.** For any \( 3 \leq \ell_1 < \ell_2 < \ell_3 < J \), define the following partial summations based on the definitions in the proof of Lemma C.14.

\[ A_k(\ell_1, \ell_2) = \sum_{j=\ell_1}^{\ell_2} (\varepsilon_j - 1)^k + k(\varepsilon_j - 1)^{k-1} \left( \frac{\mu_{j1} - \mu_{j2}}{\lambda_j^{(2)}} \right) + (\varepsilon_j - 1)^{k-2} \left( \frac{\mu_{j1} - \mu_{j2}}{\lambda_j^{(2)}} \right)^2, \]

\[ s_1^2(\ell_1, \ell_2) = A_3^2(\ell_1, \ell_2), s_2(\ell_1, \ell_2) = A_4(\ell_1, \ell_2), \]

\[ \sigma_x(\ell_1, \ell_2) = \frac{\sqrt{2}}{s_1(\ell_1, \ell_2) - s_2(\ell_1, \ell_2)}, \sigma_q(\ell_1, \ell_2) = \sqrt{2} \sum_{j=\ell_1}^{\ell_2} (\varepsilon_j - 1)^2 + 2 \frac{\Delta \mu_j^2}{\lambda_j^{(2)}} \varepsilon_j, \]

\[ D_q(\ell_1, \ell_2) = \frac{\mu_x(\ell_1, \ell_2)}{\sigma_x(\ell_1, \ell_2)} \sigma_q(\ell_1, \ell_2) - \mu_q(\ell_1, \ell_2), U_q(\ell_1, \ell_2) = \frac{\sqrt{s_1^2(\ell_1, \ell_2) - s_2(\ell_1, \ell_2)}}{(s_1(\ell_1, \ell_2) - s_2(\ell_1, \ell_2))^{3}}, \gamma(\ell_1, \ell_2) = \frac{s_1(\ell_1, \ell_2) - 3 \sqrt{s_1^2(\ell_1, \ell_2) - s_2(\ell_1, \ell_2)}}{(s_1(\ell_1, \ell_2) - s_2(\ell_1, \ell_2))^{3}}, \]

Define a particular parameter space for \( \{\lambda_j\}_{j=1}^J \),

\[ B_j = \left\{ \{\lambda_j\}_{j=1}^J : R_3, \ell_1 \exp \left( \frac{-U_q(3, \ell_1) - \sum_{j=3}^{\ell_1} \lambda_j}{2} \right) \right\} > c_0^{-1}, \ell_1 < J^*/2, \]

\[ \ell_2 - \ell_1, \ell_3 - \ell_2 \geq J^*/2 \}. \]
where \( R_{\ell_1,\ell_2} = \frac{\sigma_{\chi}(\ell_1,\ell_2)\sigma_q^{-1}(\ell_1,\ell_2)}{2^{(\gamma_{\ell_1,\ell_2})/2}} \Gamma(\gamma_{\ell_1,\ell_2}/2-1) \), \( H_{\ell_1,\ell_2} = U_q(\ell_1,\ell_2) + \sigma_{\chi}(\ell_1,\ell_2)\sigma_q^{-1}(\ell_1,\ell_2)(\sum_{j=\ell_1}^{\ell_2} \lambda_j + 1) \) and

\[
c_0 = \inf_{3 \leq \ell_1,\ell_2,\ell_3 \leq J} R_{\ell_1,\ell_2} R_{\ell_2,\ell_3} \exp \left\{ - \frac{H_{\ell_1,\ell_2} - H_{\ell_2,\ell_3} - \sigma_{\chi}(\ell_2,\ell_3)\sigma_q^{-1}(\ell_2,\ell_3)(\sum_{j=\ell_1}^{\ell_3} \lambda_j + 1)}{2} \right\}
\]
(C10)

is a constant. Let \( e_j \) be the vector with \( j \)-th element 1 and 0 otherwise. Let \( E_j \) be the diagonal matrix with \( j \)-th diagonal element 1 and 0 otherwise. Let \( \tau_1, \tilde{\tau}_1, \tilde{\tau}_2 \) be some constants small enough, which are specified later. For any \( J > 4J^* \), we consider the parameter space

\[
\Theta_u = \left\{ \theta_u = (\tau_1 e_1 + \tilde{\tau}_1 e_2, -\tau_1 e_1 - \tilde{\tau}_1 e_2, \Sigma_u, \Sigma_2) : \Sigma_2 = \text{diag}(\lambda_1, \ldots, \lambda_J), \{\lambda_j\}_{1 \leq j \leq J} \in B_J, \quad (\Sigma_u)^{-1} = \Sigma_2^{-1} + \tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=3}^{J-1} u_j E_j + \tilde{\tau}_2 E_j, u = (u_1, \ldots, u_J) \in A_{J,J^*} \right\},
\]

where \( A_{J,J^*} \) is defined in Lemma C.9. Thus, we have \( \Theta_u \subseteq \Theta \).

We first calculate KL divergence between two distributions for \( u \) and \( u' \). By Lemma C.9, we have

\[
KL(P_{\theta_u}, P_{\theta_u'}) = \frac{1}{2} \left\{ \log \frac{\left| \Sigma_u' \right|}{\left| \Sigma_u \right|} - J + \text{tr} \left( \left( \Sigma_u^{-1} \right)^{-1} \Sigma_u' \right) \right\}
\]

\[
\leq \frac{1}{4} \sum_{j=3}^{J-1} \left( \tau_2 \frac{\log n}{n} (u_j - u_j')^2 + o \left( \frac{\log n}{n} \right) \right)
\]

\[
\leq \frac{\tau_2^2}{2} J^* \frac{\log n}{n} + o \left( \frac{J^* \log n}{n} \right) \leq \alpha \frac{\log N}{n}.
\]

We choose some constant \( \tau_2 \) such that \( \alpha \in (0, 1/8) \). By Lemmas C.7 and C.8, given any classifier \( \hat{G} \) in the considered parameter space \( \Theta_u \), we have

\[
\left[ R_{\theta}(\hat{G}) - R_{\theta}(G_{\theta_u}^\ast) \right] + \left[ R_{\theta}(\hat{G}) - R_{\theta}(G_{\theta_u'}^\ast) \right] \geq \frac{1}{2} \left( L_{\theta}(G_{\theta_u}^\ast) - \sqrt{\frac{KL(P_{\theta_u}, P_{\theta_u'})}{2}} \right)^2.
\]
Since $KL(P_{\theta_u}, P_{\theta_{u'}}) \leq \frac{\tau^2}{2} \frac{J^* \log n}{n}$, it's sufficient to show that $L_0(G_{\theta_{u'}}) \geq c\sqrt{\frac{J^* \log n}{n}}$ for some $c > \tau_2/2$. Now, we need to calculate

$$(z - \mu_1)^T D_u'(z - \mu_1) - 2\delta^T \Omega_u^2(z - \mu) - \log(|\Sigma_u^1|/|\Sigma_2|)$$

$$= -\tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=3}^{J-1} u_j z_j^2 + \frac{4\tau_1}{\lambda_1} z_1 + \frac{4\tilde{\tau}_1}{\lambda_2} z_2 - \tilde{\tau}_2 z_j^2 + \log (1 + \lambda_j \tilde{\tau}_2)$$

$$+ \sum_{j=3}^{J-1} \log \left( 1 + \lambda_j \tau_2 \frac{\log n}{n} u_j \right)$$

$$= -\tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=3}^{J-1} u_j (z_j^2 - \lambda_j) + \frac{4\tau_1}{\lambda_1} z_1 + \frac{4\tilde{\tau}_1}{\lambda_2} z_2 - \tilde{\tau}_2 (z_j^2 - \lambda_j) - \frac{1}{2} \tilde{\tau}_2^2 \lambda_j^2$$

$$- \frac{1}{2} \sum_{j=3}^{J-1} \lambda_j^2 \tau_2^2 \log n u_j + o \left( \frac{\log n}{n} \right)$$

$$= -\tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=3}^{J-1} u_j (z_j^2 - \lambda_j) + \frac{4\tau_1}{\lambda_1} z_1 + \frac{4\tilde{\tau}_1}{\lambda_2} z_2 - \tilde{\tau}_2 (z_j^2 - \lambda_j) - \frac{1}{2} \tilde{\tau}_2^2 \lambda_j^2$$

$$+ O \left( \tau_2^2 \frac{J^* \log n}{n} \right) + o \left( \frac{J^* \log n}{n} \right).$$

Without loss of generality, we assume that $z \sim \mathcal{N}(\mu_1, \Sigma_1)$ and $u_j = u'_j = 1$ when $i = 3, \ldots, m_1$, $u_j = 1 - u'_j = 1$ when $j = m_1 + 1, \ldots, m_2$, $u_j = 1 - u'_j = 0$ when $j = m_2 + 1, \ldots, m_3$ and $u_j = u'_j = 0$ when $j = m_3 + 1, \ldots, J - 1$. Then for $G_{\theta_u}$, we have decision function

$$Q_u(z) = -\tau_2 \sqrt{\frac{\log n}{n}} \left( \sum_{j=3}^{m_1} (z_j^2 - \lambda_j) + \sum_{j=m_1+1}^{m_2} (z_j^2 - \lambda_j) \right) + \frac{4\tau_1}{\lambda_1} z_1$$

$$+ \frac{4\tilde{\tau}_1}{\lambda_2} z_2 - \tilde{\tau}_2 (z_j^2 - \lambda_j) - \frac{1}{2} \tilde{\tau}_2^2 \lambda_j^2 + O \left( \tau_2^2 \frac{J^* \log n}{n} \right) + o \left( \frac{J^* \log n}{n} \right),$$

and for $G_{\theta_{u'}}$, we have decision function

$$Q_{u'}(z) = -\tau_2 \sqrt{\frac{\log n}{n}} \left[ \sum_{j=3}^{m_1} (z_j^2 - \lambda_j) + \sum_{j=m_2+1}^{m_3} (z_j^2 - \lambda_j) \right] + \frac{4\tau_1}{\lambda_1} z_1$$

$$+ \frac{4\tilde{\tau}_1}{\lambda_2} z_2 - \tilde{\tau}_2 (z_j^2 - \lambda_j) - \frac{1}{2} \tilde{\tau}_2^2 \lambda_j^2 + O \left( \tau_2^2 \frac{J^* \log n}{n} \right) + o \left( \frac{J^* \log n}{n} \right).$$
Let \( T_1 = -\tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=1}^{m_1} (z_j^2 - \lambda_j) + \frac{4\tau_2}{n_1} z_1 + \frac{4\tau_2}{n_2} z_2 - \tau_2 (z_j^2 - \lambda_j) - \frac{1}{2} \tau_2^2 \lambda_j + O \left( \frac{\tau_2^2 \log n}{n} \right) \),
\( T_2 = -\tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=m_1+1}^{m_2} (z_j^2 - \lambda_j), \) \( T_3 = -\tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=m_2+1}^{m_3} (z_j^2 - \lambda_j) \), then

\[
\{ G_{\theta_{a}}^{*} \neq G_{\theta_{a'}}^{*} \} = \begin{cases} 
T_3 + o \left( \frac{J^{*} \log n}{n} \right) < T_1 \leq T_2 + o \left( \frac{J^{*} \log n}{n} \right), \\
T_2 + o \left( \frac{J^{*} \log n}{n} \right) < T_1 \leq T_3 + o \left( \frac{J^{*} \log n}{n} \right) \end{cases}.
\]

Thus, \( L_{\theta}(G_{\theta_{a}}^{*}) \geq \frac{1}{2} P_{z \sim \mathcal{N}(\mu_1, \Sigma_2)} (T_2 < T_1 \leq T_3) + o \left( \frac{J^{*} \log n}{n} \right) \).

Notice that \( Ez_j = 0 \) and \( Ez_j^2 = \lambda_j \) for all \( j \geq 3 \). Since \( \sum_{j=m_1+1}^{m_2} z_j^2 = \sum_{j=m_1+1}^{m_2} \lambda_j h_j^2 \) and \( \sum_{j=m_2+1}^{m_3} z_j^2 = \sum_{j=m_2+1}^{m_3} \lambda_j h_j^2 \), where \( h_j \sim \mathcal{N}(0, 1) \), following the same procedure in the proof of Lemma C.14, we have \( A_{k}^{'} = \sum_{j=m_1+1}^{m_2} \lambda_j^k, \mu_q' = \sum_{j=m_1+1}^{m_2} \lambda_j \) and \( \sigma_q' = \sqrt{2 \sum_{j=m_1+1}^{m_2} \lambda_j^2} \), which are all constants. Without loss of generality, we have \( s_1^2 > s_2 \). Using the lower bound of probability density, with constants \( \sigma_x, \sigma_q, D_q \) and \( U_q \), we have

\[
E \left[ (T_3 - T_2)I \left\{ -\tau_2 \sqrt{\frac{J^{*} \log n}{n}} \leq T_2 < T_3 \leq \tau_2 \sqrt{\frac{J^{*} \log n}{n}} \right\} \right] \\
\geq E \left[ (T_3 - T_2)I \left\{ -\tau_2 \sqrt{\frac{J^{*} \log n}{n}} \leq T_2 < 0, 0 < T_3 \leq \tau_2 \sqrt{\frac{J^{*} \log n}{n}} \right\} \right] \\
\geq 2\tau_2 \sqrt{\frac{J^{*} \log n}{n}} \left( \sum_{j=m_1+1}^{m_2} \lambda_j \right) - \sum_{j=m_2+1}^{m_3} \lambda_j < \sqrt{J^{*}} + \sum_{j=m_1+1}^{m_2} \lambda_j \\
\times P \left( \left( -\sqrt{J^{*}} + \sum_{j=m_2+1}^{m_3} \lambda_j \right) \vee 0 < \sum_{j=m_1+1}^{m_3} z_j^2 < \sum_{j=m_1+1}^{m_3} \lambda_j \right) \\
\geq 2\tau_2 \sqrt{\frac{J^{*} \log n}{n}} \left( \sum_{j=m_1+1}^{m_2} \lambda_j \right) - \sum_{j=m_2+1}^{m_3} \lambda_j < \sum_{j=m_1+1}^{m_2} \lambda_j \\
\times P \left( \left( -1 + \sum_{j=m_2+1}^{m_3} \lambda_j \right) \vee 0 < \sum_{j=m_1+1}^{m_3} z_j^2 < \sum_{j=m_1+1}^{m_3} \lambda_j \right) \\
\geq 2\tau_2 \sqrt{\frac{J^{*} \log n}{n}}.
\]
Similar as $T_2$ and $T_3$, the density function for $T_1^* = -\tau_2 \sqrt{\frac{\log n}{n}} \sum_{j=3}^{m} (z_j^2 - \lambda_j)$ has the lower bound
\[
-\tau_2 \sqrt{\frac{\log n}{n}} \frac{\sigma_X}{2 \tau \sigma_q (\gamma/2 - 1)} \exp \left( \frac{\tau_2 \sqrt{\frac{\log n}{n}} K_q - U_q - \sum_{j=3}^{m} \lambda_j \sigma}{2} \right),
\]
and $\frac{4 \tau_2}{\lambda_1} z_1 \sim \mathcal{N} \left( \frac{4 \tau_2}{\lambda_1}, \frac{16 \tau_2}{\lambda_1} \right), \frac{4 \tau_2}{\lambda_2} z \sim \mathcal{N} \left( \frac{4 \tau_2}{\lambda_2}, \frac{16 \tau_2}{\lambda_2} \right)$. Since $\lambda_j$ is decreasing with $J$, $-\tau_2 (z_j^2 - \lambda_j) - \frac{1}{2} \tau_2 \lambda_j^2 = o_p(1)$ and $O \left( \tau_2 J^* \log \frac{n}{\lambda_1} \right) = o \left( \frac{J^* \log n}{\lambda_1} \right)$ when $\tau_2$ and $\tau$ are sufficiently small, $T_1$ is the sum of $T_1^*$ and it is a normal random variable. By simple calculation, we have
\[
f_{T_1}(t) \geq c_1 c_2 \exp \left[ -\tau_2 \sqrt{\frac{\log n}{n}} \frac{\sigma_X}{\sigma_q} \left( t - \left( \frac{12 \tau_1^2}{\lambda_1} + \frac{12 \tau_1^2}{\lambda_2} \right) - D_q \right) \right],
\]
where $c_1 = \frac{\sigma_X \sigma_q^{-1}}{2 \tau \sigma_q (\gamma/2 - 1)}$ and $c_2 = \exp \left( -U_q - \sum_{j=3}^{m} \lambda_j \right)$. When $|t| < \tau_2 \sqrt{\frac{J^* \log n}{\lambda_1}}$, and $\tilde{\tau}_2$ is sufficiently small, we have
\[
\inf_{|t| < \tau_2 \sqrt{\frac{J^* \log n}{\lambda_1}}} f(t) \geq c_1 c_2 \exp \left\{ -\tau_2 \sqrt{\frac{\log n}{n}} \frac{\sigma_X}{\sigma_q} \left( t - \left( \frac{12 \tau_1^2}{\lambda_1} + \frac{12 \tau_1^2}{\lambda_2} \right) - \tau_2 \sqrt{\frac{\log n}{n}} \frac{\sigma_X}{\sigma_q} D_q \right) \right\}
\]
\[
\geq c_1 c_2 C_n \left( \tau_1, \tilde{\tau}_1, \tau_2 \right).
\]
When $n \to \infty$ and $\tau_1, \tilde{\tau}_1, \tau_2 \to 0$, $C_n \left( \tau_1, \tilde{\tau}_1, \tau_2 \right) \to 1$, and given parameter space $\Theta_u$, we have $2c_1 c_2 \geq c_0^{-1}$, where $c_0$ is given in (C10). Note that
\[
P_{z \sim \mathcal{N}(\mu_1, \Sigma_2)} \left( T_2 < T_1 \leq T_3 \right)
\]
\[
\geq P_{z \sim \mathcal{N}(\mu_1, \Sigma_2)} \left( T_2 < T_1 \leq T_3, -\tau_2 \sqrt{\frac{J^* \log n}{n}} \leq T_2 < T_3 < \tau_2 \sqrt{\frac{J^* \log n}{n}} \right)
\]
\[
= E_{T_2} \left[ 1 \left\{ -\tau_2 \sqrt{\frac{J^* \log n}{n}} \leq T_2 < T_3 < \tau_2 \sqrt{\frac{J^* \log n}{n}} \right\} \int_{T_2}^{T_3} f_{T_1}(t) dt \right]
\]
\[
\geq \frac{1}{2c_0} E \left[ (T_3 - T_2) \left\{ -\tau_2 \sqrt{\frac{J^* \log n}{n}} \leq T_2 < T_3 < \tau_2 \sqrt{\frac{J^* \log n}{n}} \right\} \right]
\]
\[
\geq \frac{c_0}{2c_0} \tau_2 \sqrt{\frac{J^* \log n}{n}} = \frac{\tau_2}{2} \sqrt{\frac{J^* \log n}{n}}.
\]
Finally, by Lemma C.8, we can conclude that for any $J > 4J^*$,

$$\inf_{\hat{G}} \sup_{\theta \in \Theta} E \left[ R_\theta(\hat{G}) - R_\theta(G^*_\theta) \right] \gtrsim \frac{J^* \log n}{n}.$$ 

\[ \square \]

C.5 Proof of Theorem 4.3

**Proof.** The proof can be easily derived from Lemma C.16 and the proof of Lemma C.12 and Theorem 4.1, thus it is omitted.

\[ \square \]

C.6 Proof of Theorem 4.4

**Proof.** The proof can be easily derived from the proof of Lemma C.12 and Theorem 4.2, thus it is omitted.

\[ \square \]

C.7 Proof of Proposition 4.2

**Proof.** Consider the parameter space $\Theta^*(c, d, \alpha)$, such that $\sum_{j=M+1}^{\infty} \mu_j^2 \asymp (2c' - 1)^{-1} M^{1-2c'}$ and $\sum_{j=M+1}^{\infty} \lambda_j \asymp (d' - 1)^{-1} M^{1-d'}$. Thus we have

$$\| \hat{\mu}_J - \mu_j \|_2 \lesssim \sqrt{\frac{\log n}{n}} + \sqrt{J} (2c - 1)^{-1} M^{1-2c},$$

with probability at least $1 - O(1/n)$, and

$$\| \hat{\Sigma} - \Sigma \|_2 \lesssim \sqrt{\frac{\log n}{n}} + \sqrt{\frac{\log n}{n}} \frac{1}{M} \sqrt{\sum_{j=M+1}^{\infty} \lambda_j} + \left( 1 + \sqrt{\frac{\log n}{n}} \right) \sum_{j=M+1}^{\infty} \lambda_j$$

$$\times \sqrt{\frac{\log n}{n}} + \sum_{j=M+1}^{\infty} \lambda_j \asymp \sqrt{\frac{\log n}{n}} + (d - 1)^{-1} M^{1-d},$$

with probability at least $1 - 3/n$. Hence, the result can be easily derived from the proof of Lemma C.12 and Proposition 4.1, thus it is omitted.

\[ \square \]
Appendix D

Functional Classification via Deep Neural Networks

D.1 Proofs of Theorem 5.1

D.1.1 Preliminary

For any $M > 0$, we define $\epsilon = \max_u M^{-\beta_u}$ for simplicity. The following lemma provides an error bound for excess risk.

**Lemma D.17.** There exists an $\tilde{f} \in \mathcal{F}(L, J, p, B)$ and $\tilde{G} = \text{sign}(\tilde{f})$ satisfying

\[
\begin{align*}
\sup_{h \in \mathcal{H}} E \left[ R_h(\tilde{G}) - R_h(G^*_J) \right] &\lesssim \epsilon^{a+1} + \epsilon \epsilon(J), \\
\end{align*}
\]

such that $L \lesssim \log_2 M$, $\|p\|_{\infty} \lesssim \max_{u=0,\ldots,q} d_{(u+1)J} t_u(M+1)^{t_u}$, $B \lesssim M$, where $G^*_J$ is the Bayes classifier for the first $J$ scores and $J_0 \leq J \lesssim \max_{u=0,\ldots,q} M^{t_u}$.

The following two propositions are implied by Assumption 2.

**Proposition D.1.** Assumption 2 implies that $|E(Q^* - Q_J)| \lesssim \epsilon(J)$.

**Proposition D.2.** (Mild density condition) Assumption 2 implies that $P(|Q^*(\xi)| < \infty) = 1$.

The proofs of Lemma D.17 and two propositions are provided in Appendix B.

D.1.2 Proof of Theorem 5.1 (i)

Let $u^* = \arg \min_{u=0,\ldots,q} \beta_u^{(a+1)} / \beta_u^{(a+2) + t_u}$, $\beta^* = \beta_u^*$, $t^* = t_u^*$, $\beta^{**} = \beta^*_u$ and $\tilde{\beta} = \prod_{k=u^*+1}^q (\beta_k \wedge 1)$.

Without loss of generality, we assume $u^*$ is unique.
For an integer \( w \geq 1 \), define the regular grid on \( \mathbb{R}^t \) as

\[
G_w = \left\{ \left( \frac{2k_1 + 1}{2w}, \ldots, \frac{2k_{t^*} + 1}{2w} \right) : k_\ell \in \{0, \ldots, w - 1\}, \ell = 1, \ldots, t^* \right\}.
\]

Let \( n_w(x) \in G_w \) be the closest point to \( x \in \mathbb{R}^t \) among points in \( G_w \). Let \( \mathcal{X}_\ell, \ell = 0, \ldots, m \) be the partition of \( \mathbb{R}^t \) defined in the proof of Theorem 4.1 in [7], where \( m \leq w^{t^*} \).

Let \( p : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) be a nonincreasing infinitely differentiable function such that \( p = 1 \) on \([0, 1/4]\) and \( p = 0 \) on \([1/2, \infty)\). For instance, \( p \) can be constructed as in [7]:

\[
p(x) = \left( \int_{1/4}^{1/2} p_1(s)ds \right)^{-1} \int_{x}^{\infty} p_1(t)dt, \text{ where}
\]

\[
p_1(x) = \begin{cases} 
\exp\left\{ \frac{1}{(x-1/4)(x-1/2)} \right\}, & x \in (1/4, 1/2), \\
0, & \text{otherwise}.
\end{cases}
\]

Let \( h_u^* : \mathbb{R}^t \rightarrow \mathbb{R}^+ \) be a function defined as \( h_u^*(x) = w^{-\beta^*}C_p p(\|w(x - n_w(x))\|) \), where \( D^s h_u^*(x) = q^{s - \beta^*}C_p D^s p(\|w(x - n_w(x))\|) \) for any \( s \in \mathbb{N}^t \) such that \(|s| \leq \lceil \beta^* \rceil\), and \( C_p \) is a constant small enough to ensure \( h_u^* \in \mathcal{C}^{\beta^*} \left( \mathbb{R}^t, K^* \right) \) for a constant \( K^* > 0 \). Here, we require \( C_p \) being small so that \( h_u^* \) has Lipschitz constant \( K^* \).

In the following, we construct a special composition function based on \( h_u^* \). For \( \sigma = (\sigma_1, \ldots, \sigma_m) \in \{-1, 1\}^m \), let \( h(x) = \sum_{j=1}^{m} \sigma_j h_j(x) \) such that \( h_j(x) = h_{u^*}I_j(x \in \mathcal{X}_j) \). It is easy to verify that \( h \in \mathcal{C}^{\beta^*} \left( \mathbb{R}^t, 2K^* \right) \). Define the following functions

\[
\begin{align*}
g_u(x_1, \ldots, x_{d_u}) &= (x_1, \ldots, x_{d_u}), \quad u < u^*, \\
g_u(x_1, \ldots, x_{d_u}) &= (h(x_1, \ldots, x_{t^*}), 0, \ldots, 0), \quad u = u^*, \\
g_u(x_1, \ldots, x_{d_u}) &= (x_1^{\beta^*+1}, 0, \ldots, 0), \quad u > u^*.
\end{align*}
\]

Let \( J_0^u \) be a (relatively) large integer up to \( O(n^c) \) for some universal positive constant \( c \). For \( z \in \mathbb{R}^{J_0^u} \) and \( x \in \mathbb{R}^t \), define \( z_g(z) \) as the first element of \( g_{u^*} \circ g_{u^*-1} \circ \ldots \circ g_0(z) \), and
\( h(x) = z_g(z) \). Let

\[
\eta_{\mathcal{G}}(z) = \frac{1}{2} + \frac{1}{2} g_0 \circ \ldots \circ g_{u^*+1} \circ g_{u^*} \circ g_{u^*+1} \circ \ldots \circ g_0(z)
\]

\[
= \frac{1}{2} + \frac{1}{2} \sum_{j=0}^{m} \sigma_j h_{u^*}(x)(x \in \mathcal{X}_j).
\]

For all \( J \geq J^0 \), let \( \eta(z') = \eta_{\mathcal{G}}(z) \), where \( z' \in \mathbb{R}^J \) and \( z \in \mathbb{R}^{J^0} \) is the first \( J^0 \) elements of \( z' \). It is easy to see that \( \eta_{\mathcal{G}} \in \mathcal{G}(q, J^0, d, t, \beta) \), and Assumption 2 is satisfied for all \( J \geq J^0 \).

According to Proposition D.2, \( Q^* \) is finite in probability, and it is equivalent to the mild density assumption in [7]. Assumption 1 is equivalent to the margin assumption in [7], which can be justified accordingly. The rest of proof can simply follow the proof of Theorem 4.1 in [7], where for any generic classifier \( \hat{G} \), there exists a universal constant \( C_1 \), such that

\[
\sup_{h \in \mathcal{H}} E \left[ R_h(\hat{G}) - R_h(G^*) \right] \geq \sup_{h \in \mathcal{H}} E \left[ R_h(\hat{G}) - R_h(G^*_{j^0}) \right] \geq C_1 \left( \frac{1}{n} \right)^{S_0}.
\]

D.1.3 Proof of Theorem 5.1 (ii)

**Proof.** Let \( B_{M_0} = \{ |\xi_j| \leq M_0 \text{ for all } j \in A \} \). We first find the minimax upper bound on a bounded set when \( \xi_j \in [-M_0, M_0] \) for all \( j \in A \) and \( M_0 > 0 \). Let the \( \delta \) in inequality (D9) be \( \epsilon^{\alpha+1} \), we have

\[
(\epsilon^{\alpha+1})^{-}\max_{\alpha} \frac{t_u}{(\alpha+1)\sigma_u} - \frac{\alpha+2}{\alpha+1} \log^3(\epsilon^{-1}) \lesssim n,
\]

which leads to

\[
\epsilon^{\alpha+1} \gtrsim \left( \frac{\log^3 n}{n} \right)^{\min_{\alpha} \frac{\sigma_u^{\alpha+1}}{\sigma_u^{\alpha+2} + t_u}}.
\]

Together with Lemma D.28 in Appendix B, the excess risk of the first \( J \) scores via DNN satisfies

\[
\sup_{h \in \mathcal{H}} E \left[ R_h(\hat{f}) - R_h(G_f^*) \right] \lesssim \left( n^{-1} \log^3 n \right)^{S_0}.
\]

The asymptotic order of \( L, \max_{0 \leq t \leq L} p_t \) and \( B \) can be simply derived by letting \( \epsilon^{\alpha+1} \approx \left( \frac{\log^3 n}{n} \right)^{\min_{\alpha} \frac{\sigma_u^{\alpha+1}}{\sigma_u^{\alpha+2} + t_u}} \) and applying the result in Lemma D.17. Note that the input \( J \) satisfies \( J \lesssim \max_{0 \leq t \leq L} p_t \lesssim (n \log^{-3} n)^{S_1} \).
Next, we approximate the first $J$ scores and the whole process. Since

$$R_h(G^*_j) - R_h(G^*) \asymp P(Q^* > 0) - P(Q^*_j > 0),$$

and

$$P(Q^* > 0) - P(Q^*_j > 0) = P(Q^* > 0) - P(Q^* > Q^* - Q^*_j) = P(Q^* > 0) - E[P(Q^*_j > Q^* - Q^*_j)].$$

By considering $h \in H$, we have $0 < f_{Q^*}(t) < \infty$, and

$$E \left( \int_0^{Q^* - Q^*_j} f_{Q^*}(t) dt \right) \asymp E(Q^* - Q^*_j).$$

Therefore, by Proposition D.1, $R_h(G^*_j) - R_h(G^*) = O(\epsilon(J))$.

By Assumption 2 and Assumption 3(b), we have $\epsilon(J) = O(J^{-\rho}) \lesssim (n^{-1} \log^3 n)^{S_0}$. When $\rho > S_0/S_1$, there always exists a constant $C'$ and $C''$, such that $C' \min\left(n \log^{-3} n\right)^{S_0/\rho} < C'' \left(n \log^{-3} n\right)^{S_1}$, and the optimal $J$ exists.

Therefore, for those optimal $J$'s, we have

$$\sup_{h \in H} E \left[ R_h(\hat{G}^{\text{FDNN}}) - R_h(G^*) \right] \lesssim \left( \frac{\log^3 n}{n} \right)^{S_0}, \text{ under event } B_{M_0}. $$

Finally, we control the minimax upper bound for $\xi_j \in \mathbb{R}$ for all $j \in A$. For any $h$ and $M_0 > 0$, we have

$$\mathcal{E}_h(\hat{G}) = \mathcal{E}_h(\hat{G}^\mathbb{P}(B_{M_0})) + \mathcal{E}_h(\hat{G}^\mathbb{P}(\mathbb{B}^c_{M_0})) \lesssim \left( \frac{\log^3 n}{n} \right)^{S_0} + P(\mathbb{B}^c_{M_0}).$$
It is trivial to see that, for any $\epsilon > 0$, there exists an $M > 0$, such that

$$P(B_M) = P(|\xi_j| \leq M \text{ for all } j \in A) \geq 1 - \epsilon,$$  \hspace{1cm} \text{(D1)}

for all $j \in A$. Therefore, choose $P(B_{M_0}^c) \leq \left(\frac{\log^3 n}{n}\right)^{S_0}$, there exists a corresponding $M_0$, to make the aforementioned asymptotic inequality hold. Choose some constant $C_2$ which depends on $q, d, t, \beta, \alpha, C, \epsilon(\cdot), \Gamma(\cdot)$, the proof is complete. \hfill \square

D.2 Technical lemmas

In this section, we provide technical lemmas with their proofs.

For any $J \geq 1$, define regression functions

$$\eta^*(\xi) = \frac{h_1(\xi)}{h_1(\xi) + h_{-1}(\xi)} = \frac{1}{1 + \exp \{Q^*(\xi)\}},$$

and

$$\eta^{(J)}(\xi_J) = \frac{1}{1 + \exp \{Q^*_J(\xi_J)\}},$$

The following lemma describes the behavior of $\eta^{(J)}$ around $\frac{1}{2}$ for large $J$.

**Lemma D.18.** Assumption 1 and Assumption 2 imply that for any sufficiently small $x > 0$ and $J_0 \geq 1$,

$$Pr(|\eta^{(J)}(\xi_J) - \frac{1}{2}| \leq x) \lesssim x^\alpha + \epsilon(J), \quad \forall J \geq J_0.$$  \hspace{1cm} \text{(D2)}

**Proof.** We have the following connections between $\eta^*$ and $Q^*$:

$$\mathbb{P} \left( |\eta^*(\xi) - \frac{1}{2}| \leq x \right) = \mathbb{P} \left( \frac{h_1(\xi)}{h_1(\xi) + h_{-1}(\xi)} - \frac{1}{2} \leq x \right)$$

$$= \mathbb{P} \left( \frac{1 - e^{-Q^*}}{1 + e^{-Q^*}} \leq 2x \right)$$

$$= \mathbb{P} \left( \frac{1 - 2x}{1 + 2x} \leq e^{-Q^*} \leq \frac{1 + 2x}{1 - 2x} \right)$$

$$\leq \mathbb{P}(-4x \leq Q^* \leq 4x), \hspace{1cm} \text{(D3)}$$
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where the last step is obtained by \( \log \left( \frac{1-2x}{1+2x} \right) \simeq -4x \) and \( \log \left( \frac{1+2x}{1-2x} \right) \simeq 4x \) when \( x = o(1) \). It also holds for \( \eta^{(J)} \) and \( Q^*_J \) for any \( J \geq 1 \). The intermediate steps indicate that the equivalence between Assumption 1 and the concentration of \( \eta^* \).

For any \( J \geq J_0 \), we have

\[
P(-4x \leq Q^*_J \leq 4x) = P(-4x + Q^* - Q^*_J \leq Q^* \leq 4x + Q^* - Q^*_J)
\leq P(-4x - |Q^* - Q^*_J| \leq Q^* \leq 4x + |Q^* - Q^*_J|)
= P(-4x - |Q^* - Q^*_J| \leq Q^* \leq 4x + |Q^* - Q^*_J|, |Q^* - Q^*_J| \leq 4x)
+ P(-4x - |Q^* - Q^*_J| \leq Q^* \leq 4x + |Q^* - Q^*_J|, |Q^* - Q^*_J| > 4x)
\leq P(-8x \leq Q^* \leq 8x) + P(|Q^* - Q^*_J| > 4x)
\leq C(8x)^{\alpha + \epsilon(J)\Gamma(4x)},
\]

where the last step is obtained owing to Equation (D3) and Assumptions 2. Since \( \Gamma(\cdot) \) is bounded, the proof is complete.

In the following, we demonstrate the construction of the fully connected neural networks.

**Lemma D.19.** For any \( m > 0 \), there exists a network

\[
Mult_m \in \mathcal{F}(2m + 2, (2, 12, 12, \ldots, 12, 1, 1), 1),
\]

such that for all \( x, y \in [0, 1] \)

\[
|Mult_m(x, y) - xy| \leq 4^{-m+1}, \tag{D4}
\]

where \( Mult_m(x, y) \in [0, 1] \).

The next lemma designs a network which can approximate all monomials up to a certain degree. Denote \( \alpha = (\alpha_1, \ldots, \alpha_r) \) and \( x^\alpha = x_1^{\alpha_1} \cdots x_r^{\alpha_r} \). Let \( (x^\alpha)_{|\alpha|<\beta} \) be the vector of all monomials up to degree \( \lceil \beta \rceil - 1 \), where \( \beta > 0, |\alpha| = \alpha_1 + \ldots + \alpha_r \). Let \( C_{r, \beta} \) be the length of \( (x^\alpha)_{|\alpha|<\beta} \). Note that \( C_{r, \beta} \leq (\beta + 1)^r \).
**Lemma D.20.** For $\beta > 0$ and any positive integer $m$ and $r$, there exists a network $\text{Mon}_{m,\beta}^r : [0, 1]^r \rightarrow [0, 1]^{C_{r,\beta}}$, such that

$$\text{Mon}_{m,\beta}^r \in F\left((m + 5)\lceil \log_2 (\beta \lor 1) \rceil, (r, 24\lceil \beta \rceil C_{r,\beta}, \ldots, 24\lceil \beta \rceil C_{r,\beta}, C_{r,\beta}), 1\right),$$

and

$$|\text{Mon}_{m,\beta}^r(x) - (x^\alpha)_{|\alpha| < \beta}| \leq |\alpha|^2 4^{-m+1},$$

for all $x \in [0, 1]^r$.

**Proof.** We first investigate the sub-network for any fixed degree $|\alpha|$. When $|\alpha| \leq 1$, it is trivial since the monomials are either linear functions or constants, and we can obtain the network $F(1, (1, 1, 1), 1)$.

When $|\alpha| \geq 2$, we design the network $\text{Mult}_{m}^{|\alpha|}$ by the following.

1. We construct the first hidden layer as

$$(x_1, x_2, \ldots, x_r) \mapsto (x_1, \ldots, x_1, x_2, \ldots, x_2, \ldots, x_r, \ldots, x_r),$$

This layer requires $|\alpha|$ number of neurons, since all inputs are non-negative.

2. From the second hidden layer, we apply the network described in Lemma D.19 for each adjacent pair of the first hidden layer, which computes

$$(x_\ell, x_{\ell'}) \mapsto \text{Mult}_m(x_\ell, x_{\ell'}), \ 0 \leq \ell, \ell' \leq |\alpha|.$$  

After $2m + 2$ layers, with each layer at most $12\lceil |\alpha|/2 \rceil$ number of nodes, we have the (2m + 3)-th hidden layer with nodes

$$(\text{Mult}_m(x_1, x_\ell), \ldots, \text{Mult}_m(x_{\ell'}, x_r)), \ell \in \{1, 2\}, \ell' \in \{r - 1, r\}.$$  

3. Repeat Step 2, until the number of output is one. Denote this resulting network as $\text{Mult}_{m}^{|\alpha|}$. The number of repetition is $\lceil \log_2 |\alpha| \rceil$.  
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By dichotomy, the total number of hidden layers of \( Mult_m^{[\alpha]} \) is \((m + 5)[\log_2 |\alpha|]\), with width vector at most \((r, 24|\alpha|, 24|\alpha|, \ldots, 24|\alpha|, 1)\).

The approximation error can be obtained by mathematical deduction. For any \( y_1, y_2 \in \{Mult_m(\cdot, \cdot) : Mult_m as described in Lemma D.19\} \) and \( z_1, z_2 \in [0, 1] \), we have

\[
|Mult_m(y_1, y_2) - z_1 z_2| \leq |Mult_m(y_1, y_2) - y_1 y_2| + |y_1 - z_1| + |y_2 - z_2| \\
\leq 4^{-m+1} + (4^{-m+1} + \ldots) + (4^{-m+1} + \ldots) \\
\quad \text{(three terms)} \\
\quad \text{(three terms)} \\
\leq (2^{\log_2 |\alpha|} - 1) 4^{-m+1}.
\]

Let \( q = 2^{\log_2 |\alpha|} \), then \( \log_2(q - 1) \leq \log_2 |\alpha| \leq \log_2 q \), which leads to

\[
[\log_2 |\alpha|] \leq \log_2(q - 1) + \log_2 |\alpha| \leq \log_2 |\alpha|^2,
\]

where \( |\alpha| \geq 2 \). Therefore, we have \( |Mult_m^{[\alpha]}(x) - x^{[\alpha]}| \leq |\alpha|^2 4^{-m+1} \).

Next, we stack all the parallel networks for all \( |\alpha| \), and embed these networks into one. Denote this network as \( Mon_{m, \beta}^r \), then

\[
|Mon_{m, \beta}^r(x) - (x^{[\alpha]}|_{|\alpha| < \beta})|_\infty \leq \sup_{|\alpha| < \beta} |\alpha|^{2^{-m+1}} \leq \beta^{2^{4^{-m+1}}}. 
\]

The number of hidden layer is taken to be \( \sup_{|\alpha| < \beta} (m + 5)[\log_2 |\alpha|] = (m + 5)[\log_2 (\beta \lor 1)] \), the width vector is taken accordingly as

\[
(r, 24[\beta]C_{r, \beta}, 24[\beta]C_{r, \beta}, \ldots, 24[\beta]C_{r, \beta}, C_{r, \beta}),
\]

and all weights are bounded by one.

Define the polynomial approximation of \( f(x) \) at \( x_0 \) up to \( \beta \) as

\[
P_{x_0}^\beta f(x) = \sum_{0 \leq |\alpha| < \beta} (\partial^{\alpha} f)(x_0) \frac{(x - x_0)^{[\alpha]}}{|\alpha|!}.
\]
where \( x_0 \in [0, 1]^r \). Let \( D(M) = \{ \alpha_k = (\ell_k/M)_{k=1}^{...,r} \} \) be the set of evenly spaced \( M + 1 \) grid points. Define

\[
P^\beta f(x) = \sum_{\alpha_k \in D(M)} \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|_+) P^\beta_{\alpha_k} f(x), \tag{D6}
\]

where \( \sum_{\alpha_k \in D(M)} \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|)_+ = 1 \).

The following lemma provides the error bound for a function and its Taylor approximation on \( M + 1 \) grid points.

**Lemma D.21.** If \( f \in C^\beta([0, 1]^r, K) \), then \( \|P^\beta f - f\|_\infty \leq KM^{-\beta} \).

**Proof.** For any \( x \in [0, 1]^r \), we have

\[
|P^\beta f(x) - f(x)| = | \sum_{\alpha_k \in D(M)} \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|)_+ (P^\beta_{\alpha_k} f(x) - f(x)) | \\
\leq \sum_{\alpha_k \in D(M)} \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|)_+ |P^\beta_{\alpha_k} f(x) - f(x)| \\
= \sum_{\|x - \alpha_k\|_\infty < M^{-1}} \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|)_+ |P^\beta_{\alpha_k} f(x) - f(x)| \\
\leq \sum_{\|x - \alpha_k\|_\infty < M^{-1}} \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|)_+ (K\|x - \alpha_k\|_\infty^\beta) \\
< KM^{-\beta} \sum_{\|x - \alpha_k\|_\infty < M^{-1}} \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|)_+ \\
= KM^{-\beta}, \tag{D7}
\]

where we use the fact that

\[
|P^\beta_{\alpha_k} f(x) - f(x)| \leq \sum_{\beta - 1 \leq |\alpha| < \beta} \frac{|\alpha!|}{\alpha!} |(\partial^{\alpha} f)(\alpha_k + \zeta(x - \alpha_k)) - (\partial^{\alpha} f)(\alpha_k)| \\
\leq K\|x - \alpha_k\|_\infty^\beta
\]

for some \( \zeta > 0 \). Since (D7) holds for all \( x \in [0, 1]^r \), the proof is complete. \( \square \)
The following lemma provides the approximation of \( \left(P_{a^*}^\beta f(x)\right)_{a^* \in D(M)} \).

**Lemma D.22.** For \( \beta > 0 \) and any positive integers \( m, M \) and \( r \), there exists a network \( u_1: [0, 1]^r \rightarrow [-Ke^r, Ke^r]^{(M+1)^r} \), such that

\[
u_1 \in \mathcal{F} ((m + 5)[\log_2(\beta \lor 1)], (r, 24[\beta]C_{r,\beta}, \ldots, 24[\beta]C_{r,\beta}, C_{r,\beta}), 2Ke^r),
\]

and

\[
\left\| u_1(x) - \left(P_{a^*}^\beta f(x)\right)_{a^* \in D(M)} \right\|_\infty \leq 2Ke^r \beta^{2^{-m+1}},
\]

for all \( x \in [0, 1]^r \).

**Proof.** We first write \( P_{a^*}^\beta f(x) \) as the standard polynomial form. By Equation (D5), we have

\[
P_{a^*}^\beta f(x) = \sum_{0 \leq |\alpha| < \beta} b(\alpha)x^\alpha,
\]

where the coefficients satisfy \( |b(\alpha)| \leq K/\alpha! \) and \( \sum_{0 \leq |\alpha| < \beta} |b(\alpha)| \leq Ke^r \) [92]. Therefore, \( P_{a^*}^\beta f(x) \in [-Ke^r, Ke^r] \), and \( \frac{1}{2Ke^r} P_{a^*}^\beta f(x) + \frac{1}{2} \in [0, 1] \). According to Lemma D.20, there exists a network

\[
u_1' \in \mathcal{F} ((m + 5)[\log_2(\beta \lor 1)], (r, 24[\beta]C_{r,\beta}, \ldots, 24[\beta]C_{r,\beta}, C_{r,\beta}), 1),
\]

such that \( \left\| u_1' - \left(\frac{1}{2Ke^r} P_{a^*}^\beta f(x) + \frac{1}{2}\right)_{a^* \in D(M)} \right\|_\infty \leq \beta^{2^{-m+1}} \). We can construct \( u_1 = 2Ke^r u_1' - Ke^r \) by setting the maximal weights as \( Ke^r \) and add one more shift term for the last hidden layer. Then, it follows that

\[
u_1 \in \mathcal{F} ((m + 5)[\log_2(\beta \lor 1)], (r, 24[\beta]C_{r,\beta}, \ldots, 24[\beta]C_{r,\beta}, C_{r,\beta}), 2Ke^r).
\]

\[\square\]

The following lemma provides the approximation of \( \prod_{k=1}^{r} (1 - M|x_k - \ell_k/M|)_+ \) by neural networks.
**Lemma D.23.** For any positive integers \(m, M\) and \(r\), there exists a network \(\text{Prod}^r_m : [0, 1]^r \to [0, 1]\), such that

\[
\text{Prod}^r_m \in \mathcal{F}(2 + (m + 5)[\log_2 r], (r, 24r, 24r, \ldots, 24r, 1), M),
\]

and

\[
\left| \text{Prod}^r_m(x) - \prod_{k=1}^r (1 - M|x_k - \ell_k/M|)_+ \right| \leq r^2 4^{-m+1},
\]

for all \(x \in [0, 1]^r\).

**Proof.** We first construct the network for individual \(k\)-th term \((1 - M|x_k - \ell_k/M|)_+\). In fact, for any integers \(M > 0\) and non-negative integer \(k \leq M\), there exists a network \(s_k \in \mathcal{F}(3, (1, 2, 2, 1), M)\), such that

\[
s_k(x) = (1 - M|x_k - \ell_k/M|)_+ \text{ for all } x \in [0, 1].
\]

To see this, we let the first hidden layer computes \(M(x_k - \ell_k/M)\) and \(M(\ell_k/M - x_k)\), the second layer computes \(1 - (M(x_k - \ell_k/M))_+\) and \(- (M(\ell_k/M - x_k))_+\), and the output is \((1 - (M(x_k - \ell_k/M))_+ - (M(\ell_k/M - x_k))_+)\).

Next, we use the same procedures discussed in the proof of Lemma D.20 and let \(s_k\) be the inputs, then build the network by Lemma D.19. Since \(\alpha_1 = \ldots = \alpha_r = 1\), the total number of hidden layers of the network \(\text{Mult}^r_m(x)\) is \((m + 5)[\log_2 r]\), with width vector at most \((r, 24r, 24r, \ldots, 24r, 1)\). The error bound is \(|\text{Mult}^r_m(s) - s^\alpha| \leq r^2 4^{-m+1}\), where \(s = (s_1, \ldots, s_r)\). We combine the networks and the proof is complete.

Let \(B_{\beta, r} = (((\beta + 1)^r[\beta] + (M + 1)^r r)\). The next Lemma gives the full approximation of \(P^\beta f\).

**Lemma D.24.** For any positive integers \(m, M\) and \(r\), there exists a network \(\tilde{f} : [0, 1]^r \to [-Ke^r, Ke^r]\), such that

\[
\tilde{f} \in \mathcal{F}(2(m + 5)(1 + [\log_2 \beta \lor r]), (r, 24B_{\beta, r}, \ldots, 24B_{\beta, r}, 1), Ke^r \lor M),
\]
and

\[ |\tilde{f}(x) - P^\beta f| \leq (2K + 1)(2e)^r(1 + \beta^2 + r^2)4^{-m+1}, \]

for all \( x \in [0, 1]^r \).

**Proof.** By Lemma D.22, we have network \( u_1 \), with \((M + 1)^r\) number of output entries, and denote the \( \ell \)-th output entry as \( Q_\ell \). By Lemma D.23, we have \( \text{Prod}_m \) for each \( \ell_k/M \), in total \((M + 1)^r\) number of such networks for all points in \( D(M) \), and denote the \( \ell \)-th output entry as \( \text{Prod}_\ell \). Then we pair \( Q_\ell \) and \( \text{Prod}_\ell \) for all \( \ell = 1, \ldots, (M + 1)^r \), and apply \( \text{Mult}(\cdot, \cdot) \) as discussed in Lemma D.19. Finally we add all \( \text{Mult}(Q_\ell, \text{Prod}_\ell) \) and get the one entry output.

The approximation error is given by

\[
\left| \sum_{a_k \in D(M)} \text{Mult}(Q_\ell, \text{Prod}_\ell) - P^\beta f \right|
\leq \sum_{a_k \in D(M)} \left| \text{Mult}(Q_\ell, \text{Prod}_\ell) - \sum_{a_k \in D(M)} \prod_{k=1}^r (1 - M|x_k - \ell_k/M| + P_{a_k}^\beta f(x)) \right|
\leq \sum_{a_k \in D(M)} \left| \text{Mult}(Q_\ell, \text{Prod}_\ell) - \prod_{k=1}^r (1 - M|x_k - \ell_k/M| + P_{a_k}^\beta f(x)) \right|
\leq \sum_{a_k \in D(M)} \left| \text{Mult}(Q_\ell, \text{Prod}_\ell) - Q_\ell \text{Prod}_\ell + \sum_{a_k \in D(M)} |Q_\ell \text{Prod}_\ell - \text{Prod}_\ell P_{a_k}^\beta f(x)| \right|
+ \sum_{a_k \in D(M)} \left| \prod_{k=1}^r (1 - M|x_k - \ell_k/M| + P_{a_k}^\beta f(x)) \right|
\leq (M + 1)^r 4^{-m+1} + \sum_{a_k \in D(M)} \left| \text{Mult}(Q_\ell, \text{Prod}_\ell) - Q_\ell \text{Prod}_\ell + \sum_{a_k \in D(M)} |Q_\ell \text{Prod}_\ell - \text{Prod}_\ell P_{a_k}^\beta f(x)| \right|
+ \|P_{a_k}^\beta f(x)\|_\infty (M + 1)^r \sup_{\ell} \left| Q_\ell - P_{a_k}^\beta f(x) \right|
\leq (M + 1)^r \left( 4^{-m+1} + 2Ke^r\beta^2 4^{-m+1} + Ke^r r^2 4^{-m+1} \right)
\leq (2K + 1)(2e)^r(1 + \beta^2 + r^2)4^{-m+1}.
\]

Totally, the number of hidden layers should be no more than

\[
\{2 + (m + 5)\lfloor \log_2 r \rfloor\} \lor \{(m + 5)\lceil \log_2(\beta \lor 1) \rceil\} + (2m + 2) + 1,
\]
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and the width vector is no wider than
\[(r, 24 ((\beta + 1)^r [\beta] + (M + 1)^r r), \ldots, 24 ((\beta + 1)^r [\beta] + (M + 1)^r r), 1),\]
where we use the fact that \(C_{r,\beta} \leq (\beta + 1)^r\). Since all weights are bounded by \(2Ke^r \lor M\), the proof is complete. \qed

The following lemma provides the approximation of Hölder functions in \(C^\beta_r([a, b]^r, K)\) via networks.

**Lemma D.25.** For any \(g \in C^\beta_r([a, b]^r, K)\), any positive integers \(m\) and \(M\), there exists a network such that
\[
\tilde{g} \in \mathcal{F} \left( 2(m + 5)(1 + \lfloor \log_2 (b \lor r) \rfloor), (r, 24B_{\beta,r}, \ldots, 24B_{\beta,r}, 1), K^* e^r \lor M, \right),
\]
and
\[
|\tilde{g}(x) - g(x)| \leq (2K^* + 1)(2e)^r(1 + \beta^2 + r^2)4^{-m+1} + K^* M^{-\beta},
\]
for all \(x \in [a, b]^r\), where \(K^* = K \{ (b - a)^{[\beta]} \lor 1 \} \).

**Proof.** For any \(x \in [a, b]^r\), define \(g(x) = h \left( \frac{x-a}{b-a} \right)\). Since \(g \in C^\beta([a, b]^r, K)\), it’s easy to verify that \(h \in C^\beta([0, 1]^r, K(b - a)^{[\beta]})\). According to Lemma D.21 and Lemma D.24, there exists a network \(\tilde{h}\), which belongs to
\[
\mathcal{F} \left( 2(m + 5)(1 + \lfloor \log_2 (b \lor r) \rfloor), (r, 24B_{\beta,r}, \ldots, 24B_{\beta,r}, 1), K(b - a)^{[\beta]} e^r \lor M, \right),
\]
and
\[
|\tilde{h}(t) - h(t)| \leq (2K(b - a)^{[\beta]} + 1)(2e)^r(1 + \beta^2 + r^2)4^{-m+1} + K(b - a)^{[\beta]} M^{-\beta},
\]
for all \(t \in [0, 1]^r\). When \(g(x) = \tilde{h} \left( \frac{x-a}{b-a} \right)\), the proof is complete. \qed

The next lemma provides the error bound of approximating \(f = g_4 \circ \ldots \circ g_0\) by \(\tilde{g}_4 \circ \ldots \circ \tilde{g}_0\).
Lemma D.26. For any \( g_u = (g_{uv})_{v=1,...,d_u+1}, \ u = 1, \ldots, q, \) such that \( g_{uv} \in C^\beta_u([a_u, b_u]^{d_u}, K_u) \) for all \( v, f = g_q \circ \ldots \circ g_0 \) satisfies

\[
\|f - \tilde{g}_q \circ \ldots \circ \tilde{g}_0\|_{L^\infty[a_0, b_0]^{d_0}} \leq \prod_{u=1}^{q} (K_u \lor 1) \sum_{u=0}^{q} \|g_u - \tilde{g}_u\|_{L^\infty[a_u, b_u]^{d_u}} \prod_{v=u+1}^{q} \|\beta_u \land 1\|_{L^\infty[a_u, b_u]^{d_u}},
\]

where \( \tilde{g}_u \) are the estimates of \( g_u. \)

Proof. We use mathematical deduction to prove the result.

When \( q = 1, \) we have

\[
|g_1 \circ g_0(x) - \tilde{g}_1 \circ \tilde{g}_0(x)| \leq |g_1 \circ g_0(x) - g_1 \circ \tilde{g}_0(x)| + |g_1 \circ \tilde{g}_0(x) - \tilde{g}_1 \circ \tilde{g}_0(x)| \leq K_1 |g_0(x) - \tilde{g}_0(x)|^{\beta_1 \land 1}_\infty + \||g_1 - \tilde{g}_1\|_{L^\infty[a_1, b_1]^{d_1}} \leq K_1 \||g_0 - \tilde{g}_0\|_{L^\infty[a_0, b_0]^{d_0}}^{\beta_1 \land 1}_\infty + \||g_1 - \tilde{g}_1\|_{L^\infty[a_1, b_1]^{d_1}} \leq (K_1 \lor 1) \left\{ \||g_0 - \tilde{g}_0\|_{L^\infty[a_0, b_0]^{d_0}}^{\beta_1 \land 1}_\infty + \||g_1 - \tilde{g}_1\|_{L^\infty[a_1, b_1]^{d_1}} \right\} = \prod_{u=1}^{q} (K_u \lor 1) \sum_{u=0}^{q} \|g_u - \tilde{g}_u\|_{L^\infty[a_u, b_u]^{d_u}} \prod_{v=u+1}^{q} \|\beta_u \land 1\|_{L^\infty[a_u, b_u]^{d_u}}.
\]

If for \( q = q^*, \) such that

\[
|g_{q^*}(x) \circ \ldots \circ g_0(x) - \tilde{g}_{q^*}(x) \circ \ldots \circ \tilde{g}_0(x)| \leq q^* \prod_{u=1}^{q^*} (K_u \lor 1) \sum_{u=0}^{q^*} \|g_u - \tilde{g}_u\|_{L^\infty[a_u, b_u]^{d_u}} \prod_{v=u+1}^{q^*} \|\beta_u \land 1\|_{L^\infty[a_u, b_u]^{d_u}},
\]
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then for \( q = q^* + 1 \), we have

\[
|g_{q^*+1}(x) \circ \cdots \circ g_0(x) - g_{q^*+1}(x) \circ \cdots \circ \tilde{g}_0(x)|
\]

\[
\leq |g_{q^*+1}(x) \circ g_{q^*}(x) \circ \cdots \circ g_0(x) - g_{q^*+1}(x) \circ \tilde{g}_{q^*}(x) \circ \cdots \circ \tilde{g}_0(x)|
\]

\[
+ |g_{q^*+1}(x) \circ \tilde{g}_{q^*}(x) \circ \cdots \circ \tilde{g}_0(x) - g_{q^*+1}(x) \circ \tilde{g}_{q^*}(x) \circ \cdots \circ \tilde{g}_0(x)|
\]

\[
\leq K_{q^*+1} |g_{q^*}(x) \circ \cdots \circ g_0(x) - \tilde{g}_{q^*}(x) \circ \cdots \circ \tilde{g}_0(x)|^{\beta_{q^*+1}}
\]

\[
+ \left| g_{q^*+1} - \tilde{g}_{q^*+1} \right|_{L^\infty} |D_{q^*+1}|^{\delta_{q^*+1}}
\]

\[
\leq \prod_{u=1}^{q^*+1} (K_u \vee 1) \left[ \sum_{u=0}^{q^*} \left| g_0 - \tilde{g}_0 \right|_{L^\infty} |D_{u+1}|^{\delta_u} \right]^{\beta_{q^*+1}}
\]

\[
+ \left| g_{q^*+1} - \tilde{g}_{q^*+1} \right|_{L^\infty} |D_{q^*+1}|^{\delta_{q^*+1}}
\]

\[
\leq \prod_{u=1}^{q^*+1} (K_u \vee 1) \sum_{u=0}^{q^*} \left| g_0 - \tilde{g}_0 \right|_{L^\infty} |D_{u+1}|^{\delta_u}^{\beta_{u+1}}
\]

\[
+ \left| g_{q^*+1} - \tilde{g}_{q^*+1} \right|_{L^\infty} |D_{q^*+1}|^{\delta_{q^*+1}}
\]

\[
= \prod_{u=1}^{q^*+1} (K_u \vee 1) \sum_{u=0}^{q^*} \left| g_0 - \tilde{g}_0 \right|_{L^\infty} |D_{u+1}|^{\delta_u}^{\beta_{u+1}}
\]

The proof is complete. \( \square \)

For any \( u = 0, \ldots, q \), define \( \beta_u^* = \beta_u \prod_{w=u+1}^{q} \beta_w \wedge 1 \).

In the following, we will consider the local properties of the aforementioned function class \( \mathcal{G} \). With a little abuse of notation, define the local version function class \( \mathcal{G}(q, J, d, t, \beta, K) \): let \( \mathcal{G}(q, J, d, t, \beta, K) \) be the class of functions of the form

\[
g(x) = g_q \circ \cdots \circ g_0(x), \quad \forall x \in [a_0, b_0]^{d_1},
\]

where for any constants \( a_0, b_0 \in \mathbb{R} \), there exists \( a_1, \ldots, a_{q+1}, b_1, \ldots, b_{q+1}, K_0, \ldots, K_q \), such that \( g_u = (g_{u1}, \ldots, g_{ud_{u+1}}) : [a_u, b_u]^{d_u} \rightarrow [a_{u+1}, b_{u+1}]^{d_{u+1}} \), with \( g_{uv} \in C^{\beta_u}_{\beta_u} ([a_u, b_u]^{d_u}, K_u) \) being \( \beta_u \)-Hölder functions of radius \( K_u \) involving only \( t_u(\leq d_u) \) variables. Define the set of the effective inputs: \( \mathcal{A} = \{ j : \xi_j \text{ is effective for } g_{0v} \text{ for all } v = 1, \ldots, d_1 \} \), such that \( |\mathcal{A}| \leq t_0d_1 < \infty \). Owing to finite \( |\mathcal{A}| \), it is straightforward to verify the following lemma:

The following lemma provides the network approximation of \( \mathcal{G}(q, J, d, t, \beta, K) \).
Lemma D.27. For any $f \in G(q, \beta, \gamma, \delta, \tau)$ and any sufficiently large positive integer $M$, there exists a fully connected network $\tilde{f} \in \mathcal{F}(L(M), p(M), B(M))$ satisfying $L(M) \lesssim \log_2 M$, $\|p(M)\|_\infty \lesssim \max_{u=0, \ldots, q} d_u (M + 1)^t$, $B(M) \lesssim M$, such that

$$\|\tilde{f}(x) - f(x)\|_\infty \leq C^* \max_u M^{-\beta_u},$$

where $C^*$ is some constant depending on function class $G(q, \beta, \gamma, \delta, \tau)$.

Proof. We first apply Lemma D.25 to each $g_{uv}$. Let $m_u = \lceil \frac{\beta_u}{2} \log_2 (C_u^{-1/\beta_u} M) \rceil$, where $C_u = \frac{K_u^*}{8(2K_u^*+1)(2e)^{m_u}(1+\beta_u+t_u^2)}$, then for any positive integer $M$, there exists a network such that

$$\tilde{g}_u \in \mathcal{F}(2(m_u + 5)(1 + \lceil \log_2 \beta_u \lor t_u \rceil), (t_u, 24B_{\beta_u,t_u}, \ldots, 24B_{\beta_u,t_u}, 1), K_u^* e^{t_u} \lor M),$$

and

$$|\tilde{g}_u(x) - g_u(x)| \leq K_u^* M^{-\beta_u},$$

for all $x \in [a_u, b_u]^{t_u}$, where $K_u^* = K_u \{(b_u - a_u)^{1/\beta_u} \lor 1 \}$. We add two more layers to calculate $\tilde{g}_u = ((b_u + 1 - a_u + 1) - (b_u + 1 - \tilde{g}_u)_+) + a_u + 1$, which confines the range of outputs. Therefore, we have $d_u^{t_u+1}$ parallel networks for any fixed $u$, which can be embedded in

$$\mathcal{F}(L_u, (d_u, 24d_{u+1}B_{\beta_u,t_u}, \ldots, 24d_{u+1}B_{\beta_u,t_u}, 1), K_u^{**} e^{t_u} \lor M),$$

where $L_u = 2(m_u + 5)(1 + \lceil \log_2 \beta_u \lor t_u \rceil) + 2$, $K_u^{**} = (K_u \lor K_{u+1}) \{(b_u - a_u)^{1/\beta_u} \lor 1 \}$. The described network $\tilde{g}_u^*$ satisfies

$$\|\tilde{g}_u^* - g_u \|_{L_\infty[a_u, b_u]^{t_u}} \leq \|\tilde{g}_u - g_u \|_{L_\infty[a_u, b_u]^{t_u}} \leq K_u^* M^{-\beta_u}.$$

Lastly, we can design $\tilde{f} = \tilde{g}_q \circ \tilde{g}_{q-1} \ldots \circ \tilde{g}_0$. This network can be embedded in $\mathcal{F}(L, p, B)$, where $L = q-1 + \sum_{u=0}^q L_u$, $p = (d_0, 24B_{\beta_0,t_0}, \ldots, 24B_{\beta_0,t_0}, 1)$, with $B_{\beta_0,t_0} = \max_u d_u + 1 B_{\beta_u,t_u}$, and $B = \max_u K^{**} e^{t_u} \lor M$. By choosing sufficiently large $M$, we have $L \lesssim \log_2 M$, $\|p\|_\infty \lesssim \max_u d_u + 1 t_u (M + 1)^t$ and $B \lesssim M$. 
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By applying Lemma D.26, we have
\[ \| f - \tilde{f} \|_{L^\infty[a_0,b_0]^d} \leq \prod_{u=1}^{q} (K_u \lor 1) \sum_{u=0}^{q} (K_u^* M^{-\beta_u}) \Pi_{u=u+1}^{q} \beta_u^{-1} \]
\[ \leq (\max_u K_u)^{2q} \sum_{u=0}^{q} M^{-\beta_u} \Pi_{u=u+1}^{q} \beta_u^{-1} \]
\[ \leq (q + 1)(\max_u K_u)^{2q} \max_u M^{-\beta_u} = C^* \max_u M^{-\beta_u}. \]

In the following, we provide the complete proof of Lemma D.17.

**Proof.** We use the network \( \tilde{\eta} \) obtained in Lemma D.27 and construct a network
\[ \tilde{f} = 2 \left( \sigma \left( \epsilon^{-1} \left( \tilde{\eta} - \frac{1}{2} \right) \right) - \sigma \left( \epsilon^{-1} \left( \tilde{\eta} - \frac{1}{2} \right) - 1 \right) \right) - 1. \]

We need two more layers from \( \tilde{\eta} \) to \( \tilde{f} \), which can be obtained by
\[ \tilde{\eta} \mapsto \sigma \left( \epsilon^{-1} \left( \tilde{\eta} - \frac{1}{2} \right) \right), \]
\[ \tilde{\eta} \mapsto \sigma \left( \epsilon^{-1} \left( \tilde{\eta} - \frac{1}{2} \right) - 1 \right) \]
with the maximal value of weights is bounded above by \( \epsilon^{-1} \). Since the subtraction is multiplied by two, we need double the width, and the last layer of additive structure with bias term \( -1 \). The construction doesn’t change the asymptotic orders of \( L \) and \( p \). Define \( A = \{ \xi_J : |\eta^{(J)}(\xi_J) - \frac{1}{2}| > 2\epsilon \} \), then we have the identity \( \tilde{f}(\xi_J) = f_\hat{\phi}^{*}(\xi_J) \) when \( \xi_J \in A \), where \( f_\hat{\phi}^{*} = \arg \min_{f \in F} E [\phi(Y f(\xi_J))] \) for all measurable real-valued functions with \( J \) inputs. This is because when \( \eta^{(J)}(\xi_J) - \frac{1}{2} > 2\epsilon \), we have
\[ \tilde{\eta}(\xi_J) - \frac{1}{2} = \tilde{\eta}(\xi_J) - \eta^{(J)}(\xi_J) + \eta^{(J)}(\xi_J) - \frac{1}{2} > -\epsilon + 2\epsilon = \epsilon \]
and when $\eta^{(J)}(\xi_j) - \frac{1}{2} < -2\epsilon$, we have

$$\tilde{\eta}(\xi_j) - \frac{1}{2} = \eta(\xi_j) - \eta^{(J)}(\xi_j) + \eta^{(J)}(\xi_j) - \frac{1}{2} < \epsilon - 2\epsilon = -\epsilon.$$  

For appropriately chosen $M$, $\epsilon$ can be sufficiently small around 0. Note that $\phi$ is Fisher consistent, i.e., $\text{sign}(f^*_\phi) = G^*_J$, and by Theorem 2.31 of [100],

$$\sup_{h \in \mathcal{H}} E \left[ R_h(\tilde{G}) - R_h(G^*_J) \right] \lesssim \sup_{h \in \mathcal{H}} E \left[ \phi \left( Y \tilde{f} \right) - \phi \left( YG^*_J \right) \right].$$

Therefore,

$$E \left[ \phi \left( Y \tilde{f}(\xi_j) \right) - \phi \left( YG^*_J(\xi_j) \right) \right] = \int \left| \tilde{f}(x) - G^*_J(x) \right| \left| 2\eta^{(J)}(x) - 1 \right| d\tilde{P}_\theta(x) = 2 \int_{\mathcal{A}^c} \left| \tilde{f}(x) - G^*_J(x) \right| \left| \eta^{(J)}(x) - \frac{1}{2} \right| d\tilde{P}_\theta(x) \leq 4 \int_{\mathcal{A}^c} \left| \eta^{(J)}(x) - \frac{1}{2} \right| d\tilde{P}_\theta(x) \leq 8\epsilon \mathbb{P} \left( \left| \eta^{(J)}(\xi_j) - \frac{1}{2} \right| \leq 2\epsilon \right) \lesssim \epsilon^\alpha + \epsilon \epsilon(J),$$

and for any $J \geq J_0$, the upper bound of the EMR for the first $J$ scores is derived. Combining the result in Lemma D.27, the proof is complete.

We introduce the complexity measures of a given function class. Let $\mathcal{F}$ be a given class of real valued functions on $\mathcal{C}$.

**Definition 1.** (Covering number) Let $\kappa > 0$ and $\| f \|_\infty = \sup_{z \in \mathcal{C}} | f(z) |$. A subset $\{ f_k \in \mathcal{F} \}_{k \geq 1}$ is called a $\kappa$-covering set of $\mathcal{F}$ with respect to $\| f \|_\infty$, if for all $f \in \mathcal{F}$, there exists an $f_k$ such that $\| f_k - f \|_\infty \leq \kappa$. The $\kappa$-covering number of $\mathcal{F}$ with respect to $\| f \|_\infty$ is defined by

$$\mathcal{N}(\kappa, \mathcal{F}, \| \cdot \|_\infty) = \inf \left\{ N \in \mathbb{N} : \exists f_1, \ldots, f_N, \text{ s.t. } \mathcal{F} \subset \bigcup_{k=1}^{N} \{ f \in \mathcal{F} : \| f_k - f \|_\infty \leq \kappa \} \right\}. $$
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**Definition 2.** (Bracketing entropy) A collection of pairs \( \{ (f^L_k, f^U_k) \in \mathcal{F} \times \mathcal{F} \}_{k \geq 1} \) is called a \( \kappa \)-bracketing set of \( \mathcal{F} \) with respect to \( \| f \|_\infty \), if \( \| f^L_k - f^U_k \|_\infty \leq \kappa \) and for all \( f \in \mathcal{F} \), there exists a pair \( (f^L_k, f^U_k) \) such that \( f^L_k \leq f \leq f^U_k \). The cardinality of the minimal \( \kappa \)-bracketing set with respect to \( \| f \|_\infty \) is called the \( \kappa \)-bracketing number, which is denoted by \( N_B(\kappa, \mathcal{F}, \| \cdot \|_\infty) \).

Define \( \kappa \)-bracketing entropy as \( H_B(\kappa, \mathcal{F}, \| \cdot \|_\infty) = \log N_B(\kappa, \mathcal{F}, \| \cdot \|_\infty) \). Given any \( \kappa > 0 \), it is known that

\[
\log N(\kappa, \mathcal{F}, \| \cdot \|_\infty) \leq H_B(\kappa, \mathcal{F}, \| \cdot \|_\infty) \leq \log N(\kappa/2, \mathcal{F}, \| \cdot \|_\infty).
\]

The following lemma provides the excess risk of FDNN classifier under some regularity conditions.

**Lemma D.28.** Under Assumption 1 and some regularity conditions:

(i) For a positive sequence \( \{ \delta_n^* \}_{n \geq 1} \), there exists a sequence of function classes \( \{ \mathcal{F}_n \}_{n \geq 1} \) such that \( E \left[ \phi(Yf_n(x)) - \phi(YC^*(x)) \right] \leq \delta_n^* \) for some \( f_n \in \mathcal{F}_n \);

(ii) There exists a sequence \( \{ \delta_n \}_{n \geq 1} \), such that \( \delta_n \leq n^{-\frac{\alpha+1}{\alpha+2}} H_B^{1/2}(\delta_n, \mathcal{F}_n, \| \cdot \|_2) \leq n\delta_n^{(\alpha+2)/(\alpha+1)} \), and \( \{ \mathcal{F}_n \}_{n \geq 1} \) in (i),

when \( n (\max\{ \delta_n^*, \delta_n \})^{2(\alpha+2)/(\alpha+1)} \gtrsim \log_2^{1+a} n \) for any small enough \( a > 0 \), then \( \hat{f}_{\phi,n} \) satisfies

\[
E \left[ R(\hat{G}^{FDNN}_f) - R(G^*_f) \right] \lesssim (\max\{ \delta_n^*, \delta_n \})^2.
\]

**Proof.** This result can be derived similarly as Theorem A.2 in [52]. Therefore, since condition (C1) can be directly verified if (C3) holds, we only need to verify the conditions (C3) in Theorem A.1. Following the same notations and (A.4) in [52], since \( \epsilon_n^2 \geq 2^7 \delta_n/c_1 \) for some small enough \( \epsilon_n \), when \( \delta_n \leq n^{-\frac{\alpha+1}{\alpha+2}} \), we have

\[
H_B^{1/2}(\delta_n, \mathcal{F}_n, \| \cdot \|_2) \left( \epsilon_n^2 \right)^{\frac{\alpha+2}{(\alpha+1)}} \leq n\delta_n^{\frac{\alpha+2}{\alpha+1}} \left( \epsilon_n^2 \right)^{\frac{\alpha+2}{(\alpha+1)}} \leq n\delta_n^{\frac{\alpha+2}{\alpha+1}} \left( \delta_n/\epsilon_n^2 \right)^{\frac{\alpha+2}{(\alpha+1)}},
\]

which has the upper bound \((2^7/c_1)^{\frac{\alpha+2}{(\alpha+1)}} n^{1/2}\). Therefore (C3) is verified. \( \square \)

The following lemma provides the covering number for fully connected networks.
Lemma D.29. Given a fully connected network class $\mathcal{F}(L, J, p, B)$ and any $\delta > 0$, the upper bound for $\log N(\delta, \mathcal{F}(L, J, p, B), \| \cdot \|_\infty)$ is

$$2L \left( \sum_{l=1}^{L} (p_l + 1)p_{l+1} + Jp_1 + 1 \right) \log \left\{ \delta^{-1}(L + 1)(\max\{\|p\|_\infty, J\} + 1)(B \vee 1) \right\}.$$

Proof. Let $S$ be the number of active neurons for the neural network. According to Lemma 3 of [102], since the fully connected network has $S \leq \sum_{l=0}^{L}(p_l + 1)p_{l+1}$, the proof is complete. \qed

Denote $\mathcal{F}^* = \mathcal{F}(L(M), J, p(M), B(M))$. As a result of Lemma D.29, we restrict that $J \lesssim \|p\|_\infty$ (we show it holds under Assumption 2 in Proof of Theorem 5.1(ii)), when $\epsilon^\alpha \gtrsim \epsilon(J)$, for relatively large $M$, we have

$$\log N(\delta, \mathcal{F}^*, \| \cdot \|_\infty) \lesssim \max_{u=0, \ldots, q} M^{2\alpha_u} \left[ \log^3 M + \log M \log(\delta^{-1}) \right]$$

$$\lesssim \left( \epsilon^{-1} \right)^{\max_{u=0, \ldots, q} 2\alpha_u / \beta_u} \left[ \log^3 (\epsilon^{-1}) + \log(\epsilon^{-1}) \log(\delta^{-1}) \right]$$

$$= \left( \epsilon^{\alpha + 1} \right)^{-\max_{u=0, \ldots, q} 2\alpha_u / \beta_u} \left[ \log^3 (\epsilon^{-1}) + \log(\epsilon^{-1}) \log(\delta^{-1}) \right],$$

where the second inequality is obtained by $M = (\epsilon^{-1})^{\max_{u=0, \ldots, q} 1 / \beta_u}$.

D.2.1 Proof of Proposition D.1

Proof. Without loss of generality, suppose $\int_0^\infty \Gamma(x)dx = 1$, otherwise we scale it by $\int_0^\infty \Gamma(x)dx$. 

$$|E(Q^* - Q_J)| \leq E|Q^* - Q_J| = \int_0^\infty \mathbb{P}(|Q^* - Q_J| > x)dx$$

$$\lesssim \int_0^\infty \epsilon(J)\Gamma(x)dx = \epsilon(J).$$

\qed
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D.2.2 Proof of Proposition D.2

Proof. For any $x > 0$ and $J \geq J_0$, we have

\[
P(|Q^*| > x) \leq P(|Q^* - Q^*_J| + |Q^*_J| > x) = P(|Q^* - Q^*_J| > x - |Q^*_J|) = P(|Q^* - Q^*_J| > x - |Q^*_J|, |Q^*_J| \leq x/2) + P(|Q^* - Q^*_J| > x - |Q^*_J|, |Q^*_J| > x/2) \leq P(|Q^* - Q^*_J| > x/2) + P(|Q^*_J| > x/2).
\]

Let $x \to \infty$, according to Assumption 2, right hand side of the inequality has the limit zero for any finite $J$. Thus, the proof is complete. \qed 

D.2.3 Extension to independent t distribution

The following proposition provides a sufficient condition for equivalent measures under student’s t distribution. It is an extension from Gaussian functional data. Similar results for the Gaussian case have been well studied in [31, 30, 12].

Proposition D.3. When $\sum_{j=1}^{\infty} \log \left[ 2(1 + \nu_j |\delta_j|)^{\nu_j+1} \right] < \infty$ and $\sum_{j=1}^{\infty} \nu_j^{5/2} |\delta_j| < \infty$ are satisfied, $\mathbb{P}(|Q^*(\xi)| < \infty) = 1$.

Proof. We first show some preliminaries. For some positive $a$ and $r \geq 2$, we have

\[
\begin{align*}
\int_{-\infty}^{\infty} (1 + x^2)^{-r} \log(1 + ax^2)dx &= \int_{-\infty}^{\infty} (1 + x^2)^{-r} \log(1 + ax^2)\frac{\log(1 + ax^2)}{\log(1 + x^2)}dx \\
&\leq a \int_{-\infty}^{\infty} (1 + x^2)^{-r} \log(1 + x^2)dx \\
&= 2a \int_{-\pi/2}^{\pi/2} (\sec y)^{-r+2} \log(\sec y)dy \\
&\leq -4a \int_{0}^{\pi/2} \log(\cos y)dy \\
&= 2a\pi \log 2,
\end{align*}
\]

(D9)
where we use the substitution $x = \tan y$ for the second equation, and $(\sec y)^{-r+2} \leq 1$ for the second inequality.

We have $h_j^{(1)}(x) = \frac{\Gamma\left(\frac{\nu_j+1}{2}\right)}{\sqrt{\nu_j \pi \Gamma\left(\frac{\nu_j}{2}\right)}} \left(1 + \frac{x^2}{\nu_j}\right)^{-\frac{\nu_j+1}{2}}$ and $h_j^{(-1)}(x) = \frac{\Gamma\left(\frac{\mu_j+1}{2}\right)}{\sqrt{\mu_j \pi \Gamma\left(\frac{\mu_j}{2}\right)}} \left(1 + \frac{x^2}{\mu_j}\right)^{-\frac{\mu_j+1}{2}}.$

According to Wallis’ inequality, for any positive integers $m,$

\[
\frac{1}{\sqrt{\pi(m + 4/\pi - 1)}} \leq (2m - 1)!! < \frac{1}{\sqrt{\pi(m + 1/4)}}.
\]

After some simple calculation, when $\nu_j = 2m,$

\[
\frac{\Gamma\left(\frac{\nu_j+1}{2}\right)}{\sqrt{\nu_j \pi \Gamma\left(\frac{\nu_j}{2}\right)}} = \frac{1}{2} \frac{2m - 1} {2} \frac{(2m - 2)!!}{(2m - 2)!!} \in \frac{1}{\sqrt{2\pi}} \left[\sqrt{\nu_j - 1}, 1\right], \quad (D10)
\]

and when $\nu_j = 2m - 1,$

\[
\frac{\Gamma\left(\frac{\nu_j+1}{2}\right)}{\sqrt{\nu_j \pi \Gamma\left(\frac{\nu_j}{2}\right)}} = \frac{1}{\pi} \frac{2m - 2} {2} \frac{(2m - 2)!!}{(2m - 2)!!} \in \frac{1}{\sqrt{2\pi}} \left[\sqrt{\nu_j - 1}, 1\right]. \quad (D11)
\]

Thus, the ratio of coefficients of $h_j^{(1)}$ and $h_j^{(-1)}$ satisfies

\[
\frac{\Gamma\left(\frac{\nu_j+1}{2}\right)}{\sqrt{\nu_j \pi \Gamma\left(\frac{\nu_j}{2}\right)}} \left(\frac{\Gamma\left(\frac{\mu_j+1}{2}\right)}{\sqrt{\mu_j \pi \Gamma\left(\frac{\mu_j}{2}\right)}}\right)^{-1} \in \left[\sqrt{\nu_j - 1}, \sqrt{\mu_j + 1}\right],
\]

and

\[
\log \left(\frac{\Gamma\left(\frac{\nu_j+1}{2}\right)}{\sqrt{\nu_j \pi \Gamma\left(\frac{\nu_j}{2}\right)}} \left(\frac{\Gamma\left(\frac{\mu_j+1}{2}\right)}{\sqrt{\mu_j \pi \Gamma\left(\frac{\mu_j}{2}\right)}}\right)^{-1}\right) \in \frac{1}{2} \left[-\log \left(1 + \frac{2}{\nu_j - 1}\right), \log \left(1 + \frac{2}{\mu_j - 1}\right)\right].
\]

By assuming that $\mu_j, \nu_j \geq 3,$ we have

\[
\log \left(\frac{\Gamma\left(\frac{\nu_j+1}{2}\right)}{\sqrt{\nu_j \pi \Gamma\left(\frac{\nu_j}{2}\right)}} \left(\frac{\Gamma\left(\frac{\mu_j+1}{2}\right)}{\sqrt{\mu_j \pi \Gamma\left(\frac{\mu_j}{2}\right)}}\right)^{-1}\right) \in \left\{-(\log 2)/2, (\log 2)/2\right\}. \quad (D12)
\]
According to inequality (D9), we have

$$\frac{\mu_j - \nu_j}{2} \int_{-\infty}^{\infty} \left(1 + \frac{x^2}{\nu_j}\right)^{-\nu_j+1} \log \left(1 + \frac{x^2}{\mu_j}\right) \, dx \in \left[-(\pi \log 2)\nu_j^{5/2}\epsilon_j, (\pi \log 2)\nu_j^{5/2}\epsilon_j\right].$$

(D13)
Since
\[
\log \left( 1 + \frac{x^2}{\mu_j} \right) - \log \left( 1 + \frac{x^2}{\nu_j} \right) = \log \left( 1 + \frac{\nu_j \delta_j x^2}{\nu_j + x^2} \right)
\]
\[
\leq \begin{cases} 
\log \left( 1 + \frac{\delta_j x^2}{2\nu_j} \right), & \nu \leq x^2 \\
\log \left( 1 + \frac{\nu_j \delta_j}{2} \right), & \nu > x^2
\end{cases}
\]
and \(\delta_j \geq 0\), we have
\[
\frac{\nu_j + 1}{2} \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\nu_j} \right)^{-\frac{\nu_j + 1}{2}} \left[ \log \left( 1 + \frac{x^2}{\mu_j} \right) - \log \left( 1 + \frac{x^2}{\nu_j} \right) \right] dx
\]
\[
= (\nu_j + 1) \int_{0}^{\infty} \left( 1 + \frac{x^2}{\nu_j} \right)^{-\frac{\nu_j + 1}{2}} \left[ \log \left( 1 + \frac{x^2}{\mu_j} \right) - \log \left( 1 + \frac{x^2}{\nu_j} \right) \right] dx
\]
\[
\leq (\nu_j + 1) \int_{0}^{\sqrt{\nu_j}} \left( 1 + \frac{x^2}{\nu_j} \right)^{-\frac{\nu_j + 1}{2}} \log \left( 1 + \frac{\delta_j x^2}{2\nu_j} \right) dx
\]
\[
+ (\nu_j + 1) \int_{0}^{\sqrt{\nu_j}} \left( 1 + \frac{x^2}{\nu_j} \right)^{-\frac{\nu_j + 1}{2}} \log \left( 1 + \frac{\nu_j \delta_j}{2} \right) dx
\]
\[
\leq \frac{\pi \log 2}{2} \delta_j \left( \nu_j^{3/2} + \nu_j^{1/2} \right) + (\nu_j + 1) \log \left( 1 + \frac{\nu_j \delta_j}{2} \right) \int_{0}^{\infty} \left( 1 + \frac{x^2}{\nu_j} \right)^{-\frac{\nu_j + 1}{2}} dx
\]
\[
= \frac{\pi \log 2}{2} \delta_j \left( \nu_j^{3/2} + \nu_j^{1/2} \right) + \left( \nu_j + 1 \right) \left( \frac{\Gamma \left( \frac{\nu_j + 1}{2} \right)}{\sqrt{\nu_j \pi} \Gamma \left( \frac{\nu_j}{2} \right)} \right)^{-1} \log \left( 1 + \frac{\nu_j \delta_j}{2} \right). 
\]
(D14)

Therefore, according to Equations (D10) to (D14), we have
\[
|E \left[ Q^*(X, \theta) \right] |
\leq \sum_{j=1}^{\infty} \sqrt{\frac{\pi \log 2}{8}} \left( 2\nu_j^{5/2} + \nu_j^{3/2} + \nu_j^{1/2} \right) \delta_j
\]
\[
+ \sum_{j=1}^{\infty} (\log 2)/2 + \sum_{j=1}^{\infty} \left( \frac{\nu_j + 1}{2} \right) \log \left( 1 + \frac{\nu_j \delta_j}{2} \right).
\]
\[
\leq \left( \sqrt{2\pi \log 2} \sum_{j=1}^{\infty} \nu_j^{5/2} \delta_j + \sum_{j=1}^{\infty} \left( \frac{1}{2} \right) \log \left[ 2 \left( 1 + \frac{\nu_j \delta_j}{2} \right)^{\nu_j + 1} \right] \right).
\]
According to inequality (D9) and some simple calculation, we have

\[
E [Q^* (X, \theta)] = \sum_{j=1}^{\infty} \int_{-\infty}^{\infty} h_j^{(-1)} \log \left( \frac{h_j^{(1)}}{h_j^{(-1)}} \right) (x) dx \\
= \sum_{j=1}^{\infty} \int_{-\infty}^{\infty} \frac{\Gamma \left( \frac{\nu_j + 1}{2} \right)}{\sqrt{\mu_j \pi \Gamma \left( \frac{\nu_j}{2} \right)}} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \left\{ \log \left( \frac{\Gamma \left( \frac{\nu_j + 1}{2} \right)}{\sqrt{\mu_j \pi \Gamma \left( \frac{\nu_j}{2} \right)}} \right) \right\} \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot dx \\
= \sum_{j=1}^{\infty} \log \left( \frac{\Gamma \left( \frac{\nu_j + 1}{2} \right)}{\sqrt{\mu_j \pi \Gamma \left( \frac{\nu_j}{2} \right)}} \right) \cdot \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot \\
\times \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \left\{ \log \left( 1 + \frac{x^2}{\mu_j} \right) \right\} \cdot \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot dx \\
+ \frac{\nu_j + 1}{2} \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \left\{ \log \left( 1 + \frac{x^2}{\mu_j} \right) \right\} \cdot \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot dx \\
+ \frac{\nu_j + 1}{2} \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \left[ \log \left( 1 + \frac{x^2}{\mu_j} \right) - \log \left( 1 + \frac{x^2}{\mu_j} \right) \right] \cdot dx \\
\times \left\{ \frac{\mu_j - \nu_j}{2} \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot dx \\
+ \frac{\nu_j + 1}{2} \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \left[ \log \left( 1 + \frac{x^2}{\mu_j} \right) - \log \left( 1 + \frac{x^2}{\mu_j} \right) \right] \cdot dx \right\}.
\]

According to inequality (D9) and some simple calculation, we have

\[
\frac{\mu_j - \nu_j}{2} \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \log \left( 1 + \frac{x^2}{\mu_j} \right) \cdot dx \in \left[ -(\pi \log 2)\nu_j^{5/2} |\delta_j|, (\pi \log 2)\nu_j^{5/2} |\delta_j| \right],
\]

(D15)
where we use the fact that $\delta_j \nu_j \geq 0$. We also have

$$
\frac{\nu_j + 1}{2} \int_{-\infty}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \left[ \log \left( 1 + \frac{x^2}{\mu_j} \right) - \log \left( 1 + \frac{x^2}{\nu_j} \right) \right] dx
$$

$$
= (\nu_j + 1) \int_{0}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \log \left( 1 + \frac{x^2}{\nu_j} \right) dx
$$

$$
\leq (\nu_j + 1) \int_{0}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \log \left( 1 + \frac{\delta_j x^2}{2\nu_j} \right) dx
$$

$$
+ (\nu_j + 1) \int_{\nu_j}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} \log \left( 1 + \frac{\nu_j \delta_j}{2} \right) dx
$$

$$
\leq \frac{\pi \log 2}{2} \delta_j \left( \nu_j^{3/2} + \nu_j^{1/2} \right) + (\nu_j + 1) \log \left( 1 + \frac{\nu_j \delta_j}{2} \right) \int_{0}^{\infty} \left( 1 + \frac{x^2}{\mu_j} \right)^{-\frac{\nu_j + 1}{2}} dx
$$

$$
= \frac{\pi \log 2}{2} \delta_j \left( \nu_j^{3/2} + \nu_j^{1/2} \right) + \left( \nu_j + 1 \right) \left( \frac{\Gamma \left( \frac{\nu_j + 1}{2} \right)}{\sqrt{\mu_j \pi}} \right)^{-1} \log \left( 1 + \frac{\nu_j \delta_j}{2} \right), \quad (D16)
$$

where the last inequality uses the fact that $\delta_j \nu_j \geq 0$.

Therefore, according to Equations (D10), (D11), (D12), (D15) and (D16), we have

$$
|E [Q^*(X, \theta)]| 
\leq \sum_{j=1}^{\infty} \sqrt{\frac{\pi \log 2}{8}} \left( 2\nu_j^{5/2} + \nu_j^{3/2} + \nu_j^{1/2} \right) \delta_j
$$

$$
+ \sum_{j=1}^{\infty} (\log 2) / 2 + \sum_{j=1}^{\infty} \left( \nu_j + 1 \right) \log \left( 1 + \frac{\nu_j \delta_j}{2} \right). 
$$

$$
\leq \sqrt{2\pi \log 2} \sum_{j=1}^{\infty} \nu_j^{5/2} \delta_j + \sum_{j=1}^{\infty} \left( \frac{1}{2} \right) \log \left\{ 2 \left( 1 + \frac{\nu_j \delta_j}{2} \right)^{\nu_j + 1} \right\}. 
$$

Since $\nu_j \delta_j = o(1)$ and positive, we have

$$
\log \left( 1 + \frac{\nu_j \delta_j}{2} \right) \leq - \log \left( 1 - \frac{\nu_j \delta_j}{2} \right) = \log \left( 1 + \frac{\nu_j \delta_j}{2 - \nu_j \delta_j} \right) \leq \log(1 + \nu_j \delta_j), 
$$

and the proof is done. \qed
E.1 Regularity assumptions

Without loss of generality, let the area of $\Omega$ be 1. For the univariate splines, we consider equally-spaced knots in our theoretical derivation. For a univariate function $\psi(\cdot)$, denote $\psi'(\cdot)$, $\psi''(\cdot)$ and $\psi^{(v)}(\cdot)$ be its first, second and $v$-th order derivative, respectively. For any bivariate function $g$ defined on $\Omega$, let $|g(v, \omega)|_{\infty, \Omega} = \sup_{v \in \Omega} |g(v)|$ be the supremum norm of $g$, and let $|g(v, \omega)|_{v, \infty, \Omega} = \max_{i+j=v} \|\nabla_i^{s_1} \nabla_j^{s_2} g(v)\|_{\infty, \Omega}$ be the maximum norms of all the $v$-th order derivatives of $g$ over $\Omega$. Let $v$ be a nonnegative integer, and $\delta \in (0, 1]$ such that $\varrho = \delta + v \geq 1$. Let $H(\varrho)([a, b])$ be the class of functions $\psi$ on $[a, b]$ whose $v$-th derivative exists and satisfies a Lipschitz condition of order $\delta$: $|\psi^{(v)}(x) - \psi^{(v)}(x')| \leq C_v |x - x'|^\delta$, for $x, x' \in [a, b]$. Let $D^0([a, b]) = \{ g : Eg(\omega) = 0, Eg^2(\omega) < \infty \}$ be the function space defined on $[a, b]$ and $W^{d+1, \infty}(\Omega) = \{ g : |g|_{k, \infty, \Omega} < \infty, 0 \leq k \leq d + 1 \}$ be the standard Sobolev space.

The following are the technical assumptions needed to facilitate the technical details,

(A1) For $k = 1, \ldots, p$, $\beta_{0k} \in H^{(v)}(\omega) \cap D^0$ and the true bivariate function $\alpha_0(\cdot) \in W^{d+1, \infty}(\Omega)$.

(A2) The density function $f(x, z, s)$ of $(X_1, \ldots, X_p, Z, S)$ satisfies

$$0 < c_f \leq \inf_{(x, z, s) \in \mathbb{R}^{p+1} \times \Omega} f(x, z, s) \leq \sup_{(x, z, s) \in \mathbb{R}^{p+1} \times \Omega} f(x, z, s) \leq C_f < \infty.$$ 

The marginal density function $f_z(\cdot)$ of $Z$ is twice continuously differentiable and the marginal density function $f_s(\cdot)$ of $S$ is bounded away from zero and infinity on $\Omega$. 
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Recall that $S^r_d(\triangle)$ denotes the spline space of degree $d$ and smoothness $r$ over $\triangle$. For every $\alpha \in S^r_{3r+2}$ and every $\tau \in \triangle$, there exists a positive constant $F_1$, independent of $\alpha$ and $\tau$, such that
\[
F_1 \|\alpha\|_{\infty, \tau} \leq \left\{ \sum_{s_i \in \tau ; i \in \{1, \ldots, n\}} \alpha(s_i)^2 \right\}^{1/2} \leq F_2 \|\alpha\|_{\infty, \tau},
\]
where $\|\alpha\|_{\infty, \tau}$ denotes the supremum norm of $\alpha$ over triangle $\tau$, $F_2$ is the largest among the numbers of observations in triangles $\tau \in \triangle$ and $F_2 / F_1 = O(1)$.

The errors satisfy
\[
E \{\varepsilon_i | X_i = x_i, Z_i = z_i, S_i = s_i\} = 0
\]
and
\[
E \{\varepsilon_i^{2+\nu} | X_i = x_i, Z_i = z_i, S_i = s_i\} < \infty
\]
for some $\nu \in (3, \infty)$.

For some positive constant $\pi$, $(\min_{\tau \in \triangle} T_\tau)^{-1} \leq |\triangle| \leq \pi$, where $T_\tau$ is the radius of the largest disk contained in $\tau$.

The number of knots $J_n$ for the univariate splines and the triangulation size $|\triangle|$ satisfy that $J_n \to \infty$, $|\triangle| \to 0$, and $J_n \ll |\triangle|^{2n \log^{-1}(n)}$; and the smoothness penalty parameter $\lambda_n n^{-1}|\triangle|^{-3} \to 0$.

$h = o(n^{-1/5})$. For some $\varrho \geq 1$ and $d \geq 2$, $|\triangle| \ll n^{-2/(5d+5)}$ and $|\triangle|^{1/((\varrho + 1)n^{2/(5\varrho + 5)} \ll J_n \ll |\triangle|^{2n \log^{-1}(n)}$ and $\lambda_n n^{-1}|\triangle|^{-3}n^{2/5} = o(1)$.

The kernel function $K(\cdot)$ is a symmetric probability density with bounded support in $[-1, 1]$.

$\Omega(z) = E(X_1X_1^\top | Z = z)$ and $\Gamma(z) = E(X_1X_1^\top X_1X_1^\top | Z = z)$ are twice continuously differentiable. $C(z)$ is uniformly bounded in $[a, b]$.

The above assumptions are regularity conditions that can be satisfied in many practical situations. Assumption (A1) describes the requirement on the varying coefficient functions,
which are frequently used in the literature of non and semi-parametric estimation. Assump-
tions (A1) and (A2) are similar to Assumptions (A1) and (A2) in [129]. Assumptions (A3)
and (A5) are analogue to Assumptions (A2) and (A5) in [129], which has been widely used
in the triangulation based literature [116, 57]. Assumptions (A6) and (A6′) show the require-
ment of the number of interior knots and the size of triangulation to ensure the consistency
property of spline estimator and to obtain the local linear estimator, respectively. Note that the
Assumption (A6′) only provides the order of \( h = o(n^{-1/5}) \) to be satisfied. This upper bounds
on the bandwidth \( h \) in Assumption (A6′), is adapted from [114], which is a necessary condi-
tion for Proposition 6.1. The naive empirical log-likelihood ratio is asymptotically non-central
if the optimal bandwidth is used, which has been discussed in [124]. To make the likelihood
ratio asymptotically parameter free, we adopt the undersmoothing Assumption (A6′). Assump-
tions (A4), (A7) and (A8) which are analogue to conditions 1, 2 and 3 in [114], are common
regularity conditions in non-parametric smoothing literature.

E.2 Preliminaries

In this section, we depict the following bivariate splines properties. We first introduce some no-
tations. For any vector \( \mathbf{a} = (a_1, \ldots, a_n)^\top \in \mathbb{R}^n \), denote the norm \( \|\mathbf{a}\|_r = (|a_1|^r + \cdots + |a_n|^r)^{1/r} \),
\( 1 \leq r < +\infty \), \( \|\mathbf{a}\|_\infty = \max(|a_1|, \ldots, |a_n|) \). For any matrix \( \mathbf{A} = (a_{ij})_{i=1,j=1}^{m,n} \), denote its \( L_r \) norm as \( \|\mathbf{A}\|_r = \max_{\mathbf{a} \in \mathbb{R}^n, \mathbf{a} \neq 0} \|\mathbf{Aa}\|_r \|\mathbf{a}\|_r^{-1} \), for \( r < +\infty \) and \( \|\mathbf{A}\|_r = \max_{1 \leq i \leq m} \sum_{j=1}^n |a_{ij}| \),
for \( r = \infty \). Given sequences of positive numbers \( a_n \) and \( b_n \), \( a_n \lesssim b_n \) means \( a_n/b_n \) is
bounded, and \( a_n \preceq b_n \) means both \( a_n \preceq b_n \) and \( a_n \preceq b_n \) hold. We define the norm on
the space \( \mathcal{G} \). For any functions \( \phi_1, \phi_2 \in \mathcal{G} \), define their theoretical inner product \( \langle \phi_1, \phi_2 \rangle \)
as \( \langle \phi_1, \phi_2 \rangle = E\phi_1(X, Z, S)\phi_2(X, Z, S) \). Define their empirical inner product \( \langle \phi_1, \phi_2 \rangle_n \) as
\( \langle \phi_1, \phi_2 \rangle_n = \frac{1}{n} \sum_{i=1}^n \phi_1(X_i, Z_i, S_i)\phi_2(X_i, Z_i, S_i) \). Hence, \( \|\phi\| = \sqrt{\langle \phi, \phi \rangle} \) and \( \|\phi\|_n = \sqrt{\langle \phi, \phi \rangle_n} \).

**Lemma E.30.** (Theorem 10.2, [56]) Suppose that \( |\triangle| \) is a \( \pi \)-quasi-uniform triangulation of a
polygonal domain \( \Omega \), and \( \phi(\cdot) \in \mathcal{W}^{d+1,\infty}(\Omega) \).
(i) For bi-integer \((\alpha_1, \alpha_2)\) with \(0 \leq a_1 + a_2 \leq d\), there exists a spline \(\phi^*(\cdot) \in S^0_d(\triangle)\) such that \(\|\nabla_{a_1}^\alpha \nabla_{a_2}^\beta (\phi - \phi^*)\|_\infty \leq C|\triangle|^{d+1-a_1-a_2}\|\phi\|_{d+1,\infty}\) where \(C\) is a constant depending on \(d\) and shape parameter \(\pi\).

(ii) For bi-integer \((\alpha_1, \alpha_2)\) with \(0 \leq a_1 + a_2 \leq d\), there exists a spline \(\phi^{**}(\cdot) \in S^0_d(\triangle)\) such that \(\|\nabla_{a_1}^\alpha \nabla_{a_2}^\beta (\phi - \phi^{**})\|_\infty \leq C|\triangle|^{d+1-a_1-a_2}\|\phi\|_{d+1,\infty}\) where \(C\) is a constant depending on \(d\), \(r\) and shape parameter \(\pi\).

Lemma E.30 shows that \(S^0_d(\triangle)\) has full approximation power, and \(S^0_d(\triangle)\) also has full approximation power if \(d \geq 3r + 2\).

Lemma E.31. (Lemma B.4, [129]) For any \(k = 1, \cdots, p, \phi_k \in H^q(\varrho) \cap D^0_k\), there exist a constant \(c\) and a function \(\phi^*_k \in U^0_k\) such that \(\|\phi_k - \phi^*_k\|_\infty \leq c\|\phi_k^{(p+1)}\|_{\infty, \eta_n^m - \eta_{n-1}^m}\).

Lemma E.32. Suppose that Assumptions (A2), (A5) and (A6) hold. Then

\[
\sup_{\phi_1, \phi_2 \in \mathcal{A}} \left| \frac{\langle \phi_1, \phi_2 \rangle_n - \langle \phi_1, \phi_2 \rangle}{\|\phi_1\| \|\phi_2\|} \right| = O_{n.a.s.} \left( n^{1/2} |\triangle|^{1/2} n^{1/2} \log^{1/2} n \right)
\]

where \(\mathcal{A} = \left\{ \phi : \phi(x, z, S) = \sum_{k=1}^p \sum_{j \in J} \eta_{kj} U_{kj}(z)x_k + \sum_{m \in M} \gamma_m B_m(s), \quad x_k, z, \eta_{kj}, \gamma_m \in \mathbb{R}, s \in \Omega \right\}\).

Proof. The proof is similar as the proof of Lemma B.7 in [129].

Lemma E.33. Under Assumptions (A2), (A5) and (A6), there exist constants \(0 < c_A < C_A < \infty\), such that \(c_A \leq \lambda_{\min}(nA_{11}) \leq \lambda_{\max}(nA_{11}) \leq C_A\), where \(A_{11}\) is given in (6.2.2).

Proof. The proof is similar as the proof of Lemma B.8 in [129]. Details are omitted.

E.3 Proof of Theorem 6.1

Proof. We first prove the consistency of \(\hat{\theta}\). Define \(H_w = I - W(W^TW)^{-1}W^T\). Note that

\[
\hat{\theta} = A_{22}Q_2^TB^TH_wY
= A_{22}Q_2^TB^TH_w(\beta^T_0(Z)X + \alpha_0(S)) + A_{22}Q_2^TB^TH_w \varepsilon
= \hat{\theta}_\mu + \hat{\theta}_\varepsilon.
\]
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According to Lemmas E.30 and E.31, there exist $\alpha^*(S) = B(S)Q_2\theta_0$ and $\beta^*(z) = U(z)\eta_0$, which are the best approximation to $\alpha_0$ and $\beta_0$ with the approximation rate at $\|\alpha^* - \alpha_0\|_\infty \leq C_\alpha|\Delta|^{d+1}|\alpha_0|_{d+1,\infty}$ and $\|\beta_0(z) - U(z)\eta_0\|_\infty \leq C_\beta J_n^{e-1}$. Hence, it is easy to find that $\|\beta_0(Z)\top X - W\eta_0\|_\infty = O_p(C_\beta J_n^{e-1})$. Denote by $\gamma_0 = Q_2\theta_0$ the spline coefficients of $\alpha^*$. We have the following decomposition:

$$
\|\tilde{\theta} - \theta_0\| \leq \|A_{22}Q_2\top B\top H_w\beta_0^*(Z)X\| + \|A_{22}Q_2\top B\top H_w(\alpha_0 - BQ_2\theta_0) - \lambda_n A_{22}Q_2\top PQ_2\theta_0\|.
$$

For any vector $a$, according to Lemma E.33 and the proof of Theorem 2 in [116], one has $n a\top A_{22} a \leq C|\Delta|^{-2}$. Hence, we have

$$
\|A_{22}Q_2\top B\top H_w(\alpha_0 - BQ_2\theta_0)\| \leq C^{1/2}|\Delta|^{-1}n^{-1}\left[\sum_{m\in M} \{B_m\top H_w 1\}^2\right]^{1/2} = O_p(J_n^{-p}).
$$

Similarly,

$$
\|A_{22}Q_2\top B\top H_w(\alpha_0 - BQ_2\theta_0)\| \leq C^{1/2}|\Delta|^{-1}n^{-1}\left[\sum_{m\in M} \{B_m\top H_w(\alpha_0 - BQ_2\theta_0)\}^2\right]^{1/2} = O_p(|\Delta|d|\alpha_0|_{d+1,\infty}),
$$

and $\lambda_n \|A_{22}Q_2\top PQ_2\theta_0\| \leq \frac{\lambda_n}{n|\Delta|^{5}} (|\alpha_0|_{2,\infty} + |\Delta|d|\alpha_0|_{d+1,\infty})$.

Thus,

$$
\|\tilde{\theta} - \theta_0\| = O_p\left\{J_n^{-e+1} + \frac{\lambda_n}{n|\Delta|^{5}} |\alpha_0|_{2,\infty} + \left(1 + \frac{\lambda_n}{n|\Delta|^{5}}\right) |\Delta|d|\alpha_0|_{d+1,\infty}\right\}.
$$

For any $b$ with $\|b\| = 1$, we have $b\top \tilde{\theta}_e = \sum_{i=1}^n \alpha_i \varepsilon_i$ and

$$
\alpha_i^2 = b\top A_{22}Q_2B\top H_wBQ_2A_{22}b.
$$
Following the similar argument in Lemma S.7 in [116], we have \( \max_{1 \leq i \leq n} \alpha_i^2 = O_p(n^{-2} |\triangle|^2) \).

Thus,
\[
\| \hat{\theta}_\varepsilon \| \leq |\triangle|^{-1} |\bf{\alpha}^\top \hat{\theta}_\varepsilon | = |\triangle|^{-1} \left| \sum_{i=1}^{n} \alpha_i \varepsilon_i \right| = O_p \left( n^{-1/2} |\triangle|^{-2} \right).
\]

Hence,
\[
\| \hat{\theta} - \theta_0 \| = O_p \left\{ J_n^{g-1} + n^{-1/2} |\triangle|^{-2} + \frac{\lambda n}{n|\triangle|^{1/2}} |\alpha_0|_{2,\infty} + \left( 1 + \frac{\lambda n}{n|\triangle|^{1/2}} \right) |\triangle|^4 |\alpha_0|_{d+1,\infty} \right\}.
\]

Observing that \( \hat{\alpha}(S) = B(S)\hat{\gamma} = B(S)Q_2\hat{\theta} \), we have
\[
\| \hat{\alpha} - \alpha_0 \|_{L_2} \leq \| \hat{\alpha} - \rho_{0,\alpha_0} \|_{L_2} + |\triangle|^{d+1} |\alpha_0|_{d+1,\infty}
\leq C \left( |\triangle| \| \hat{\theta} - \theta_0 \| + |\triangle|^{d+1} |\alpha_0|_{d+1,\infty} \right)
\leq O_p \left\{ \frac{1}{n|\triangle|^{1/2}} \right\}.
\]

Next, we prove the consistency for \( \hat{\beta} \).

Define \( H_B = I - BQ_2 \{ Q_2^\top (B^\top B + \lambda_n P) Q_2 \}^{-1} Q_2^\top B^\top \). Let \( \alpha_0 = (\alpha_0(S_1), \ldots, \alpha_0(S_n))^\top \) and note that
\[
\hat{\eta} = A_{11} W^\top H_B Y = A_{11} W^\top H_B (\beta_0^\top (Z) X + \alpha_0) + A_{11} W^\top H_B \varepsilon = \hat{\eta}_\mu + \hat{\eta}_\varepsilon.
\]

Note that,
\[
\| \hat{\eta}_\mu - \eta_0 \| \leq \| A_{11} W^\top H_B (\beta_0^\top (Z) X - W\eta_0) \| + \| A_{11} W^\top H_B \alpha_0 \|
\leq O_p \left( J_n^{g-1} \right) \| A_{11} W^\top H_B 1 \| + \| A_{11} W^\top H_B \alpha_0 \|
= O(1) \| A_{11} W^\top H_B \alpha_0 \|.
\]
By the Lemma E.33, there exist constants $0 \leq c_A < C_A < \infty$, such that with probability approaching 1 as $n \to \infty$,

$$c_A I_{(J_n+\varrho+1)\times(J_n+\varrho+1)} \leq nA_{11} \leq C_A I_{(J_n+\varrho+1)\times(J_n+\varrho+1)}.$$

Hence, we have

$$\|\tilde{\eta}_\mu - \eta_0\|
\leq O(1)\|n^{-\frac{1}{2}}W^T (I - \mathbf{B}Q_2 \{Q_2^T \mathbf{B} + \lambda_n \mathbf{P}\}^{-1} Q_2^T \mathbf{B}^T) \alpha_0\|
= O(1)\|R\|,$$

where $R = (R_1, \ldots, R_{p(J_n+\varrho+1)})^T$, with

$$R_j = n^{-\frac{1}{2}}W_j^T \left[\alpha_0 - \mathbf{B}Q_2 \{Q_2^T \mathbf{B} + \lambda_n \mathbf{P}\}^{-1} Q_2^T \mathbf{B} \alpha_0\right]$$

for $W_j^T = (W_{1j}, \ldots, W_{nj})$. Next we derive the order of $R_j$, $j = 1, \ldots, p(J_n+\varrho+1)$. For any $\alpha_j \in \mathbb{S}$, we have $R_j = \langle w_j, \alpha_j - \rho_{\lambda,\alpha_0}\rangle_n = \langle w_j - \alpha_j, \alpha_j - \rho_{\lambda,\alpha_0}\rangle_n + \lambda_n n^{-\frac{1}{2}}\langle \rho_{\lambda,\alpha_0}, \alpha_j\rangle \varepsilon$, where $\rho_{\lambda,\alpha_0} = \arg\min_{\rho \in \mathbb{S}} \sum_{i=1}^n \{\alpha_0(S_i) - \rho(S_i)\}^2 + \frac{\lambda}{2} \mathcal{E}(\rho)$ is the penalized least-squares splines of $\alpha(\cdot, \cdot)$.

By Assumptions (A1)-(A6) and Lemma S.6 in [116], $|R_j| = o_p(n^{-1/2})$, for $j = 1, \ldots, p(J_n+\varrho+1)$. Therefore, $\|\tilde{\eta}_\mu - \eta_0\| = O_p(n^{-1/2}J_n^{1/2})$.

Note that $\tilde{\eta}_\varepsilon = A_{11}W^T (I - \mathbf{B}Q_2 V_{22}^{-1} Q_2^T B^T) \varepsilon$. For any $\mathbf{b}$ with $\|\mathbf{b}\| = 1$, we have $\mathbf{b}^T \tilde{\eta}_\varepsilon = \sum_{i=1}^n \alpha_i \varepsilon_i$, and

$$\alpha_i^2 = n^{-2}\mathbf{b}^T (nA_{11}) \left(W_i^T - V_{21} V_{22}^{-1} Q_2^T B_i\right) \left(W_i - B_i^T Q_2 V_{22}^{-1} V_{21}\right) (nA_{11}) \mathbf{b},$$

and conditioning on $\{\mathbf{W}_i, S_i\}, i = 1, \ldots, n\}$, $\alpha_i \varepsilon_i$’s are independent. By Lemma E.33, we have that $\max_{1 \leq i \leq n} \alpha_i^2 \leq Cn^{-2} \max_{1 \leq i \leq n} \{\|W_i\|^2 + \|V_{12} V_{22}^{-1} Q_2^T B_i\|^2\}$, where for any $\mathbf{b} \in$
\begin{align*}
r^p, \\
\mathbf{b}^\top \mathbf{V}_1 \mathbf{V}_2^{-1} \mathbf{Q}_2 \mathbf{B} \mathbf{b} \\
= n^{-1} \mathbf{b}^\top \mathbf{V}_1 \left( \mathbf{Q}_2 \mathbf{\Gamma}_{n,2} \right)^{-1} \mathbf{Q}_2 \mathbf{B} \mathbf{b} \leq C n^{-1} |\Delta|^{-2} \mathbf{b}^\top \mathbf{W}^\top \mathbf{B} \mathbf{b}
\end{align*}

and the \( j \)-th component of \( n^{-1} \mathbf{W}^\top \mathbf{B} \mathbf{b} \) is

\[ n^{-1} \sum_{i=1}^{n} W_{ij} \sum_{m \in \mathcal{M}} B_m(S_i) B_m(S_i). \]

Under Assumption (A2), we have

\[ E \left\{ n^{-1} \sum_{i=1}^{n} W_{ij} \sum_{m \in \mathcal{M}} B_m(S_i) B_m(S_i) \right\} = O(1), \]

for large \( n \). Thus with probability approaching 1,

\[ \max_{1 \leq i \leq n} \left| \frac{1}{n} \sum_{i=1}^{n} W_{ij} \sum_{m \in \mathcal{M}} B_m(S_i) B_m(S_i) \right| = O_p(1), \]

\[ \max_{1 \leq i \leq n} \| \mathbf{V}_1 \mathbf{V}_2^{-1} \mathbf{Q}_2 \mathbf{B} \| = O_p(|\Delta|^{-2}). \]

Therefore, \( \max_{1 \leq i \leq n} \alpha_i^2 = O_p \{ n^{-2} (|\Delta|^{-2} + J_n) \} \) and \( \| \bar{\alpha} \| = O_p(n^{-1} |\Delta|^{-1} + n^{-1} J_n^{1/2}). \) Let \( \bar{\eta} = (\bar{\eta}_1, \ldots, \bar{\eta}_p) \). \( \| \bar{\beta}_0(z) - \bar{\beta}(z) \bar{\eta}_0 \|_{\infty} \leq C \beta J_n^{-e-1} \) and observing that \( \bar{\beta}_k(Z) = \mathbf{U}_k^\top(Z) \bar{\eta}_k \),

we have \( \| \hat{\beta}_k - \beta_0 \|_{L_2} \leq C \left( \| \bar{\eta}_k - \eta_0 \| + J_n^{-e-1} \right) = O_p \left( n^{-1/2} J_n^{1/2} + n^{-1} |\Delta|^{-1} + J_n^{-e-1} \right) \), and the consistency of \( \hat{\beta} \) is proved. \( \square \)

E.4 Proof of Proposition 6.1

\textbf{Proof.} Recall that \( \Omega(z) = E \left\{ \mathbf{X} \mathbf{Y}^\top | \mathbf{Z} = z \right\} \), \( \Gamma(z) = E \left\{ \mathbf{X} \mathbf{X}^\top | \mathbf{X} \mathbf{X}^\top \mathbf{X} \mathbf{X}^\top \mathbf{Z} = z \right\} \). By the definition of \( g_i \{ \beta_0(z) \} \), we have the following decomposition,

\[ g_i \{ \beta_0(z) \} = \{ Y_i - \beta_0^\top(z) \mathbf{X}_i - \hat{\alpha}(S_i) \} \mathbf{X}_i \hat{\alpha}(Z_i) \]

\[ = \{ Y_i - \beta_0^\top(Z_i) \mathbf{X}_i - \alpha_0(S_i) + \beta_0^\top(Z_i) \mathbf{X}_i - \beta_0^\top(z) \mathbf{X}_i \]
\[+\alpha_0(S_i) - \tilde{\alpha}(S_i)\} X_i K_h(Z_i - z)\]

\[= \left\{ \epsilon_i + [\beta_0(Z_i) - \beta_0(z)]^\top X_i + [\alpha_0(S_i) - \tilde{\alpha}(S_i)] \right\} \times X_i K_h(Z_i - z)\]

\[= \epsilon_i X_i K_h(Z_i - z) + X_i X_i^\top [\beta_0(Z_i) - \beta_0(z)] K_h(Z_i - z)\]

\[+ [\alpha_0(S_i) - \tilde{\alpha}(S_i)] X_i K_h(Z_i - z)\]

\[:= \xi_i + L_{1i} + L_{2i}.\]

Denote \(\beta_0^{(1)}(z) = \left(\beta_0'(z_1), \beta_0'(z_2), \ldots, \beta_0'(z_p)\right)^\top\). By the smoothness of \(\beta_0k, k = 1, 2, \ldots, p\), we have \(\beta_0^{(1)}(z) = O(1)1_{p \times 1}\) for all \(z\).

It is clear that \(E \xi_i = 0\), and we have

\[
E (L_{1i}) = E \left\{ E(X X_i^\top | Z_i) \right\} \left[ \beta_0^{(1)}(z^*)(Z_i - z) \right] K_h(Z_i - z)\]

\[= \beta_0^{(1)}(z^*) E \left[ \Omega(Z_i)(Z_i - z) K_h(Z_i - z) \right]\]

\[= \beta_0^{(1)}(z^*) \int_a^b \Omega(u)(u - z) K_h(u - z) f(u) du\]

\[= \beta_0^{(1)}(z^*) \left[ h \int_a^b v(\Omega(z) + \Omega'(z)hv + 1/2\Omega'(z)h^2v^2) K(v)K(v) + f'(z)hv + 1/2 f''(z)h^2v^2) dv \right]\]

\[= O(h^2)1_{n \times 1}.\]

According to the proof of Theorem 6.1, we also have

\[
E (L_{2i}) = E \{ X_i K_h(Z_i - z)(\alpha_0(S_i) - \tilde{\alpha}(S_i))\}\]

\[= E \{ X_i K_h(Z_i - z) E [(\alpha_0(S_i) - \tilde{\alpha}(S_i)) | \{X_i, Z_i, S_i\}_{i=1}^n]\}\]

\[= E \{ X_i K_h(Z_i - z) (\alpha_0(S_i) - E [\tilde{\alpha}(S_i)] | \{X_i, Z_i, S_i\}_{i=1}^n)\}\]

\[= E \left\{ X_i K_h(Z_i - z) \left( \alpha_0(S_i) - B(S_i)Q_2 \tilde{\theta}_\mu \right) \right\}\]

\[\leq E \{ |X_i K_h(Z_i - z)| \}\]

\[\times E \left( \left\| \alpha_0(S_i) - \alpha^*(S_i) + B(S_i)Q_2 \left( \theta_0 - \tilde{\theta}_\mu \right) \right\|_\infty \right)\]

\[\lesssim E \{ |X_i K_h(Z_i - z)| \} E \left( \left\| \alpha_0 - \alpha^* \right\|_\infty + O(\|\Delta\|) \left\| \theta_0 - \tilde{\theta}_\mu \right\|_2 \right)\],
where by Theorem 6.1, we have

\[
E \left( \left\| \alpha_0(S_i) - \alpha^* \right\|_\infty + |\Delta| \left\| \theta_0 - \tilde{\theta}_\mu \right\|_2 \right) = O \left( J_n^{-e-1} |\Delta| + \frac{\lambda_n}{n|\Delta|^3} + |\Delta|^{d+1} \right),
\]

and \(E\{X_i K_h(Z_i - z)\} = E\left[ E\{X_i | Z_i\} K_h(Z_i - z)\right] \propto E[K_h(Z_i - z)] \times 1_{p \times 1} = O(f(z)) 1_{p \times 1}.

If \(h = o(n^{-1/5})\), when \(|\Delta| \ll n^{-2/(5d+5)}\) and \(J_n \gg |\Delta|^{1/(e+1)} n^{2/(5e+5)}\), we have \(EL_{2i} = O(h^2) 1_{p \times 1}\) by Assumption (A6'). Therefore, we have \(E\{g_i(\beta_0(z))\} = O(h^2) 1_{p \times 1}\). In the following, we calculate the variance of \(g_i(\beta_0(z))\).

Firstly, we have

\[
E(\xi_i \xi_i^\top) = E\{\varepsilon_i^2 X_i X_i^\top K_h^2(Z_i - z)\}
= \sigma^2 E\left[ E\{X_i X_i^\top | Z_i\} K_h^2(Z_i - z)\right]
= \sigma^2 \Omega(z) f(z) \mu_{20} h^{-1} (1 + o(1)).
\]

Secondly, we have

\[
E (L_{1i} L_{1i}^\top)
= E \left\{ X_i X_i^\top K_h^2(Z_i - z) X_i^\top (\beta_0(Z_i) - \beta_0(z)) (\beta_0(Z_i) - \beta_0(z))^\top X_i\right\}
= E \left\{ X_i X_i^\top K_h^2(Z_i - z) \left[(Z_i - z)^2 X_i^\top \beta_0^{(1)}(z^*) \beta_0^{(1)}(z^*)^\top X_i + o(Z_i - z)^2 X_i^\top X_i\right]\right\}
= E \left\{ E\left[ X_i X_i^\top X_i^\top \beta_0^{(1)}(z^*) \beta_0^{(1)}(z^*)^\top X_i | Z_i\right] K_h^2(Z_i - z) (Z_i - z)^2\right\}
\times \{1 + o(1)\}
\approx E \left\{ E\left[ X_i X_i^\top X_i^\top X_i | Z_i\right] K_h^2(Z_i - z) (Z_i - z)^2\right\} (1 + o(1))
= E \left\{ \Gamma(Z_i) K_h^2(Z_i - z) (Z_i - z)^2\right\} (1 + o(1)) = \Gamma(z) f(z) \mu_{22} h (1 + o(1)).
\]

Finally,

\[
E (L_{2i} L_{2i}^\top)
= E \left\{ X_i X_i^\top (\alpha_0(S_i) - \hat{\alpha}(S_i))^2 K_h^2(Z_i - z)\right\}
= E \left\{ E\left[ X_i X_i^\top (\alpha_0(S_i) - \hat{\alpha}(S_i))^2 K_h^2(Z_i - z)\right] \{X_i, Z_i, S_i\}^n_{i=1}\right\}
= E \left\{ E \left[ (\alpha_0(S_i) - \hat{\alpha}(S_i))^2 | \{X_i, Z_i, S_i\}^n_{i=1}\right] X_i X_i^\top K_h^2(Z_i - z)\right\}
\]

204
Combining (E1) and (E2), we have

\[
E \left\{ E \left[ B(S_i)Q_2(\theta_0 - \bar{\theta})(\theta_0 - \bar{\theta})^\top Q_2^\top B^\top(S_i) \right] \right. \\
\times X_i X_i^\top K_h^2(Z_i - z) \right\} \\
= E \left\{ X_i X_i^\top K_h^2(Z_i - z)\|B(S_i)Q_2(\theta_0 - \bar{\theta}_\mu)\|^2 \right\} \\
+ \sigma^2 E \left\{ X_i X_i^\top K_h^2(Z_i - z)\|B(S_i)Q_2 A_{22} Q_2^\top B^\top H_\omega \|^2 \right\}.
\]

On the one hand, for \((k, k')\)-th entry, \(k, k' = 1, 2, \ldots, p\), we have

\[
E \left\{ X_{ik} X_{ik'} K_h^2(Z_i - z)\|B(S_i)Q_2(\theta_0 - \bar{\theta}_\mu)\|^2 \right\} \\
\leq C|\Delta|^{-4} n^{-2} E \left\{ X_{ik} X_{ik'} K_h^2(Z_i - z)\|B(S_i)B^\top H_\omega \|^2 \right\} \\
\leq C|\Delta|^{-4} n^{-2} \left( E \left\{ X_{ik} X_{ik'} K_h^2(Z_i - z) \right\} \right)^{1/2} \left( E \left\{ \|\theta_0 - \bar{\theta}_\mu\|^4 \right\} \right)^{1/2} \\
= O \left( n^{-1} h^{-3/2} \right).
\]

On the other hand, for \((k, k')\)-th entry, \(k, k' = 1, 2, \ldots, p\), we have

\[
E \left\{ X_{ik} X_{ik'} K_h^2(Z_i - z)\|B(S_i)Q_2 A_{22} Q_2^\top B^\top H_\omega \|^2 \right\} \\
\leq C|\Delta|^{-4} n^{-2} E \left\{ X_{ik} X_{ik'} K_h^2(Z_i - z)\|B(S_i)B^\top H_\omega \|^2 \right\} \\
\leq C|\Delta|^{-4} n^{-2} \left( E \left\{ X_{ik} X_{ik'} K_h^2(Z_i - z) \right\} \right)^{1/2} \left( E \left\{ \|B(S_i)B^\top H_\omega \|^4 \right\} \right)^{1/2} \\
= O \left( n^{-1} h^{-3/2} \right).
\]

Combining (E1) and (E2), we have \(E L_{2i} L_{2i}^\top = O(\|\Delta\|^2 h^{-3/2} + n^{-1} h^{-3/2}) I_{p \times p}\). Hence, we have

\[
Var \left\{ g_i(\beta_0(z)) \right\} = E \left\{ g_i(\beta_0(z))g_i(\beta_0(z))^\top \right\} \\
= E \left( \xi_i \xi_i^\top + L_{1i} L_{1i}^\top + L_{2i} L_{2i}^\top \right) \\
= E \left( \xi_i \xi_i^\top \right) (1 + o(1)) \\
= \sigma^2 \Omega(z) f(z) \mu_{20} h^{-1} (1 + o(1)).
\]

\[\square\]
Proof. First, for convenience we suppress the argument $z$ in the functions such as $\beta(z)$, $\Omega(z)$ and so on, since we fix $z \in [a, b]$ in this proof.

For the minimization problem (6.8), we use the Lagrange multiplier method:

$$\min \frac{1}{n} \sum_{i=1}^{n} \log \left[ 1 + \delta^T(z)g_i(\beta(z)) \right] + \nu^T(z)H\{\beta(z)\},$$

where $\nu(z)$ is a $q \times 1$ vector of Lagrange multipliers. Define

$$M_{1n}(\beta, \delta) = \frac{1}{n} \sum_{i=1}^{n} \frac{g_i(\beta)}{1 + \delta^T(\beta)g_i(\beta)}$$

and

$$M_{2n}(\beta, \delta) = \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{\partial g_i(\beta)}{\partial \beta} \delta}{1 + \delta^T(\beta)g_i(\beta)} + \nu^T C(\beta).$$

We first obtain their derivatives with respect to the three variables $\beta$, $\delta$ and $\nu$.

$$\frac{\partial M_{1n}(\beta, \delta)}{\partial \beta^T} = \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{\partial g_i(\beta)}{\partial \beta^T}(1 + \delta^T(\beta)g_i(\beta)) - g_i(\beta)\delta^T(\beta)\frac{\partial g_i(\beta)}{\partial \beta^T}}{(1 + \delta^T(\beta)g_i(\beta))^2},$$

$$\frac{\partial M_{1n}(\beta, \delta)}{\partial \delta^T} = -\frac{1}{n} \sum_{i=1}^{n} \frac{g_i(\beta)g_i^T(\beta)}{(1 + \delta^T(\beta)g_i(\beta))^2}, \quad \frac{\partial M_{1n}(\beta, \delta)}{\partial \nu^T} = 0,$$

$$\frac{\partial M_{2n}(\beta, \delta, \nu)}{\partial \beta^T} = \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{\partial^2 g_i(\beta)}{\partial \beta^T \partial \beta}(1 + \delta^T(\beta)g_i(\beta)) - \frac{\partial g_i(\beta)}{\partial \beta} \delta^T \frac{\partial g_i(\beta)}{\partial \beta^T}}{(1 + \delta^T(\beta)g_i(\beta))^2} + \frac{\partial C^T(\beta)}{\partial \beta} \nu,$$

$$\frac{\partial M_{2n}(\beta, \delta, \nu)}{\partial \delta^T} = \frac{1}{n} \sum_{i=1}^{n} \frac{\frac{\partial g_i(\beta)}{\partial \beta^T} - \frac{\partial g_i(\beta)}{\partial \beta^T} \delta^T \frac{\partial g_i(\beta)}{\partial \beta^T}}{(1 + \delta^T(\beta)g_i(\beta))^2}, \quad \frac{\partial M_{2n}(\beta, \delta, \nu)}{\partial \nu^T} = C^T(\beta),$$
Denote the solution to this equation system as $\tilde{\beta}(z), \tilde{\delta}(z), \tilde{\nu}(z)$. Let $\Delta_n = ||\tilde{\beta} - \beta_0|| + ||\tilde{\delta}|| + ||\tilde{\nu}||$.

Hence, we have the following Taylor expansions of the system of equations at $(\beta_0, 0, 0)$.

Putting the above equations into a matrix form, we obtain

$$
\begin{align*}
\frac{\partial H(\beta)}{\partial \beta} &= C(\beta), & \frac{\partial H(\beta)}{\partial \delta} &= 0, & \frac{\partial H(\beta)}{\partial \nu} &= 0.
\end{align*}
$$

$$
0 = M_1(\tilde{\beta}, \tilde{\delta}, \tilde{\nu})
= M_1(\beta_0, 0, 0) + \frac{\partial M_1(\beta_0, 0)}{\partial \beta} (\tilde{\beta} - \beta_0) + \frac{\partial M_1(\beta_0, 0)}{\partial \delta} (\tilde{\delta} - 0)
+ \frac{\partial M_1(\beta_0, 0)}{\partial \nu} (\tilde{\nu} - 0) + o_p(\Delta_n)
= \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) + \frac{1}{n} \sum_{i=1}^{n} \frac{\partial g_i(\beta_0)}{\partial \beta} (\tilde{\beta} - \beta_0) - \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) g_i^\top (\beta_0) \tilde{\delta} + o_p(\Delta_n),
\end{align*}
$$

$$
0 = M_2(\tilde{\beta}, \tilde{\delta}, \tilde{\nu})
= M_2(\beta_0, 0, 0) + \frac{\partial M_2(\beta_0, 0, 0)}{\partial \beta} (\tilde{\beta} - \beta_0) + \frac{\partial M_2(\beta_0, 0, 0)}{\partial \delta} (\tilde{\delta} - 0)
+ \frac{\partial M_2(\beta_0, 0, 0)}{\partial \nu} (\tilde{\nu} - 0) + o_p(\Delta_n)
= \frac{1}{n} \sum_{i=1}^{n} \frac{\partial g_i(\beta_0)}{\partial \beta} \tilde{\delta} + C^\top (\beta_0) \tilde{\nu} + o_p(\Delta_n),
\end{align*}
$$

and $0 = H(\tilde{\beta}) = H(\beta_0) + C^\top (\beta_0) (\tilde{\beta} - \beta_0) + o_p(\Delta_n) = C^\top (\beta_0) (\tilde{\beta} - \beta_0) + o_p(\Delta_n)$.

Putting the above equations into a matrix form, we obtain

$$
\begin{pmatrix}
-n^{-1} \sum_{i=1}^{n} g_i(\beta_0) + o_p(\Delta_n) \\
o_p(\Delta_n) \\
-H(\beta_0) + o_p(\Delta_n)
\end{pmatrix}
= \Sigma_n
\begin{pmatrix}
\tilde{\delta}
\tilde{\beta} - \beta_0
\tilde{\nu}
\end{pmatrix},
$$

where

$$
\Sigma_n
= \begin{pmatrix}
-C_n^{-2} \sum_{i=1}^{n} g_i(\beta_0) g_i^\top (\beta_0) & n^{-1} \sum_{i=1}^{n} \frac{\partial g_i(\beta_0)}{\partial \beta} & 0 \\
n^{-1} \sum_{i=1}^{n} \frac{\partial g_i(\beta_0)}{\partial \beta} & 0 & C^\top (\beta_0) \\
0 & C(\beta_0) & 0
\end{pmatrix}.
$$
Then we have $\Sigma_{n} \xrightarrow{P} \Sigma = \begin{pmatrix} -\Sigma_{11} & \Sigma_{12} & 0 \\ \Sigma_{12} & 0 & \Sigma_{23}^T \\ 0 & \Sigma_{23} & 0 \end{pmatrix}$, and $\Sigma_{23} = C(\beta_0)$. By Proposition 6.1, it is easy to find that

$$\Sigma_{11} = \sigma_0^2 \Omega(z) f(z) \mu_20, \Sigma_{12} = \Omega(z) f(z).$$  \hspace{1cm} (E3)

By the simple calculation, we have

$$\Sigma^{-1} = \begin{pmatrix} -\Sigma_{11}^{-1} + \Sigma_{11}^{-1} \Sigma_{12} \Upsilon \Sigma_{12} \Sigma_{11}^{-1} & \Sigma_{11}^{-1} \Sigma_{12} \Upsilon & \Sigma_{11}^{-1} \Sigma_{12} S^T \\
\Upsilon \Sigma_{12} \Sigma_{11}^{-1} & \Upsilon & S^T \\
S \Sigma_{12} \Sigma_{11}^{-1} & S & -R \end{pmatrix},$$

where $\Upsilon = V(I - \Sigma_{23}^T S)$, $R = (\Sigma_{23} V \Sigma_{23}^T)^{-1}$, $S = R \Sigma_{23} V$, and $V = (\Sigma_{12} \Sigma_{11}^{-1} \Sigma_{12})^{-1}$.

Thus, we have the following

$$\left( \begin{array}{c} C_n^2 n^{-1} \delta \\ \hat{\beta} - \beta_0 \\ \tilde{\nu} \end{array} \right) = \Sigma^{-1} \left( \begin{array}{c} -n^{-1} \sum_{i=1}^n g_i(\beta_0) \\ 0 \\ -H(\beta_0) \end{array} \right) + o_p(\Delta_n).$$

By this, under the local alternative hypothesis $H_1$, we could figure out that

$$\Delta_n = \left\| \begin{pmatrix} \delta \\ \hat{\beta} - \beta_0 \\ \tilde{\nu} \end{pmatrix} \right\| \leq \left\| \begin{pmatrix} C_n^2 n^{-1} \delta \\ \hat{\beta} - \beta_0 \\ \tilde{\nu} \end{pmatrix} \right\| \leq \Sigma^{-1} \left( \begin{array}{c} 1 \\ -\frac{1}{n} \sum_{i=1}^n g_i(\beta_0) \end{array} \right) - \Sigma^{-1} \left( \begin{array}{c} 0 \\ 0 \\ H(\beta_0) + o_p(\Delta_n) \end{array} \right) \leq O_p\left( n^{-1/2} h^{-1/2} \right) + o_p(\Delta_n),$$
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Combining the above results, we have

\[
\begin{pmatrix}
C_n \Delta \\
\hat{\beta} - \beta_0 \\
\hat{\nu}
\end{pmatrix} =
\begin{pmatrix}
-\Sigma_{11}^{-1} + \Sigma_{11}^{-1} \Sigma_{12} \Sigma_{11}^{-1} \\
\Sigma_{12} \Sigma_{11}^{-1} \\
\Sigma_{12} \Sigma_{11}^{-1}
\end{pmatrix}
\begin{pmatrix}
\frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0)
\end{pmatrix}
- \begin{pmatrix}
\Sigma_{11}^{-1} \Sigma_{12} S^T \\
S^T \\
-R
\end{pmatrix} H(\beta_0) + o_p \left(n^{-1/2} h^{-1/2}\right).
\]

(E4)

Given the following results 
\(-\Sigma_{12} \Sigma_{11}^{-1} = -R \Sigma_{23} V V^{-1} \Sigma_{12}^{-1} = -R \Sigma_{23} \Sigma_{12}^{-1}\), we have the asymptotic expression for \(\hat{\nu}\),

\[
\hat{\nu} = -S \Sigma_{12} \Sigma_{11}^{-1} \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) \right\} + R H(\beta_0) + o_p \left(n^{-1/2} h^{-1/2}\right)
= -R \Sigma_{23} \Sigma_{12}^{-1} \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) \right\} + R H(\beta_0) + o_p \left(n^{-1/2} h^{-1/2}\right).
\]

(E5)

By equation (E5), under the null hypothesis \(H_0 : H \{\beta_0(z)\} = 0\), we have

\[
\hat{\nu} = n^{-1} R^{1/2} \Sigma_{23} \Sigma_{12}^{-1} \sum_{i=1}^{n} g_i(\beta_0) + o_p \left(n^{-1/2} h^{-1/2}\right).
\]

Since

\[
-\Sigma_{12} \Sigma_{11}^{-1} = -V V^{-1} \Sigma_{12}^{-1} = -V (I - \Sigma_{23}^T S) V^{-1} \Sigma_{12}^{-1}
= -\Sigma_{12}^{-1} + V \Sigma_{23}^T S V^{-1} \Sigma_{12}^{-1} = -\Sigma_{12}^{-1} + V \Sigma_{23}^T R \Sigma_{23} V V^{-1} \Sigma_{12}^{-1}
= -\Sigma_{12}^{-1} + V \Sigma_{23}^T R \Sigma_{23} \Sigma_{12}^{-1},
\]

for the asymptotic expression of \(\hat{\beta} - \beta_0\), (E4) together with (E5) gives

\[
\hat{\beta} - \beta_0 = (-\Sigma_{12}^{-1} + V \Sigma_{23}^T R \Sigma_{23} \Sigma_{12}^{-1}) \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) \right\} + o_p \left(n^{-1/2} h^{-1/2}\right)
= -\Sigma_{12}^{-1} \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) \right\} + V \Sigma_{23}^T R \Sigma_{23} \Sigma_{12}^{-1} \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) \right\} + o_p \left(n^{-1/2} h^{-1/2}\right).
\]
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\[
\begin{aligned}
&= -\Sigma_{12}^{-1} \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) \right\} - V \Sigma_{23}^\top \tilde{\nu} + o_p \left( n^{-1/2} h^{-1/2} \right).
\end{aligned}
\]

Using the expression of \( \tilde{\delta} \)
\[
\tilde{\delta} = \left\{ n^{-1} \sum_{i=1}^{n} g_i(\beta_0) g_i^\top(\beta_0) \right\}^{-1} \left\{ n^{-1} \sum_{i=1}^{n} g_i(\beta_0) \right\}
+ \left\{ n^{-1} \sum_{i=1}^{n} g_i(\beta_0) g_i^\top(\beta_0) \right\}^{-1} \left\{ n^{-1} \sum_{i=1}^{n} g_i(\beta_0) \frac{[\tilde{\delta}^\top g_i(\beta_0)]^2}{1 + \tilde{\delta}^\top g_i(\beta_0)} \right\}
= \left\{ n^{-1} \sum_{i=1}^{n} g_i(\beta_0) g_i^\top(\beta_0) \right\}^{-1} \left\{ n^{-1} \sum_{i=1}^{n} g_i(\beta_0) \right\} + o_p \left( n^{-1/2} h^{-1/2} \right),
\]
and the above asymptotic expression for \( \tilde{\beta} - \beta_0 \), the empirical log-likelihood ratio statistic can be written as
\[
2\ell(z) = 2 \sum_{i=1}^{n} \tilde{\delta}^\top g_i(\tilde{\beta}) - \sum_{i=1}^{n} \tilde{\delta}^\top g_i(\tilde{\beta}) g_i^\top(\tilde{\beta}) \tilde{\delta} + o_p(1)
= 2 n \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i^\top(\tilde{\beta}) \right\} \tilde{\delta} - n \tilde{\delta}^\top \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\tilde{\beta}) g_i^\top(\tilde{\beta}) \right\} \tilde{\delta} + o_p(1)
= 2 n h \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i^\top(\tilde{\beta}) \right\} \Sigma_{11}^{-1} \left( \frac{1}{n} \sum_{i=1}^{n} g_i(\tilde{\beta}) \right)
- n h \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\tilde{\beta}) \right\}^\top \Sigma_{11}^{-1} \Sigma_{11} \Sigma_{11}^{-1} \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i^\top(\tilde{\beta}) \right\} + o_p(1)
= n h \tilde{\nu}^\top \Sigma_{23} V \Sigma_{12} \Sigma_{11}^{-1} \Sigma_{12} V \Sigma_{23}^\top \tilde{\nu} + o_p(1) = n h \tilde{\nu}^\top R^{-1} \tilde{\nu} + o_p(1).
\]

We see that \( E \left( R^{1/2} \Sigma_{23} \Sigma_{12}^{-1} \sum_{i=1}^{n} g_i(\beta_0) \right) = 0 \) and as \( n \to \infty \),
\[
C_n^{-1} \text{Var} \left( R^{1/2} \Sigma_{23} \Sigma_{12}^{-1} \sum_{i=1}^{n} g_i(\beta_0) \right) \to R^{1/2} \Sigma_{23} \Sigma_{12}^{-1} \Sigma_{11} \Sigma_{12}^{-1} \Sigma_{23}^\top R^{1/2}
= R^{1/2} \Sigma_{23} (\Sigma_{12} \Sigma_{11} \Sigma_{12})^{-1} \Sigma_{23}^\top R^{1/2}
= R^{1/2} \Sigma_{23} V \Sigma_{23}^\top R^{1/2}
= R^{1/2} R^{-1} R^{1/2}
\]
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Thus, by the Central Limit Theorem, under the null hypothesis $H_0 : H\{\beta_0(z)\} = 0$, we have

$$n^{-1/2}h^{1/2}R^{1/2}\Sigma_{23}\Sigma_{12}^{-1}\sum_{i=1}^{n} g_i(\beta_0) \xrightarrow{d} N(0, I_q)$$

which means

$$\sqrt{nh}R^{-1/2}\tilde{\nu} \xrightarrow{d} N(0, I_q).$$

Thus, $2\ell(z) \xrightarrow{d} \chi^2_q$. Under local alternative hypothesis $H_1 : H\{\beta_0(z)\} = (nh)^{1/2}d(z)$, we have

$$\sqrt{nh}R^{-1/2}\tilde{\nu} \xrightarrow{d} N(R^{1/2}d, I_q).$$

Thus, $2\ell(z) = nh\tilde{\nu}^\top R^{-1}\tilde{\nu} + o_p(1) \xrightarrow{d} \chi^2_q(d^\top Rd)$. 

## E.6 Proof of Theorem 6.3

**Proof.** We first prove the asymptotic normality of $D_n$ under the null hypothesis.

We have the decomposition for $D_n = D_{n1} + D_{n2}$, where

$$D_{n1} = C_n^{-2}\sum_{i=1}^{n} \int_{a}^{b} \xi_i^\top(z)G^\top(z)G(z)\xi_i(z)w(z)dz$$

$$= C_n^{-2}\sum_{i=1}^{n} \sum_{k=1}^{n} \int_{a}^{b} \xi_i^\top(z)K_h(z_i - z)K_h(z_k - z)X_i^\top G(z)X_i w(z)dz,$$

$$D_{n2} = C_n^{-2}\sum_{i=1}^{n} \sum_{k=1}^{n} \int_{a}^{b} \xi_i^\top(z)K_h(z_i - z)\xi_k(z)w(z)dz$$

$$= C_n^{-2}\sum_{i=1}^{n} \sum_{k=1}^{n} \epsilon_i \epsilon_k \int_{a}^{b} K_h(z_i - z)K_h(z_k - z)X_i^\top G(z)X_k w(z)dz.$$

Note that,

$$E \left\{ X_i^\top G^\top(z)G(z)X_i | Z_i = z \right\} = tr(G(z)\Omega(z)G^\top(z))$$

$$= tr\left( [\sigma^2 \mu_{20} f(z)]^{-1} I_{q \times q} \right) = q(\sigma^2 \mu_{20} f(z))^{-1},$$
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and $ED_{n2} = 0$. We also have

$$ED_{n1} = h\sigma^2 \int_a^b E \{K_h(Z_i - z)^2X_i^\top G(z)G(z)X_i\} w(z)dz$$

$$= h\sigma^2 \int_a^b E \{E[X_i^\top G(z)G(z)X_i|Z_i]K_h(Z_i - z)^2\} w(z)dz$$

$$= \sigma^2 \int_a^b [E[X_i^\top G(z)G(z)X_i|Z_i = z]f(z)\mu_{20} + O(h^2)] w(z)dz$$

$$= q + O(h^2).$$

Define $K^{(4)}(x) = \int K^2(y)K^2(y-x)dy$ and $I_{ik}(z) = X_i^\top G(z)G(z)X_k$.

Thus, $X_i^\top G(z_1)G(z_1)X_k X_{i'}^\top G(z_2)G(z_2)X_{k'} = I_{ik}(z_1) \times I_{i'k'}(z_2)$. When $i \neq k$, we have

$$E(I_{ii}(z_1)I_{kk}(z_2)|Z_i = z_1, Z_k = z_2)$$

$$= E(I_{ii}(z_1)|Z_i = z_1)E(I_{kk}(z_2)|Z_k = z_2)$$

$$= tr(E[G^\top(z_1)X_i^\top X_iG(z_1)|Z_i = z_1])$$

$$\times tr(E[G^\top(z_2)X_k^\top X_kG(z_2)|Z_k = z_2])$$

$$= q^2 h^{-2} \sigma^{-4} f^{-1}(z_1)f^{-1}(z_2).$$

Thus, we have

$$ED_{n1}^2$$

$$= h^2 n^{-2} \sum_{i=1}^{n} \sum_{i' \neq i}^{n} \int_a^b \int_a^b E \{\xi_{ii}^\top G(z_1)G(z_1)\xi_{ii} \xi_{i'2}^\top G(z_2)G(z_2)\xi_{i'2}\}$$

$$\times w(z_1)w(z_2)dz_1dz_2$$

$$= \sum_{i' \neq i}^{n} h^2 n^{-2} \int_a^b \int_a^b E \{\epsilon^2_{ii}^2 K_h(z_i - z_1)^2 K_h(z_i' - z_2)^2 I_{ii}(z_1)I_{i'i'}(z_2)\}$$

$$\times w(z_1)w(z_2)dz_1dz_2$$

$$+ \sum_{i=1}^{n} h^2 n^{-2} \int_a^b \int_a^b E \{\epsilon^4_{ii} K_h(z_i - z_1)^2 K_h(z_i' - z_2)^2 I_{ii}(z_1)I_{ii}(z_2)\}$$

$$\times w(z_1)w(z_2)dz_1dz_2$$

$$= \sum_{i' \neq i}^{n} n^{-2} \sigma^4 \int_a^b \{E(I_{ii}(z_1) \times I_{kk}(z_2)|Z_i = z_1, Z_k = z_2)f(z_1)f(z_2)\mu_{20}^2.$$
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Next, we calculate $ED_{n2}^2$. Note that

$$
ED_{n2}^2
= h^2 n^{-2} \sum_{i=1}^{n} \sum_{i'=1}^{n} \sum_{k=1}^{n} \sum_{k'=1}^{n} \int_a^b \int_a^b E \{ \xi_i^\top G^\top(z_1) G(z_1) \xi_{k'} G^\top(z_2) G(z_2) \xi_{k'} \}
\times w(z_1)w(z_2)dz_1dz_2.
$$

When $k \neq i$ and $k' \neq i'$, $E(\varepsilon_i \varepsilon_{i'} \varepsilon_k \varepsilon_{k'}) \neq 0$ only in two cases, the first one is $\{i = i', k = k'\}$, and the second one is $\{i = k', k = i'\}$. In particularly, we have $ED_{n2}^2 = h^2 n^{-2} \sigma^4 \sum_{i=1}^{n} \sum_{k \neq i} \int_a^b \int_a^b (\Pi_1 + \Pi_2) w(z_1)w(z_2)dz_1dz_2$, where

$$
\Pi_1 = E \{ I_{ik}(z_1) I_{ik}(z_2) K_h(Z_i - z_1) K_h(Z_k - z_1) K_h(Z_i - z_2) K_h(Z_k - z_2) \}
= E \{ E[I_{ik}(z_1) I_{ik}(z_2)|Z_i, Z_k] K_h(Z_i - z_1) K_h(Z_k - z_1) K_h(Z_i - z_2) K_h(Z_k - z_2) \}
= \int_a^b \int_a^b E[I_{ik}(z_1) I_{ik}(z_2)|Z_i = x, Z_k = y] f(x)f(y)
\times K_h(x - z_1) K_h(x - z_2) K_h(y - z_1) K_h(y - z_2) dx dy
= \int_a^b \left\{ h^{-1} E[I_{ik}(z_1) I_{ik}(z_2)|Z_i = z_1, Z_k = y] f(z_1) K^{(2)}(\frac{z_2 - z_1}{h}) \right. \left. + O(h) \right\} \times f(y) K_h(y - z_1) K_h(y - z_2) dy
= h^{-2} E[I_{ik}(z_1) I_{ik}(z_2)|Z_i = z_1, Z_k = z_2] f(z_1) f(z_2) \left\{ K^{(2)}(\frac{z_2 - z_1}{h}) \right\}^2 \left. + O(1) \right\}
$$

and

$$
\Pi_2 = E \{ I_{ik}(z_1) I_{ik}(z_2) K_h(Z_i - z_1) K_h(Z_k - z_1) K_h(Z_i - z_2) K_h(Z_k - z_2) \}
$$
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\[ E \{ E \left[ I_{ik}(z_1)I_{ki}(z_2) \left| Z_i, Z_k \right. \right] K_h(Z_i - z_1)K_h(Z_k - z_1)K_h(Z_i - z_2) \times K_h(Z_k - z_2) \} \]
\[ = \int_a^b \int_a^b E \left[ I_{ik}(z_1)I_{ki}(z_2) \left| Z_i = x, Z_k = y \right. \right] \times f(x)f(y)K_h(x - z_1)K_h(z_2 - z_2)K_h(y - z_1)K_h(y - z_2)\,dx\,dy \]
\[ = \int_a^b \left\{ h^{-1}E \left[ I_{ik}(z_1)I_{ki}(z_2) \left| Z_i = z_1, Z_k = y \right. \right] f(z_1)K^{(2)} \left( \frac{z_2 - z_1}{h} \right) + O(h) \right\} \times f(y)K_h(y - z_1)K_h(y - z_2)\,dy \]
\[ = h^{-2}E \left[ I_{ik}(z_1)I_{ki}(z_2) \left| Z_i = z_1, Z_k = z_2 \right. \right] f(z_1)f(z_2) \left\{ K^{(2)} \left( \frac{z_2 - z_1}{h} \right) \right\}^2 + O(1). \]

Since

\[ E \left[ I_{ik}(z_1)I_{ki}(z_2) \left| Z_i = z_1, Z_k = z_2 \right. \right] \]
\[ = E \left\{ E \left[ X_i^T G^T(z_1)G(z_1)X_kX_i^T G^T(z_2)G(z_2)X_k \right] \left| Z_i = z_1, Z_k = z_2 \right. \right\} \]
\[ = E \left\{ X_k^T G^T(z_1)G(z_1)E \left[ X_iX_i^T \right] G^T(z_2)G(z_2)X_k \left| Z_i = z_1, Z_k = z_2 \right. \right\} \]
\[ = tr \left\{ E \left[ X_i^T G^T(z_1)G(z_1)E \left( X_iX_i^T \right) G^T(z_2)G(z_2)X_k \left| Z_i = z_1, Z_k = z_2 \right. \right. \right\} \]
\[ = tr \left\{ E \left[ G(z_1)E \left( X_iX_i^T \right) G^T(z_2)G(z_2)X_kX_k^T G^T(z_1) \right| Z_i = z_1, Z_k = z_2 \right. \right\} \]
\[ = G(z_1)E \left( X_iX_i^T \right) G^T(z_2)G(z_2)E \left( X_kX_k^T \right) G^T(z_1) \]
\[ = G(z_1)\Omega(z_1)G^T(z_2)G(z_2)\Omega(z_2)G^T(z_1) \approx q, \]

and similarly, we have \( E \left[ I_{ik}(z_1)I_{ki}(z_2) \left| Z_i = z_1, Z_k = z_2 \right. \right] \approx q. \) Combining the results for \( \Pi_1 \) and \( \Pi_2, \) we have

\[ ED_{n_2}^2 \approx \sigma^4 h \int \int f(v)f(v + hu)w(v)w(v + hu) \left( K^{(2)}(u) \right)^2 \,du\,dv \]
\[ = h \int \left( K^{(2)}(u) \right)^2 \,du \int f^2(v)w^2(v)\,dv + O(h^2), \]
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Hence we have $\text{Var}(D_{n1}) = o(\text{Var}(D_{n2}))$, and it follows that

$$D_n - E(D_n) = D_{n2} \{1 + o(1)\}.$$  

We can write $D_{n2}$ as $D_{n2} = \frac{1}{n} \sum_{i \neq k}^{n} \int_{a}^{b} Z_i^T(z)Z_k(z)w(z)dz$, where $Z_i(z) = \sqrt{h}G(z)\xi_i(z)$.

Let $U_n = \frac{1}{n-1} D_{n2} = \frac{2}{n(n-1)} \sum_{1 \leq i < k \leq n} K(Z_i, Z_k)$, where $K(Z_i, Z_k) = \int_{a}^{b} Z_i^T(z)Z_k(z)w(z)dz$.

Define $A_K$ as $A_K g(x) = \int_{\infty}^{\infty} K(x, y)g(y)dF(y)$, where $F$ is the distribution of $Z_i$. Then we have the associated eigenvalues and eigenfunctions, denoted as $\{\lambda_k, \psi_k\}_{k=1}^{\infty}$. The remaining proof for $D_n$ under the null hypothesis test is analogous to the sparse case in Theorem 2 and Corollary 1 in [114].

Secondly, we prove the asymptotic distribution for $D_n$ under alternative hypothesis. Notice that $2\ell(z) = nh\hat{\nu}^\top R^{-1}\hat{\nu} + o_p(1)$ as shown in Theorem 6.2 and by (E5) under local alternative,

$$\hat{\nu} = -R\Sigma_{21} \Sigma_{12}^{-1} \left\{ \frac{1}{n} \sum_{i=1}^{n} g_i(\beta_0) \right\} + RH(\beta_0) + o_p\left(n^{-1/2}h^{-1/2}\right).$$

The remaining proof is the same as the sparse case in Theorem 3 in [114].