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Abstract

For power electronic devices, wide band gap (WBG) semiconductors are most attractive

owing to their excellent physical properties, that they can sustain much higher voltages, fre-

quencies, and temperatures than conventional semiconductors. As the most common power

device, the metal–oxide–semiconductor field-effect transistor (MOSFET) has been driving the

rapid exponential growth of modern semiconductor technology since the 1960s. With contin-

uous development of device optimization and improvements in the production process, MOS-

FET fabricated based on the Si is reaching its performance limit. Instead, 4H-SiC has become

prevalent for power device applications. However, the greatest challenge in 4H-SiC MOSFET

is the low channel mobility that is primarily attributed to the poor SiC/SiO2 interface qual-

ity. Various chemical treatments have been adopted to reduce the interface trap densities, the

channel mobility is still low. Alternatively, using high-κ dielectrics with suitable band gaps to

replace the conventional SiO2 as gate insulators is a promising approach for improving the SiC

device performance.

In this study, we first produce an array of realistic models of the (0001) Si-face of the 4H-

SiC with SiO2 using first principles calculations within the density functional theory (DFT) to

understand the role of nitrogen in the improvement of the SiC/SiO2 interface. Electron density

profiles of the model interfaces match those obtained by X-ray reflectivity (XRR), suggesting

that nitridation of the interfaces from NO annealing yields a higher Si density near the inter-

faces. Moreover, we find that the addition of N stabilizes the interface by reducing strain with

no introduction of interfacial gap states. Subsequently, we screen high-κ dielectrics for 4H-SiC

MOSFETs using first principles calculations within the DFT and identify alkaline earth metal

fluorides AF2 (A = Mg and Ca) and LiF as promising high-κ/large band gap dielectrics candi-

dates. The properties of model interfaces formed using similar approaches to those of SiC/SiO2

systems, as well as the 4H-SiC/Al2O3 interface models are analyzed and the band offsets of

these 4H-SiC/high-κ dielectrics interfaces are compared against limited experimental data. We
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find that O terminated 4H-SiC (0001) surface is advantageous to LiF/4H-SiC and AF2/4H-SiC

(A = Ca and Mg) interfaces in reducing mid-gap states. We note that both H and N passivated

Al2O3/4H-SiC interfaces effectively remove the mid-gap states. Lastly, we investigate other

alternative high-κ dielectrics for 4H-SiC, such as MgO and MgxCa1−xO. The electronic band

structures of MgO/4H-SiC and MgxCa1−xO/4H-SiC heterostructures are analyzed as well as

the band offsets. Overall, this work offers insights on the potential use of alternative high-κ

dielectric materials in wide band gap electronic applications.
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according to the bulk analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.7 For interface model 3: (Top Left) Valence electron density profile (ρv(z) −
〈ρv(z)〉) after Gaussian smoothing using different σ, as a function of z; (Top
Right) Core electron density profile (ρc(z)−〈ρc(z)〉) after Gaussian smoothing
using different σ, as a function of z, where 〈ρv(z)〉 and 〈ρc(z)〉 are the average
volume densities of valence and core electrons, respectively. The color bar
refers to the values of σ in unit of Å. (Bottom) Standard deviation (STD) of
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Chapter 1

Introduction

1.1 Wide Band Gap Semiconductors

1.1.1 Background

Power electronics have penetrated almost all fields where the conversion of electric power is

involved, from our daily life to military defense and aerospace. They can be widely used as

switching power supply, DC motor drivers, power factor correction, and so on. The conven-

tional silicon (Si) technology has been dominant in power electronics for many years but is

reaching its performance limits in new emerging applications [20]. Therefore, the key for the

next step towards the next-generation power electronics lies in the use of new semiconductors

endowed with superior physical properties than Si.

In comparison with the conventional semiconductors whose band gap are in general below

2 eV, wide band gap (WBG) semiconductors have larger band gaps allowing them to sustain

higher voltages, frequencies, and temperatures [21]. In fact, the wide band gap factor is partic-

ularly important for permitting devices to operate at high temperatures. The band gap decreases

with the increasing temperatures. The device made with a WBG semiconductor can continue

to function in much higher temperatures, on the order of 300 °C [22]. Withstanding the higher

temperatures, it can also operate at much higher power. Moreover, most WBG materials also

have high drift velocity that is directly representing high frequency switching capabilities. In

light of these intrinsic properties, WBG semiconductors become the ideal options for power

electronics with greater power efficiency and harsh environment tolerance.
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Figure 1.1: Possible power electronics applications of GaN and SiC from the aspects of output
power and operating frequency, adapted from [1].

1.1.2 Wide Band Gap Semiconductors for Power Electronics

Many IV materials, III-V, II-VI compound semiconductors and oxides such as Boron Nitride

(BN), Aluminum Nitride (AlN), Zinc Oxide (ZnO) and β−Ga2O3 are WBG materials. The

current research focus is the WBG materials such as Silicon Carbide (SiC), Gallium Nitride

(GaN) and Diamond. Though diamond has ultra wide band gap as well as excellent thermal

conductivity, the relevant research is still in the early stages. Figure 1.1 [1] shows the possible

applications of GaN and SiC in future market when compared to Si. Both GaN and Si are

constricted in the low and medium range of the output power, but GaN can work at relatively

high operating frequencies that makes it suitable for electric power conversion, such as AC to

DC rectifiers, DC to AC inverters, DC to DC and AC to AC converters circuits. In contrast, the

target of SiC is higher output power making it ideal for generation of power switching devices.

The unique advantages of SiC and GaN over Si are shown in Fig. 1.2 [2]. The SiC domi-

nates the high-voltage range (above∼1000 V) and high-temperature applications due to its high

thermal conductivity, high melting point, and wide band gap, along with the low defect density
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Figure 1.2: Comparison of the figures of merit of Si and WBG semiconductors SiC and GaN,
adapted from [2].

in the bulk that is not shown here. The overwhelming performance in high frequency switching

of GaN is resulted from its high carrier mobility. Current GaN on Si substrates via epitaxial

growth technology operate well only at mid-range voltage range and has been prevented from

operating at higher voltages. For instance, the breakdown voltage of GaN transistors is merely

up to 1000 V, which is attributed to its high defect density. Without appealing unique proper-

ties as the WBG semiconductors, Si is not competitive in the high-voltage and high-temperature

condition, in particular at the high frequency switching [2, 23].

Table 1.1: Physical properties of Si and several common WBG semiconductors [13].
Properties Si 4H-SiC GaN Diamond

Band gap Eg (eV) 1.12 3.26 3.45 5.45
Dielectric constant εr 11.9 10.1 9 5.5

Electric breakdown field Ec (kV/cm) 300 2200 2000 10000
Electron mobility µn (cm2/V·s) 1500 1000 1250 2200

Hole mobility µp (cm2/V·s) 600 115 850 850
Thermal conductivity λ (W/cm·K) 1.5 4.9 1.3 22

Baliga’s figure of merit (BFM) 1 223.1 186.7 25106

The Properties of Si and some common WBG semiconductors are shown in Table 1.1 [13].

Here the Baliga’s figure of merit (BFM) measures the specific on-resistance (Ron−ideal) (per

unit area) of the drift region of a vertical field effect transistor (FET). The specific Ron−ideal

corresponds to the resistive energy loss in the ideal material that can be impacted by the physical
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properties of semiconductors. Thus, BFM is given by Eq. 1.1 [24]:

BFM = εrµnE
3
c =

4B2
V

Ron−ideal
(1.1)

where εr is the dielectric constant of semiconductor, µn is the electron mobility, Ec is the

electric breakdown field, and BV is the desired breakdown voltage. Based on the definition, Ec

has a larger impact on the BFM due to the cubic factor.

WBG semiconductors are expected to revolutionize the power electronics at high power

and high frequencies. Both SiC and GaN are important at present, although each of them offers

unique advantages over the other. This work is focused on discussion of SiC-based platforms

and its performance improvement via different aspects.

1.2 Silicon Carbide

Silicon carbide (SiC) is a WBG semiconductor compound containing silicon and carbon. The

Si and C atoms in the crystal are linked by strong tetrahedral covalent bonds sharing electron

pairs in sp3 hybrid orbitals. The natural occurrence of SiC is extremely rare as mineral moissan-

ite. Despite its rareness, SiC is found substantially common in space and in meteorites. Hence,

the majority of SiC in the market is synthetic in various processes after the first SiC was grown

by Edward G. Acheson in 1890 [25].

1.2.1 Crystal Structure

SiC can exist in more than 250 different structures called polymorphs, that have been identified

by 2006 [26]. Apart from various amorphous forms of SiC in thin film and fibers [27], a large

number of similar crystalline structures called polytypes are also observed. These polytypes

remain the same chemical compound but differ in the stacking sequences of the basic SiC

bilayer component [28]. Therefore, they can be viewed as closely stacked layers with two

identical dimensions but different third dimension.

Three most common SiC polytypes are shown in Fig. 1.3 [3]. They are hexagonal SiC

(6H- and 4H-SiC) and cubic SiC (3C-SiC, also known as β-SiC). The number in the definition
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Figure 1.3: The stacking sequence of three most commonly SiC polytypes, 6H-SiC, 4H-SiC,
and 3C-SiC, adapted from [3].

originates the number of SiC bilayers in the staking sequence. For instance, in the unit cell of

6H-SiC, the SiC bilayers along the third (vertical as shown) direction are stacked in a repeated

sequence ABCACB. The stacking sequences of 4H-SiC and 3C-SiC are ABCB and ABC,

respectively. Here, A, B, and C label the atoms’ configuration in the layers.

1.2.2 Physical Properties

As described in Section 1.2.1, both 6H- and 4H-SiC have a wurtzite (hexagonal) structure and

3C-SiC has a zincblende (cubic) structure. A polarization is spontaneously generated in the

direction [0001] of the wurtzite structure. Hence, two polar faces (the Si-face and C-face)

would posse higher planar charge density than the bulk. The properties of those SiC polytypes

are shown in Table 1.2 [14], compared with those of silicon. As discussed prior, SiC is more

beneficial than Si for enhancement of device performance at high voltage due to the larger

band gap. Among the polytypes, 4H-SiC has larger band gap and higher breakdown field

than the 6H-SiC and 3C-SiC, that results in higher breakdown voltage for a fixed thickness

of device active layer. Based on Eq. 1.1, higher breakdown field allows drastic reduction of

Ron−ideal, and correspondingly the power loss. Furthermore, 4H-SiC has low intrinsic carrier

concentration at room temperature, which effectively prevents the leakage currents even in

high-temperature operations. Thus, we are convinced that 4H-SiC is more desirable for power

electronics applications.
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Table 1.2: Physical properties of Si and the most common SiC polytypes in comparison with
those of Si, adapted from [14].

Properties Si 6H-SiC 4H-SiC 3C-SiC
Band gap Eg (eV) 1.12 3.08 3.26 2.35

Breakdown field Ec (kV/cm) (at ND = 5× 1015 /cm) 300 2200 2300 1500
Intrinsic carrier concentration ni (/cm3) (at T=300 K) 1.0×1010 1.6×10−6 5×10−9 1.5×10−1

Electron mobility µn (cm2/V·s) 1350 370 800 900
Hole mobility µp (cm2/V·s) 480 80 120 40

Saturated electron velocity vs (107 cm/s) 1 2 2 2
Thermal conductivity λ (W/cm·K) 1.5 4.9 4.9 4.9

Dielectric constant εr 11.8 9.7 9.7 9.6
Electron affinity (eV) 4.05 3.3 3.1 3.8

The significance of the wide band gap for SiC has been fully emphasized. The dependence

of band gap on temperature is also worth a discussion, as shown in Fig. 1.4 [4]. The band gap

of SiC polytypes decreases as temperature increases. This is because the interatomic spacing

increases and less energy is needed to break a bond, leading to a smaller potential seen by

electrons in the materials. In addition, SiC can be doped with different impurities to form n-

or p-type semiconductor. Figure 1.5 [5] shows the variations of band gap (the energy distance

between the valence band and conduction band shifts) versus doping density. The band gap

narrowing of n-type 4H-SiC is evidently larger than that of 6H-SiC at high donor concentrations

(left). In contrast, the p-type SiC polytypes have almost the same band gap narrowing for a fixed

acceptor concentration (right).

Figure 1.4: The band gap of SiC polytypes versus temperature [4].
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Figure 1.5: Conduction band (in the lower half) and valence band shifts (in the upper half)
for 4H– and 6H–SiC versus ionized donor concentration in purely (a) n-type and (b) p-type
material, adapted from [5].

1.3 Metal–Oxide–Semiconductor Field Effect Transistor

Metal–oxide–semiconductor field effect transistor (MOSFET) is the most widely used semi-

conductor device [29] functioning as the core component in an integrated circuit [30] since its

first appearance in 1960. The MOSFET is commonly used as a small signal linear amplifier

or a switch in power electronics. It is available in very small size and easy to manufacture on

a mass-production basis. There is no doubt that the development of MOSFET is driving the

rapid growth of electronic semiconductor technology.

1.3.1 Device Structure

A MOSFET is a four-terminal device that is comprised of source (S), gate (G), drain (D) and

body (B) terminals. The S and B terminals are usually connected to the ground. The basic

MOSFET structure is shown schematically in Fig. 1.6. The gate electrode (metal material or

polysilicon) is electrically isolated from the body substrate by an insulating layer. If a dielec-

tric material other than an oxide is inserted between the gate and body, the device is referred

more precisely as a metal-insulator-semiconductor field effect transistor (MISFET). The S and

D terminals are connected to individual highly doped regions between which the conduction

channel is formed. The current flowing through the channel can be modulated by the voltage
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applied to the gate. Hence, A MOSFET acts like a resistor where the current is changing with

the controlled gate voltage, leading to its use for amplifying or switching electronic signals.

Figure 1.6: Schematic of a (n-channel) MOSFET.

The MOSFET is classified into two types based on the majority charge carriers in the con-

duction channel. The electrons (holes) flow in the n-channel (p-channel) MOSFET. Accord-

ingly, the two regions connected to S and D terminals are n-type (p-type) and the semiconductor

body is p-type (n-type). The conventional MOSFET is fabricated typically by the controlled

oxidation process of Si. During this process, the gate dielectric silicon dioxide (SiO2) can be

easily grown on Si substrate.

1.3.2 Modes of Operation

A MOSFET can function in two different modes: depletion mode and enhancement mode.

The former is less common than the latter. The depletion MOSFET is a ”normally closed”

device in which the channel conducts even without an applied gate voltage. In contrast, the

enhancement MOSFET is normally “OFF” when the gate voltage is equal to zero. The device

has to be turned on by a non-zero gate voltage. Namely, a positive gate voltage turns on the n-

channel enhancement mode MOSFET; in contrast a negative gate voltage makes the p-channel

enhancement mode MOSFET conduct. Figure 1.7 [6] shows that for n-channel enhancement

mode MOSFET the conductivity (as shown in current ID) is enhanced with a positive gate

voltage (VGS) with different values.
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Figure 1.7: The current through the channel ID for n-channel enhancement mode MOSFET
versus the source to drain voltage VDS at different gate voltages VGS , adapted from [6].

1.4 Interface Defects

The 4H-SiC based MOSFET has been recognized as an excellent candidate for power electron-

ics due to its wider band gap and higher breakdown field than Si as discussed earlier. 4H-SiC

also shares SiO2 as the native oxide with Si. Therefore, the mature Si technology can be easily

applied to enable the design of SiO2/4H-SiC interface. However, the dominant factor that limits

the implementation of 4H-SiC based MOSFET is the poor quality of the SiO2/4H-SiC inter-

face. The channel mobility for devices fabricated with oxidized 4H-SiC is very low, typically

less than 10 cm2/V·s [31], despite its high bulk mobility.

Previous reports have ascribed the low channel mobility to the high densities of interface

states near the SiO2/4H-SiC interface [32, 33, 34, 35]. When compared to SiO2/Si interface

that has defect density of below 1010/cm2·eV, the interface states of the SiO2/4H-SiC interface

are found to be order of 1011/cm2·eV in the middle of the band gap and 1013/cm2·eV within

∼0.05−0.2 eV of the conduction band edge [36, 37]. The distribution of defect states for

4H-SiC MOS devices is illustrated in Fig. 1.8, adapted from [7]. It has been agreed upon

that the π-bonded carbon clusters and dangling bonds are responsible for the mid-gap states,

whereas the intrinsic defects in SiO2 very close to the interface, so called near-interface traps

and π-bonded carbon clusters are the main reason for the interface states near the conduction

band edge [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48]. The SiC MOS devices are mainly
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n-channel designed, thus the acceptor-like near-interface traps have the most impact on the

channel conductivity because they can result in charge trapping and Coulomb scattering [49].

Figure 1.8: Interface trap density versus energy, adapted from [7].

.

1.5 Motivations

1.5.1 Nitrogen-induced Changes in The Properties of SiO2/4H-SiC Interfaces

The 4H-SiC MOS devices performance is limited by the high densities of interface states. Con-

siderable efforts have been made to measure quantitatively the densities of interface defects and

ascribe the interface states in a certain energy range in the band gap to certain type of defects.

However, it is incredibly difficult to identify all the defects as a result of the highly disordered

interface structures obtained in experiments. Hence, systematic studies of the SiO2/4H-SiC

model interfaces are essential to understand the atomic configurations of the interfaces and

qualitatively characterize the resulting properties.

Simultaneously, various surface treatments have been employed to passivate the defects of

high densities, such as wet or dry oxidation [50, 51], using doped gate oxide [52], nitridation

including either post oxidation annealing [53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 38,

66, 67, 68] or combined oxidation/annealing [69, 70]. Nitridation has become the most reliable

and effective treatment by experiments. However, it is found that the channel mobility is still
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low. Therefore, with the realistic SiO2/4H-SiC model interfaces, understanding the effects of

nitrogen atoms on the electronic and structural properties of SiO2/4H-SiC model interfaces

might provide us a good starting point for upgrading the device performance via effectively

improving the chemical treatments.

1.5.2 Alternative High-κ Dielectrics for 4H-SiC

The SiO2 can be easily grown on 4H-SiC, but it is not precisely qualified as a good gate di-

electric for 4H-SiC. Aside from the high densities of interface states near the SiO2/4H-SiC

interface, the physical properties of SiO2 itself also hinder the full advantages of 4H-SiC for

power electronics. As a result of size-scaling in 4H-SiC based MOSFET, the thickness of SiO2

film becomes so thin. However, this thin oxide layer is insufficient to effectively prevent the

gate leakage current due to direct tunnelling of electrons. Thus it is desirable to replace SiO2

as a gate oxide for 4H-SiC. The leakage current decreases with increasing thickness of gate di-

electric film. The central part of a MOSFET is the MOS structure (see Fig. 1.6). The insulating

dielectric is adjacent to the semiconductor substrate. According to Gauss’ law, the electric field

in the MOS structure can be expressed as:

Eins =
εs
εins

Es (1.2)

where the εs (εins) is the dielectric constant of the 4H-SiC (insulator), and Es (Eins) is the

electric field in the 4H-SiC (insulator) [71, 72]. The dielectric constant of 4H-SiC (εs =9.7)

is ∼2.5 times higher than that of SiO2 (εins =3.9). Thus, the breakdown of SiO2 would occur

before that of 4H-SiC because the electric field in SiO2 is ∼2.5 times higher than 4H-SiC. The

MOS device will experience breakdown below the critical electric field of 4H-SiC. As a result,

the advantages of 4H-SiC are not demonstrated if the gate dielectric has a much lower dielectric

constant than 4H-SiC. Hence, using alternative high-κ dielectrics to replace SiO2 as the gate

dielectric for 4H-SiC is beneficial for device operation at high voltage. From the perspective of
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the MOS capacitance, that is simply the capacitance of a parallel plate capacitor:

C = εins
A

d
(1.3)

where A is the area of plates and d is the thickness of the gate insulator. If we desire to achieve

a capacitance equivalent as in SiO2, the MOS capacitor can be made thicker using a dielectric

with higher dielectric constant than SiO2. Consequently, the device performance is advanced

because of smaller gate leakage current due to thicker dielectric film.

1.6 Thesis Outline

The goal of this work is to characterize the properties of the interfaces formed by 4H-SiC

(0001) and oxides (and dielectrics) using first principles calculations within Density functional

theory (DFT). Understanding the nitrogen effect on the SiO2/4H-SiC interfaces reveals the

mechanisms of chemical treatments which in turn help further improve the device performance.

Moreover, identifying promising alternative high-κ dielectrics as the suitable gate dielectrics

for 4H-SiC offers a different path for upgrading the device performance and reliability.

In Chapter 2, the methodologies employed to calculate the properties of crystals are dis-

cussed, including the density functional theory (DFT) and electrostatic potential-based align-

ment method. In Chapter 3, the role of nitrogen in the SiO2/4H-SiC interfaces is investigated

via large scale first-principles calculations within DFT. The electric and structural properties of

a series of SiO2/4H-SiC model interfaces are also computed. In Chapter 4, alternative high-κ

dielectric candidates are identified from high throughput screening of alkaline earth metal di-

halides (AX2) formed by alkaline earth metal (A = Mg, Ca, Sr and Ba) and halogen (X = F, Cl,

Br and I). The stable phases, band gaps and dielectric constants of AX2 are computed within

DFT framework. In Chapter 5, the electrical properties of the model interfaces between 4H-SiC

and the candidate high-κ dielectrics are characterized within DFT framework. Different surface

passivation methods are employed to form those model interfaces and the relation between the

properties and atomic configurations of intefaces are discussed. In Chapter 6, the MgO/4H-SiC

and MgxCa1−xO/4H-SiC heterostructures are formed to study their electronic properties. The
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band offsets of the heterostructures are estimated. In Chapter 7, the conclusions of this work

are summarized and the future work is also described.
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Chapter 2

Methodology

2.1 Summary

In this Chapter, we describe the density functional theory employed through this work to char-

acterize the properties of bulk materials and interface models, as well as Hartree and Hartree-

Fock methods for solving the many-body problem in solids. We also introduce the electronic

band structure and crystal lattice (both direct and reciprocal lattice). Furthermore, the post-

calculation analysis of data is discussed that includes the search of epitaxial relation between

two materials for heterostructure building, computing the macroscopic average of electron den-

sity profiles, and evaluating the band alignments using electrostatic potential-based alignment

method.

2.2 The Many-body Problem and Hartree-Fock Method

A solid is a collection of atoms that are composed of heavy nuclei and lighter electrons bound

to the nuclei. The prediction of the properties of systems from the first principles calculations,

requires solving the many-body problem. The Born-Oppenheimer approximation [73] made

the first simplification that the electronic and nuclear degrees of freedom are separated, which

is justified by that the electrons are much less massive and move much faster than the nuclei.

Thus, the Hamiltonian for many-electron system is written as Eq. 2.1

Ĥ = T̂ + V̂ + V̂ext (2.1)
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where T̂ corresponds to the kinetic energy of the electron gas, V̂ is the potential energy due to

electron-electron interactions, and V̂ext refer to the potential energy of the electrons in the (now

external) potential of the nuclei. The first two terms are universal but V̂ext is dependent on the

specific system.

Hartree approach simplifies the problem by assuming the form of the many-electron wave-

function is the product of many single-electron wavefunctions. The Hamiltonian of the system

can be found using the variational principle. Nonetheless, this approach does not produce par-

ticularly good results, as a result of ignorance of the Pauli exclusion principle. In other words,

the product wavefunction is symmetric.

As an improvement, Hartree-Fock (HF) method writes the ground state wavefunction as a

slater determinant of single particle orbitals [74, 75, 76, 77, 78]. In such way, the wavefunction

is more complicated but now antisymmetric. The energy of the system is evaluated by the sum

of the one-electron Fock operator, F̂ [φj](1) generated by the orbitals φj , that is outlined below:

F̂ [φj](1) = Ĥcore(1) +

N/2∑
j=1

[2Ĵj(1)− K̂j(1)] (2.2)

where the expectation value of one-electron core Hamiltonian Ĥcore(1) produces the single

electron kinetic energy and potential energy due to Nα atomic nuclei:

Ĥcore(1) = −1

2
∇2

1 −
∑
α

Zα
r1α

(2.3)

Also, the Coulomb operator Ĵj(1) defines the electron–electron repulsion energy due to each

of the two electrons in the jth orbital, and the exchange operator K̂j(1) defines the electron

exchange energy as a consequence of the Pauli exclusion principle.

The HF method has proven to produce more creditable results for small molecules but

fails for solids. The reason is that this method ignores the electrostatic correlation effect that

originates the correlated motion of electrons, though the exchange effect has been taken into

account.
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2.3 Density Functional Theory

Density functional theory (DFT) is based upon Hohenberg-Kohn (HK) theorems [79] that state,

for an interacting many-body system, the one-to-one correspondence between the external po-

tential Vext and the ground state density ρ(r) which minimizes the energy of the system. Thus

based on Eq. 2.1, the ground state energy functional E[ρ(r)] can be written as an unique func-

tional of ρ(r):

E[ρ(r)] = F [ρ(r)] +

∫
ρ(r)Vext(r)dr (2.4)

where F [ρ(r)] = T + V is called HK density functional that is unknown and universal for

any many-electron system. Until 1965, the Kohn-Sham (KS) equation [80, 81] decomposes

F [ρ(r)] explicitly into several contributions to the total energy. Therefore, the total energy of a

Kohn–Sham system is expressed below:

E[ρ] = Ts[ρ] + EH [ρ] + Exc[ρ] +

∫
ρ(r)Vext(r)dr (2.5)

where Ts is the non-interacting (single particle) kinetic energy, EH is the Hartree (or Coulomb)

energy, and Exc is the exchange-correlation energy. Here, the exact ground-state density ρ(r)

of an N-electron system is given by the single-electron wavefunction φi:

ρ(r) =
N∑
i=1

φi(r)
∗φi(r) (2.6)

By invoking the variational principle, the KS equation is solved in a self-consistent way,

as shown in Fig. 2.1 [8]. Provided that the closer the initial guess of ρ(r) is to the correct wave

function, the less the number of iterations is.

2.3.1 Local Density Approximation

To solve for the KS equation, approximations have to be made for the exchange-correlation en-

ergy Exc(ρ). The simplest approximation is the local density approximation (LDA), assuming

that the exchange-correlation energy depends solely upon the local density at a point r, which
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Figure 2.1: Flow chart of self-consistent procedure to solve the Kohn-Sham equation, adapted
from [8].

may be expressed as an explicit functional of ρ(r) [80]:

ELDA
xc (ρ) =

∫
ρ(r)εHEGxc [ρ(r)]dr (2.7)

=

∫
ρ(r)εHEGx [ρ(r)]dr +

∫
ρ(r)εHEGc [ρ(r)]dr (2.8)

= ELDA
x (ρ) + ELDA

c (ρ) (2.9)

where εHEGxc (ρ(r)) represents the exchange-correlation energy per particle of a homogeneous

electron gas (HEG) of density ρ(r). The exchange energy functional ELDA
x (ρ) ∼ ρ(r)4/3 [82]

and the correlation energy functional ELDA
c (ρ) can be extrapolated numerically from analytical
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low and high density limits [83, 84] and quantum Monte Carlo results [85, 86, 87, 88] for inter-

mediate densities. The LDA in general produces smaller band gap values because the simple

assumption of uniformity in LDA underestimates the exchange energy while overestimating

the correlation energy [79, 89].

2.3.2 Generalized Gradient Approximation

Another approximation to the Exc(ρ) is the generalized gradient approximation (GGA), which

depends not only on the local density but also on the density in the neighbouring volumes (the

gradient of the density) that can be expressed as:

EGGA
xc (ρ) =

∫
ρ(r)εGGAxc [ρ(r),∇ρ(r)]dr (2.10)

where εGGAxc [ρ(r),∇ρ(r)] is the gradient expanded single particle exchange-correlation func-

tion. This is a further improvement on LDA via a gradient correction which helps describe

the inhomogeneity in the electron density. The Perdew-Burke-Ernzerhof (PBE) functional [90]

remains the most popular choice among GGA because it is a non-empirical functional and pro-

duces results with reasonable accuracy over a wide range of systems. In comparison with the

LDA that is known to overbind, the GGA tends to overcorrect LDA’s overbinding and overes-

timate the cell parameters [91, 92]. Both LDA and GGA in general produce smaller band gap

than experiment.

2.3.3 Heyd–Scuseria–Ernzerhof Functional

The Heyd–Scuseria–Ernzerhof (HSE) screened hybrid functional[93] is a common hybrid ap-

proach that approximates the Exc(ρ) in DFT by incorporating a certain amount of the HF ex-

change with the rest of exchange–correlation energy from other sources. The HSE functional

is an adaptation of the PBE0 functional which mixes the exact non-local HF exchange with the

exchange from PBE, where only short-range HF exchange but no long-range HF exchange is

mixed. The reason for avoiding the effect of long-range HF exchange is the exact-exchange

energy converges very slowly with the distance for periodic systems, the short range screened
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Coulomb potential enables higher electron localization which in turn improves the electronic

band structure calculations. The most general form of the HSE functional is expressed in

Eq. 2.11:

EωPBEh
xc = αEHF

x (ω)

∣∣∣∣∣
SR

+ (1− α)EPBE
x (ω)

∣∣∣∣∣
SR

+ EPBE
x (ω)

∣∣∣∣∣
LR

+ EPBE
c (ω) (2.11)

where ω is the screening length, and α is the mixing parameter, which is 0.25 in the PBE0

functional. The HSE calculation produces better results in band gap for most systems when

compared to the LDA or GGA. However, computational cost of the HF portion scales as N4

(where N is the number of electrons) instead of N3 of DFT [94]. This poor scaling makes the

study of the systems using hybrid approaches computationally prohibitive.

2.4 Electronic Band Structure

The electrons in an isolated atom occupy only discrete energy levels. When two atoms are

brought together very closely, the electrons from two atoms interact with each other via over-

lapping their atomic orbits. In the two-atom system, the energy levels of electrons will split into

closely spaced two energy levels. Similarly, the electrons of N atoms in a solid interact, caus-

ing each energy level to split into closely spaced N energy levels. As N is a very large number,

the energy of the adjacent levels is so close together to form a continuous energy band [95].

The bands represent the available electronic states, while band gap is an energy range where no

electronic states can exist. The Fermi energy refers to the highest energy level that an electron

can occupy at the absolute zero temperature. Metals exhibit no band gap at the Fermi energy,

semiconductors exhibit a small band gap and insulators exhibit large band gap [96]. Hence, the

electronic band structure is used to visualize the wavevector-dependence of the energy levels

that electrons may have and not have within it, the band-gap, as well as electronic transition.

2.5 Crystal Lattice

The arrangement of atoms in a crystal is described by the crystal (Bravais) lattice that spans

the entire space by the repetition of unit cell in different directions. For any three-dimensional
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Figure 2.2: (Left) The unit cell of hexagonal lattice, where ax (x = 1,2,3) are the primitive
lattice vectors, and γ is the angle between a1 and a2. (Right) The first Brillouin zone (BZ) of
hexagonal lattice, where bx (x = 1,2,3) are the reciprocal lattice vectors. The high-symmetry k
points Γ, M, K, A, L and H are also shown [9].

(3D) lattice, the unit cell is a parallelepiped defined by a set of lattice parameters (length and

angles) [97]. As one of the fourteen Bravais lattices, the hexagonal (HEX) unit cell is shown

in Fig. 2.2 (left). The angle between the primitive lattice vectors a1 and a2 is 120°, while the

primitive lattice vectors a1 ⊥ a3 and a2 ⊥ a3. Due to the periodicity of the lattice, electrons in

a crystal may be subjected to a periodic potential. Bloch theorem states that the eigenfunctions

(also known as Bloch states) of the Schrödinger equation for a periodic potential can be written

as the product of a plane wave eik·r and a function uk(r) with the same periodicity as the crystal

lattice [98]:

ϕk(r) = eik·ruk(r) (2.12)

where k is the crystal momentum vector. Similar to the concept of unit cell in Bravais lattice,

k can be restricted to the first Brillouin zone (BZ) of the reciprocal lattice [99]. The Brillouin

zone of HEX lattice is shown in Fig. 2.2 (right) [9], where the reciprocal lattice vectors bx (x=

1,2,3) traces three sides of the unit cell of the reciprocal lattice.

Based on the Bloch theorem, for the same k, the eigenstates can vary with the periodic

component uk(r), resulting in a more accurate expression ϕnk(r) in which n is the band index.
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Within a band, ϕnk(r) is dependent on k. Consequently, the eigenvalue corresponding to each

band varies with k, which requires sampling the BZ. Although k is a 3D vector, it is common

just to visualize the eigenvalues along special high-symmetry directions. As shown in Fig. 2.2

(right), the first BZ for HEX lattice can be sampled along the path: Γ-M-K-Γ-A-L-H-A. The

electronic band structure of 4H-SiC is shown in Fig. 2.3, where the band gap (∼2.2 eV) is un-

derestimated by DFT calculation using PBE functional. In order to visualize the contribution

to the overall electronic band structure by different atoms, the projections of Bloch states onto

localized atomic orbitals of C (yellow) and Si (blue) are superimposed on the total band struc-

tures. The size of the markers are scaled based on the magnitude of the total atomic projections.

The full density of states (DOS) across the whole BZ rather than just the special directions is

shown as well.
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Figure 2.3: Electronic band structure of 4H-SiC and corresponding density of states (DOS).
The projections of Bloch states onto localized atomic orbitals of C (yellow) and Si (blue) su-
perimposed on the total band structures are plotted as markers.

2.6 Epitaxy

In order to theoretically characterize the properties of an interface (or heterostructure), noted

as A/B that is an overlayer of crystalline material A deposited onto material B, the supercell of
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the interface model is built based on an epitaxial relation found from the lattice match between

material A and B.

We develop a code in MATLAB to create the supercell of interface model by searching the

epitaxial relation between material A and B. This epitaxial relation refers to that the resulting

primitive lattice vectors (PLVs) a′x (x = 1,2,3) of slab A (or B) in the heterostructure A/B

supercell are expressed in terms of the original PLVs ax (x = 1,2,3) of the unit cell of bulk

material A (or B). Here the parameters matrix representing a′x (x = 1,2,3) is denoted as [n1
1 n1

2

n1
3;n

2
1 n2

2 n2
3;n3

1 n3
2 n3

3], which links a′x and ax(x = 1,2,3) in a linear relationship. More specifically,

the epitaxial relation is given by Eq. 2.13:

a′x = nx1a1 + nx2a2 + nx3a3 (2.13)

The code automatically check the epitaxies under the constraint of several aspects, such

as tolerance of the angle difference between the resulting in-place lattice vectors a′1 and a′2,

in-plane lattice constants a and b, the number of atoms in slab A and B and so on. Figure.2.4

illustrates an epitaxy that accommodates the 2 × 2 supercell of material A on top of material

B. The original unit cell of material A (B) shown in red (green) square are constructed by the

PLVs a1 and a2. A compressive strain is applied to the 2× 2 supercell of material A. Thus the

two sides of the resulting supercell (red dashed squares) overlap with the diagonals of the unit

cell of material B. It is evident that the slab A must rotate in counterclockwise a small angle

before the overlapping.

Once we are content with the lattice strain and size of supercell associated with the epitaxy,

the heterostructure is then built using the geometry files of material A and B according to the

selected epitaxial relation. In the building process, we can set the in-plane lattice constants of

the desired heterostructure to those of substrate material B while a lateral tensile or compressive

strain is applied to material A. For example, the formation process of a SiO2/4H-SiC interface

is shown in Fig 2.5. The primitive unit cells of bulk β-cristobalite SiO2 (ICSD 162246) and 4H-

SiC (ICSD 164971) are traced by the primitive lattice vectors. The heterostructure as shown is

built with a ∼4% tensile strain applied to the SiO2 slab. The SiC slab are formed based on the
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Figure 2.4: Schematic of an epitaxy that accommodates the 2× 2 supercell of material A (red)
on top of material B (green). The unstrained supercell is shown in solid squares while the
strained supercell is shown in dashed square. The primitive lattice vectors a1 and a2 are color
coded based on materials.

parameters matrix [4 1 0; 3 4 0; 0 0 -2] and SiO2 slab follows the parameters matrix [2 -1 0; 2 1

0; 3 3 6]. In Chapter.3, we present a different epitaxy using this SiO2 and 4H-SiC with a lower

strain.

2.7 Electron Density

In Chapter 3, the electron charge density profiles of SiO2/4H-SiC interfaces are computed in

comparison with those obtained from experiment. In order to determine the electronic density

profile ρe(z) across the interface from our first principles calculations, we account for both

valence and core electrons:

ρe(z) ≡ ρc(z) + ρv(z) (2.14)

Contributions from localized core electrons of all atoms are included as Gaussian distri-

butions:

ρc(z) =
1√

2πAσ

∑
i

Zc
i e
− (z−zi)

2

2σ2 , (2.15)

where Zc
i is the core charge of the i-th atom (Zc

i ≡ 0 for H, 2 for C, O and N, and 10 for Si

atom), zi is the z-position of the i-th atom, and A represents the surface area of the supercell.

23



Figure 2.5: The unit cell of A/B heterostructure built from the unit cell of crystal A and B,
where the unit cells of crystals are defined by their primitive lattice vectors (PLVs) ax (x =
1,2,3). The PLVs a′x (x = 1,2,3) of slab A and B in the heterostructure are obtained using
Eq. 2.13.

Likewise, the valence electron density profile ρv(z) is obtained by averaging the local electron

density of valence electrons from DFT ρDFT(r) over the surface and smoothed along the z-

direction using a Gaussian smoothing (GS):

ρv(z) =

∫∫∫
ρDFT(r

′)e−(z
′−z)2/2σ2

dx′dy′dz′ (2.16)

The broadening σ is chosen by minimizing the dispersion of electron densities that would yield

an uniform density in the bulk.

As an example, for one of the interfaces built with 4H-SiC and β-cristobalite form of

silica (ICSD 162246), named as model 3 in next chapter, the breakdown of the valence and

core electron density is shown in Fig 2.6. The variation of ρDFT(r) is shown along the direction

z perpendicular to the interface, plotted in solid black as a planar average of the ρDFT(r). This

planar-averaged potential exhibits periodic oscillations along the z direction due to the spatial

distribution of the electrons and ionic cores. After GS described in Eq. 2.16, this oscillations

are replaced by a smoother curve in black dash representing the ρv(z). The core electrons in

this system have integer charges that are highly localized. Similarly, the core electron density

profiles (ρc(z)) are smoothed out based on Eq. 2.15, as shown in black dotted. As expected,
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Figure 2.6: For interface model 3: valence electron density profile (black solid line) prior to
GS, valence electron density profile after GS (black dashed line), core electron density profile
after GS (black dotted line), and the total electronic density profile as a function of z. The
broadening σ used in the smoothing is 1.6 Å, according to the bulk analysis.

the macroscopically averaged electron density (after GS) in both SiC and silica bulk regions is

constant, and indeed it reaches a plateau value in the bulk-like regions of the interface. Lastly,

the sum of the ρv(z) and ρc(z) is compared to the electron density profiles of SiO2/SiC interface

measured from XRR. Here, the broadening σ = 1.6 Å.

As already mentioned, the broadening σ is determined from the analysis of electron den-

sity for silica bulk, as shown in Fig 2.7. The average volume densities of valence (〈ρv(z)〉 =

0.361 e−/Å3) and core (〈ρc(z)〉 = 0.316 e−/Å3) electrons are constant values for the specific in-

terface system. For both valence and core electrons, the variation of macroscopically averaged

electron density from the average volume density is dependent on the choice of σ. Consistently,

we observe the oscillations when σ is picked far from satisfactory. Therefore, one more step

that is taken to identify the optimal σ is calculating the standard deviation (STD) of data points

of both ρv(z) and ρc(z). The result is plotted in the bottom of Fig. 2.7. A set of σ values results

in low STD indicating that values of both ρv(z) and ρc(z) are clustered close to their mean. In
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Figure 2.7: For interface model 3: (Top Left) Valence electron density profile (ρv(z)−〈ρv(z)〉)
after Gaussian smoothing using different σ, as a function of z; (Top Right) Core electron density
profile (ρc(z)− 〈ρc(z)〉) after Gaussian smoothing using different σ, as a function of z, where
〈ρv(z)〉 and 〈ρc(z)〉 are the average volume densities of valence and core electrons, respectively.
The color bar refers to the values of σ in unit of Å. (Bottom) Standard deviation (STD) of
electron density versus σ. The optimal value is chosen σ = 1.6 Åwhen STD of ρv is seen at the
lowest.
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the end, we choose σ = 1.6 when the STD of ρv is found at the lowest among those σ that are

verified.

2.8 Band Alignment

For heterostructures of interest in the forthcoming Chapters 3, 5, and 6, the valence band (∆EV )

and conduction band (∆EC) offsets can be accurately and efficiently evaluated using first prin-

ciples calculations within the DFT framework. This approach is performed by aligning the local

band edges with respect to the local electrostatic potential [100, 101]. That is to say, the band

edge alignment of the bulk A and B that comprise the heterostructure A/B, is achieved through

a potential-alignment term from an explicit heterostructure A/B calculation. This methodol-

ogy that combines DFT and the screened hybrid HSE functional [102, 93] offers improved

descriptions of the band gaps to overcome well-known limitations of DFT [103].

Figure 2.8: (Left) Schematic of band alignment between material A and B that comprise het-
erostructure A/B. The band edge with respect to the local electrostatic potential EAv and EBv , the
band gaps EAg and EBg are obtained from separate bulk calculations using HSE functional. The
potential alignment ∆V is found from superlattice calculation. The band offsets (∆EV ) and
(∆EC) are derived from Eq. 2.17 and Eq. 2.18, respectively. (Right) Planar-averaged (black
solid line) and macroscopically averaged electrostatic potential (red dash line) for SiO2/4H-SiC
interface system.

The method is conducted in three steps as illustrated in Fig. 2.8. First, we perform separate

HSE calculation for bulk materials A and B, in which produces valence band maximum (VBM)
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and conduction band minimum (CBM) with respect to the average electrostatic potential in the

respective material. Here, the HSE mixing parameter is optimized to bring the calculated band

gap (EAg and EBg ) in agreement with experimental value. Second, the alignment of the average

electrostatic potential is determined between the two materials from an explicit heterostructure

calculation. The macroscopic average of the electrostatic potential is found via applying sim-

ilar smoothing procedure for the electron density as already discussed in Section 2.7 to planar

potentials of corresponding models. The proper reference for aligning valence and conduction

bands is obtained by calculating the difference (∆V ) between the macroscopic average of po-

tentials in the bulk-like regions of material A and B from standard DFT calculations with taking

dipole correction into account. Hence, the thickness of each material in the superlattice is large

enough to contain a bulk-like region. We do not employ HSE calculation for the heterostruc-

ture because it will be extremely computationally expensive for structure with large unit cell.

Lastly, the band edges between material A and B can be aligned via the potential-alignment

term ∆V . The local valence band edges of material A and B with respect to their local elec-

trostatic potential are denoted as EAv and EBv , correspondingly. ∆EV can be easily derived via

Eq. 2.17 once the potential alignment is known:

∆EV = (EB
v − EA

v )−∆V (2.17)

Subsequently, ∆EC is determined according to Eq. 2.18 by using band gaps from the respective

bulk calculations:

∆EC = EB
g − EA

g −∆EV , (2.18)

To give an illustration of the determination of ∆V , Fig. 2.8 (right) also demonstrates the

macroscopic average of potentials (red) across a SiO2/4H-SiC interface. The planar-averaged

electrostatic potential (black) converges to its bulk value within two or three atomic layers of

the interface, which was found in common for other interface systems studied by [101].
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2.9 Computational Details

The results presented in following chapters are obtained by performing first principles cal-

culations within the DFT that are carried out using the Quantum Espresso software [104].

Unless otherwise noted, we employ the Perdew-Burke-Ernzerhof (PBE) parameterization of

the exchange-correlation functional [90] including dispersion forces (vdW-DF-C09) [105, 106,

107, 108]. Description of core electrons is performed with projector augmented wave (PAW)

pseudopotentials [109]. Due to periodic boundary conditions assumed in all three dimensions,

a vacuum space of at least 12 Å along the z-direction is set to prevent interactions with periodic

repetitions of the supercell of interfaces. Atomic positions are fully relaxed until the forces

become smaller than 0.005 eV/Å. The supercells account for the dipole correction [110] to

minimize surface effects. The formation of SiO2 amorphous structure and classical molecular

dynamics (MD) annealing of interfaces are performed in the Large-Scale Atomic/Molecular

Massively Parallel Simulator (LAMMPS) [111]. All calculations are performed on the Hopper

and Easley Clustes.
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Chapter 3

SiO2/SiC Interfaces

3.1 Summary

In this chapter, we analyzed the changes in the electron density profiles and strain upon the

introduction of nitrogen in 4H-SiC (0001)/SiO2 interfaces using first-principles calculations

with the density functional theory (DFT). By comparing systems with different geometric and

atomic compositions, we find that nitrogen preferably forms a Si3-N structure (1 N atom is

bonded to 3 Si atoms) and stabilizes the interface by reducing the abruptness of Si density be-

tween SiC and silica. Our calculations confirm that the unexpected reduction in the electron

density observed in X-ray reflectivity (XRR) experiments at the as-grown 4H-SiC/SiO2 inter-

face is removed upon nitridation. The shorter interatomic distances in nitrided systems and

the higher atomic density near the interface help alleviating the local strain. Analysis of the

electronic band structures in these nitrided interface models reveals alignments comparable to

those found experimentally and the presence of nitrogen that creates interface states near the

valence band edge.

3.2 Background

Chemical treatments of interfaces have proven important to the achievement of high-quality

interfaces between 4H-SiC and dielectric materials for wide band gap semiconductor applica-

tions [38, 66]. Easily grown interfaces with the SiC native oxide, SiO2, can present a high

density of interface states that largely degrades performance of power devices by reducing

carrier mobility and changing the threshold voltage [32, 33, 34, 35]. The C face of 4H-SiC
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shows much larger channel mobility (∼100 cm2/V·s) when wet oxidation or hydrogen incor-

poration is involved. In contrast, the interface state density near the conduction band has

shown much higher value on the Si face of 4H-SiC resulting in much lower channel mobil-

ity [112]. Therefore, the improved carrier mobilities after post oxidation annealing (POA)

of 4H-SiC/SiO2 interfaces, particularly on the 4H-SiC (0001), in N-rich conditions (N2, NO

or N2O) [53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 38, 66, 67, 68] or combined

oxidation/annealing [69, 70] have led to the adoption of the nitridation process in the pro-

duction of SiC power electronics applications. The underlying mechanism of this process,

however, is still elusive despite the considerable efforts made to date in modeling these in-

terfaces [113, 114, 115, 41, 116, 117], with suggested mechanisms ranging from healing of

dangling bonds to removal of interstitial C atoms [38, 39, 40, 41, 42, 43, 44, 45, 46, 47].

Owing to the large number of silica polymorphs and amorphous structures attained experi-

mentally, describing silica interfaces to SiC with adequate atomic configurations is challenging.

Previous studies on the effects of nitrogen in SiC grown under ultra-high vacuum conditions

were based on thin epitaxial silicon-oxynitride (SiON) layers [115, 41, 116]. These models

contained a monolayer of O atoms on the 4H-SiC (0001), that was later confirmed by X-ray

photoelectron spectroscopy (XPS) [118, 119]. However, N-rich annealing processes employed

in device processing typically give nitrogen areal densities smaller than those of epitaxial SiON

layers. More recent models, incorporating nitrogen amounts associated with device processes,

have been limited to ultra-thin SiO2 layers [43]. Yet, theoretical atom-level descriptions are

needed to establish a correlation between nitridation and physical properties of these interfaces

as reported in recent experiments [10, 67] and envision novel mechanisms to systematically

improve properties arising from chemical treatments.

3.3 Crystal Structures

In order to provide an interpretation to the electron density variations observed in XRR mea-

surements, we created an array of models to the 4H-SiC/SiO2 interfaces. The models differ

in the atomic configuration of the transition region (TR) that must accommodate the silicon

density mismatch between the SiC and the oxide. Each model contains slabs of 4H-SiC (0001)
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and an extended silica layer of approximately 20 Å thickness each, yielding about 250 atoms

in the unit cell, as illustrated in Fig. 3.1(a). For the oxide we chose the β-cristobalite form

of silica that gives low epitaxial mismatch with 4H-SiC (∼1%) for the supercells considered

here and has a mass density (2.18 g/cm3) close to the experimental value (2.2 g/cm3) of amor-

phous silica (a-SiO2). The 4H-SiC slab consists of 3 × 3 unit cell arrangement, with in-plane

lattice constants a = b = 9.28 Å. For each model we form a defect-free TR, beginning with

a monolayer of O atoms on SiC (0001), featuring schemes previously proposed [115, 41] and

supported by XPS observations [118, 119]. Different atomic arrangements combining O, Si, N,

and H form the <1 nm thick suboxide TR. This agrees with the earlier report that nitrogen is

confined to within 1 nm of the surface [43]. The C and O atoms at the end are H-passivated. A

vacuum space of approximately 18 Å along the z-direction prevents interactions with periodic

repetitions of the supercell.

In addition to the computational details described in Section 2.9, the wave functions and

density are expanded in a plane-wave basis set using an energy cutoff of 60 Ry and 500 Ry,

respectively. The self-consistent electron density is determined using 4×4×1 Monkhorst-Pack

k-point grid [120] with the Quantum Espresso suite [104]. To confirm the lowest phase of the

relaxed models, we also perform classical molecular dynamics (MD) annealing of the models

in the Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [111] using

the optimized Reactive force field ReaxFF [121, 122]. The models are slowly heated to 1000 K

using the canonical ensemble, where the annealing process is maintained at 1000 K for 200 ps.

During the simulation, the Si and O atoms of the oxide are allowed to evolve whereas the

substrate is kept frozen. The structures generated in this way are adopted for the calculations

of the structural and electronic properties using DFT.

3.4 Interface Formation Energy

For a given supercell, we evaluate the interface formation energy (Eif ) from the DFT calcula-

tions as [123]:

Eif = Ef − E0 −
∑
i

niµi (3.1)
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In this equation, Ef is the total energy of the fully relaxed supercell after changing its com-

position while E0 is the energy of a reference supercell. The quantities µi and ni denote the

chemical potential of i-species (i = Si, C, O, N and H) and the corresponding number of atoms

that has been added to (ni >0) or removed from (ni <0) the reference interface. The refer-

ence chemical potentials depend on the experimental conditions, and choices usually represent

specific limits.

In this work we adopt the choices previously used for 4H-SiC/SiO2 interfaces [124] for

the C-poor and O-poor regime, or the Si-poor and O-poor regime. The values of the reference

chemical potential for different elements µi established from the DFT ground state energies of

crystals/molecules as follows: µSi = ESi/2 for C-poor condition (or µC = EC/4 for Si-poor),

µC +µSi = ESiC, µO = (ESiO2
−µSi)/2, µN = EN/2, and µH = (ESiH4

−µSi)/4, where ESi, EC, ESiC,

ESiO2
, EN, and ESiH4

are the DFT energies of diamond Si, graphite, 4H-SiC, bulk β-cristobalite

SiO2, N2 and SiH4 molecule per formula unit, respectively. The nitrogen reference is chosen

because nitridation is either produced through N2 or NO during post oxidation annealing pro-

cesses [38, 66, 67, 68]. Additionally, other reference chemical potential choices (e.g. N and O)

that could impact our results are discussed in the Appendix B.

3.5 Electron Density

3.5.1 Non-nitrogen Passivated SiO2/SiC Interfaces

First, we consider the 4H-SiC/SiO2 interfaces without nitrogen. For the epitaxies of our super-

cells, we created interfaces whose TR accommodate between 3 or 4 Si atoms to compensate for

bonds originating in the semiconductor and the oxide slabs. From the different configurations

created for such interfaces, model 1 with 3 Si atoms, as illustrated in Fig. 3.1(b), in the TR

were thermodynamically more favorable. (For the remainder of this work we use this interface,

model 1, as the reference one in Eq. 3.1.) Model 2 with 4 atoms in the TR presented formation

energies Eif at least 1.5 eV higher than those of model 1, depicted in Fig. 3.1(c).

For the geometric arrangement of model 1, we analyze the electron density profile ρe(z)

along the z-direction (perpendicular to the interface), as presented in Fig. 3.1(d). The profile

is established by computing the macroscopic average that includes both the core and valence
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Figure 3.1: (a) Schematic representation of 4H-SiC/SiO2 interface model, SiC substrate, tran-
sition regions (TR), and oxide slab as labeled. Details of TR for the interfaces without N: (b)
model 1 and (c) model 2. (d) Electron density profiles ρe(z) normalized by ρSiC

e for interface
with no nitrogen that presented the lowest formation energy (model 1 shown in Fig. 3.1(b)).
Origin is defined as the location of the C plane adjacent to the interface. For comparison XRR
measurements for interface as grown (dashed) is shown in black [10]. The normalized electron
density for bulk β-cristobalite SiO2 is specified with triangle symbol in red at ∼0.71.
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electron densities (see Section 2.7 for details). For the sake of comparison, the origin of the

interface is placed at the C plane adjacent to the interface; alignment with respect to XRR

density profiles [10], however, is arbitrary. The electron density, normalized by the SiC bulk

density (ρSiC
e ≈ 0.95 e−/Å3), reaches the constant bulk value (∼ 0.71 for our epitaxy) about

10 Å away from the TR, indicating that size effects in these systems are not influencing our

analysis.

The electron density for model 1 shows a minimum value of 0.65 e−/Å3 at ∼4.8 Å from

the interface origin (z = 0). This density drop below the oxide bulk value is qualitatively

similar to the one found in the XRR experiment for as grown SiO2 on SiC. We found that

addition of Si and O atoms near the interface in the metastable model 2 produces a higher

electron density (see Appendix C) that removes the unexpected reduction observed in the TR

of model 1, resembling that of the NO-annealed interface. However, from our prior analysis of

the formation energy of these interfaces, in the absence of nitridation, high Si density is less

likely to occur very near the interface.

3.5.2 Nitrogen Passivated SiO2/SiC Interfaces

We then analyze the cases with nitrided TRs where 3 N atoms yield an areal density of ∼

4 × 1014 cm−2 similar to experimental estimates [41, 42, 43]. Among the possible coordina-

tion arrangements of the N atoms we adopt the configuration where they are bonded to 3 Si

atoms (Si3-N) over the 2 Si and 1 O (Si2-N-O), or 1 Si and 2 O (Si-N-O2) cases. This choice

is based on the lowest formation energy results obtained for interface models with different

nitrogen coordination environments, as shown in Figs. 3.2(a)-3.2(c). The Si3-N configuration

has also been reported to be dominant through XPS analysis [43]. As a consequence of these

arrangements, nitrided cases yield a larger Si density in the TRs than those lacking N, as shown

below.

Models 3 and 4 that emulate nitrided interfaces are shown in Figs. 3.2(d)-3.2(e). In model

3, we include 5 Si atoms in the TR to accommodate 3 N atoms. In model 4, a total of 6 Si

atoms are added in the TR albeit spread over a wider region than model 3. In both models,

the N atoms are bonded to atoms on the Si-face of SiC. A variation of model 3 with the same
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Figure 3.2: Schematic representations of interfaces with N passivation with different geometric
arrangements: (a) Si-N-O2 (b) Si2-N-O and (c) Si3-N. We find that the formation energy of the
Si3-N configuration is 2.9 eV and 6.5 eV lower than the Si2-N-O and Si-N-O2 cases, respec-
tively. Details of the TRs for the nitrided 4H-SiC/β-cristobalite SiO2 interfaces: (d) model 3
and (e) model 4. (f) Normalized electron density profiles (ρe(z)/ρSiC

e ) for models 3 and 4. For
comparison XRR measurements after NO-POA (dotted line) is shown [10].
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nitrogen density but differing atomic configuration gives a higher interface formation energy, as

discussed in Appendix B. Computations of Eif for these nitrided interfaces yield considerably

lower values than that of model 1: -4.7 eV (-3.5 eV) for model 3, -5.7 eV (-4.5 eV) for model

4 when considering C-poor (Si-poor) regime. We note here that while the magnitude of the

interface formation energy varies depending on the reference chemical potentials (i.e. C-poor

or Si-poor conditions), the relative stability for different interface models is consistent between

those choices. Therefore, nitridation of the TR stabilizes the interface by allowing for the

compensation of the Si density mismatch between 4H-SiC and SiO2.

When compared to the results of model 1, electron densities for models 3 and 4 increase in

the TR, with model 4 exhibiting a larger increase because of its higher atomic density. Features

of models 3 and 4 agreeing with XRR measurements for NO-annealed interfaces [10] allude to

a high atomic density thermodynamically favored by nitridation prevents the reduction in the

electron density below the oxide bulk value. Hence, we speculate that if the N areal density in

the TR of an interface model is increased above the experimental estimates, electron densities

for the corresponding interface would be even higher those of model 3 and 4. We highlight

that previous models, suggesting that N atoms solely substitute for O atoms and heal dangling

bonds, would result in a reduced electron density near the interface [10] unless accompanied

with an increased atomic density to compensate the Si density deficit in the TR. Owing to the

similar trends for other oxide phases, we expect that our observations would likely hold in

different silica cases including a-SiO2, as discussed in Appendix C.

3.6 Projected Density of States Profiles

We next study the electronic structures of the interface models. The in-plane average of the

local density of states (DOS) is calculated by projecting wavefunctions onto localized atomic

orbitals. The results corresponding to the interface models 1, 3 and 4 are plotted in Fig. 3.3.

We observe that the SiC region (z < 0) possesses a smaller gap than the oxide (z > 0) with

no mid-gap states appearing in either, consistent with the fact that these models are dangling

bond-free. In the case of model 3 and 4 we superimpose the corresponding projections of the
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local DOS onto N atomic orbitals (0 . z . 5 Å) to find that their interfacial N-states primarily

reside below the valence band edge.

Figure 3.3: In-plane average local DOS profiles (contour lines in log scale) along z direction for
(left) model 1, (middle) model 3 and (right) model 4. In model 3 and model 4, the contribution
from N states is also included as a surface plot. The position z is referred to the topmost C
plane; the valence band maximum is set at 0.

3.7 Band Alignment

Considering thick oxide slabs also allows us to quantify valence (∆EV ) and conduction (∆EC)

band offsets by aligning local band edges with respect to the local electrostatic potential [100,

101]. This methodology that combines DFT and the screened hybrid Heyd-Scuseria-Ernzerhof

(HSE) functional [102, 93] offers improved descriptions of the band gaps to overcome well-

known limitations of DFT [103]. The band gap energies for 4H-SiC (ESiC
g = 3.2 eV) and

SiO2 (ESiO2
g = 8.3 eV) are determined by choosing the optimum mixing parameter (0.25 for

SiC and 0.35 for SiO2 [100]) in the HSE calculations. The resulting band offsets for our systems

show values comparable to previous experimental results [67, 125] but no definite change under

nitridation (Table 3.1). Namely, the most stable case (model 4) exhibits a slight increase in

∆EC , while models 3 presents reduced barrier heights in closer agreement with experiments

[67, 125].
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Figure 3.4: Average strain (εi) in Si-C and Si-O bonds for different Si atoms as a function of z
position of Si atoms for models. Colors discriminate the number of O atoms (n in Sin+) bonded
to individual Si atom.
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Table 3.1: Properties of different interface models and experiments (no nitridation). Valence
(∆EV ) and conduction (∆EC) band-offsets obtained from calculations. Total bond strain
square ε2 in Si-C and Si-O bonds for interface models.

Interface ∆EV ∆EC ε2 (Si-C) ε2 (Si-O)
Model (eV) (eV)

1 1.8 3.3 0.0013 0.0078
2 2.7 2.5 0.0027 0.0086
3 2.4 2.8 0.0019 0.0056
4 1.7 3.4 0.0017 0.0060

Expt. [67, 125] 2.5-2.9 2.7-2.9 – –

3.8 Mechanical Strain

To assess the correlation between the composition and geometric structure of interfaces, we

analyze strain fluctuations in both the SiC and SiO2 slabs. For the i-th Si atom we compute the

average bond strain as follows:

εi =

√√√√ 1

Ni,α

Ni,α∑
α=1

(
δrXi,α
rX0

)2

(3.2)

In the above equation, Ni,α is the number of X bonds that the i-th Si atom forms and δrXi,α =

rXi,α − rX0 is the bond length difference with respect to the average bulk value (rX0 ), where X

stands for Si-C or Si-O bond (rSiC
0 = 1.89 Å and rSiO2

0 = 1.64 Å). Results for the average bond

strain εi as a function of the z position of the i-th Si atoms are presented in Fig. 3.4. As bond

lengths may change based on chemical environment [126], we distinguish Si atoms according

to their coordination number with O atoms (Sin+) with different colors. The Si1+ atoms (green)

correspond to those in the 4H-SiC (0001) surface that produce the O-monolayer [115]; the Si2+

and Si3+ are only found in nitrided interfaces for our models. Far from the interface all models

exhibit minimal strain in the bulk of both SiC and the oxide. In contrast, the strain increases

significantly near the interface.

Computation of the total strain square, as elastic energy uel ∝
∑

i ε
2
i , provides a qualitative

insight on the role of nitrogen in the 4H-SiC/SiO2 interface. We calculate the quantity ε2 =∑
i ε

2
i for Si-C and Si-O bonds independently for each interface model (Table 3.1). Comparison

of the results shows that strain in Si-O bonds for model 1 is larger than that of nitrided interface
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models. We note, however, that strain values of model 1 are sensibly lower than those of model

2 suggesting that in the absence of nitrogen, a higher atomic density near the interface increases

the elastic energy. Therefore, the introduction of nitrogen not only increases the atomic density

near the interface smoothing the density mismatch between SiC and silica but also appears to

reduce the local strain in Si-O bonds.
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Chapter 4

High-κ Dielectric Candidates

4.1 Summary

We have successfully described the 4H-SiC (0001)/SiO2 interfaces in Chapter 3. For this

chapter, high throughput screening of alternative dielectrics to replace SiO2 for 4H-SiC based

devices is described. We are the first to conduct a systematic study of alkaline earth metal

dihalides (AX2) as the gate dielectrics for 4H-SiC by analyzing their structural and elec-

tronic properties using first principles calculations within the density functional theory (DFT).

Through analysis of their formation energies, we identify the most stable AX2 crystal struc-

tures. According to those stable structures, the band gaps are evaluated using generalized

gradient approximation (GGA) or Heyd–Scuseria–Ernzerhof (HSE) functional. As a result,

HSE calculations produce more consistent band gaps with experiments in contrast to the band

gaps underestimated by GGA calculations. Furthermore, the dielectric constants are computed

within density functional perturbation theory using three different approximations regarding the

exchange-correlation functional. We find that the dielectric constants calculated from GGA in-

cluding dispersion forces highly agree with those calculated from local density approximation

(LDA). Based on our results, the most promising candidate high-κ dielectrics are determined

to be AF2. Moreover, we examine the properties of other possible high-κ dielectrics such as

Al2O3 and LiF in a similar process legitimating their potentials as candidate high-κ materials

for 4H-SiC.
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4.2 Background

For SiC MOS devices, the native oxide SiO2 represents the most widely used dielectric due

to the high compatibility of SiC with mature Si processing [32, 33, 34, 35]. The density of

several miscellaneous defects in the thermal SiO2 and at SiC/SiO2 interfaces is several orders

of magnitude higher than in Si/SiO2 interface, which hampered the favourable properties of SiC

for power electronics applications [113, 127]. Although C related defects such as C-dangling

bonds, C-interstitials, and C-dimers are believed to be dominant[38, 39, 40, 41, 42, 43, 44,

45, 46, 47], a qualitative measurement of the defects introduced into the SiC/SiO2 interface and

oxide during the oxidation of SiC is still missing. In addition, many passivation methods or post

oxidation annealing have been proceeded to reduce the interface defect density [53, 54, 55, 56,

57, 58, 59, 60, 61, 62, 63, 64, 65, 38, 66, 67, 68, 69, 70]. However, after surface treatments,

4H-SiC/SiO2 MOSFETs still exhibit much lower channel mobility in contrast to bulk 4H-SiC.

Furthermore, as the transistors and capacitors in electronics are continued to be scaled down

to less than a few nanometers, SiO2 can not fulfill this mission without compromising the gate

capacitance. If SiO2 is used, the leakage currents through the thin film pose a serious problem

to the device’s reliability.

One approach to solve these problems involves the use of alternative dielectric to replace

SiO2 as the gate dielectric for 4H-SiC. The ideal dielectric exhibiting a larger dielectric constant

and wider band gap than SiO2 can enhance the capacitance and block leakage simultaneously.

The experimental band gap and dielectric constant of various alternative gate dielectrics that

likely are applied to Si are shown Fig. 4.1, adapted from [11]. We observe a roughly inverse

relation between band gap and dielectric constant of these materials. For wide band gap semi-

conductor electronics, however, the dielectrics with larger band gap and dielectric constant

than SiO2 are scarce. In addition, the dielectric is expected to have large band offsets with

4H-SiC to minimize leakage in the off state. For those potential candidates for 4H-SiC gate

dielectrics such as aluminum oxide (Al2O3), aluminum nitride (AlN), hafnium oxide (HfO2),

lanthanum oxide (La2O3), zirconium oxide (ZrO2), tantalum pentoxide (Ta2O5), and titanium

43



Figure 4.1: Experimental band gap versus dielectric constant of alternative dielectric materials,
adapted from [11].

dioxide (TiO2), and their combinations with each other, and with SiO2, their dielectric con-

stants, breakdown electric field, band gap, and band offsets with respect to 4H-SiC are demon-

strated in Fig. 4.2 from [12]. It is clear that not only the band gaps of these newly explored

dielectrics are not comparable with that of SiO2 but also the band offsets with respect to 4H-SiC

are not much favorable.

In light of the advantages of high-κ dielectrics and the associated challenges, here we fo-

cus on searching for alternative dielectrics among alkaline earth metal dihalides in this chapter.

Previous research showed the significant potential of CaF2 as a gate dielectric in 2D materials-

based FETs [128, 129, 130, 131], as well as an insulation layer in metal–semiconductor–metal

structures [132]. Also, the CaF2/Si (111) interface has been experimentally [133] and theoret-

ically [134, 135] characterized in great detail. Although research has illuminated the wonder

of this class of dielectrics, yet their properties are not fully understood. For instance, avail-

able experimental band gaps and dielectric constants for some of the interested materials have
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Figure 4.2: Properties of various high-κ dielectrics including their breakdown field, dielectric
constant, band offsets and band gap in comparison to 4H-SiC, adapted from [12].

shown certain uncertainties [15, 16, 17, 18, 19]. Therefore, we are intended to conduct a sys-

tematic study of this class of materials within DFT, and answer the question that which one of

the candidate materials could be suitable in a theoretical basis.

4.3 High Throughput Screening

We conduct a comprehensive study of alkaline earth metal dihalides (AX2) formed by alkaline

earth metal (A = Mg, Ca, Sr and Ba) and halogen (X = F, Cl, Br and I), including the phase

analysis, calculations of band gap, electronic properties, and dielectric constant. Following

that, similar analysis is applied to other dielectrics, such as Al2O3 and LiF. Implementation

of this process is demonstrated in Fig. 4.3. Hundreds of initial AX2 crystal structures are

found from AFLOW data base [136]. Thus our search is not only limited to the most stable or

experimentally observed phases but also includes all the theoretically stable structures. It turns

out that 65 distinct outputs are selected after excluding equivalent structures.

To obtain the most stable AX2 phases, the atomic positions and lattice parameters of the

supercell cells are fully optimized while the convergence threshold on total energy (forces) for
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ionic minimization is set to value of 1.0×10−8 Ry (2.5 meV/Å). The core-valence interactions

are described through normconserving pseudopotentials generated at the PBE level. The wave

functions are expanded in a plane-wave basis set using an energy cutoff of at least 80 Ry (90

Ry for MgX2). The Brillouin zone (BZ) is sampled using a sufficient Monkhorst-Pack k-point

mesh [120]. The size of k-point mesh is chosen to be inversely proportional to lattice constants.

Based upon the equilibrium configurations, their band gap and dielectric constant are computed

to reproduce the property map of band gap versus dielectric constant.

Figure 4.3: Workflow for the implementation of high throughput screening candidate high-κ
dielectrics.
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4.4 Formation Energy

The number of formulas (AX2) varies with the number of atoms in the primitive unit cell for

crystal structure. In order to compare the stability of different crystal structures, the crystal

formation energy Euc is defined as:

Euc =
EDFT
NAX2

(4.1)

where the EDFT is the DFT ground state energy and NAX2 is the number of formulas in the

unit cell. For instance, there are six distinct crystal structures of MgF2 available from AFLOW

database, with different primitive unit cells as illustrated in Fig. 4.4. They correspond to simple

Cubic (CUB), Face-Centered Cubic (FCC), Hexagonal (HEX), Base-Centered Orthorhombic

(BCO), Tetragonal (TET) and Triclinic (TRI) cells (from left to right). Their optimized lattice

constants, formation energies and space group are summarized in Table 4.1. The most stable

phase is determined to be the TET phase with the smallest value of Euc. The band gap and

dielectric constant of MgF2 are subsequently determined for the TET crystal structure.

Figure 4.4: Primitive unit cells of MgF2 phases found from AFLOW (from left to right): simple
Cubic (CUB), Face-Centered Cubic (FCC), Hexagonal (HEX), Base-Centered Orthorhombic
(BCO), Tetragonal (TET) and Triclinic (TRI) cells.

Table 4.1: PBE lattice constants, formation energy (Euc) and space group (SG) of MgF2 phases
from AFLOW database.

CUB FCC HEX BCO TET TRI
a ( Å) 5.01 4.99 3.38 2.83 4.69 5.87
b ( Å) 5.01 4.99 3.38 6.99 4.69 5.85
c ( Å) 5.01 4.99 6.50 3.23 3.09 3.91

Euc (Ry) -204.630 -204.610 -204.556 -204.587 -204.645 -204.623
SG no. 205 225 194 38 136 12

SG symbol Pa Fmm P63/mmc Amm2 P42mnm C2/m
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We show the results of the formation energy for all distinctAX2 crystal structures available

from AFLOW as seen in Fig. 4.5. The formation energy results are categorized in the panels

(from left to right) corresponding to AF2, ACl2, ABr2 and AI2, respectively. In each panel,

different symbol represents distinct crystal structure. The most stable phase with the smallest

value ofEuc is set at 0. Hence, ∆Euc refers to the formation energy difference value with respect

to the the most stable phase. We find that among different crystal structures, the calculated

energies differ from one another up to 1.5 eV. The most stable phases are rocksalt (FCC),

Hexagonal (HEX) and Tetragonal (TET).
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Figure 4.5: Formation energy difference (∆Euc) versus alkaline earth metals (A = Mg, Ca, Sr
and Ba), for AF2, ACl2, ABr2 and AI2 (from left to right). Symbols for different crystal struc-
tures: simple Cubic (CUB), Face-Centered Cubic (FCC), Hexagonal (HEX), Tetragonal (TET),
Base-Centered Orthorhombic (BCO), Primitive Orthorhombic (ORT) and Triclinic (TRI) cells.

4.5 DFT Band Gap

The calculated DFT band gap is plotted for the same AX2 crystal structures in Fig. 4.6. In

order to have a closer look at the relation between the band gap and the formation energy, each

symbol is color coded according to the formation energy of the crystal structure. As observed

for each type of dihalides from left to right panel, the crystals as shown in blueish color rep-

resenting more stable phases have larger band gap energies. Furthermore, AF2 approximately

have the highest and AI2 have the lowest band gaps. While comparing our calculations with

the experiments [15, 17, 18], it is expected that the DFT underestimates the band gap for a bulk

solid as it commonly fails to perfectly describe the exchange-correlation functional.
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Figure 4.6: DFT band gap (EDFT
g ) versus alkaline earth metals (A = Mg, Ca, Sr and Ba), for

AF2, ACl2, ABr2 and AI2 (from left to right). Symbols for different crystal structures: sim-
ple Cubic (CUB), Face-Centered Cubic (FCC), Hexagonal (HEX), Tetragonal (TET), Base-
Centered Orthorhombic (BCO), Primitive Orthorhombic (ORT) and Triclinic (TRI) cells. Col-
ors refer to the magnitude of the formation energy.

In order to improve the results from DFT, we compute band gap energy within the DFT

by including the Heyd–Scuseria–Ernzerhof (HSE) exchange-correlation functional [102, 93]

which yields comparable band gap values to the experiments, suggesting more validity of our

results. In terms of the band structures, HSE functional effectively capture all the bands at con-

sistent energy levels as the GGA functional, except the former gives an increase of∼20% in the

band gap, as seen in Fig. 4.7. Though HSE calculations can improve band gap to some extent,

the GGA calculations are normally 100−10000 times less computationally expensive. Here

we are dealing with several-atom systems in affordable computational efforts. Therefore, it is

no harm to conduct both calculations providing us meaningful insights on obtaining consistent

results.

4.6 Dielectric Constant

The dielectric constant is a key piece of information that must be taken into account when de-

signing the thin film for SiC MOSFETs where the dielectric material functions as the dielectric

in a capacitor. Under such circumstance, the dielectric constant should be high so that not

only the breakdown electric field across the dielectric can be reduced but also the gate leak-

age currents can be effectively reduced. Hence, the dielectric materials under the search with

higher dielectric constant than SiO2 are preferred. Although some remarkable experimental
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Figure 4.7: HSE band gap (EHSE
g ) versus DFT band gap (EDFT

g ). Symbols in the figure
correspond for different crystal structures. The face of symbols is color coded based on the
halides and the edge is color coded according to the alkaline earth metals. The trend line for
data is shown in dash line, as well as the equal line (EHSE

g = EDFT
g ). The fitting equation to

data demonstrates that HSE calculation achieves 20% improvement of band gap energy, which
is underestimated by DFT calculation.

measurements of the dielectric constant of AX2 have been produced, it requires systematically

computational estimations with high accuracy for all AX2.

Here, the dielectric constant is computed by employing external perturbation within the

density functional framework, which includes the electronic response (first term in Eq. 4.2) and

the ionic response (second term in Eq. 4.2) that can be written as [137]:

εαβ = ε∞αβ +
4π

Ωo

∑
m

Sm,αβ
ω2
m

(4.2)

where the mode oscillator strength is defined through

Sm,αβ = (
∑
κα′

Z∗κ,αα′U
∗
mq=0(κα

′))(
∑
κ′β′

Z∗κ′,ββ′Umq=0(κ
′β′)) (4.3)

In above equations, the electronic dielectric permittivity tensor ε∞αβ in direction α and β

is obtained directly from DFT calculations, as well as the unit cell volume Ωo, the phonon
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frequency ωm for mode m, and the Born effective charge tensor Z∗κ,αα′ for atom κ. In order

to compute Sm,αβ , the phonon eigendisplacements Umq=0 at zone-center (q=0) is found by

diagonalizing the dynamical matrix that is also available from DFT calculations.

Regarding the exchange-correlation functional between electrons, three different approx-

imations are used: local density approximation (LDA) [138], generalized gradient approxima-

tion (GGA) [139], and GGA functional including dispersion forces (vdW-DF-C09) [105, 106,

107, 108]. The LDA commonly overestimates cohesive energies and underestimate cell pa-

rameters, whereas the GGA softens interatomic bonds to overestimate cell parameters [91, 92].

Thus, the GGA is known to be good for estimating the band gap and LDA is better for phonon

calculation. Comparing the calculated dielectric constant from different functional, as shown

in Fig. 4.8, the GGA results exhibit a larger error than those of LDA. This is because the

ionic response of dielectric is sensitive to the low frequency phonon modes which has been

significantly softened in GGA [140]. Having said that, the dispersion forces are accounted for

consistent results with LDA.
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Figure 4.8: Comparison of static dielectric constant (κ) of the most stable AX2 obtained us-
ing different exchange-correlation functional: (left) Local density approximation versus gen-
eralized gradient approximation; and (right) Local density approximation versus generalized
gradient approximation including van der Waals forces. Symbols in the figure correspond for
different crystal structures. The face of symbols is color coded based on the halides and the
edge is color coded according to the alkaline earth metals. The equal line (κLDA = κGGA =
κGGA+vdW ) is shown in dash line.
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4.7 Candidate High-κ Dielectrics

Figure 4.9: Band gap energies as a function of dielectric constants. Symbols in the figure
correspond for different crystal structures. The face of symbols is color coded based on the
halides and the edge is color coded according to the alkaline earth metals. Shaded area denotes
the property region where candidate high-κ dielectrics may offer competitive advantage over
SiO2 for SiC based devices.

In addition to the investigations of a class of AX2 dielectrics, we perform similar analysis

to other dielectric materials that may be suitable for replacing SiO2, such as LiF and Al2O3.

The most stable phases are found to be LiF in FCC phase and Al2O3 in rhombohedral Bravais

lattice. In terms of the band gaps calculated within HSE functional and the dielectric constants

calculated within GGA+vdW functional, we present the property map of the band gap as a func-

tion of the dielectric constant for the most stable crystal structures. In accordance with trends

observed in previous work [140], the band gap decreases as the dielectric constant increases.

The dielectric constant increases as the alkaline earth metal or the halogen element of the com-

pounds become heavier. The grey area is labeled as the property region that might be ideal for

candidate dielectrics with wider band gap and higher dielectric constant than SiO2. Our calcu-

lations demonstrate that LiF is suitable for 4H-SiC. Within the class ofAX2 materials, the band

52



gap appears to vary as the halide changes. Moreover, all fluorides exhibit comparable or larger

band gap values than SiO2, which also offer alternative options of dielectrics for 4H-SiC.

Table 4.2: The band gap and dielectric constant of the most stable fluorides. AFexpx denote the
experimental values of fluorides. [15, 16, 17, 18, 19])

Compound EHSE
g Eexp

g κDFT κexp

MgF2 9.3 12.4[15] 5.3 4.9, 5.9[16]
CaF2 9.4 12.0[17] 7.5 6.8-7.4[15]
SrF2 8.9 11.1[17] 6.8 6.5-7.7 [15]
BaF2 8.8 10.5 [17] 7.6 7.32 [15]
LiF 13.4 13.6[18] 8.3 8.3 [19]

It must be pointed out that the band gap values obtained from calculations, however, appear

to be lower than those reported in the literature as shown in Table 4.2. The dielectric constant

values of fluorides agree well with those measured experimentally. As mentioned earlier, on

the one hand, alternative high-κ dielectric materials lead to thicker dielectric film at the same

capacitance thereby reducing the leakage currents and their large band gaps also help suppress

the charge injection from electrodes into dielectrics that cause the leakage current. On the other

hand, the quality of the interface between the dielectric and 4H-SiC plays an important role in

improvement of the channel mobility. Hence in next chapter we will focus on discussion of the

interfaces formed with 4H-SiC and different flourides (LiF, MgF2, and CaF2), as well as Al2O3.
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Chapter 5

High-κ dielectrics/4H-SiC Interfaces

5.1 Summary

In this chapter we describe the interfaces formed using 4H-SiC and candidate high-κ dielectrics

(Al2O3, LiF, MgF2 and CaF2) identified from the studies described in Chapter 4 using first

principles calculations within the density functional theory (DFT). Our results confirm that

different surface treatments are essential to optimize the interfacial structures. Analysis of the

local density of states (DOS) profiles of 4H-SiC/high-κ dielectric interfaces reveals the effect

of 4H-SiC surface treatments on the reduction of interface defect states.

The main results found from this chapter are: 1) Both H and N passivated Al2O3/4H-SiC

interfaces effectively remove the mid-gap states that are attributed to C dangling bonds resid-

ing topmost SiC layer, which validates the recent experimental findings that H2 annealing or

interfacial nitridation combined with H2 annealing at high temperature prior to atomic layer de-

position (ALD) leads to low interface trap density resulting in improved channel mobility and

stability for the Al2O3/4H-SiC MOSFETs; 2) O terminated 4H-SiC (0001) surface is advanta-

geous to LiF/4H-SiC and AFx/4H-SiC (A = Ca or Mg) interfaces in reducing mid-gap states;

3) The presence of interface dipoles can significantly impact the band alignments between

MgF2 and 4H-SiC, though incorporation of F atoms can help to resolve the polar instability by

modifying the charge distribution near the interface to some extent. Lastly, the band offsets for

those 4H-SiC/high-κ dielectric interfaces are computed to compare with available experimental

values.
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5.2 Background

Among the candidate high-κ dielectrics for 4H-SiC, ALD of Al2O3 has shown promising re-

sults in experiments reported with excellent channel mobility and low interface trap density.

The 4H-SiC (0001) before the deposition of Al2O3 films is prepared under various surface

treatments aiming for passivating interfacial defects of high density. The surface treatments

that have been applied in Al2O3/4H-SiC interfaces are sacrificial oxidation in O2 [141, 142],

nitradation [53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 38, 66, 67, 68], H2 anneal-

ing [143, 144, 145], and growing a 0.7 nm thick interfacial SiO2 layer via thermal oxidation

of 4H-SiC [146, 147, 148]. They have been proven to modify 4H-SiC (0001) prior to ALD

chemically and energetically with the aid of different techniques. Aside from experimental

measurements using XPS [149, 43, 42], low energy electron diffraction (LEED) analysis [115],

low-temperature electrically detected magnetic resonance (EDMR) spectroscopy and other re-

lated techniques [46], considerable theoretical efforts have also been made to help identify the

chemical mechanisms of those surface treatments [115].

Regarding the discussions above, in the case of nitradation, it may form a Si-N-O bonded

SiON layer [115, 43, 42] between the substrate and Al2O3 films; As observed in 6H-SiC,

H2 annealed 4H-SiC prior to the ALD Al2O3 generates a H-terminated surface in the form

of Si-H bonds on top SiC layer but easily convert into Si-OH bonds to favor the ALD pro-

cess [150, 151, 152, 153, 154], which results in a monolayer of O atoms bridging the substrate

and Al2O3. It is worth mentioning that an exact 0.7 nm SiO2 layer between Al2O3 and 4H-

SiC has been proven to produce the lowest interface trap density and highest channel mobility.

However, formation of this SiO2 layer is not as practical as other surface treatments considering

that many factors associated with the implementation of experiments are easily varied. These

existing theoretical studies of the interfacial structure between Al2O3 and 4H-SiC account-

ing for the surface treatments are encouraging, however, systematic studies examining the full

Al2O3/4H-SiC interface composition and the structural dependence of electrical properties in

the interface are still missing. Hence, we determine the most stable phase of Al2O3 from Chap-

ter 4, followed by the band gap energy and dielectric constant. In this chapter we create realistic
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Al2O3/4H-SiC interface structures relating to the surface treatments, more specifically, we look

into the Al2O3/4H-SiC interfaces including H and N passivation because it has been found

that sacrificial oxidation of 4H-SiC prior to ALD Al2O3 in O2(or NO) followed by H2 anneal-

ing produce lower interface defect density [155] suggesting that H or N atoms are probably

incorporated near the interface to passivate the defects.

Apart from the Al2O3/4H-SiC interface, we explore the interfaces between 4H-SiC and

candidate high-κ dielectrics identified from Chapter 4, for instance, LiF, MgF2 and CaF2, in a

similar approach that has been applied to SiO2/4H-SiC interfaces. Sharopov et al. demonstrated

that epitaxial LiF film can be grown on the Si (111) using electron irradiation and negative po-

tential treatment during film growth [156]. As far as we know, no previous research has inves-

tigated the interfaces between 4H-SiC and these fluorides experimentally or theoretically. This

work on study ofAFx/4H-SiC interfaces could prove quite beneficial to more future researches.

Our approach to characterize these interfaces involves the use of surface treatments discussed

previously that work well for Si or SiC based MOS interface for high channel conductivity. It

is important to highlight the fact that oxidation of 4H-SiC, H or N involved surface treatments

could be used for LiF, MgF2 and CaF2 as well, and in return, similar interfacial schemes can be

applied for these candidate high-κ dielectrics if deposited on 4H-SiC (0001).

5.3 Computational details

In addition to the computational details described in Section 2.9, the equilibrium configurations

are obtained by allowing all atoms to fully relax, while the convergence threshold on total en-

ergy (forces) for ionic minimization is set to value of 1.0×10−4 Ry (10 meV/Å). The atomic

cores are characterized via projector augmented wave (PAW) pseudopotentials [109] with dif-

ferent energy cutoffs regarding the Kohn-Sham wave functions and densities, respectively. The

Brillouin zone (BZ) is sampled using a Monkhorst-Pack mesh [120] (see Table 5.1), where BZ

integration is performed using Methfessel-Paxton first-order spreading. DFT calculations are

applied to the epitaxy for each 4H-SiC/high-κ dielectric interface, which is selected based on

minimizing the strain due to lattice mismatches between 4H-SiC and high-κ dielectrics (see

Section 2.6 for details). The in-plane lattice constants of the supercells are set to be those of

56



SiC, yielding a lateral strain applied to high-κ dielectric layers. More details description of the

interfaces will be discussed in following sections.

Table 5.1: Number of atoms (nat) in 4H-SiC/high-κ dielectric epitaxies, cutoff energies re-
garding the Kohn-Sham wave functions (ecutwfc (Ry)) and densities (ecutrho (Ry)), and
Monkhorst-Pack mesh (nk1 nk2 nk3) for sampling the BZ.

Interface nat ecutwfc/ecutrho nk1×nk2×nk3
Al2O3/4H-SiC ∼250 50/400 3×3×1

LiF/4H-SiC ∼370 50/400 Γ
MgF2/4H-SiC ∼250 60/400 2×2×1
CaF2/4H-SiC ∼340 60/400 2×2×1

Table 5.2: Parameters matrix [n1
1 n1

2 n1
3;n

2
1 n2

2 n2
3;n3

1 n3
2 n3

3] that defines primitive lattice vectors
(PLVs) a′x (x=1,2,3) of 4H-SiC (high-κ dielectrics) slabs in 4H-SiC/high-κ dielectric epitax-
ies using bulk 4H-SiC (high-κ dielectrics) PLVs ax (x=1,2,3), according to the relation a′x =
nx1a1+nx2a2+nx3a3 (see Section 2.6 for more details), PBE lattice constants a (b) and lateral strain.

Interface 4H-SiC PLVs high-κ PLVs a,b (Å) strain
Al2O3/4H-SiC [2 -1 0; 1 3 0; 0 0 -2] [-1 2 -1; 2 -1 -1; 2 2 2] 8.18,8.18 1.8%

LiF/4H-SiC [2 0 0; 4 5 0; 0 0 -3] [1 -2 -1; 5 1 -5; 4 -4 4] 6.19,14.18, 4.2%
MgF2/4H-SiC [3 0 0; 3 3 0; 0 0 -1.5] [1 -1 -2; 0 -2 0; 3.5 0 3.5] 9.28,9.28 2.2%
CaF2/4H-SiC [4 1 0; 3 4 0; 0 0 -1.5] [0 -3 0; 0 -3 3; 6 -2 -2] 11.15,11.15 4.8%

5.4 Al2O3/4H-SiC Interfaces

The epitaxy of Al2O3/4H-SiC interfaces adopts the hexagonal unit cell for the rhombohedral

Bravais lattice of Al2O3 to accommodate 7 SiC unit cells of cross section. The in-plane lattice

constants are set to be that of SiC slab (a = b = 8.18 Å), yielding a∼1.8% lateral tensile strain

applied to Al2O3 layers (see Table 5.2). The near-interface regions of Al2O3/4H-SiC interface

models with different surface treatments are demonstrated in Fig. 5.1 (a-c). The monolayer O

atoms attaching to SiC (0001) joint 6 layers SiC and ∼20 Å thick oxide slabs. The primary

system as shown in Fig. 5.1 (a) has no H passivation near the interface, in contrast to the

interface in which 2 H atoms are inserted via formation of O-H bond to remove the dangling

bonds from oxide in Fig. 5.1 (b). The interface with both N and H passivation in Fig. 5.1 (c)

is derived from H-passivated interface by replacing one of monolayer O atoms with N atom.

The C and O atoms at the end are H-passivated to diminish the edge states corresponding to the

dangling bonds.
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Figure 5.1: Schematics of Al2O3/SiC interfaces (a) without H passivation (b) with H passivation
(c) with both N and H passivation; and in-plane average local DOS profiles (in log scale) along
z direction for Al2O3/SiC interfaces (d) without H passivation (e) with H passivation and (f)
with both N and H passivation. The position z is referred to the topmost C plane; the valence
band maximum is set at 0.

In order to investigate the role of H and N atoms at the interface, we present the results

of in-plane average of the local DOS for Al2O3/4H-SiC interfaces without H passivation, with

H passivation, and with both N and H passivation, as illustrated in Fig. 5.1(d-f), respectively.

The comparisons revealed that band gaps are negligibly affected after introduction of extrinsic

atoms (H or N), though DFT underestimates the band gaps of all three systems. The result

for interface prior to H or N addition demonstrates a few localized states above valence band

maximum (VBM) (at energy levels between 0 to 1 eV) that are attributable to C dangling bonds

existing in top SiC layer. In contrast, those mid-gap states can be removed, provided H or N

atoms are inserted near the interface.

We speculate that the findings above might be due to the structural distortion near the

interface. On the one hand, the monolayer O atoms are necessary to not only suffice removal

of the dangling bonds originating in SiC slab, but also to serve as anions of Al2O3 slab. In

the primary interface without involvement of H and N, SiC (0001) provides insufficient places
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for both the O atoms from Al2O3 slab and monolayer O atoms. Some of the monolayer O

atoms are dragged into the oxide leaving SiC distorted, which leads to a large strain between

Si and C atoms. As a result, one of C atoms in top SiC layer is short of bonds that causes

the observed mid-gap states. On the other hand, H or N insertion can drastically alleviate

the local strain in top SiC layer. Consequently, this effectively remove the mid-gap states

observed at similar energy levels. The results of our calculations find clear support for a recent

experiment performed by Jayawardhena et al. [155]. They found that H2 annealing at high

temperature prior to ALD leads to lower interface trap density, and this reduction is further

enhanced through sacrificial oxidation in NO followed by H2 annealing, resulting in improved

channel mobility and stability for the Al2O3/4H-SiC MOSFETs.

5.5 LiF/4H-SiC Interfaces

The LiF/4H-SiC epitaxy is formed using LiF in FCC phase and 4H-SiC, as described in Ta-

ble 5.2. This epitaxial relation creates interface in a Monoclinic unit cell that consists of 6

layers SiC and ∼20 Å thick LiF for capturing the bulk properties of each. LiF layers bear a

lateral strain of 4.2% while holding the in-plane lattice constants same as those of SiC. Note

that we have considered interface system with low strain although the supercell is still large (as

approximately large as 370 atoms).

Figure 5.2: (a) Schematics of LiF/SiC interfaces with monolayer O atoms and (b) its in-plane
average local DOS profiles (in log scale) along z direction. The position z is referred to the
topmost C plane; the conduction band minima is set at 0.
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Based on the results from Chapter 3, forming energetically and chemically stable LiF/4H-

SiC might require compensation of atomic density mismatch between the SiC substrate and

LiF film to a certain extent. Similarly, we simulate the resulting SiC surface from oxidation

process by introducing a monolayer of O atoms. As seen in Fig. 5.2 (a), those O atoms form

bonds with Li atoms from the bottom atomic layer of LiF while passivating the SiC (0001). In

addition to Si atom, it is evident that each O atom has more nearest Li neighbors.

In order to quantify the effect of the monolayer O on LiF/4H-SiC interface, the in-plane

average of the local DOS is analyzed and the result is shown in Fig. 5.2 (b). It is no surprising

that the band gaps of both SiC and LiF are found consistently to be smaller than the values from

experiments due to the limitations of DFT calculations. Nevertheless, a further novel finding

is that no mid-gap states are observed across the interface, which supports the notion that an

oxidized SiC surface is beneficial for preparation of LiF/4H-SiC interface. We speculate that

this might be due to that those O atoms are treated as F atoms to form ionic bonds with Li

atoms while transiting the atomic densities well from SiC to LiF.

5.6 AF2/4H-SiC Interfaces

The AF2/4H-SiC systems are formed by AF2 (A = Mg and Ca) dielectric films and 6 layers of

SiC, where the C face is terminated with H atoms. The epitaxy of these interfaces accommo-

dates thick MgF2 layers on (
√

3×
√

3)-SiC or (
√

3×
√

3)-CaF2 layers on 4H-SiC slab with 13

unit cells of cross section leading to hexagonal unit cell, where the in-plane lattice constants

are set to be those of 4H-SiC, yielding 2.2% (4.8%) lateral strain applied to MgF2 (CaF2) in

Tetragonal (Face-Centered Cubic) phase (see Table 5.2). Note that although we pick the best

eptaxies among considerable searches, the AF2/4H-SiC interfaces discussed here still exhibit

certain polar instability that arises in epitaxial AF2 polar surfaces. Firstly, similar monolayer

O is employed to MgF2/4H-SiC and CaF2/4H-SiC interfaces, as seen in Fig. 5.3 (a) and (c),

respectively. The monolayer O is bonded to alkaline earth metals near the interfaces producing

an oxidized SiC surface. Alternatively, as illustrated in Fig. 5.3 (b) and (d), excess F atoms are

added not only directly at the Si face but also extend within AF2 very close to the interfaces.
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The amount and locations of F atoms that have been added play an active role in modifying the

properties of the interfaces. More details will be discussed in the following.

Figure 5.3: Schematic representation of MgF2/4H-SiC interfaces: (a) with monolayer O atoms
and (b) with insertion of excess F atoms; Schematic representation of CaF2/4H-SiC interfaces:
(c) with monolayer O atoms and (d) with insertion of excess F atoms.

The resulting in-plane average of the local DOS for these AF2/4H-SiC systems is illus-

trated in Fig. 5.4. On the one hand, our results demonstrate a roughly consistent band gaps in

SiC, MgF2 and CaF2 slabs regardless of surface treatments. On the other hand, based on the

analysis of other interfaces described prior, O or F treatments, as a result of density mismatch

compensation between SiC and AF2 dielectrics, gives clearly better results with no substantial

mid-gap states when comparing to primordial interfaces without any treatment.

One concern about the findings from this analysis is that the band-offsets appear to be

questionable, especially regarding the MgF2/4H-SiC interfaces, F passivation reverses the re-

sults from O termination. This does not seem to depend on the choice of surface treatments,

but as inherited from the epitaxial dielectric slab. As noted earlier, the polar surface such as the

epitaxial MgF2 slab gives rise to the polar instability of the interfaces. We sought to change the

charge distribution of the interfaces via insertion of F atoms, so that the polar instability of the

61



Figure 5.4: In-plane average local DOS profiles (in log scale) along z direction for (a-b)
MgF2/4H-SiC and (c-d) CaF2/4H-SiC interfaces with monolayer O atoms and insertion of ex-
cess F atoms, respectively. The position z is referred to the topmost C plane; the valence band
maximum is set at 0.

interfaces can be fairly resolved. The limitation of this method however is that the dipole can

not be completely removed in the case of MgF2/4H-SiC interfaces, which causes the drastic

changes in band-offsets. This is very much the major obstacle in future attempts to produce

more realistic MgF2/4H-SiC interfaces with appropriate band offsets. Our next step may be

searching for either different epitaxies or advanced surface treatments.

5.7 Band Alignments for High-κ dielectrics/4H-SiC Interfaces

In order to measure the experimental band alignments between 4H-SiC and high-κ dielectrics,

a ∼350 (20∼30) Å thick Al2O3 (MgF2) film is deposited on thermally oxidized n-type 4H-SiC

(0001). With these well-prepared samples, the valence band offset (∆EV ) between dielectric

and SiC can be measured by X-ray photoelectron spectroscopy (XPS), and the band gap (Ediel
g )

of dielectric material is determined from reflection electron energy loss spectroscopy (REELS).
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Figure 5.5: (a-c) Schematics of experimental techniques employed for determining band align-
ments between SiC and oxide; For Al2O3/4H-SiC sample prepared by Dr. D. Morisette and
group (Purdue) and MgF2/4H-SiC sample prepared by Dr. A. C. Ahyi (AU) and Dr. Victor
Adedeji (Elizabeth City State Univ., NC), analysis of valence band maximum from (d,g) XPS
spectra, work function from (e,h) XPS SECO spectra and dielectric band gap from (f,i) REELS
data.

Accordingly, the conduction band offset (∆EC) can be computed by Eq. 5.1:

∆EC = Ediel
g −∆EV − ESiC

g (5.1)

where the band gap (ESiC
g ) of 4H-SiC is assumed to be 3.2 eV.

The experimental measurement, as schematically shown in Fig. 5.5, proceeds in two stages

by Dr. Leonard Feldman’s group from Rutgers University: (1) XPS measures the binding

energies of the least tightly bound electrons (Fig. 5.5 (a)). As a result, the VBM is determined
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based on the intersection of the flat XPS energy approaching the valence band of the dielectric

and the linear fit of the leading valence band edge in the XPS data (Fig. 5.5 (d) and (g)). In

addition, as the dielectric layer above SiC is thin, the VBM of SiC can also been identified in the

same XPS data. Furthermore, electrons residing deeply inside the valence bands can be excited

to vacuum level using x-ray source (hv = 1486.6 eV) (Fig. 5.5 (b)) to measure the difference

to Fermi level that defines work function. As illustrated in Fig. 5.5 (e) and (h), SECO spectra

are analyzed by similar linear extrapolation of features to zero intensity to measure the work

function; (2) REELS is performed to excite 1 keV electrons from valence band to conduction

band and measure energy loss of reflected beam (Fig. 5.5 (c)). Subsequently, the band gap

is computed from the energy difference between the 1 keV electrons and the energy loss of

reflected beam. In the REELS spectra (Fig. 5.5 (f)) and (i) zero loss feature corresponds to 1

keV electrons, the intersection of the zero intensity bar and the linear fit of the Al2O3 or MgF2

loss feature corresponds to the reflected electrons beams. Some uncertainty in the band gap

measurement is evident due to the uncertainty in position of the zero-intensity bar.

Simultaneously, theoretical band alignments for the interface models described earlier in

this chapter are computed using the approach as discussed in Section 2.8. Here we compare

the results from calculations with experiments in Table 5.3. The band gaps computed from

HSE calculations for most high-κ dielectrics are consistent with experimental measurements

except for the case of CaF2. Regarding the band-offsets of Al2O3/4H-SiC interfaces, the dis-

crepancy between the calculations and experimental measurements involves two simplifying

assumptions. First, the samples are prepared without the process introducing H or N element,

different from our model. Second, ALD Al2O3 in experiments is amorphous, on the contrary

we adopt crystalline Al2O3 in the calculations.

As mentioned previously, MgF2/4H-SiC interface models are treated using monolayer

O or F passivation. The calculated ∆EV (∆EC) of the former is apparently lower (higher)

than that of the latter. In comparison with experimental band-offsets of thermally oxidized

MgF2/4H-SiC sample, the calculated ∆EV (∆EC) is found to be much lower. In addition, the

calculated band-offsets of LiF/4H-SiC and CaF2/4H-SiC interfaces require future experimental
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Table 5.3: Dielectric constants (κ) of bulk high-κ dielectrics, band gaps (Eg) of epitaxial high-
κ dielectrics, valence band (∆EV ) and conduction (∆EC) band-offsets of 4H-SiC/high-κ di-
electrics interfaces obtained from calculations. Available experimental values shown in paren-
theses.

Interface type κ Eg (Expt.) (eV) ∆EV (Expt.) (eV) ∆EC (Expt.) (eV)
Al2O3/4H-SiC 10.6(9.0) 8.2(8.2) 1.9N -2.0H(3.0) 3.0H-3.1N (2.0)

LiF/4H-SiC 8.3(8.3) 11.6(13.6) 6.3O 2.1O

MgF2/4H-SiC 5.3(4.9-5.9) 8.6(8.2) 1.5O-5.0F (3.3) 0.5F -4.0O(1.7)
CaF2/4H-SiC 7.5(6.8-7.4) 9.8(12.0) 3.4O-4.6F 2.0F -3.3O

measurements for validations. Together, our analysis of band alignments for these models

indicate the novelty of surface treatments that can significantly impact the results.
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Chapter 6

MgxCa1−xO/SiC Interface

6.1 Summary

In this chapter, we analyze the properties of MgxCa1−xO/4H-SiC (0001) interface via first

principles calculations within the density functional theory (DFT). The crystal structures of

the ternary dielectric MgxCa1−xO are formed via randomly substitution of Mg atoms with Ca

atoms. Analysis of the structural properties of MgxCa1−xO ternaries with different composi-

tions reveals that Mg0.74Ca0.26O presents the lowest lattice mismatch with 4H-SiC. In addition,

the band offsets of Mg0.74Ca0.26O/4H-SiC (0001) interface are determined by combining elec-

trostatic potential-based alignment method [100, 101] and Vegard’s law. The valence band off-

set is estimated to be 2.5 eV and the conduction band offset is deduced to be 1.6 eV, indicating

that the MgxCa1−xO produces roughly the same valence band offset with 4H-SiC in compari-

son with MgO (111)/4H-SiC and SiO2/4H-SiC but smaller conduction band offset value than

SiO2/4H-SiC [67, 125]. Hence, this work highlights the significance of accurate determina-

tion of valence and conduction band offsets for the applications of MgxCa1−xO/4H-SiC (0001)

systems.

6.2 Background

In addition to the alternative gate dielectrics for 4H-SiC studied in previous chapters (Al2O3,

LiF and AF2), other binary dielectrics have also been proposed as the gate dielectrics to reduce

the gate leakage currents. For instance, MgO is of particular interest due to its large band

gap (7.8 eV) [157, 158] and high dielectric constant (κ = 9.8) [158]. MgO has a rocksalt
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crystal structure, as shown in Fig. 6.1, that possesses ∼3% lattice mismatch with 4H-SiC when

being deposited along the (111) face. Thus, most of the research focuses on the deposition

methods [159, 160], band gap measurement [161] and band alignment [162, 163] of MgO/SiC

interface. Similarly, CaO crystallizes in the rocksalt structure with high dielectric constant (κ

= 11.8) [164] and large band gap (6−8 eV) [165, 166, 167], suitable as a gate dielectric for

4H-SiC.

The ternary dielectric MgxCa1−xO that preserves a rocksalt like structure is recently under

the spotlight for SiC-based power electronic device. Here x in the definition is the composition

of Mg atoms in the system. It is worth noting that the lattice constants are highly dependent

on the composition of MgxCa1−xO. By tuning the composition of MgxCa1−xO toward the sub-

strate lattice constant, Bhuiyan et al. [168] and Lou et al. [169] have demonstrated the suitability

of MgxCa1−xO film as a gate dielectric for GaN-based device. Therefore, it is highly possible

to deposit MgxCa1−xO film on 4H-SiC (0001) that is similar to GaN (0001). From experi-

ments, Mg0.72Ca0.28O film has proven to show the highest epitaxy quality on 4H-SiC (0001)

that was investigated and confirmed by cross-sectional transmission electron microscopy and

X-ray diffraction [170]. However, to our knowledge, no study has yielded the band alignment

of MgxCa1−xO/4H-SiC interface. This study is an attempt to fill this gap, providing confirma-

tory evidence for the application of MgxCa1−xO as the gate dielectric for 4H-SiC.

Figure 6.1: Crystal structure of rocksalt MgO: (left) primitive unit cell defined by primitive
lattice vectors (b) conventional unit cell. The primitive lattice vectors ax (x=1,2,3) shown in
arrows (blue).
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6.3 Computational Details

For the interface and bulk models described in forthcoming sections, in addition to the com-

putational details described in Section 2.9, atomic positions are fully relaxed while the conver-

gence thresholds of total energy and forces for ionic minimization is set to 3.0×10−4 Ry and 5

meV/Å, respectively. The Brillouin zone (BZ) is sampled using a Monkhorst-Pack mesh [120],

where BZ integration is per-formed using Methfessel-Paxton first-order spreading [171] (see

Table 6.1). The MgxCa1−xO/4H-SiC interface calculations corresponding to large supercells

(as large as ∼ 350) are performed with a Brillouin-zone sampling restricted to the Γ point. The

core electrons are described with projector augmented wave (PAW) pseudopotentials [109] us-

ing energy cutoffs of 60 Ry and 400 Ry for the wave function and density, respectively.

Table 6.1: Number of atoms (nat), Monkhorst-Pack k-point mesh for sampling the BZ and PBE
lattice constant (a) for MgxCa1−xO ternary, MgO/4H-SiC and MgxCa1−xO/4H-SiC interfaces.

System nat k-point mesh a (Å)
MgO/4H-SiC 35 8×8×1 3.09
MgxCa1−xO 162 2×2×1 9.28

MgxCa1−xO/4H-SiC 315 Γ 9.28

6.4 MgO/4H-SiC Interface

As described previously, the epitaxy of MgO (111)/4H-SiC interface is formed by depositing

the Face-Centered Cubic (FCC) Bravais lattice of MgO (ICSD 159375) along the (111) face

on 1 × 1 4H-SiC, where a ∼3% lateral tensile strain is applied to MgO layers while the in-

plane lattice constant is set to be that of 4H-SiC (a = b = 3.09 Å). In order to examine

the property changes stemming from the SiC Si or C face, as shown in Figs. 6.2 (a) and (b),

the supercells of MgO (111)/4H-SiC (0001) and MgO (111)/4H-SiC (0001̄) are created by

depositing epitaxial MgO layer on Si and C face of 4H-SiC, respectively. These two models

include at least 15 Å perpendicular vacuum space relative to their interface. In order to diminish

the edge states, the end surfaces of both interfaces are passivated by H atoms. Additionally, the

third supercell noted as MgO (111)/4H-SiC excludes the vacuum space in order to assume

periodic boundary conditions in all three dimensions, as seen in Fig. 6.2 (c). All three of the
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systems brings about no concern of any interfacial defect state arose from dangling bonds near

the interface.

Figure 6.2: Schematic representations of MgO (111)/4H-SiC interfaces: (a) MgO (111) on the
4H-SiC (0001) Si face including vacuum space along z direction (b) MgO (111) on the 4H-SiC
(0001̄) C face including vacuum space along z direction and (c) MgO (111) on the 4H-SiC with
periodic boundary conditions in three dimensions. The atom layers embraced by the dashed
lines are labeled by numbers indicating different positions along z direction.

The electronic band structures of the modeled MgO (111)/4H-SiC (0001), MgO (111)/4H-

SiC (0001̄), MgO (111)/4H-SiC interfaces are analyzed and plotted in grey lines as seen in

Fig. 6.3 (a-c), correspondingly. In order to visualize the contribution to the overall electronic

band structure by the atom layers labeled in Fig. 6.2 (a), the projections of Bloch states onto lo-

calized atomic orbitals of C (yellow), Si (blue), O (red), and Mg (cyan) atoms residing in those

layers representing the end surface, bulk or near-the-interface regions are superimposed on the

total band structures as seen in Fig. 6.3. The results from this analysis demonstrate two things.

First, MgO (111)/4H-SiC (0001) (Fig. 6.3 (a)) and MgO (111)/4H-SiC interfaces (Fig. 6.3 (c))

produce roughly identical electronic band structures and atomic projections for atoms from the

same or equivalent surface or region, for instance, atomic projections for atoms from layer 2 to

5 as noted. This indicates the vacuum space is not essential in the calculations. Second, with

the vacuum space in MgO (111)/4H-SiC (0001) (Fig. 6.3 (a)) and MgO (111)/4H-SiC (0001̄)

(Fig. 6.3 (b)), the atomic projections for MgO layer (layer 4 (4’) as noted) due to the transition
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from Si-O bonds to C-O bonds, seem to shift both the conduction and valence bands towards

the Fermi level. Nonetheless, the atomic projections for similar Si or C atoms agree nearly

one another, implying that the effect of the SiC Si or C face on the band structure is neglected.

Employing the method discussed in Section 2.8, the valence band (∆EV ) and conduction band

Figure 6.3: The electronic band structures (as shown in light grey lines) of MgO (111)/4H-
SiC interfaces: MgO (111)/4H-SiC interfaces: (a) MgO (111) on the 4H-SiC (0001) Si face
including vacuum space along z direction (b) MgO (111) on the 4H-SiC (0001̄) C face including
vacuum space along z direction and (c) MgO (111) on the 4H-SiC with periodic boundary
conditions in three dimensions where atomic projections for C (yellow), Si (blue), O (red), Mg
(cyan) atoms in layers labeled in Fig. 6.2 are plotted in panels as noted.

(∆EC) offsets of MgO/4H-SiC interface are determined by choosing the optimum mixing pa-

rameter (0.25 for SiC and 0.35 for MgO) in the HSE calculations. In comparison with the

experimental ∆EV of 3.65 eV and ∆EC of 0.92 eV [162], we found that the band alignment

with ∆EV of 2.0 eV and ∆EC of 2.5 eV.

6.5 MgxCa1−xO Ternaries

In order to build the primitive unit cell of MgxCa1−xO that can be epitaxially matched with

4H-SiC, the FCC Bravais lattice of MgO (see Fig. 6.1) is converted into a hexagonal unit cell

that is then repeated three times in three directions. Correspondingly, the number of both Mg

and O atoms in the enlarged hexagonal unit cell is increased by a factor of 27. Subsequently,

a portion of Mg atoms in the new unit cell is randomly substituted by Ca atoms resulting in a
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configuration of MgxCa1−xO ternary. This is achieved in two steps: 1) selecting unique indices

of Mg atoms randomly in the unit cell that correspond to a certain amount of Mg atoms by

employing ”randperm” function in Matlab; 2) replacing all selected indices of Mg atoms with

Ca atoms while other atoms remain the same.

An apparent limitation of the method above is that MgxCa1−xO ternary can not be consid-

ered as conclusive for a specific value of x because of merely one random selection process.

Therefore, more selections for the ternary are necessarily conducted. In order to have sufficient

candidate configurations of the compound as well as manageable calculations in DFT, we run

the random selections 20 times. Namely, 20 distinct configurations of MgxCa1−xO for a spe-

cific value of x differ at least one of the replaced Mg atoms from one another, though there is

consistently same amount of Mg atoms being substituted by Ca atoms.

Table 6.2: Number (no.) of Mg (Ca,O) atoms in MgxCa1−xO, PBE lattice constant (aDFT ) in
hexagonal unit cell of crystals (aDFT for MgxCa1−xO shown here is the average value in the
equivalent hexagonal unit cell for the FCC Bravais lattice of MgO), lattice constant (aV ) from
Vegard’s law.

Crystal Mg no. Ca no. O no. aDFT aV
Mg0.26Ca0.74O 21 60 81 3.32 3.31
Mg0.51Ca0.49O 41 40 81 3.22 3.21
Mg0.74Ca0.26O 60 21 81 3.13 3.11

MgO 3.00
CaO 3.41

4H-SiC 3.09

The lattice constant is highly dependent upon the composition of MgxCa1−xO ternary.

In order to determine the composition of MgxCa1−xO leading to small enough lattice mis-

match with 4H-SiC, here we explore the structural properties of three MgxCa1−xO (x =

0.26, 0.51, 0.74) ternaries. As seen in Table 6.2, the primitive unit cells of Mg0.26Ca0.74O,

Mg0.51Ca0.49O, and Mg0.74Ca0.26O are formed by randomly replacing 60, 40, and 21 Mg atoms

in the enlarged hexagonal unit cell that containing 81 Mg atoms and 81 O atoms, respectively.

For each ternary (with a specific value of x), the ground state of 20 distinct configurations are

obtained by allowing the entire supercell and all atoms to fully relax within DFT. The con-

figuration with the lowest DFT energy is identified to be most stable for further evaluation of
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properties. For instance, Mg0.74Ca0.26O supercell as depicted in Fig. 6.4 is the most stable one

amongst 20 configurations.

Figure 6.4: Top and side schematic of the Mg0.74Ca0.26O supercell. Solid lines in the cross-
sections mark the primitive unit cell.

Our argument in favor of picking from a pool of 20 configurations runs as analysis on

the unit cell volume variation (∆Vuc) and band gap variation (∆Eg), as illustrated in Fig. 6.5.

For the 20 configurations in each ternary, ∆Vuc (∆Eg) is the percentage change in unit cell

volume (band gap) with respect to the configuration with lowest DFT energy. We observe that

within a small range of energy per atom difference from the lowest (∆Eb), the unit cell volume

of the 20 configurations for Mg0.74Ca0.26O (green) has a smaller variation in comparison with

Mg0.26Ca0.74O (blue) and Mg0.51Ca0.49O (red). In particular, we see more configurations with

lower energies have unnoticeable changes in unit cell volume for Mg0.74Ca0.26O. Similarly, the

stable configuration of Mg0.74Ca0.26O at 0 has more neighbors indicating that more configura-

tions for this ternary have comparable band gap and energy. We choose the lowest DFT energy

configuration from the 20 samples analyzed. The similar properties obtained for the most stable
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Figure 6.5: (Left) The unit cell volume variation (∆Vuc) as a function of energy per atom vari-
ation (∆Eb); (Right) The band gap variation (∆Eg) as a function of energy per atom variation
(∆Eb).

configurations of the Mg0.74Ca0.26O suggests that different choices may not exhibit significant

outcomes.

Additionally, the optimized PBE lattice constants aDFT of the most stable MgxCa1−xO

(x = 0.26, 0.51, 0.74) configurations from relaxation, as shown in Table 6.2, are converted into

an arithmetic average value in the equivalent hexagonal unit cell for the FCC Bravais lattice of

MgO. It is more convenient to compare this value to the lattice constant of 4H-SiC. On the other

hand, we can estimate the lattice constant of MgxCa1−xO from Vegard’s law. This empirical

prediction states a linear interpolation between the lattice parameters of a solid solution and its

two constituents, as defined by Eq. 6.1 [172]

aA(1−x)Bx = (1− x)aA + xaB (6.1)

where aA(1−x)Bx is the lattice parameter of the solid solution, aA and aB are the lattice parame-

ters of the pure constituents, and x is the molar fraction of component B in the solid solution.

It has also proven that Vegard’s law can be applied to the band gap [173].

We obtain the optimal lattice constants of rocksalt MgO (ICSD 159375) and rocksalt

CaO (ICSD 61550) from DFT calculations, as seen in Table 6.2, the lattice constant aV of

MgxCa1−xO (x = 0.26, 0.51, 0.74) are then computed according to Eq. 6.1. For each ternary,
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their lattice constants obtained from DFT calculations are in good agreement with Vegard’s law.

In addition, we find that Mg0.74Ca0.26O has∼1% lattice mismatch from 4H-SiC. This composi-

tion of MgxCa1−xO exhibit roughly quantitative agreement with available experimental results

that Mg0.72Ca0.28O film shows the highest epitaxy quality on 4H-SiC (0001) [170]. From these

results it is clear that a more realistic interface can be achieved while depositing Mg0.74Ca0.26O

layers on 4H-SiC.

6.6 MgxCa1−xO/4H-SiC Interface

Figure 6.6: Side schematic of the Mg0.74Ca0.26O/4H-SiC supercell. Periodic boundary condi-
tions are assumed in three directions.

The Mg0.74Ca0.26O/4H-SiC system as shown in Fig. 6.6 is formed by joining 8 layers SiC

and ∼20 Å thick Mg0.74Ca0.26O slab. As discussed prior, the ternary is modeled from 3 × 3

MgO (111), thus the Mg0.74Ca0.26O/4H-SiC system accommodates (3 × 3)-SiC while a ∼1%

lateral tensile strain is applied to the dielectric layers. Based on the results in Section 6.4,

the superlattice calculation excludes vacuum space along z direction by assuming periodic

boundary conditions in all three directions.

The electronic band structures of the Mg0.74Ca0.26O/4H-SiC interface are depicted in

Fig. 6.7. The atomic projections for atoms from the layers as noted in Fig. 6.6 are super-

imposed on the total bands (grey lines). The O atoms near the interfaces are strongly coupled

with Si or C face. In particular, we observe more edges states attributed to O (red), C (yellow)

and Si (blue) near the C face. This result appears to suggest that Si-O bonds are more inert

than C-O bonds near the Mg0.74Ca0.26O/4H-SiC interface. Therefore, it is anticipated to have

epitaxial Mg0.74Ca0.26O grown by molecular beam epitaxy (MBE) on SiC (0001) rather than
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(0001̄). Indeed, epitaxial Mg0.75Ca0.25O grown by MBE on SiC (0001) has been previously

reported as an alternative dielectric oxide [174].

Figure 6.7: The electronic band structures (as shown in grey lines) of Mg0.74Ca0.26O/4H-SiC
interface. The boundary conditions are assumed in three directions. Atomic projections for C
(yellow), Si (blue), O (red), Mg (cyan), and Ca (green) atoms in layers labeled in Fig. 6.6 are
plotted in panels as noted.

For Mg0.74Ca0.26O/4H-SiC interface, it is not feasible to determine the band offsets ∆EV

and ∆EC directly from the electrostatic potential-based alignment method as described in Sec-

tion 2.8. As seen in Table 6.2, there are total 162 atoms in the unit cell of Mg0.74Ca0.26O.

Therefore, the electronic band structure calculations for Mg0.74Ca0.26O using HSE functional

is computationally expensive. In order to tackle this issue, we determine the local band edge

with respect to the electrostatic potential and the band gap of bulk Mg0.74Ca0.26O from Vegard’s

law. As shown in Fig. 2.8, affordable HSE calculations are first performed independently for

bulk MgO or CaO to obtain their band gaps, electrostatic potentials and local edge edges. The
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band gaps are roughly in agreement with experimental values when the mixing parameter is

0.35 for both dielectrics. Then, the Mg0.74Ca0.26O/4H-SiC interface calculation finds the elec-

trostatic potential difference between the bulk-like regions of the ternary and 4H-SiC. Lastly,

the valence band edge with respect to the electrostatic potential interpolated from Vegard’s law

(Eq. 6.1) are aligned by the potential difference from interface calculation.

The results for both MgO (111)/4H-SiC and Mg0.74Ca0.26O/4H-SiC interfaces are listed

in Table 6.3. In addition to the band gap of SiC (3.2 eV), the band gaps of the reference

bulk components are found to be 7.7 eV for MgO and 6.1 eV for CaO. Based on Vegard’s

law, the band gap of Mg0.74Ca0.26O is 7.3 eV . Overall, we obtain reasonable band offsets

of Mg0.74Ca0.26O/4H-SiC interfaces with the simple method described previously. Its valence

band offset is slightly larger than that of MgO (111)/4H-SiC, while the conduction band offset

is roughly 1 eV smaller. In addition, MgO (111)/4H-SiC has nearly the same ∆EV but much

smaller ∆EC when compared to the SiO2/4H-SiC interface. Note that the band offset errors

in the calculations may exceed 1 eV. This is primarily due to the uncertainty in the band gap

of CaO that in fact has been previously reported ranging from 6 to 8 eV [165, 166, 167]. Our

results casts a new light on the application of Mg0.74Ca0.26O as the gate dielectric for 4H-SiC

possibly leading to comparable or reduced leakage current that is found in devices centered on

MgO/4H-SiC interface.

Table 6.3: The band gaps (EHSEg ) obtained from HSE calculations of bulk dielectrics (EHSEg

of Mg0.74Ca0.26O is obtained from Vegard’s law), valence (∆EV ) and conduction (∆EC) band
offsets calculated for MgO (111)/4H-SiC and Mg0.74Ca0.26O/4H-SiC.

interface EHSEg (eV) ∆EV ∆EC
MgO (111)/4H-SiC 7.7 2.0 2.5

Mg0.74Ca0.26O/4H-SiC 7.3 2.5 1.6
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Chapter 7

Summary and Outlook

4H-SiC MOSFETs suffer from low channel mobility that is primarily attributed to the poor

4H-SiC/SiO2 interface quality. Various chemical treatments have been adopted to reduce the

interface defect densities, the channel mobility is still low. Alternatively, high-κ dielectrics with

suitable band gaps offer another possibility to replace the conventional SiO2 as gate insulators.

In Chapter 3, we characterize the role of nitrogen near the the 4H-SiC (0001)/SiO2 inter-

faces using first-principles calculations within the density functional theory (DFT). To this end,

we emulate the 4H-SiC/SiO2 interfaces and analyze their properties in terms of composition

and geometry. Our results show that addition of N atoms, in quantities and bonding configu-

rations consistent with experiments, favors a Si-rich transition region that compensates the Si

density mismatch between SiC and oxide. This change explains the unexpected electron den-

sity reduction near the interface observed in x-ray reflectivity (XRR) prior to nitridation. We

further correlate nitridation to the band structure and local strain of these interfaces. We find

that N stabilizes the interface by reducing strain with no introduction of interface states.

In Chapter 4, we are first to conduct a systematical study to describe the high through-

put screening of alternative dielectrics from alkaline earth metal dihalides (AX2, where A =

Mg, Ca, Sr and Ba and X = F, Cl, Br and I) to replace SiO2 as the gate dielectric for 4H-SiC.

The structural and electronic properties of AX2 are analyzed using first principles calculations

within the DFT, Through analysis of their formation energies, the most stableAX2 crystal struc-

tures of AX2 crystals are identified. The band gaps of the stable structures are evaluated using

different approximations of exchange-correlation functional. As a result, HSE calculations pro-

duce more consistent band gaps with experiments in contrast to the band gaps underestimated
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by GGA calculations. Furthermore, the dielectric constants are computed within density func-

tional perturbation theory using three different approximations in the DFT. We find that the

dielectric constants calculated from GGA including dispersion forces highly agree with those

calculated from local density approximation (LDA). Based on our results, the most promising

candidate high-κ dielectrics are determined to be AF2. Moreover, the properties of Al2O3 and

LiF are examined using a similar approach.

In Chapter 5, we describe the interfaces formed using 4H-SiC and candidate high-κ di-

electrics (Al2O3, LiF, MgF2 and CaF2) using first principles calculations within the DFT.

Through analysis of the PDOS profiles of 4H-SiC/high-κ dielectric interfaces, we find the

4H-SiC surface treatments prior to deposition are beneficial for the reduction of interface de-

fect states. Both H and N passivated Al2O3/4H-SiC interfaces effectively remove the mid-gap

states that are attributed to C dangling bonds residing topmost SiC layer, consistent with the

recent experimental findings that H2 annealing or interfacial nitridation combined with H2 an-

nealing at high temperature prior to atomic layer deposition (ALD) leads to low interface trap

density resulting in improved channel mobility and device stability. The monolayer O helps

reduce the mid-gap states in LiF/4H-SiC and AFx/4H-SiC (A = Ca or Mg) interfaces. We also

find that the polar surfaces in the 4H-SiC/MgF2 interface systems can significantly affect the

band alignments. By incorporating intrinsic atoms, the polar instability can be resolved by

modifying the charge distribution near the interface to some extent. Lastly, the band offsets for

those 4H-SiC/high-κ dielectric interfaces are computed to compare with available experimental

values.

In Chapter 6, the properties of MgO/4H-SiC and MgxCa1−xO/4H-SiC (0001) heterostruc-

tures are characterized via first principles calculations within the DFT. Through analysis of

the structural properties of MgxCa1−xO ternaries with different compositions, we identify that

Mg0.74Ca0.26O presents the lowest lattice mismatch with 4H-SiC. In addition, the band off-

sets of Mg0.74Ca0.26O/4H-SiC (0001) heterostructure are determined by combining electro-

static potential-based alignment method and Vegard’s law. We obtain 2.5 eV for the valence

band offset and 1.6 eV for the conduction band offset, roughly the same valence band offset

in comparison with MgO (111)/4H-SiC and SiO2/4H-SiC but smaller conduction band offset
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than SiO2/4H-SiC [67, 125]. Hence, more accurate estimations of valence and conduction band

offsets are important for the applications of MgxCa1−xO/4H-SiC (0001) systems.

Overall, our results demonstrate a strong effect of interfacial nitridation process on the

properties of interfaces between 4H-SiC and SiO2. This reveal the significance of chemical

treatments and offers insights on the improvement of existing treatment methods. This work

searches for alternative high-κ dielectrics from alkaline earth metal dihalides, which open the

opportunity for studies of other alternative high-κ dielectrics in a similar approach.
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M. Thesberg, L. Mennel, M. Paur, M. Stöger-Pollach, A. Steiger-Thirsfeld et al., “Ul-

trathin calcium fluoride insulators for two-dimensional field-effect transistors,” Nature

Electronics, vol. 2, no. 6, pp. 230–235, 2019.

[130] S. Vishwanath, X. Liu, S. Rouvimov, P. C. Mende, A. Azcatl, S. McDonnell, R. M.

Wallace, R. M. Feenstra, J. K. Furdyna, D. Jena et al., “Comprehensive structural and

optical characterization of mbe grown mose2 on graphite, caf2 and graphene,” 2D Ma-

terials, vol. 2, no. 2, p. 024007, 2015.

[131] S. Vishwanath, A. Sundar, X. Liu, A. Azcatl, E. Lochocki, A. R. Woll, S. Rouvimov,

W. S. Hwang, N. Lu, X. Peng et al., “Mbe growth of few-layer 2h-mote2 on 3d sub-

strates,” Journal of Crystal Growth, vol. 482, pp. 61–69, 2018.

[132] L. Sang, M. Liao, Y. Koide, and M. Sumiya, “High-performance metal-semiconductor-

metal ingan photodetectors using caf2 as the insulator,” Applied Physics Letters, vol. 98,

no. 10, p. 103502, 2011.

[133] C. Deiter, M. Bierkandt, A. Klust, C. Kumpf, Y. Su, O. Bunk, R. Feidenhans, and
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Appendix A

Selection Criteria for Bulk SiO2

Suitable epitaxies for the 4H-SiC (0001) and its native oxide SiO2 are established employing a

systematic approach based on DFT. We identify 31 unique SiO2 structures from the AFLOW

library [136], and compute their electronic properties (Euc, Eg, and ρe) using the computational

details provided before. The results, presented in Fig. A.1, show the DFT band gap and electron

density as a function of the formation energy per formula. The latter quantity is computed

relative to the case of β-cristobalite (δE = Euc− Ēuc). As seen in Fig. A.1 (top), the structures

with the formation δE < 0.1 eV have the largest DFT band gaps in a range between 5.35 and

5.8 eV, sensibly lower than experimental band gaps due to well-known DFT limitations [103].

Meanwhile, these same structures give electron densities between 0.55 and 0.75 e−/Å3.

We further restrict our search of epitaxial interfaces to structures with densities in the

0.6–0.7 e−/Å3 to match values found experimentally for amorphous silica (ρexp = 0.662 e−/Å3)

in [3], as denoted by the rectangular box of Fig. A.1 (bottom). We impose an additional con-

straint on the lattice mismatch (< 2%) between the chosen epitaxy of SiO2 and 4H-SiC to

minimize artifacts of strain and allow for sheer strain. Within these limitations we find that a

suitable epitaxy is that of β-cristobalite phase of SiO2 (ICDS 162246), which results in system

sizes of approximately 250 atoms that can be analyzed within DFT. While our work mainly

analyzes interfaces with this phase in the main manuscript, the results for other structures,

4H-SiC/α-quartz (ICSD 100341) and 4H-SiC/tridymite SiO2 (ICSD 170513) interfaces, with

higher strain (7% and 2%, respectively) are shown in Appendix C.
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Figure A.1: (Top) DFT band gap Eg as a function of δE. Those most stable SiO2 structures
are encircled by rectangular box. The inset details the interested SiO2. (Bottom) Electron
density ρe as a function of δE. The structures encircled have electron density values close to
experimental values.
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Appendix B

Interface Formation Energy

The interfaces described in Chapter 3 correspond to the representative ones (either because

they appear to be the most stable or have significance) within a more extensive study. For

the β-cristobalite SiO2 case, other interfaces that differ in their geometric configurations and

do not contain N are also analyzed (models 1a and 2a). Table B.1 presents a summary of

the number of atoms added/removed per supercell relative to model 1 and their corresponding

interface formation energy (as described in Section II of the main manuscript). As a result of

the impact of the choices of chemical potentials and the number of atoms added to/removed

from reference model on the measurements of Eif , we considered different conditions under

which the chemical potentials are computed for our models.

Table B.1: Atomic composition changes ni for the i-species of interface models measured with
respect to the reference interface (model 1). The corresponding formation energies (Eif ) with
respect to model 1 are determined under the C-poor condition (Case 1, µSi = ESi/2) and the
Si-poor condition (Case 2, µC = EC/4), respectively, as described in the main manuscript.
We also provide the formation energies normalized by the cross sectional area of the interface
εif ≡ Eif/A.

Type Model nSi nO nN nH Eif (eV) [εif (eV/Å2) ]
Case 1 Case 2

Interfaces 1 0 0 0 0 0 0
with no 1a 0 0 0 0 0.5 [0.007] 0.5 [0.007]
nitrogen 2 1 2 0 0 1.5 [0.012] 1.5 [0.012]

2a 1 2 0 0 2.5 [0.034] 2.5 [0.034]
3 2 -1 3 -1 -4.7 [-0.063] -3.5 [-0.047]

Nitrided 3a 2 -1 3 -1 -4.2 [-0.056] -3.0 [-0.041]
interfaces 4 3 1 3 -1 -5.7 [-0.076] -4.5 [-0.061]

5 1 -3 3 -1 -3.9 [-0.052] -2.7 [-0.036]
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Table B.2: Formation energy (Eif ) of interface model supercells determined from different
choices of chemical potentials. Values are measured with respect to the reference interface
(model 1).

Type Model E ref
if (eV) [εref

if (eV/Å2) ]
Case 1 Case 3 Case 4 Case 5

Interfaces with 1a 0.5 [0.007] 0.5 [0.007] 0.5 [0.007] 0.5 [0.007]
no nitrogen 2 1.5 [0.020] -7.9 [-0.106] 1.5 [0.020] 1.5 [0.020]

2a 2.5 [0.034] -6.9 [-0.092] 2.5 [0.034] 2.5 [0.034]
Nitrided 3 -4.7 [-0.063] 0.01 [0.000] -20.9 [-0.281] 1.1 [0.015]

3a -4.2 [-0.056] 0.5 [0.007] -20.4 [-0.274] 1.6 [0.022]
interfaces 4 -5.7 [-0.076] -10.4 [-0.139] -21.9 [-0.294] 0.1 [0.002]

5 -3.9 [-0.052] 10.2 [0.137] -20.1 [-0.270] 1.9 [0.026]

We first consider the cases of the C-poor (Case 1) and Si-poor (Case 2) conditions dis-

cussed in the main manuscript where µSi from diamond Si and µC from graphite are assumed,

respectively. The values employed to determine the chemical potentials are ESi (-1271.5 eV),

EC (-1001.7 eV), ESiC (-887.1 eV), ESiO2
(-1773.9 eV), EN (-967.8 eV), and ESiH4

(-699.2 eV)

obtained as the DFT energies of diamond Si, graphite, 4H-SiC, bulk β-cristobalite SiO2, N2

molecule, and SiH4 molecule per formula unit, respectively. We note that (i) the energy ESiO2

accounts for the lateral strain required to form the epitaxial interface with 4H-SiC; (ii) µH ob-

tained from SiH4, consistent with previous work [124], yielded formation energies similar to

those calculated using H2.

In addition, we analyze other choices for µO and µN stemming from different conditions

may impact our predictions, shown in Table B.2. First we consider the case of C-poor and

O-rich regime (Case 3) which differs from case 1 by assuming that µO = EO/2, where EO

(-1128.7 eV) is the DFT energy of O2 molecule per formula unit. This case gives formation

energies lower than the O-poor condition for non-nitrided interfaces with high O density in

the transition region (models 2 and 2a). These latter interfaces, however, do not present the

electronic density reduction near the interface observed in XRR experiments, suggesting that

such µO choice may not be suitable for nitridation taking place during post-oxidation annealing.

Also, while evaluating the impact of the choice of µN we compare the cases of NO (Case 4),

and Si3N4 (Case 5) against N2 (Case 1). In these cases the nitrogen chemical potential is given

by µN = ENO − µO and µN = (ESi3N4
− 3µSi)/4, respectively, using ENO (-947.6 eV) and ESi3N4

(-13802.6 eV) obtained as the DFT energies of NO molecule and Si3N4 per formula unit. The
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results, presented in Table B.2, allude to higher stability (more negative formation energies) in

the case of reference chemical potential µN obtained from NO. In contrast, the choice of Si3N4

as a reference appears as inadequate for describing the nitridation process as it results in higher

(positive) formation energies for nitrided interfaces deemed stable in Case 1 (or Case 4).
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Appendix C

Electron Density Profiles

For the β-cristobalite SiO2 case, other interfaces that differ in their geometric configurations

and do not contain N are also analyzed (models 1a and 2a). A schematic representation of their

interfaces is provided in Fig. C.1. They give slightly higher formation energies than models

1 and 2 (see Table B.1) but offer similar electron density profiles. It is worth mentioning that

while the interfaces with high Si density (models 2 and 2a) remove the dip in the electron

density profiles in the TR, they become energetically less favorable than those with less Si

(models 1 and 1a). Conversely, nitrided interface with low Si density (model 5) also presents a

dip but its formation energy is higher than that of models 6 and 7.

Last, we consider the case of the tridymite phase (ICSD 170513) on interfaces corre-

sponding to a 4H-SiC slab with 7 SiC unit cells of cross section (
√

7×
√

7 supercell). The TR

portions of these interfaces and the corresponding density profiles are presented in Fig. C.2.

These profiles produce features similar to those found in the cristobalite case where the dip

in the electronic density near the interface is removed after nitrogen facilitates the increase in

atomic density. In this case, the electronic density in the bulk SiO2 is considerably lower than

that of the amorphous oxide.

We note that ideally amorphous SiO2 (a-SiO2) would be desirable to model interfaces. The

simulations of oxide slabs following the melting (4000 K for 200 ps)/quenching (5 K/ps) pro-

cedure were performed via classical molecular dynamics (MD) simulations conducted within

the LAMMPS package. We employed the modified vanBeest–Kramer–vanSanten (BKS) in-

teratomic potential [175] in systems with sizes similar to those of the crystalline silica slab of

the main manuscript. In Fig. C.3(b) we show an example of results where large oscillations
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Figure C.1: Schematic representations of additional 4H-SiC/β-cristobalite SiO2 interface mod-
els. Details of the TRs for the interfaces analyzed here (a) model 1a: interface with 3 Si atoms
in TR and H-passivated monolayer O; (b) model 2: interface with 4 Si atoms in TR and H-
passivated O; (c) model 2a: interface with 4 Si atoms in TR and H-passivated monolayer O; (d)
model 3a: interface with 5 Si atoms in TR and a N areal density of∼ 4× 1014 cm−2; (e) model
5: interface with 4 Si atoms in TR and with a N areal density of ∼ 4× 1014 cm−2. (f) Electron
density profiles. The normalized electron density for bulk β-cristobalite SiO2 is specified with
triangle shape at ∼0.71.
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Figure C.2: Schematic representations of 4H-SiC/tridymite SiO2 interface model. Details of
the TR for interfaces analyzed here (a) model 6: interface with 3 Si atoms in TR with no N;
(b) model 7: interface with 4 Si atoms in TR with a N areal density of ∼ 3.4× 1014 cm−2. (c)
Electron density profiles for models 6-7. The normalized electron density for bulk tridymite
SiO2 (∼0.62) is indicated by the solid triangle.
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in the macroscopic average of the electron density can be observed. These results suggest that

larger in-plane slabs are required to properly describe a-SiO2 to allow the distinction of density

fluctuations in the silica with respect to those at the interface. However, due to the thickness

of the interfaces considered here, these become computationally intractable within the DFT

formalism.

Figure C.3: (a) Schematic representation of a-SiO2 structure obtained in this work (b)valence
electron density profile (black solid line) prior to GS and the total electronic density profile
(with Gaussian smoothing, detailed in next section) as a function of z.
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Appendix D

Two-Dimensional-Material-Based Field-Effect Transistor Biosensor for Detecting
COVID-19 Virus (SARS-CoV-2)

During the work of my dissertation, I have also investigated the interfacial properties of biosen-

sors formed through the functionalization of transition metal dichalcogenide (TMDC) WSe2.

This work was published in ACS Nano (see Ref. [176] for more details) and our contribution

is briefly described below.

Figure D.1: AFM images and line profiles of the monolayer WSe2 crystals prior to and af-
ter MUA functionalization. A pristine monolayer WSe2 image (a) shows a clean and uniform
topography with the line profile (c) of about ∼0.7 nm corresponding to a single layer crys-
tal. MUA-functionalized monolayer WSe2 image (b) with a line profile (d) of about 2.7 nm
indicates full coverage of one vertically standing monolayer MUA on the WSe2 crystal. (e)
Schematic of MUA monolayer on top of WSe2. (f) The density of states near the Fermi level
of the full system (black) and the MUA (red) show that MUA states reside outside the band
edge suggesting no charge transfer between the pristine TMDC and the molecule. Fermi level
is placed (EF ) at the valence band edge of WSe2.

We modeled the 11-mercaptoundecanoic acid (MUA) monolayer on top of the pristine

WSe2 monolayer using first-principles within the density functional theory (DFT), as presented
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in Fig. D.1 (e). Consistent with the atomic force microscopy (AFM) experiments (Figs. D.1

(a)-(d)) and previous reports on the MUA length (∼1.7 nm) [177], this model yielded a height

of 2.56 nm after accounting for the physical distance (2.25 nm) and vdW radii of H and Se

(0.31 nm). We note that for the high-density limit of MUA molecules, interactions with adja-

cent molecules favor the vertical orientation that result in the MUA self-assembled monolayer

(SAM). In addition, as shown in Fig. D.1 (f), analysis of the density of states (DOS) near the

Fermi level indicates that the orbitals of MUA molecules reside outside the gap of the TMDC

and, hence, no charge transfer is expected between the two components.

Our DFT calculations shed light on a possible mechanism leading to decreased conduc-

tivity upon MUA functionalization. Namely, the Se vacancies that result in p-type behavior

of WSe2 [178, 179] may serve as a docking site for MUA molecules (Fig. D.2 (a)). In this

scenario, the Se vacancy (VSe) and nearby dangling bonds become compensated by the S atom

and H atom from MUA and remove the midgap states, as shown in Figs. D.2 (b) and (c). As a

result of the MUA chemisorption, the p-type behavior of the device due to the vacancy filling

becomes weaker [180]. The slight increase after the addition of the SARS-CoV-2 antibody and

spikes is possibly due to charge transfer processes.

Figure D.2: Schematic of MUA adsorbed on a selenium vacancy site (VSe) in the WSe2 mono-
layer (a). Band structure and corresponding DOS of WSe2 crystal with single VSe (b) and with
adsorbed MUA molecule (c). To facilitate comparison, energies are referred to the valence
band edge (EV ). The red symbols in (c) denote the contributions from localized atomic orbitals
in the MUA molecule. The defect level located at ∼1.3 eV above the valence band edge is
removed upon functionalization.

113


	Abstract
	Acknowledgments
	List of Figures
	List of Tables
	List of Abbreviations
	Introduction
	Wide Band Gap Semiconductors
	Background
	Wide Band Gap Semiconductors for Power Electronics

	 Silicon Carbide
	 Crystal Structure
	 Physical Properties

	 Metal–Oxide–Semiconductor Field Effect Transistor
	Device Structure
	Modes of Operation

	Interface Defects
	Motivations
	Nitrogen-induced Changes in The Properties of Lg/4H-SiC Interfaces
	Alternative High-Lg Dielectrics for 4H-SiC

	Thesis Outline

	Methodology
	Summary
	The Many-body Problem and Hartree-Fock Method
	Density Functional Theory
	Local Density Approximation
	Generalized Gradient Approximation
	Heyd–Scuseria–Ernzerhof Functional

	Electronic Band Structure
	Crystal Lattice
	Epitaxy
	Electron Density
	Band Alignment
	Computational Details

	SiOLg/SiC Interfaces
	Summary
	Background
	Crystal Structures
	Interface Formation Energy
	Electron Density
	Non-nitrogen Passivated SiOLg/SiC Interfaces
	Nitrogen Passivated SiOLg/SiC Interfaces

	Projected Density of States Profiles
	Band Alignment
	Mechanical Strain

	High-Lg Dielectric Candidates
	Summary
	Background
	High Throughput Screening
	Formation Energy
	DFT Band Gap
	Dielectric Constant
	Candidate High-Lg Dielectrics

	High-Lg dielectrics/4H-SiC Interfaces
	Summary
	Background
	Computational details
	Lg/4H-SiC Interfaces
	LiF/4H-SiC Interfaces
	Lg/4H-SiC Interfaces
	Band Alignments for High-Lg dielectrics/4H-SiC Interfaces

	MgLgCaLgO/SiC Interface
	Summary
	Background
	Computational Details
	MgO/4H-SiC Interface
	MgLgCaLgO Ternaries
	MgLgCaLgO/4H-SiC Interface

	Summary and Outlook
	References
	Appendices
	Selection Criteria for Bulk SiOLg
	Interface Formation Energy
	Electron Density Profiles
	Two-Dimensional-Material-Based Field-Effect Transistor Biosensor for Detecting COVID-19 Virus (SARS-CoV-2)

