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## Abstract

We investigate the numerical estimation of blow-up phenomena of the space fractional reaction-diffusion equation

$$
\partial_{t} u+(-\Delta)^{\alpha / 2} u=f(u), \quad x \in \Omega, t>0
$$

with non-negative initial and Dirichlet boundary conditions. First, we consider the full discretization of the fractional equation using the already existing novel and accurate finite difference method for the fractional operator. Next, we implement an auxiliary function $H$ to the blow-up. The numerical blow-up times are computed for the fractional reaction-diffusion equation with the reaction term $f(u)=u^{2}$ and $f(u)=e^{u}$. Convergence results are proven. Moreover, the numerical blow-up time computed for the fractional reaction-diffusion equation with $\alpha \rightarrow 2$ is compared with the numerical blow-up time for the classical reaction-diffusion equation with $\alpha=2$, and consistent results are obtained.
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Chapter 1
Introduction

Reaction-diffusion equations model quantities that experience local concentration changes and are spread out in space. Applications range from chemical and biological processes [43, 41, 44] to medicine, genetics [24, 19, 29], physics, chemistry [47], social science, finance $[8,9]$, and weather prediction. For example, in applications to population biology [48, 50], the reaction term models growth, while the diffusion term explains migration. In the typical form of the reaction-diffusion equation

$$
u_{t}=D \Delta u+f(u),
$$

the solution $u(t, x)$ represents the population density or the concentration of the substance at time $t$ and position $x, \Delta$ is the standard Laplace operator which describes the diffusion, $D$ is the diffusion coefficient, and $f(u)$ is the reaction term.

Reaction-diffusion models can be studied under different growth models, i.e., exponential growth, logistic growth, and confined exponential growth. For exponential growth

$$
f(u)=a u,
$$

where $a$ is the growth rate, while in the logistic case

$$
f(u)=a u\left(1-\frac{u}{K}\right),
$$

where $K$ is the carrying capacity.
The standard Laplace operator in semi-linear reaction-diffusion equations has been widely studied, whereas the non-local generalization remains not entirely examined. The

Laplace operator in $R^{n}$ is

$$
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\ldots+\frac{\partial^{2}}{\partial x_{n}^{2}}
$$

which was introduced by Pierre-Simon Laplace and was used initially in the studies of celestial mechanics. Fractional Laplacian is a pseudo-differential operator that generalizes the notion of the standard Laplace operator $(-\Delta)$ to the Laplace operator with fractional powers. The fractional Laplace operator is denoted by $(-\Delta)^{\alpha / 2}$.

Recent research studies suggest that the classical diffusion equation is insufficient in modeling many real-world situations, where a particle plume propagates more quickly than that predicted by the classical model. The system may exhibit significant asymmetry called anomalous diffusion. A popular model for anomalous diffusion is fractional diffusion, where a fractional derivative of order less than two is used instead of the classical second derivative in space. So, for systems exhibiting anomalous diffusion [10, 51, 20], the diffusive spread is commonly modeled by a non-local fractional Laplace operator $(-\Delta)^{\alpha / 2}$ with fractional exponent $\alpha \in(0,2]$. This gives rise to the following space-fractional partial differential equation

$$
\begin{equation*}
\partial_{t} u+(-\Delta)^{\alpha / 2} u=f(u), \tag{1.1}
\end{equation*}
$$

where $f(u)$ is a non-negative source term. The phenomenon of finite-time blow-up is present in such models. The solution $u$ of Equation (1.1) is said to blow up at finite time $T$ if $u \rightarrow \infty$ as $t \rightarrow T^{-}$.

For $\alpha=2$ the fractional operator $(-\Delta)^{\alpha / 2}$ simplifies to the standard Laplace operator $(-\Delta)$ and the equation (1.1) simplifies to the following standard reaction-diffusion equation

$$
\begin{equation*}
u_{t}-u_{x x}=f(u), \quad x \in \Omega \subset R^{n}, t>0 . \tag{1.2}
\end{equation*}
$$

The theoretical properties, as well as the time and space discretization of Equation (1.2), have been intensively studied previously. In particular, [18] provides a complete discretization scheme for studying problems such as (1.2) for $f(u)=u^{p}$. The finite difference method presented in $[18,17]$ is the generalization of the work in [49]. Nakagawa [49] considered a finite difference scheme for the special case of Equation (1.2) when the
reaction term is $f(u)=u^{2}$. Moreover, it is known that under certain initial and boundary conditions, the solution blows up in finite time (i.e., the solution becomes unbounded in finite time). However, the blow-up phenomena of the space-fractional reaction-diffusion equation remains partially understood.

The critical exponents for blow-ups of the reaction-diffusion equation with anomalous diffusion

$$
\begin{align*}
\partial_{t} u+(-\Delta)^{\alpha / 2} u & =\lambda u^{p}, \quad x \in R^{n}, t>0  \tag{1.3}\\
u(x, 0) & =u_{0}(x)>0
\end{align*}
$$

where $\alpha \in(0,2]$ and $\lambda \in\{-1,1\}$, have been studied in [25]. The Equation (1.3) with standard Laplace operator has been studied by many authors, namely Fujita [26] has shown

$$
\left\{\begin{array}{lll}
\text { for any initial condition no global positive solution exists } & \text { if } p<1+2 / N \\
\text { for small initial data global solutions exist } & \text { if } \quad p>1+2 / N
\end{array}\right.
$$

The proof for the critical case $p=1+2 / N$, which results in blow-up solutions, can be found in [30, 40, 55], The paper [25] discusses and proves analogous results but for the fractional Laplace operator. One of their findings which is of great interest to us is for Equation (1.3) with $\lambda=1$ where the re-scaled test function is used to prove the blow-up of all positive solutions when $p=1+\alpha / N$. The finite time blow-up for the critical exponent $p<1+\alpha / N$ has been studied and proved previously in [28, 27]. The findings related to the fractional Laplace operator in the papers mentioned above are in line with the numerical blow-up results obtained in this thesis.

Typical questions to be asked when working with differential equations with possible blow-up solutions are

- Is there a blow-up?
- When does it occur?
- Where does it occur?
- How is it detected numerically?

This thesis investigates the blow-up phenomena of fractional partial differential equations (FPDEs), namely the fractional reaction-diffusion equation. Some standard ordinary differential equations (ODE) and partial differential equations (PDE) blow-up results are presented in Chapter 1. The fully discretized scheme of Equation (2.1) is provided in Section 2.1.2, where the fractional Laplace operator is discretized based on the trapezoidal rule introduced in [23]. In Chapter 2, we perform convergence analysis and provide several error estimate results. The adapted numerical algorithm with an auxiliary function $H$ is applied to the blow-up problem described in Section 2.1. The blow-up times are estimated numerically for the proposed FPDEs. Comparison of blow-up time for FPDE $(\alpha \rightarrow 2)$ and PDE $(\alpha=2)$ is provided in Section 2.3 and consistent blow-up times are obtained. Concluding remarks are followed in Section 2.4.

### 1.1 Standard Results - ODE Blow-Up

The simplest differential equations to be studied in the context of blow-ups are the ordinary differential equations. Consider the following first-order nonlinear differential equation with $m>1$

$$
\begin{equation*}
u^{\prime}(t)=u^{m}, \quad t>0 \tag{1.4}
\end{equation*}
$$

with the initial value $u(0)=u_{0}>0$. As the solution is explicitly given by

$$
u(t)=\frac{u_{0}}{\left(1-(m-1) u_{0}^{m-1} t\right)^{1 / m-1}},
$$

we notice that the blow-up happens at

$$
T=\frac{1}{(m-1) u_{0}^{m-1}} .
$$

If we define the numerical blow-up time to be $T(\tau)=\tau n_{\tau}$ and $U_{0}=u_{0}$ then from the work of Cho [18] it is known that

$$
-\int_{H^{-1}\left(\frac{1}{\tau}\right)}^{\infty} \frac{d s}{f(s)} \leq T(\tau)-T \leq-\int_{H^{-1}\left(\frac{1}{\tau}\right)}^{\infty} \frac{d s}{f(s)}+\tau\left(1+\ln \frac{f\left(H^{-1}\left(\frac{1}{\tau}\right)\right.}{f\left(U_{0}\right)}\right)
$$

$H:[0, \infty) \rightarrow[0, \infty)$ is a monotone increasing function that satisfies the following two conditions

$$
H(s)>0 \quad \text { for } \quad s>0 \quad \text { and } \quad \lim _{s \rightarrow \infty} H(s)=\infty
$$

To illustrate the blow-up and show the possible problem associated with it, we consider a special case of Equation (1.4)

$$
\begin{equation*}
u^{\prime}(t)=u^{2}, \quad t>0 \tag{1.5}
\end{equation*}
$$

with the initial value

$$
u(0)=u_{0}>0 .
$$

The solution is given by

$$
u(t)=\frac{u_{0}}{1-u_{0} t}
$$

which clearly has a pole (also known as blow-up) at time

$$
T=1 / u_{0}
$$

Consider the following initial condition $u_{0}=1$. To get the numerical solution of Equation (1.5) we implement a forward Euler scheme. We discretize the ODE and the initial condition as follows

$$
\frac{U^{n+1}-U^{n}}{\Delta t_{n}}=\left(U^{n}\right)^{2}
$$

with

$$
U^{0}=1
$$

$t_{0}=0, t_{n}=\sum_{j=1}^{n-1} \Delta t_{j}$ are the nodal points. Next, we plot the exact solution and the numerical solution for $\Delta t_{n}=0.02$ and $\Delta t_{n}=0.05$.


Figure 1.1: Exact and numerical solutions of (1.5), forward Euler with the step-size 0.02 and 0.05 .

We notice the numerical solutions approach the exact solution as the step size gets smaller; however, the numerical scheme misses the blow-up time, $t=1$. Hence, a different scheme is required as long as the blow-up is concerned.

### 1.2 Standard Results - PDE Blow-Up

Studying the blow-up phenomena is more challenging when working with partial differential equations. One of the well-studied yet actual cases is the semi-linear heat equation given in (1.2). The blow-up phenomena of Equation (1.2) has been studied with the Dirichlet boundary condition

$$
u(0, t)=u(1, t)=0 \quad x \in \partial \Omega .
$$

$f$ is a smooth enough function, in particular, is a $C^{1}$ (continuously differentiable) function. It is also known that under appropriate growth conditions imposed on function $f$, the solution blows up in finite time. Motivated by paper [18] as a preliminary result we discretize Equation (1.2) with the following initial condition $u_{0}=100 \sin (\pi x)$ where $x \in$ $(0,1)$ to detect the blow-time. The estimated numerical blow-up time is $T_{1}=0.010800$.

See Figure 1.2. In the following scheme the $H(s)=s$ and the stability condition

$$
\lambda=\frac{\Delta t}{(d x)^{2}} \leq \frac{1}{2}
$$

is satisfied. It is worth mentioning that different choices of the $H$ function and the norms will result in different blow-up times and hence different accuracy.


Figure 1.2: Numerical blow-up estimate of equation (1.2) with $f(u)=u^{2}$ and $u_{0}=$ $100 \sin (\pi x)$ where $u_{t}$ is discretized by forward Euler scheme and central difference scheme is used for $u_{x x}$.

Similar results are also present in the following papers of Cho [18], and Nakagawa [49]. The main concerns that various authors have addressed, including Chen [16] and Nakagawa [49] are

- how to estimate the blow-up time numerically using a finite difference scheme such that it will not miss the blow-up time
- how well the numerical scheme will reproduce it.

Chapter 2

Space-Fractional Reaction-Diffusion Equation

### 2.1 Problem Setting

The following fractional reaction-diffusion equation is studied in this thesis

$$
\begin{align*}
\partial_{t} u+(-\Delta)^{\alpha / 2} u=f(u), & x \in \Omega, t>0 \\
u(x, 0)=u_{0}(x) \geq 0, & x \in \Omega  \tag{2.1}\\
u(x, t)=0, & x \in \Omega^{c}, t>0 .
\end{align*}
$$

We aim to

- estimate the blow-up time numerically for the following reaction terms

$$
f(u)=u^{2} \quad \text { and } \quad f(u)=e^{u}
$$

under appropriate initial conditions that will be specified in Section 2.3 when the numerical experiments are performed.

- adapt and use a numerical scheme that will detect the blow-up time.
- generalize the convergence and error estimate results in [18] from PDE to FPDE case.
- compute the numerical blow-up time for the fractional reaction-diffusion equation when $\alpha \rightarrow 2$ to compare with the numerical blow-up time for the standard reactiondiffusion equation when $\alpha=2$.


### 2.1.1 Fractional Laplace Operator

Marcel Riesz was one of the first to initiate the study of the fractional Laplace operator [53]. Since the operator can be used to describe different phenomena and has various applications, numerous definitions have been proposed as a result. The numerical schemes used to discretize the fractional Laplace operator also vary depending on its representation. For example, a specific numerical strategy was discussed in [2]. The numerical scheme in [2] for solving fractional reaction-diffusion is based on matrix transfer techniques (MTT) that was originally introduced in [36] and [6]. The fractional Laplace operator can be defined as a pseudo-differential operator using the Fourier transform

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} u(\mathbf{x})=\mathcal{F}^{-1}\left[|k|^{\alpha} \mathcal{F}[u]\right] \tag{2.2}
\end{equation*}
$$

for $\alpha>0 . \mathcal{F}$ and $\mathcal{F}^{-1}$ are the Fourier and Inverse Fourier transforms, respectively. The standard Laplace operator is a special case of (2.2) for $\alpha=2$.

If $u: R^{n} \rightarrow R$, then the fractional Laplacian defined in terms of the hypersingular integral is given by

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} u(\mathbf{x})=c_{n, \alpha} P . V . \int_{R^{n}} \frac{u(\mathbf{x})-u(\mathbf{y})}{|\mathbf{x}-\mathbf{y}|^{n+\alpha}} d \mathbf{y} \tag{2.3}
\end{equation*}
$$

for $\alpha \in(0,2)$, and the $c_{n, \alpha}$ is a constant given by

$$
c_{n, \alpha}=\frac{2^{\alpha-1} \alpha \Gamma\left(\frac{\alpha+n}{2}\right)}{\sqrt{\pi^{n}} \Gamma\left(1-\frac{\alpha}{2}\right)}
$$

where P.V. stands for the Cauchy principal value and $\Gamma$ represents the Gamma function. There are other equivalent representations of the fractional Laplace operator, such as

- Balakrishna's definition

$$
(-\Delta)^{\alpha / 2} u(x)=\frac{\sin \left(\pi \frac{\alpha}{2}\right)}{\pi} \int_{0}^{\infty}(-\Delta)(t-\Delta)^{-1} u(x) \frac{d t}{t^{1-\alpha / 2}}
$$

- the spectral fractional Laplacian of $u$

$$
(-\Delta)^{\alpha / 2} u(x)=\frac{1}{\Gamma(-\alpha / 2)} \int_{0}^{\infty}\left(e^{t \Delta} u(x)-u(x)\right) \frac{d t}{t^{1+\alpha / 2}}
$$

where $e^{t \Delta}$ is heat semigroup.

- as the generator of $\alpha$-stable Lévy processes

$$
(-\Delta)^{\alpha / 2} u(x)=\lim _{h \rightarrow 0^{+}} \frac{1}{h} E\left[u(x)-u\left(x+X_{h}\right)\right]
$$

where $X_{t}$ is the isotropic $\alpha$-stable Lévy process.

For a complete list of representations of the fractional Laplace operator, refer to [42, 21]. In this thesis, we will use the one-dimensional fractional Laplace operator written in terms of the hypersingular integral

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} u(x)=c_{1, \alpha} P . V . \int_{R} \frac{u(x)-u(y)}{|x-y|^{1+\alpha}} d y \tag{2.4}
\end{equation*}
$$

for $\alpha \in(0,2)$, and the $c_{1, \alpha}$ is a constant given by

$$
c_{1, \alpha}=\frac{2^{\alpha-1} \alpha \Gamma\left(\frac{\alpha+n}{2}\right)}{\sqrt{\pi} \Gamma\left(1-\frac{\alpha}{2}\right)}
$$

where P.V. stands for the Cauchy principal value and $\Gamma$ represents the Gamma function.

### 2.1.2 Discretization of the Fractional Laplace Operator

The discretization of Laplacian in (2.2) when $\alpha=2$ has been thoroughly examined; however, the numerical methods for the fractional case are still being discussed. There are many challenges; one is the numerical approximation of (2.3) with higher accuracy.

We will be using the numerical scheme introduced in [23] where the weighted trapezoidal rule (WTR) is used to approximate the fractional Laplacian given in (2.3) after formulating it as a weighted integral of a weaker singular function on the bounded domain $\Omega=(-l, l)$. The physical domain $\Omega=(-l, l)$ of width $L=2 l$ is subdivided into
$K$ sub-intervals of equal width $h=L / K$ with grid points $\left\{x_{i}\right\}_{i=0}^{K}$ given by $x_{i}=-l+i h$ for $i=0, \ldots, K$. For any grid function $\left\{U_{i}\right\}_{i=0}^{K}$, whose value in $\Omega^{c}$ is $U_{\infty}$, the discrete fractional Laplacian is

$$
\begin{align*}
-(-\Delta)_{h}^{\alpha / 2} U_{j}=\frac{c_{1, \alpha}}{2} & \left(\delta_{\gamma}^{1} U_{j} \int_{0}^{h} \xi^{\gamma-(\alpha+1)} d \xi\right. \\
& +\sum_{k=2}^{K} \frac{c_{1, \alpha}}{2}\left(\delta_{\gamma}^{k-1} U_{j}+\delta_{\gamma}^{k} U_{j}\right) \int_{\xi_{k-1}}^{\xi_{k}} \xi^{\gamma-(\alpha+1)} d \xi \\
& \left.+2 c_{1, \alpha}\left(U_{j}-U_{\infty}\right) \int_{L}^{\infty} \xi^{-(1+\alpha)} d \xi\right) \tag{2.5}
\end{align*}
$$

where

$$
\delta_{\gamma}^{k} U_{j}=\frac{U_{j+k}-2 U_{j}+U_{j-k}}{(k h)^{\gamma}}
$$

Denote the discretized fractional Laplacian by $\mathcal{L}_{h, \alpha}:=-(-\Delta)_{h}^{\alpha / 2} u\left(x_{j}, t_{n}\right)$. The finite difference scheme of (2.3) in matrix notation is given by

$$
(-\Delta)_{h, \gamma}^{\alpha / 2} \mathbf{u}=A \mathbf{u}
$$

where $\gamma \in(\alpha, 2]$ is the introduced splitting parameter. $A$ is the matrix representation of the fractional Laplacian given by

$$
A_{i j}=C_{\alpha, \gamma}^{h}\left\{\begin{array}{l}
\sum_{k=2}^{K-1} \frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{\gamma}}+\frac{K^{\nu}-(K-1)^{\nu}}{K^{\gamma}}+\left(2^{\nu}+k_{\gamma}-1\right)+\frac{2 \nu}{\alpha K^{\alpha}} \quad \text { for } j=i  \tag{2.6}\\
-\frac{(|j-i|+1)^{\nu}-(|j-i|-1)^{\nu}}{2|j-i|^{\gamma}}, \quad \text { for } j \neq i, i \pm 1 \\
-\frac{1}{2}\left(2^{\nu}+k_{\gamma}-1\right), \quad \text { for } j=i \pm 1 .
\end{array}\right.
$$

where

$$
C_{\alpha, \gamma}^{h}=\frac{c_{1, \alpha}}{\nu h^{\alpha}}
$$

and $\nu=\gamma-\alpha$. The matrix representation 2.6 for $\alpha=2$ simplifies to central difference scheme discussed in [18]

$$
\frac{U_{j}^{n+1}-U_{j}^{n}}{\Delta t_{n}}-\frac{U_{j+1}^{n}-2 U_{j}^{n}+U_{j-1}^{n}}{h^{2}}=f\left(U_{j}^{n}\right)
$$

This will also be tested numerically. The finite difference equation for Problem (2.1) is thus given by

$$
\begin{equation*}
\frac{U_{j}^{n+1}-U_{j}^{n}}{\tau}+(-\Delta)_{h}^{\alpha / 2} U_{j}^{n}=f\left(U_{j}^{n}\right), \quad j=1, \ldots, K-1, n=1, \ldots \tag{2.7}
\end{equation*}
$$

Equation (2.7) yields the explicit updating rule

$$
\begin{equation*}
U_{j}^{n+1}=\left(I-\tau(-\Delta)_{h}^{\alpha / 2}\right) U_{j}^{n}+\tau f\left(U_{j}^{n}\right) \tag{2.8}
\end{equation*}
$$

For convenience, we define $L=\left(I-\tau(-\Delta)_{h}^{\alpha / 2}\right)$ so that $U_{j}^{n+1}=L U_{j}^{n}+. \tau f\left(U_{j}^{n}\right)$.
Let $H:[0, \infty) \rightarrow[0, \infty)$ be a monotone increasing function that satisfies

$$
H(s)>0 \text { for } s>0 \quad \text { and } \lim _{s \rightarrow \infty} H(s)=\infty
$$

We define our numerical approximation $\hat{T}$ of the blow-up time $T>0$ to be the first time instant $\tau_{n}=n \tau$ so that

$$
\begin{equation*}
\tau_{n-1} H\left(\left\|U^{n-1}\right\|_{\infty}\right)<1, \quad \text { and } \tau_{n} H\left(\left\|U^{n}\right\|_{\infty} \geq 1\right. \tag{2.9}
\end{equation*}
$$

### 2.2 Error Estimates and Convergence Analysis

In this section we prove stability and convergence of the finite difference scheme (2.7) before the blow-up time is reached, show that the finite difference solution is strictly increasing under conditions on $f$ and $u_{0}$, and finally prove that the estimate (2.9) converges to the true blow-up time when $\tau$ and $h$ tend to zero.

Assumption 1. Assume the reaction function $f:[0, \infty) \rightarrow \mathbb{R}$ appearing in the reactiondiffusion Equation (2.1) is positive, increasing, and convex, i.e. $f(u), f^{\prime}(u), f^{\prime \prime}(u)>0$ for all $u>0$. Moreover, assume that the blow-up time exists, i.e.

$$
\begin{equation*}
T^{*}=\int_{U^{0}}^{\infty} \frac{1}{f(s)} d s<\infty \tag{2.10}
\end{equation*}
$$

We first establish a suitable $\alpha$-dependent Courant-Friedrichs-Lewy (CFL) condition on the spatial and temporal discretization parameters, $\tau$ and $h$, that ensures stability of the forward Euler scheme (2.7).

Lemma 1. For any $K \in \mathbb{N}, \alpha \in(0,2)$, and $\nu=2-\alpha$,

$$
\begin{equation*}
\sum_{k=2}^{K} \frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{2}}+\frac{K^{\nu}-(K-1)^{\nu}}{K^{2}}+\frac{2 \nu}{\alpha K^{\alpha}} \leq \frac{2 \nu}{\alpha} \tag{2.11}
\end{equation*}
$$

Proof. We attain this bound by noting that the upper bound in (2.11) is equal to the integral $2 \int_{1}^{\infty} x^{-2} d\left(x^{\nu}\right)$, and that the sum on its left represents an underestimating numerical quadrature rule. Specifically, for any $k \geq 2$,

$$
\frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{2}}=\int_{k-1}^{k+1} k^{-2} d\left(x^{\nu}\right) \approx \int_{k-1}^{k+1} x^{-2} d\left(x^{\nu}\right)
$$

represents a weighted midpoint rule, whose error is given by

$$
\int_{k-1}^{k+1}\left(x^{-2}-k^{-2}\right) d\left(x^{\nu}\right)=\int_{k-1}^{k+1} \nu\left(x^{-2}-k^{-2}\right) x^{\nu-1} d x
$$

If $\nu-1<0$, the mapping $x \mapsto x^{\nu-1}$ is decreasing. This, together with the convexity of $x \mapsto x^{-2}$, then imply

$$
\begin{align*}
\int_{k-1}^{k+1} \nu\left(x^{-2}-k^{-2}\right) x^{\nu-1} d x & \geq \nu(k+1)^{\nu-1} \int_{k-1}^{k+1}\left(x^{-2}-k^{-2}\right) d x \\
& \geq \nu(k+1)^{\nu-1} \int_{k-1}^{k+1}\left(-2 k^{-3}(x-k)\right) d x=0 \tag{2.12}
\end{align*}
$$

If, on the other hand, $\nu-1>0$, then it can readily be seen that the function $x \mapsto$ $\nu x^{\nu-1}\left(x^{-2}-k^{-2}\right)$ is decreasing, convex and has a zero at $x=k$. Similarly, the last term represents a weighted right-hand sum. If $\nu>1$, then since $x \mapsto x^{-2}$ is decreasing,

$$
\int_{K-1}^{K}\left(x^{-2}-K^{-2}\right) d\left(x^{\nu}\right) \geq 0
$$

whereas if $\nu<1$, the differential $d\left(x^{\nu}\right)=\nu x^{\nu-1} d x$ is decreasing and hence

$$
\begin{align*}
\int_{K-1}^{K}\left(x^{-2}-K^{-2}\right) d\left(x^{\nu}\right) & =\int_{K-1}^{K}\left(x^{-2}-K^{-2}\right) \nu x^{\nu-1} d x \\
& \geq \nu K^{\nu-1} \int_{K-1}^{K}\left(x^{-2}-K^{-2}\right) d x \geq 0 \tag{2.13}
\end{align*}
$$

Estimates (2.12) and (2.13) now imply

$$
\begin{aligned}
& \sum_{k=2}^{K} \frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{2}}+\frac{K^{\nu}-(K-1)^{\nu}}{K^{2}}+\frac{2 \nu}{\alpha K^{\alpha}} \\
\leq & \sum_{k=2}^{K} \int_{k-1}^{k+1} x^{-2} d\left(x^{\nu}\right)+\int_{K-1}^{K} x^{-2} d\left(x^{\nu}\right)+2 \int_{K}^{\infty} x^{-2} d\left(x^{\nu}\right) \\
\leq & 2 \int_{1}^{\infty} x^{-2} d\left(x^{\nu}\right)=\frac{2 \nu}{\alpha} .
\end{aligned}
$$

Lemma 2. If, for any $\eta \in(0,1)$, the discretization parameters $h$ and $\tau$ satisfy the CFL condition

$$
\begin{equation*}
\frac{\tau}{h^{\alpha}} \leq\left(\frac{c_{1, \alpha}}{\nu}\left[\frac{2 \nu}{\alpha}+2^{\nu}+1\right]\right)^{-1} \eta \tag{2.14}
\end{equation*}
$$

then the diagonal entries of the matrix $L=I-\tau(-\Delta)_{h}^{\alpha / 2}$ satisfy $L_{i i} \geq 1-\eta$ for $i=$ $1, \ldots, K$. In this case, its induced maximum norm satisfies $\|L\|_{\infty} \leq 1$.

Proof. By virtue of the upper bound (2.11), we have

$$
\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i i} \leq \frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{\nu}\left[\frac{2 \nu}{\alpha}+2^{\nu}+1\right]
$$

To establish a lower bound on the diagonal term $L_{i i}$, it thus suffices to show that the expression

$$
s(\alpha):=\frac{c_{1, \alpha}}{\nu}\left[\frac{2 \nu}{\alpha}+2^{\nu}+1\right]=\frac{2^{\alpha} \Gamma\left(\frac{1+\alpha}{2}\right)}{\sqrt{\pi} \Gamma\left(1-\frac{\alpha}{2}\right)}+\frac{2^{\alpha-1} \alpha \Gamma\left(\frac{1+\alpha}{2}\right)}{\nu \sqrt{\pi} \Gamma\left(1-\frac{\alpha}{2}\right)}\left(2^{\nu}+1\right)
$$

is positive and bounded above for all $\alpha \in[0,2]$. Clearly, $s(\alpha)$ is continuous and positive for $\alpha \in(0,2)$, since it is a composition of continuous, positive functions on this domain. Using the fact that $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$, we obtain

$$
\lim _{\alpha \rightarrow 0^{+}} s(\alpha)=1
$$

Moreover, since $\nu \Gamma\left(1-\frac{\alpha}{2}\right)=2 \frac{\nu}{2} \Gamma\left(\frac{\nu}{2}\right)=2 \Gamma\left(1+\frac{\nu}{2}\right)$, we have

$$
\lim _{\alpha \rightarrow 2^{-}} \frac{2^{\alpha-1} \alpha \Gamma\left(\frac{1+\alpha}{2}\right)}{\nu \sqrt{\pi} \Gamma\left(1-\frac{\alpha}{2}\right)}=\lim _{\alpha \rightarrow 2^{-}} \frac{2^{\alpha-1} \alpha \Gamma\left(\frac{1+\alpha}{2}\right)}{\left.\sqrt{\pi} 2 \Gamma\left(1+\frac{\nu}{2}\right)\right)}=1,
$$

and since $\Gamma\left(\frac{\nu}{2}\right) \rightarrow \infty$ as $\alpha \rightarrow 2^{-}$and hence $\nu \rightarrow 0^{+}$, we have

$$
\lim _{\alpha \rightarrow 2^{-}} \frac{2^{\alpha} \Gamma\left(\frac{1+\alpha}{2}\right)}{\sqrt{\pi} \Gamma\left(1-\frac{\alpha}{2}\right)}=0 .
$$

Combining these two limits yields

$$
\lim _{\alpha \rightarrow 2^{-}} s(\alpha)=2 .
$$

If $\tau$ and $h$ are chosen to satisfy Inequality (2.14), then

$$
L_{i i}=1-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i i} \geq 1-\frac{\tau}{h^{\alpha}} s(\alpha) \geq 1-\eta .
$$

To bound $\|L\|_{\infty}$, we note that the CFL condition (2.14) guarantees $L_{i i}>0$. Moreover, for $j=1, \ldots, K-1$ and $j \neq i$, the off-diagonal terms

$$
L_{i j}=-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i j}= \begin{cases}\frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{2 \nu}\left(2^{\nu}+1\right), & \text { if } j=i \pm 1 \\ \frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{2 \nu}\left[\frac{(|j-i|+1)^{\nu}-(|j-i|-1)^{\nu}}{|j-i|^{2}}\right], & \text { if }|j-i|>1\end{cases}
$$

are also nonnegative. Hence, the matrix norm is given by the maximum row sum, i.e.

$$
\|L\|_{\infty}=\max _{i} \sum_{j=1}^{K-1} L_{i j}=1+\sum_{j=1}^{K-1}-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i j}
$$

We will show that $\sum_{j=1}^{K-1}-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i j} \leq 0$ for any $i=1, \ldots, K-1$, from which the result follows. Indeed, letting $k=|i-j|$, we note that

$$
\begin{aligned}
\sum_{\substack{j=1 \\
|j-i|>1}}^{K-1}-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i j} & =\frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{2 \nu} \sum_{\substack{j=1}}^{K-1}\left[\frac{(|j-i|+1)^{\nu}-(|j-i|-1)^{\nu}}{|j-i|^{2}}\right] \\
& \leq \frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{\nu} \sum_{k=2}^{K-i \mid>1}\left[\frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{2}}\right]
\end{aligned}
$$

Also,

$$
-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i, i-1}-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i, i+1}=\frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{\nu}\left(2^{\nu}+1\right) .
$$

On the other hand,

$$
\begin{aligned}
&-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i i}=\frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{\nu}\left[-\sum_{k=2}^{K-1} \frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{2}}-\frac{K^{\nu}-(K-1)^{\nu}}{K^{2}}\right. \\
&\left.-\left(2^{\nu}+1\right)-\frac{2 \nu}{\alpha K^{\alpha}}\right] .
\end{aligned}
$$

Therefore,

$$
\sum_{j=1}^{K-1}-\tau\left[(-\Delta)_{h}^{\alpha / 2}\right]_{i j} \leq \frac{\tau}{h^{\alpha}} \frac{c_{1, \alpha}}{\nu}\left[-\frac{K^{\nu}-(K-1)^{\nu}}{K^{2}}-\frac{2 \nu}{\alpha K^{\alpha}}\right] \leq 0
$$

Remark 1. Note that, since $s(\alpha) \rightarrow 2$ as $\alpha \rightarrow 2^{-}$, Inequality (2.14) reduces to the CFL condition

$$
\frac{\tau}{h^{2}} \leq \frac{1}{2} \eta, \quad \text { for } \eta \in(0,1)
$$

which is used to ensure stability for the classical central difference scheme.
It follows from Theorem 3.2 in [23] and simple Taylor expansion arguments that the local truncation error $\zeta(\tau, h)$ of the scheme in (2.7), given by

$$
\begin{equation*}
\zeta(\tau, h):=\frac{u\left(x_{j}, t_{n+1}\right)-u\left(x_{j}, t_{n}\right)}{\tau}+(-\Delta)_{h}^{\alpha / 2} u\left(x_{j}, t_{n}\right)-f\left(u\left(x_{j}, t_{n}\right)\right), \tag{2.15}
\end{equation*}
$$

satisfies $\zeta(\tau, h)=O\left(\tau+h^{2}\right)$ as $\tau, h \rightarrow 0^{+}$, provided the solution $u \in C^{2}\left([0, T], C^{3, \alpha}(\Omega)\right)$ for any time $T<T^{*}$ before the blow-up. The global convergence before onset of the blow-up now follows by standard arguments. Specifically

Theorem 2.1. Let the error $E^{n} \in \mathbb{R}^{K-1}$ be given by $E_{j}^{n}=u\left(x_{j}, t_{n}\right)-U_{j}^{n}$, for $j=$ $1, \ldots K-1$ and $n=1, \ldots, N$, and for any time $t_{N}<T^{*}$, let

$$
C=\max _{\substack{0<t<t_{N} \\ x \in \Omega}}\left|f^{\prime}(u(x, t))\right| .
$$

Then, for any $\tau>0$ and $h>0$ satisfying the CFL condition (2.14), we have

$$
\begin{equation*}
\left\|E^{N}\right\|_{\infty} \leq \frac{e^{C t_{N}}}{C}\left(C\left\|E^{0}\right\|_{\infty}+\zeta(\tau, h)\right)=O\left(\tau+h^{2}\right) \tag{2.16}
\end{equation*}
$$

Proof. Applying the updating formula (2.8) to the error and invoking Equation (2.15) gives

$$
E_{j}^{N}=L E_{j}^{N-1}+\tau\left[f\left(u\left(x_{j}, t_{N-1}\right)\right)-f\left(U_{j}^{N-1}\right)\right]+\tau \zeta(\tau, h),
$$

We proceed to bound $\left\|E^{N}\right\|_{\infty}$ recursively, making use of geometric series and the bound $\|L\|_{\infty} \leq 1$ under Condition (2.14), to obtain

$$
\begin{aligned}
\left\|E^{N}\right\|_{\infty} & \leq(1+\tau C)\left\|E^{N-1}\right\|_{\infty}+\tau \zeta(\tau, h) \\
& \leq(1+\tau C)^{N}\left\|E^{0}\right\|_{\infty}+\tau \zeta(\tau, h) \sum_{n=0}^{N-1}(1+\tau C)^{n} \\
& =(1+\tau C)^{N}\left\|E^{0}\right\|_{\infty}+\left(\frac{(1+\tau C)^{N}-1}{C}\right) \zeta(\tau, h) \\
& \leq \frac{(1+\tau C)^{N}}{C}\left(C\left\|E^{0}\right\|_{\infty}+\zeta(\tau, h)\right) .
\end{aligned}
$$

The result now follows from the inequality $(1+\tau C)^{N} \leq e^{N \cdot \tau C}=e^{C t_{N}}$.

### 2.2.1 Existence and Error of Numerical Blow-Up Time

In this section we show that for a sufficiently large initial condition, the finite difference approximation $U_{j}^{n}$ diverges as $n \rightarrow \infty$ so that the numerical blow-up estimate given in (2.9) is well-defined. Specifically, we make the following assumption.

Assumption 2. Assume that the initial condition $U^{0} \geq 0$ satisfies

$$
\begin{equation*}
-(-\Delta)_{h}^{\alpha / 2} U_{i}^{0}+f\left(U_{i}^{0}\right) \geq a f\left(U_{i}^{0}\right), i=0, \ldots, K \tag{2.17}
\end{equation*}
$$

for some $a \in(0,1)$, where $U_{i}^{0}=u_{0}\left(x_{i}\right)$ for $i=0, \ldots K$.

Lemma 3. For the function $f$ satisfying Assumptions 1 and 2 and any grid function $U_{i}$ on $\Omega$ that is constant on $\Omega^{c}$, we have

$$
\begin{equation*}
(-\Delta)_{h}^{\alpha / 2} f\left(U_{i}\right) \leq f^{\prime}\left(U_{i}\right)(-\Delta)_{h}^{\alpha / 2} U_{i}, \quad i=1, \ldots, K-1 \tag{2.18}
\end{equation*}
$$

Proof. Applying a first order Taylor approximation to the central difference and using the convexity of $f$, we obtain

$$
\begin{aligned}
\delta_{2}^{k} f\left(U_{i}\right) & =\frac{f\left(U_{i+k}\right)-2 f\left(U_{i}\right)+f\left(U_{i-k}\right)}{\xi_{k}^{2}} \\
& =f^{\prime}\left(U_{i}\right) \delta_{2}^{k} U_{i}+\frac{f^{\prime \prime}\left(\zeta_{1}\right)}{2 \xi_{k}^{2}}\left(U_{i+k}-U_{i}\right)^{2}+\frac{f^{\prime \prime}\left(\zeta_{2}\right)}{2 \xi_{k}^{2}}\left(U_{i-k}-U_{i}\right)^{2} \\
& \geq f^{\prime}\left(U_{i}\right) \delta_{2}^{k} U_{i}
\end{aligned}
$$

where $\zeta_{1}$ is some point between $U_{i}$ and $U_{i+k}$ and $\zeta_{2}$ lies between $U_{i}$ and $U_{i-k}$. Similarly,

$$
f\left(U_{i}\right)-f\left(U_{\infty}\right) \geq f^{\prime}\left(U_{i}\right)\left(U_{i}-U_{\infty}\right) .
$$

The result now follows from the definition of the discrete fractional Laplacian given in terms of central differences by Equation (2.5).

The following lemma shows that under the above assumptions, the finite difference solution is increasing with time and hence there exists an approximate blow up time.

Lemma 4. Let $U_{j}^{n}$ solve the finite difference equation (2.7) and Assumptions 1 and 2 hold, then

$$
\begin{equation*}
\frac{U_{i}^{n+1}-U_{i}^{n}}{\tau}=-(-\Delta)_{h}^{\alpha / 2} U_{i}^{n}+f\left(U_{i}^{n}\right) \geq a f\left(U_{i}^{n}\right) \tag{2.19}
\end{equation*}
$$

for any $i=1, \ldots, K-1$, and $n \geq 1$.

Proof. Let

$$
V_{i}^{n}=-(-\Delta)_{h}^{\alpha / 2} U_{i}^{n}+(1-a) f\left(U_{i}^{n}\right),
$$

for $i=1, \ldots, K-1$ and $n \geq 1$. By Assumption $2, V_{i}^{0} \geq 0$ for $i=1, \ldots K-1$. Suppose by way of induction that $V_{i}^{n} \geq 0$ for $i=1, \ldots, K-1$. Then, by definition

$$
\begin{equation*}
\frac{V_{i}^{n+1}-V_{i}^{n}}{\tau}=\mathcal{L}_{h, \alpha}\left(\frac{U_{i}^{n+1}-U_{i}^{n}}{\tau}\right)+(1-a)\left(\frac{f\left(U_{i}^{n+1}\right)-f\left(U_{i}^{n}\right)}{\tau}\right) . \tag{2.20}
\end{equation*}
$$

Using the finite difference Equation (2.7) and Lemma 3 gives

$$
\begin{aligned}
\mathcal{L}_{h, \alpha}\left(\frac{U_{i}^{n+1}-U_{i}^{n}}{\tau}\right) & =\mathcal{L}_{h, \alpha}\left(\mathcal{L}_{h, \alpha} U_{i}^{n}+f\left(U_{i}^{n}\right)\right) \\
& \geq \mathcal{L}_{h, \alpha} V_{i}^{n}+a f^{\prime}\left(U_{i}^{n}\right) \mathcal{L}_{h, \alpha} U_{i}^{n}
\end{aligned}
$$

Moreover, using Taylor expansion in conjunction with the convexity of $f$ and Equation (2.7) yields

$$
\begin{aligned}
\left(\frac{f\left(U_{i}^{n+1}\right)-f\left(U_{i}^{n}\right)}{\tau}\right) & =f^{\prime}\left(U_{i}^{n}\right)\left(\frac{U_{i}^{n+1}-U_{i}^{n}}{\tau}\right)+\frac{f^{\prime \prime}\left(\zeta_{i}^{n}\right)}{2 \tau}\left(U_{i}^{n+1}-U_{i}^{n}\right)^{2} \\
& \geq f^{\prime}\left(U_{i}^{n}\right)\left(\mathcal{L}_{h, \alpha} U_{i}^{n}+f\left(U_{i}^{n}\right)\right),
\end{aligned}
$$

where $\zeta_{i}^{n}$ is some point between $U_{i}^{n}$ and $U_{i}^{n+1}$. Combining these two estimates in Equation (2.20) gives

$$
\begin{aligned}
\frac{V_{i}^{n+1}-V_{i}^{n}}{\tau} & \geq \mathcal{L}_{h, \alpha} V_{i}^{n}+a f^{\prime}\left(U_{i}^{n}\right) \mathcal{L}_{h, \alpha} U_{i}^{n}+(1-a) f^{\prime}\left(U_{i}^{n}\right)\left(\mathcal{L}_{h, \alpha} U_{i}^{n}+f\left(U_{i}^{n}\right)\right) \\
& =\mathcal{L}_{h, \alpha} V_{i}^{n}+f^{\prime}\left(U_{i}^{n}\right) V_{i}^{n} \geq \mathcal{L}_{h, \alpha} V_{i}^{n}
\end{aligned}
$$

by the positive slope of $f$ and the induction hypothesis. To prove $V_{i}^{n+1} \geq 0$ for $i=$ $1, \ldots, K-1$, it suffices to show that $\left(I+\tau \mathcal{L}_{h, \alpha}\right) V_{i}^{n} \geq 0$. This in turn is only possible if all entries of $I+\tau \mathcal{L}_{h, \alpha}$ are non-negative. Moreover, Expression (2.10) in [23] reveals that all off-diagonal entries in $\mathcal{L}_{h, \alpha}$ are non-negative, and by Lemma 2 the diagonal entries are also non-negative.

Lemma 5. If (2.19) then

$$
\begin{equation*}
\frac{\left\|U^{n+1}\right\|_{\infty}-\left\|U^{n}\right\|_{\infty}}{\tau} \geq a f\left(\left\|U^{n}\right\|_{\infty}\right) \tag{2.21}
\end{equation*}
$$

Proof. From

$$
\frac{U_{j}^{n+1}-U_{j}^{n}}{\tau} \geq a f\left(U_{j}^{n}\right)
$$

where

$$
\begin{gathered}
\left\|U_{j}^{n}\right\|_{\infty}=\max _{j}\left|U_{j}^{n}\right| \\
U_{j}^{n+1} \geq \tau a f\left(U_{j}^{n}\right)+U_{j}^{n} \\
\left\|U_{j}^{n+1}\right\|_{\infty} \geq \tau a f\left(U_{j}^{n}\right)+U_{j}^{n}
\end{gathered}
$$

Specifically, $U_{\tilde{j}}^{n}=\left\|U^{n}\right\|_{\infty}$ for $j=\tilde{j}$

$$
\left\|U_{j}^{n+1}\right\|_{\infty} \geq \tau a f\left(\left\|U^{n}\right\|_{\infty}\right)+\left\|U^{n}\right\|_{\infty}
$$

Consequence of (2.21)

$$
\begin{gathered}
\lim _{n \rightarrow \infty} U_{j}^{n}=\infty \\
\sum_{n=0}^{N} \frac{\left\|U^{n+1}\right\|_{\infty}-\left\|U^{n}\right\|_{\infty}}{\tau}=\frac{\left\|U^{n+1}\right\|_{\infty}-\left\|U^{0}\right\|_{\infty}}{\tau} \\
\geq a \sum_{n=0}^{N} f\left(\left\|U^{n}\right\|_{\infty}\right) \rightarrow \infty \quad \text { as } \quad N \rightarrow \infty
\end{gathered}
$$

This means that a numerical stopping time exists. For any $H$ with $H(s)>0$, $H^{\prime}(s)>0$ for some $s$ and $\lim _{s \rightarrow \infty} H(s)=\infty$ there is $n_{\tau}$ such that

$$
\tau H\left(\left\|U^{n_{\tau-1}}\right\|_{\infty}<1, \quad \tau H\left(\left\|U^{n_{\tau}}\right\|_{\infty} \geq 1\right.\right.
$$

Use Proposition 2 in [1] with condition

$$
\sigma^{2} U_{j}^{0}+f\left(U_{j}^{0}\right) \geq 0
$$

replaced with

$$
-(-\Delta)_{h}^{\alpha / 2} U_{j}^{0}+(1-a) f\left(U_{j}^{0}\right) \geq 0 \quad \text { for some } a \in(0,1)
$$

Recall that the $L^{p}$ norm is defined by

$$
\left\|U^{n}\right\|_{p}= \begin{cases}\left(\sum_{j=1}^{N-1} h\left|U_{j}^{n}\right|^{p}\right)^{\frac{1}{p}}, & \text { if } 1 \leq p<\infty \\ \max _{j=1, \ldots N-1}\left|U_{j}^{n}\right|, & \text { if } p=\infty\end{cases}
$$

Definition 1. Let T be the blow-up time of the solution $u$ of Equation (2.1). Define $T_{\infty}=\tau n_{\tau}$ to be the numerical blow-up time.

Theorem 2.2. If H satisfies

$$
\tau \ln f\left(H^{-1}\left(\frac{1}{\tau}\right)\right) \rightarrow 0 \quad \text { as } \quad \tau \rightarrow 0
$$

then $T_{\infty} \rightarrow T$ as $\tau \rightarrow 0$.

Proof. We omit the proof of the theorem as it is essentially proved in the following papers of Nakagawa [49] and Cho [18, 17].

### 2.3 Numerical Experiments

In this section, we apply the discretization scheme described in Section 2.1.2 for the fractional Laplace operator $-(-\Delta)^{\alpha / 2}$. We aim to detect and estimate the numerical blow-up times for Problem (2.1), in particular when the reaction term is $f(u)=u^{2}$ and $f(u)=e^{u}$, verify error estimates and convergence results numerically.

### 2.3.1 The Blow-up Time for the Reaction Term $f(u)=u^{2}$

Example 1. Consider the equation $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in \Omega=(-1,1), t>0$ with the following non-negative initial condition

$$
u(0, x)=u_{0}= \begin{cases}7\left(1-x^{2}\right)^{1+m} & x \in(-1,1) \\ 0 & \text { else }\end{cases}
$$

and the zero Dirichlet boundary condition

$$
u(x, t)=0 \quad x \in R \backslash \Omega, t>0 .
$$

We should choose an increasing function $H(s)$ such that $\lim _{s \rightarrow \infty} H(s)=\infty$ and

$$
\tau \ln f\left(H^{-1}\left(\frac{1}{\tau}\right)\right) \rightarrow 0 \quad \text { as } \quad \tau \rightarrow 0
$$

for $\tau>0$. We stop the numerical computation when $H\left(\left\|U^{n_{\tau}}\right\|_{\infty} \geq 1\right.$ at the step $n_{\tau}$. There is no well ordered way to choose the function $H$. However, following [22] we will begin with $H(s)=s$ as a starting choice. The discrete initial and boundary conditions are

$$
U_{j}^{0}=u_{0}\left(x_{j}\right), \quad j=1, \ldots, J-1
$$

and

$$
U_{0}^{n}=U_{J}^{n}=0 \quad n \geq 0,
$$

where $h$ is the spatial grid size and $\tau$ is the temporal mesh size.
Similar to the classical Laplace operator, the stability condition needs to be ensured for the fractional case since explicit methods have been used. We have previously shown that all entries of $I+\tau \mathcal{L}_{h, \alpha}$ are non-negative. Now, we aim to find an estimate for $C$. This will also help us to establish our numerical results and ensure the stability of the scheme. We start with

$$
1-\tau \frac{c_{1, \alpha}}{\nu h^{\alpha}}\left(\sum_{k=2}^{K-1} \frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{\gamma}}+\frac{K^{\nu}-(K-1)^{\nu}}{K^{\gamma}}+2^{\nu}+\kappa_{\gamma}-1+\frac{2 \nu}{\alpha K^{\alpha}}\right) \geq 0
$$

Equivalently,

$$
\tau \frac{c_{1, \alpha}}{\nu h^{\alpha}}\left(\sum_{k=2}^{K-1} \frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{\gamma}}+\frac{K^{\nu}-(K-1)^{\nu}}{K^{\gamma}}+2^{\nu}+\kappa_{\gamma}-1+\frac{2 \nu}{\alpha K^{\alpha}}\right) \leq 1 .
$$

We need to find an upper bound $C$

$$
\begin{equation*}
\sum_{k=2}^{K-1} \frac{(k+1)^{\nu}-(k-1)^{\nu}}{k^{\gamma}}+\frac{K^{\nu}-(K-1)^{\nu}}{K^{\gamma}}+2^{\nu}+\kappa_{\gamma}-1+\frac{2 \nu}{\alpha K^{\alpha}} \leq C \tag{2.22}
\end{equation*}
$$

where $C$ does not depend on $h$ (or $K$ ), then we can ensure positivity by choosing

$$
\tau \leq \frac{\nu}{C c_{1, \alpha}} h^{\alpha} .
$$

We have that

$$
\begin{aligned}
\gamma & \in(\alpha, 2], \\
\nu & =\gamma-\alpha, \\
K & =\frac{L}{h}, \\
\kappa_{\gamma} & =\left\{\begin{aligned}
1, & \text { if } \gamma \in(\alpha, 2) \\
2, & \text { if } \gamma=2
\end{aligned}\right. \\
c_{1, \alpha} & =\frac{2^{\alpha-1} \alpha \Gamma((\alpha+1) / 2)}{\sqrt{\pi} \Gamma(1-\alpha / 2)}
\end{aligned}
$$

The Tables 2.1 and 2.2 estimate the expression (2.22) for different values of $\alpha, \gamma$ and $\kappa_{\gamma}$.

Table 2.1: Estimating expression (2.22) for $\kappa_{\gamma}=2$

| $\alpha$ | 1 | 0.5 | 1.5 | 1.999 |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma$ | 2 | 2 | 2 | 2 |
| $\nu=\gamma-\alpha$ | 1 | 1.5 | 0.5 | 0.001 |
| estimate | $\mathbf{4 . 2 9 0}$ | $\mathbf{8 . 6 4 9}$ | $\mathbf{2 . 7 6 3}$ | $\mathbf{2 . 0 0 1}$ |

Table 2.2: Estimating expression (2.22) for $\kappa_{\gamma}=1$

| $\alpha$ | 0.5 | 0.5 | 0.5 | 1.5 |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma$ | 0.5 | 1 | 1.5 | 1.999 |
| $\nu=\gamma-\alpha$ | 0 | 0.5 | 1 | 0.499 |
| estimate | $\mathbf{1 . 0 0 0}$ | $\mathbf{3 . 0 4 4}$ | $\mathbf{5 . 2 2 5}$ | $\mathbf{1 . 7 6 2}$ |

We use estimate $C$ to ensure the stability

$$
\lambda=\frac{\tau}{h^{\alpha}} \leq \frac{\nu}{C c_{1, \alpha}} .
$$

Table 2.3: Stability when $\kappa_{\gamma}=2$

| $\alpha$ | $\gamma$ | $\nu$ | C | $\lambda$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | 2 | 1.9 | 41.142 | 0.9749 |
| 0.3 | 2 | 1.7 | 14.199 | 0.9232 |
| 0.5 | 2 | 1.5 | 8.649 | 0.8695 |
| 0.7 | 2 | 1.3 | 6.193 | 0.8145 |
| 0.9 | 2 | 1.1 | 4.790 | 0.7595 |
| 1 | 2 | 1 | 4.290 | 0.7323 |
| 1.3 | 2 | 0.7 | 3.236 | 0.6537 |
| 1.5 | 2 | 0.5 | 2.763 | 0.6048 |
| $\mathbf{1 . 9 9 9}$ | $\mathbf{2}$ | $\mathbf{0 . 0 0 1}$ | $\mathbf{2 . 0 0 1}$ | $\mathbf{0 . 5 0 0 2}$ |

Table 2.4: Stability when $\kappa_{\gamma}=1$

| $\alpha$ | $\gamma$ | $\nu$ | C | $\lambda$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.5 | 0.4 | 9.012 | 0.9369 |
| 0.3 | 1 | 0.7 | 5.744 | 0.9396 |
| 0.5 | 0.5 | 0 | 1 | 0 |
| 0.5 | 1 | 0.5 | 3.044 | 0.8235 |
| 0.5 | 1.5 | 1 | 5.225 | 0.9595 |
| 0.7 | 1 | 0.3 | 1.878 | 0.6199 |
| 0.7 | 1.5 | 0.8 | 3.435 | 0.9036 |
| 1.5 | 1.999 | 0.499 | 1.762 | 0.9465 |
| 1.7 | 1.999 | 0.299 | 1.400 | 0.9564 |

From Table 2.3 when $\alpha=1.999$ the stability condition is $\lambda=0.5002$ which is close to the stability in the standard case. This is expected theoretically as for $\alpha=2$ the weighted trapezoidal rule simplifies to the central difference scheme, which has the stability condition $\lambda \leq 0.5$.

When $\alpha=1.5, \gamma=2$ the fractional equation with the specified parameters

$$
\begin{aligned}
L & =2 l=2, \\
K & =100, \\
h & =\frac{L}{K}=\frac{1}{50}, \\
\tau & =\frac{0.3}{50^{2}}
\end{aligned}
$$

leads to the following $\lambda$

$$
\lambda=\frac{\tau}{h^{\alpha}}=\frac{0.3}{50^{2}} \cdot 50^{1.5} \approx 0.0431
$$

which is less than the estimated upper bound 0.6048 . Hence, the stability is ensured.

Next, we need to compute the blow-up time for the fractional PDE. The estimated numerical blow-up time for the specified parameters is $T_{\infty}=0.209880$. See Figure 2.1 below.


Figure 2.1: $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1)$, with $\alpha=1.5, T_{\infty}=0.209880$

As mentioned before, different choices of function $H$ and different norms will lead to different numerical blow-up times. It is very difficult to observe a systematic way of choosing the function $H$. Our choice of $H$ is the identity $H(s)=s$. The table below shows blow-up times for different choices of $H$. We observe that the blow-up times are different by an amount that is within the following range ( $0.00012,0.00648$ ).

Table 2.5: $T_{\infty}$ and $T_{1}$ numerical blow-up times for $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1), \alpha=$ 1.5.

| $H(s)=s^{m}$ | $T_{\infty}$ | $T_{1}$ |
| :--- | :--- | :--- |
| $\mathrm{~m}=0.5$ | 0.210360 | 0.210480 |
| $\mathrm{~m}=1$ | 0.209880 | 0.210120 |
| $\mathrm{~m}=1.1$ | 0.209640 | 0.210120 |
| $\mathrm{~m}=1.3$ | 0.208800 | 0.209880 |
| $\mathrm{~m}=4 / 3$ | 0.208560 | 0.209880 |
| $\mathrm{~m}=3 / 2$ | 0.207120 | 0.209400 |
| $\mathrm{~m}=1.7$ | 0.204360 | 0.208200 |
| $\mathrm{~m}=1.9$ | 0.200160 | 0.205800 |
| $\mathrm{~m}=2$ | 0.197520 | 0.204000 |

This table suggests a pattern which we illustrate graphically below. The convergence is from below for large $H$ while the convergence is from above for small $H$. See Figure 2.2.


Figure 2.2: $T_{\infty}$ and $T_{1}$ blow-up times for different choices of $H$.

However, we aim to find an optimal $H$ numerically. The reference blow-up time corresponding to $n t=2^{19}$ is $T_{\infty}=0.209056$ and is $T_{1}=0.209058$. Next we estimate the error to find what $H$ will minimize the error. The error is defined as

$$
\text { error }=\mid \text { reference blow-up time - blow-up time } \mid .
$$

We find that for $T_{\infty}$ the error is minimized when $m=1.3$ and for $T_{1}$ when $m=1.5$. We illustrate that graphically. See Figure 2.3.


Figure 2.3: The error for different choices of $H$.

Next, we set the splitting parameter $\gamma=2$ and compute the blow-up times for different choices of $\alpha$. The table below suggests a pattern. We observe that the blow-up happens at a later time when $\alpha$ gets larger. We also notice that the $T_{\infty}$ and $T_{1}$ blow-up times are different as it was expected, and the difference is within the following range (0.00024, 0.00036).

Table 2.6: $T_{\infty}$ and $T_{1}$ for $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1), \gamma=2, H(s)=s$.

| $\alpha$ | $T_{\infty}$ | $T_{1}$ |
| :--- | :--- | :--- |
| 0.3 | 0.157800 | 0.158160 |
| 0.5 | 0.161040 | 0.161400 |
| 0.8 | 0.168480 | 0.168840 |
| 1 | 0.176280 | 0.176640 |
| 1.3 | 0.193920 | 0.194160 |
| 1.5 | 0.209880 | 0.210120 |
| 1.7 | 0.228840 | 0.229200 |
| 1.9 | 0.251040 | 0.251280 |
| 1.999 | 0.263760 | 0.264000 |

The plot below is the illustration of Table 2.6.


Figure 2.4: $T_{\infty}$ and $T_{1}$ blow-up times using $\alpha \in[0.3,1.999]$.

Next, we numerically estimate the $T_{1}$ blow-up time. When $\alpha=1.5$ and the $H(s)=s$ the estimated blow-up time is $T_{1}=0.210120$.


Figure 2.5: $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1)$, with $\alpha=1.5, T_{1}=0.210120$.

Below two different blow-up situation are illustrated for $H(s)=s^{2}$ and $\alpha=1.5$, $H(s)=\sqrt{s}$ and $\alpha=1.5$. The estimated numerical blow-up times are $T_{\infty}=0.197520$ and $T_{\infty}=0.210360$, respectively.


Figure 2.6: $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1), \alpha=1.5, H(s)=s^{2}, T_{\infty}=0.197520$.


Figure 2.7: $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1), \alpha=1.5, H(s)=\sqrt{s}, T_{\infty}=0.210480$.

### 2.3.2 The Blow-up Time for the Reaction Term $f(u)=e^{u}$

Example 2. Consider the following fractional equation

$$
\partial_{t} u+(-\Delta)^{\alpha / 2} u=e^{u}, x \in \Omega=(-1,1), t>0
$$

with the exponential reaction term and with the following non-negative initial condition

$$
u(0, x)=u_{0}= \begin{cases}3\left(1-x^{2}\right)^{1+m} & x \in(-1,1) \\ 0 & \text { else }\end{cases}
$$

and the zero Dirichlet boundary condition

$$
u(x, t)=0 \quad x \in R \backslash \Omega, t>0 .
$$

We apply the same discretization described previously in Section 2.1.2. We choose a non-negative increasing function $H(s)=e^{s}-1$ to help to detect the numerical blow-up time. The estimated blow-up time is $T_{\infty}=0.083040$ when $\alpha=1.5$. Moreover, since
$T_{1}=0.083520$ we will omit the graph. We observe the blow-up happens at an earlier time compared to $f(u)=u^{2}$. Also, notice that the initial condition is not taken as large as it is for $f(u)=u^{2}$.


Figure 2.8: $\partial_{t} u+(-\Delta)^{\alpha / 2} u=e^{u}, x \in(-1,1), \alpha=1.5, H(s)=e^{s}-1, T_{\infty}=0.083040$.

Next, we compute the numerical blow-up time for different $\alpha$-s. We can recognize a pattern similar to $f(u)=u^{2}$. We notice that the $T_{\infty}$ and $T_{1}$ numerical blow-up times are different as it was expected, and the difference is within the following range (0.00036, 0.00048).

Table 2.7: $T_{\infty}$ and $T_{1}$ for $\partial_{t} u+(-\Delta)^{\alpha / 2} u=e^{u}, x \in(-1,1), \gamma=2, H(s)=e^{s}-1$.

| $\alpha$ | $T_{\infty}$ | $T_{1}$ |
| :--- | :--- | :--- |
| 0.5 | 0.057360 | 0.057720 |
| 0.8 | 0.060360 | 0.060720 |
| 1 | 0.063720 | 0.064080 |
| 1.3 | 0.072480 | 0.072960 |
| 1.5 | 0.083040 | 0.083520 |
| 1.7 | 0.099960 | 0.100320 |
| 1.9 | 0.125640 | 0.126000 |
| 1.999 | 0.141960 | 0.142440 |

We observe that the blow-up happens at a later time as $\alpha$ gets larger.


Figure 2.9: $T_{\infty}$ and $T_{1}$ blow-up times using $\alpha \in[0.5,1.999]$.

Next, we estimate blow-up times for different choices of $\alpha$. We choose $H(s)=e^{2 s}-1$.

Table 2.8: $T_{\infty}$ and $T_{1}$ for $\partial_{t} u+(-\Delta)^{\alpha / 2} u=e^{u}, x \in(-1,1), \gamma=2, H(s)=e^{2 s}-1$.

| $\alpha$ | $T_{\infty}$ | $T_{1}$ |
| :--- | :--- | :--- |
| 0.5 | 0.045720 | 0.057600 |
| 0.8 | 0.048480 | 0.060600 |
| 1 | 0.051360 | 0.063960 |
| 1.3 | 0.059280 | 0.072120 |
| 1.5 | 0.068880 | 0.080760 |
| 1.7 | 0.084960 | 0.092760 |
| 1.9 | 0.110160 | 0.110400 |
| 1.999 | 0.126480 | 0.122520 |

We also estimate the blow-up times for different choices of the $H$ function as there is no systematic way of choosing the optimal. We observe that for some cases the choice of the function $H$ does not affect the blow-up time.

Table 2.9: $T_{\infty}$ and $T_{1}$ for $\partial_{t} u+(-\Delta)^{\alpha / 2} u=e^{u}, x \in(-1,1), \alpha=1.5$.

| $H(s)=e^{s m}-1$ | $T_{\infty}$ | $T_{1}$ |
| :--- | :--- | :--- |
| $\mathrm{~m}=0.5$ | 0.083400 | 0.083520 |
| $\mathrm{~m}=1$ | 0.083040 | 0.083520 |
| $\mathrm{~m}=1.1$ | 0.082920 | 0.083400 |
| $\mathrm{~m}=1.3$ | 0.081960 | 0.083400 |
| $\mathrm{~m}=4 / 3$ | 0.081840 | 0.083400 |
| $\mathrm{~m}=3 / 2$ | 0.080280 | 0.083400 |

Below is the illustration of blow-up when $\alpha=1$ and $H(s)=e^{2 s}-1$. The estimated blow-up time is $T_{\infty}=0.051360$.


Figure 2.10: $\partial_{t} u+(-\Delta)^{\alpha / 2} u=e^{u}, x \in(-1,1), \alpha=1, H(s)=e^{2 s}-1, T_{\infty}=0.051360$.

### 2.3.3 Convergence Results

In this section, we would like to show mesh refinement. We fix the mesh ratio $\lambda=0.3$ to ensure the stability and start to refine the time mesh by powers of 2 and compute the $T_{\infty}$ and $T_{1}$ numerical blow-up times. Since $\lambda=0.3$ and $\alpha=1.5$ then by solving for $h$ we get

$$
h=\left(\frac{\tau}{0.3}\right)^{2 / 3} .
$$

The tables below represent the estimated error and the rate for $T_{\infty}$ and $T_{1}$ with $\alpha=1.5$ and $H(s)=s$.

Table 2.10: $T_{\infty}$, error and rate for $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1), \gamma=2$.

| $n t$ | time mesh $\tau$ | h | $T_{\infty}$ | error $e$ | rate |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $2^{4}$ | 0.01875000 | 0.15749013 | 0.093750 | 0.115306 | 1.16867269 |
| $2^{5}$ | 0.00937500 | 0.09921257 | 0.065625 | 0.143431 | 0.84047137 |
| $2^{6}$ | 0.00468750 | 0.06250000 | 0.056250 | 0.152806 | 0.67755673 |
| $2^{7}$ | 0.00234375 | 0.03937253 | 0.100781 | 0.108275 | 0.68726313 |
| $2^{8}$ | 0.00117188 | 0.02480314 | 0.214453 | 0.005397 | 1.41255499 |
| $2^{9}$ | 0.00058594 | 0.01562500 | 0.212109 | 0.003053 | 1.39259278 |
| $2^{10}$ | 0.00029297 | 0.00984313 | 0.210645 | 0.001589 | 1.39464977 |
| $2^{11}$ | 0.00014648 | 0.00620079 | 0.210059 | 0.001003 | 1.35838127 |
| $2^{12}$ | 0.00007324 | 0.00390625 | 0.209546 | 0.000490 | 1.37436633 |
| $2^{13}$ | 0.00003662 | 0.00246078 | 0.209326 | 0.000270 | 1.36785611 |
| $2^{14}$ | 0.00001831 | 0.00155020 | 0.209198 | 0.000142 | 1.36948087 |
| $2^{15}$ | 0.00000916 | 0.00097656 | 0.209134 | 0.000078 | 1.36461664 |
| $2^{16}$ | 0.00000458 | 0.00061520 | 0.209093 | 0.000037 | 1.38019830 |
| $2^{17}$ | 0.00000229 | 0.00038755 | 0.209072 | 0.000016 | 1.40572664 |
| $2^{18}$ | 0.00000114 | 0.00024414 | 0.209062 | 0.000006 | 1.44555051 |

Note that the error is defined defined as

$$
e=\left|T_{\infty}-r e f\right|
$$

where ref is the reference blow-up time $T_{\infty}=0.209056$ corresponding to $n t=2^{19}$. The rate is

$$
r=\frac{\log e}{\log h}
$$

as

$$
e=c h^{r}
$$

where $c$ is a constant.

We observe that a smaller time step results in a more refined blow-up time and a smaller error, i.e., from $n t=2^{4}$ to $n t=2^{18}$ we have an error refinement from 0.1153060 to 0.0000060 making a 0.1153000 difference. We can perform a similar analysis for the $T_{1}$ blow-up time.

Table 2.11: $T_{1}$, error and rate for $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1), \gamma=2$.

| $n t$ | time mesh $\tau$ | h | $T_{1}$ | error $e$ | rate |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $2^{4}$ | 0.01875000 | 0.15749013 | 0.037500 | 0.171558 | 0.95371188 |
| $2^{5}$ | 0.00937500 | 0.09921257 | 0.075000 | 0.134058 | 0.86972123 |
| $2^{6}$ | 0.00468750 | 0.06250000 | 0.056250 | 0.152808 | 0.67755200 |
| $2^{7}$ | 0.00234375 | 0.03937253 | 0.103125 | 0.105933 | 0.69402343 |
| $2^{8}$ | 0.00117188 | 0.02480314 | 0.216797 | 0.007739 | 1.31505696 |
| $2^{9}$ | 0.00058594 | 0.01562500 | 0.213281 | 0.004223 | 1.31458601 |
| $2^{10}$ | 0.00029297 | 0.00984313 | 0.211523 | 0.002465 | 1.29962950 |
| $2^{11}$ | 0.00014648 | 0.00620079 | 0.210498 | 0.001440 | 1.28723393 |
| $2^{12}$ | 0.00007324 | 0.00390625 | 0.209839 | 0.000781 | 1.29029873 |
| $2^{13}$ | 0.00003662 | 0.00246078 | 0.209473 | 0.000415 | 1.29630012 |
| $2^{14}$ | 0.00001831 | 0.00155020 | 0.209271 | 0.000213 | 1.30680632 |
| $2^{15}$ | 0.00000916 | 0.00097656 | 0.209171 | 0.000113 | 1.31113896 |
| $2^{16}$ | 0.00000458 | 0.00061520 | 0.209111 | 0.000053 | 1.33159201 |
| $2^{17}$ | 0.00000229 | 0.00038755 | 0.209081 | 0.000023 | 1.35953000 |
| $2^{18}$ | 0.00000114 | 0.00024414 | 0.209066 | 0.000008 | 1.41096405 |

Note that for this case the reference blow-up time is $T_{1}=0.209058$ corresponding to $n t=2^{19}$. Hence, error refinement from $2^{4}$ to $2^{18}$ is 0.171550 .

The plot below represents the numerical blow-up times corresponding to different time steps, in particular to $n t=2^{8}, 2^{9}, 2^{10}, 2^{11} \ldots$ and etc. We can see from the plot that estimated blow-up times converge to their reference blow-up times, $T_{\infty}=0.209056$ and $T_{1}=0.209058$.


Figure 2.11: $T_{\infty}$ and $T_{1}$ blow-up times convergence with respect to different time steps for a fixed $\lambda$. $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1)$, with $\alpha=1.5, H(s)=s$.

We observe that the error approaches to 0 when the time mesh $\tau$ gets smaller. The plots below confirm that as long as the space mesh $h(\log (h))$ gets finer, the error $(\log (e))$ gets closer to zero.


Figure 2.12: Mesh in space $(\log h)$ with respect to errors $(\log e)$ for $T_{\infty}$ and $T_{1}$.

### 2.3.4 FPDE $(\alpha \rightarrow 2)$ and PDE $(\alpha=2)$ Comparison

In this section, we would also like to make a comparison between a PDE and an FPDE when classical and fractional Laplace operators are considered, respectively. The goal is to inspect how close the computed blow-up times are when the central difference scheme is used for the PDE, i.e., $\alpha=2$, and a weighted trapezoidal rule is used for the FPDE with $\alpha=1.999$. In order to make the comparison the same choice of $H(s)=s$ is considered. The initial condition is

$$
u(0, x)=u_{0}= \begin{cases}7\left(1-x^{2}\right)^{1+m} & x \in(-1,1) \\ 0 & \text { else }\end{cases}
$$

and the Dirichlet boundary condition is

$$
u(x, t)=0 \quad x \in R \backslash \Omega, t>0
$$



Figure 2.13: $u_{t}-u_{x x}=u^{2}, x \in \Omega=(-1,1), t>0$ with $\tau=\frac{0.3}{50^{2}}$.

First, we consider Equation (1.2) with 0 boundary conditions and with the following reaction term $f(u)=u^{2}$. Spatial grid size is chosen such that $\lambda=\frac{\tau}{h^{2}}=0.3$ is less than 0.5. The numerical blow-up time for the classical heat equation with an appropriate boundary and large enough initial condition is $T_{\infty}=0.264000$. See Figure 2.13.

Next, consider the fractional problem again with 0 boundary conditions, illustrated in Figure 2.14. Note that the $\lambda=0.2988$ in this case. The numerical blow-up time for the fractional PDE is $T_{\infty}=0.263760$.


Figure 2.14: $\partial_{t} u+(-\Delta)^{\alpha / 2} u=u^{2}, x \in(-1,1), \alpha=1.999, \gamma=2, T_{\infty}=0.263760$.

We observe that numerical blow-up times detected by numerical algorithms for the classical and fractional reaction-diffusion equation are different by an amount of 0.00024 when the same boundary and initial conditions are considered. Hence, we can claim that the numerical algorithm implemented to discretize the fractional reaction-diffusion equation provides an accurate blow-up time.

### 2.4 Conclusions

We studied the blow-up phenomena and estimated blow-up times for an important evolution equation, in particular for the fractional reaction-diffusion equation with appropriate initial and boundary conditions. We adapted the already existing novel and accurate discretization method of the fractional Laplacian with an auxiliary function $H$ such that the discretization will detect blow-up time. We numerically estimated blowup time for the fractional reaction-diffusion equation with two different reaction terms, particularly $f(u)=u^{2}$ and $f(u)=e^{u}$. We computed blow-up times for different choices of $\alpha$ and $H$. We showed that $T_{1}$ and $T_{\infty}$ blow-up times are different as expected, and the difference is in a particular range. For the exponential reaction term, we observe that several choices of function $H$ did not affect the blow-up time. We proved several important convergence and error estimate results. We made a comparison of an FPDE when $\alpha \rightarrow 2$, and a PDE when $\alpha=2$ and got consistent results. The detected blow-up times for the FPDE and PDE are $T_{\infty}=0.263760$ and $T_{\infty}=0.264000$, respectively. In addition, stability conditions were satisfied.

Chapter 3
Blow-ups with Adaptive Moving Mesh Methods

Moving mesh methods are commonly used in numerical analysis. They can help to achieve higher accuracy. For example, one might consider adding more elements in the regions with rapid changes, or in the systems with possible blow-up solutions. For such problems use of a uniform mesh can be a major computational expense. Hence, sometimes an essential alternative is to place a large proportion of mesh points in regions of wide variation of solution and only a few points in the rest of the domain. This is the idea of mesh adaptivity.

### 3.1 Introduction

We start this with an important discussion. How should mesh points be chosen? We start with choosing mesh density function $\rho(x)$. So, where the $\rho(x)$ is larger, the distances between mesh points are smaller and the other way around. The square of the mesh density function is called monitor function. However, in some literature the $\rho$ is typically referred to as monitor function [13, 15, 34, 32, 31, 52]. Let's define monitor function as

$$
M=\rho^{2}(x)
$$

The distance between two points in 1D is given by

$$
\int_{a}^{b} \sqrt{\operatorname{det}(M)} d x=\int_{a}^{b} \rho(x) d x .
$$

Another, sightly different method is to consider the approximation of the function. In this case the monitor function is given by

$$
\rho=\sqrt{1+\frac{1}{\alpha}\left(\frac{d u}{d x}\right)^{2}}
$$

The discussion of this section is based on [33].
A blow-up solution often represents a significant change in the characteristics of the model. It can be associated with explosion or self-ignition. Hence, it is of great practical interest to have an accurate numerical approximation. One way to deal with this problem is to consider adaptive time mesh methods.

Consider the following reaction-diffusion classical model which has been extensively studied in the past

$$
\begin{align*}
u_{t} & =u_{x x}+u^{p} \\
u(0, t) & =u(1, t)=0  \tag{3.1}\\
u(x, 0) & =u_{0}(x)>0
\end{align*}
$$

where $u_{0}(x)$ is a given initial solution. It is known that if the initial solution is large enough the solution blows-up in finite time

$$
\begin{equation*}
x * \in(0,1) \quad \text { as } \quad t \rightarrow T . \tag{3.2}
\end{equation*}
$$

$x^{*}$ and $T$ are known as blow-up space and time. The blow-up profile of the solution is more precisely studied and described in [33, 7]. It can be best shown if we look at the kernel coordinate

$$
\mu=(x-x *)[(T-t)(\alpha-\log (T-t))]^{-1 / 2} .
$$

An MMPDE (moving mesh partial differential equation), in particular MMPDE5 will be used here. A coordinate transformation

$$
x(\xi, t)=x^{*}+(T-t)^{1 / 2}[\alpha-\log (T-t)]^{1 / 2} z(\xi, t)
$$

with the following property

$$
z(\xi, t)=z_{0}(\xi)+o(1)
$$

is generated.
An MMDPE5 is applied to discretize the classical reaction-diffusion equation. As $t \rightarrow T$

$$
\|u\|_{\infty} \approx(T-t)^{-\beta} \beta^{\beta}
$$

and

$$
\begin{gather*}
\frac{u}{\|u\|_{\infty}} \rightarrow\left(1-4\left(\xi-\frac{1}{2}\right)^{2}\right)^{\beta} \\
\log \left|x-x^{*}\right| \rightarrow-\frac{1}{2 \beta} \log \|u\|_{\infty}+\log \frac{4 \sqrt{p \beta}\left(\xi_{i}-1 / 2\right)}{\sqrt{1-4\left(\xi_{i}-1 / 2\right)^{2}}} \\
+\frac{1}{2} \beta+\frac{1}{2} \log \left[\alpha+\frac{1}{\beta} \log \|u\|_{\infty}-\log \beta\right] \\
 \tag{3.3}\\
\\
-\frac{1}{2 \beta} \log \|u\|_{\infty}+c_{i}
\end{gather*}
$$

where $c_{i}$ is a constant depending on $\xi_{i}$.

### 3.2 Preliminary Results

In this section we work with PDEs and use adaptive moving mesh methods to estimate the blow-up times numerically.

### 3.2.1 Reaction-Diffusion Equation with Moving Mesh Methods

We start with the following PDE

$$
\begin{align*}
u_{t} & =u_{x x}+u^{2} \\
u(0, t) & =u(1, t)=0  \tag{3.4}\\
u(x, 0) & =100 \sin (\pi x)
\end{align*}
$$

where $0<x<1$ and $t>0$. Applying coordinate transformation on (3.4) based on [32] we get

$$
\frac{\partial u}{\partial t}-\frac{\partial u}{\partial x} \frac{\partial x}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+u^{2} .
$$

The idea is to write the PDE with derivatives taken only with respect to $t$

$$
\frac{d u}{d t}-\Delta u \frac{d x}{d t}=\Delta^{2} u+u^{2}:=g(u)
$$

MMPDE6 and the following monitor function (or mesh density) is considered

$$
\rho(x, t)=\sqrt{1+\left(\frac{d u_{i}}{d x_{i}}\right)^{2}} .
$$

We then get the following system

$$
\begin{array}{r}
\frac{d u_{1}}{d t}-\Delta u_{1} \frac{d x_{1}}{d t}=\Delta^{2} u_{1}+u_{1}^{2} \\
\vdots \\
\frac{d u_{N}}{d t}-\Delta u_{N} \frac{d x_{N}}{d t}=\Delta^{2} u_{N}+u_{N}^{2}  \tag{3.5}\\
\frac{d^{2} \dot{x_{1}}}{d t^{2}}=\frac{1}{\tau} \frac{d}{d t}\left(\rho\left(x_{1}, t\right) \frac{d x_{1}}{d t}\right) \\
\vdots \\
\frac{d^{2} \dot{x_{N}}}{d t^{2}}=\frac{1}{\tau} \frac{d}{d t}\left(\rho\left(x_{N}, t\right) \frac{d x_{N}}{d t}\right) .
\end{array}
$$

The left-hand side of the system (3.5) can be summarised as

$$
\left[\begin{array}{ll}
M_{1} & M_{2} \\
M_{3} & M_{4}
\end{array}\right]\left[\begin{array}{c}
\dot{u_{1}} \\
\vdots \\
\dot{u_{N}} \\
\dot{x_{1}} \\
\vdots \\
\dot{x_{N}}
\end{array}\right]
$$

where

$$
\begin{aligned}
& M_{1}=I_{N} \\
& M_{2}=-\frac{\partial u_{i}}{\partial x_{i}} I_{N} \\
& M_{3}=0_{N} \\
& M_{4}=\frac{\partial^{2}}{\partial t^{2}} I_{N} .
\end{aligned}
$$

The discretized $g_{i}$ with centered finite differences is given

$$
\begin{equation*}
g_{i}=\frac{\frac{u_{i+1}-u_{i}}{x_{i+1}-x_{i}}-\frac{u_{i}-u_{i-1}}{x_{i}-x_{i-1}}}{0.5\left(x_{i+1}-x_{i-1}\right)}+u_{i}^{2} \tag{3.6}
\end{equation*}
$$

To approximate the monitor function $\rho$ finite differences is used as follows

$$
\rho(x, t)=\sqrt{1+\left(\frac{u_{i+1}-u_{i-1}}{x_{i+1}-x_{i-1}}\right)^{2}} .
$$

### 3.2.2 Numerical Experiments

Theoretically it is know that we should expect a blow-up for Problem 3.4. Moreover, from Cho [18] we know that $T_{1}$ or the $T_{\infty}$ blow-up times are 0.0109883 and 0.0109875 , respectively.


Figure 3.1: $u_{t}=u_{x x}+u^{2}$ with $u(x, 0)=100 \sin (\pi x), 0<x<1$ and $t>0$.

Figure 3.2 is a plot of trajectories of grid points. Due to the monitor function the mesh points are clustered at discontinuity(blow-up).


Figure 3.2: The movement of the mesh points.

We observe the change in the solution $u(x, t)$ when the time $t$ experiences small changes.


Figure 3.3: $u_{t}=u_{x x}+u^{2}$ with $u(x, 0)=100 \sin (\pi x), 0<x<1$ and $t>0$.

Next, we overlay the solutions for different choices of $t$, already knowing that the $T_{\infty}$ blow-up happens at 0.010987 according to [18]. We observe that the solution gets larger as the time approaches the blow-up time.


Figure 3.4: $u_{t}=u_{x x}+u^{2}$ with $u(x, 0)=100 \sin (\pi x), 0<x<1$ and $t>0$.


Figure 3.5: $u_{t}=u_{x x}+u^{2}$ with $u(x, 0)=100 \sin (\pi x), 0<x<1$ and $t>0$.

In Figure 3.5, we have a better approximation of the blow-up time. We plot the solution to the Equation (3.4) for $t=0.010981,0.010983,0.010987$.

Now, we consider Equation (3.4) but with a different initial condition

$$
\begin{align*}
u_{t} & =u_{x x}+u^{2} \\
u(0, t) & =u(1, t)=0  \tag{3.7}\\
u(x, 0) & =20 \sin (\pi x)
\end{align*}
$$

We want to discretize the problem such that we will detect the blow-up time numerically. We apply the discretization scheme described in Section 3.2.1. As we would expect, there is a peak around $x^{*}=0.5$ which is the center of the interval. The numerical blow-up time is detected, and it is estimated to be $T^{*}=0.082466$. This confirms the result obtained in [46]. However, a different choice of monitor function was considered in the work of R. Marlow. Hence, our blow-up time is different from the blow-up time obtained in [46].


Figure 3.6: $u_{t}=u_{x x}+u^{2}$ with $u(x, 0)=20 \sin (\pi x), 0<x<1$ and $t>0$.

It is theoretically known that we should also expect a blow-up for the case when the reaction term is $f(u)=u^{3}$. The estimated blow-up time is $T^{*}=0.0012816$. We notice that the solution reached its peak.


Figure 3.7: $u_{t}=u_{x x}+u^{3}$ with $u(x, 0)=100 \sin (\pi x), 0<x<1$ and $t>0$.

We also estimate the numerical blow-up time for

$$
\begin{align*}
u_{t} & =u_{x x}+e^{u} \\
u(0, t) & =u(1, t)=0  \tag{3.8}\\
u(x, 0) & =5 \sin (\pi x) .
\end{align*}
$$

Using ODE solver ode15s we estimate the numerical blow-up time to be $T^{*}=0.0098486$. We also use another ODE solver, ode23t, which is more efficient to solve problems that are error sensitive. We estimate the blow-up time to be $T^{*}=0.0098449$.


Figure 3.8: $u_{t}=u_{x x}+e^{u}$ with $\mathrm{u}(x, 0)=5 \sin (\pi x), 0<x<1$ and $t>0$.

Next, we choose the initial condition to be $u(x, 0)=20 \sin (\pi x)$ then the blow-up results will be comparable to the case when $f(u)=u^{2}$. The estimated blow-up time is $T^{*}=2.0652 e^{-09}$. As we would expect, the blow-up for the exponential case occurs earlier compared to $u^{2}$ given the same initial conditions.


Figure 3.9: $u_{t}=u_{x x}+e^{u}$ with $\mathrm{u}(x, 0)=20 \sin (\pi x), 0<x<1$ and $t>0$.

### 3.3 Conclusions

In this chapter, we used adaptive moving mesh techniques [32] to numerically estimate the blow-up times of reaction-diffusion equations. We notice that due to the monitor function the mesh points are clustered at the discontinuity(blow-up). For the reaction-diffusion equation with $f(u)=u^{2}$ and $u_{0}=100 \sin (\pi x), u_{0}=20 \sin (\pi x)$ the estimated numerical blow-up times are $T^{*}=0.010987$ and $T^{*}=0.082466$, respectively. For $f(u)=u^{3}$ with $u_{0}=20 \sin (\pi x)$ the blow-up time $T^{*}=0.0012816$. We compared the blow-up times of $f(u)=e^{u}$ with $f(u)=u^{2}$ for a fixed initial condition $u_{0}=20 \sin (\pi x)$. The estimated blow-up time for the exponential case is $T^{*}=2.0652 e^{-09}$. We observe that the blow-up happens earlier compared to $u^{2}$ which was expected.

Chapter 4
Future Work

### 4.1 Fractional Reaction-Diffusion Equation Blow-ups with Adaptive Meshes

The blow-up phenomena $[3,54,12,57,35]$ of space-time reaction-diffusion equations $[14,56,4,37,38]$ have been intensively studied in previous years. However, the numerical estimation of blow-up time remains partially understood. Most numerical methods developed so far include fixed-mesh methods. However, as far as the blow-up phenomenon is concerned, the moving mesh methods have been considered effective since the invention by Budd et al. [11]. JingTang and YingJun in [45] proposed a moving collocation method to solve time-fractional differential equations, in particular for

$$
\frac{\partial u}{\partial t}=D_{t}^{1-\alpha}\left[\frac{\partial^{2} u}{\partial x^{2}}\right]+f(x, t, u), \quad-1 \leq x \leq 1,0<t \leq T
$$

with initial and boundary conditions

$$
\begin{aligned}
u(x, 0) & =u_{0}(x), \\
u(-1, t)=u_{L}(t), u(1, t) & =u_{R}(t),
\end{aligned}
$$

where $D_{t}^{1-\alpha}, 0<\alpha \leq 1$ is a Riemann-Liouville derivative defined as

$$
D_{t}^{1-\alpha} u(x, t)=\frac{1}{\Gamma(\alpha)} \frac{\partial}{\partial t} \int_{0}^{t}(t-\tau)^{\alpha-1} u(x, \tau) d \tau
$$

They used the proposed method to simulate the blow-up and estimated the blow-up time numerically. Again, the need for discretizing the differential equations, in particular fractional differential equations, is that they have no analytical forms of solution. Hence,
the next FPDE we propose to solve with adaptive moving mesh methods in the future is

$$
\partial_{t} u+(-\Delta)^{\alpha / 2} u=f(u) .
$$

We aim to estimate blow-up times numerically and compare them with results we obtained in Section 2.3.

We studied the following time fractional reaction-diffusion equation

$$
\begin{array}{r}
{ }^{C} D^{\beta} u-u_{x x}=u^{p}, x \in \Omega, t>0 \\
u(x, t)=0, x \in \partial \Omega, t>0  \tag{4.1}\\
u(x, 0)=u_{0}(x), x \in \Omega
\end{array}
$$

where ${ }^{C} D^{\beta} u(t)$, the Caputo derivative of fractional order $\beta>0$, is defined as

$$
{ }^{C} D^{\beta} u(t)=\frac{1}{\Gamma(n-\beta)} \int_{0}^{t}(t-\tau)^{n-\beta-1} u^{(n)}(\tau) d \tau .
$$

where $n-1<\beta<n$. Kirane et al. in [39] obtained the critical exponents for the spacetime fractional equation, which are the generalizations of the results by Fujita [26] known as the Fujita exponent. Pursuing the numerical estimation of blow-up times for Equation (4.1) we studied and applied piecewise constant approximation from [5] to discretize the Caputo fractional derivative ${ }^{C} D^{\beta} u(t)$. The idea is to neglect the $u_{x x}$ term and consider the more general reaction term $G(u)$. Hence, Equation (4.1) simplifies to the following fractional differential equation (FDE)

$$
\begin{array}{r}
{ }^{C} D^{\beta} u(t)=G(u)  \tag{4.2}\\
u(0)=u_{0} .
\end{array}
$$

The discretized solution is

$$
\begin{aligned}
& u(n \Delta t)=u_{0}+\frac{(n \Delta t)^{\beta}}{\Gamma(1+\beta)} G\left(u_{0}\right)+ \\
& \qquad \sum_{m=1}^{n-1} \frac{((n-m) \Delta t)^{\beta}}{\Gamma(1+\beta)}(G(u(m \Delta t))-G(u((m-1) \Delta t))) .
\end{aligned}
$$

We can easily check that for $\beta=1$ the discretization simplifies to the Euler method. If we take $\beta=1$ and $G(u)=u^{2}$ in (4.2) then we know the solution is explicitly given by

$$
u(t)=\frac{u_{0}}{1-u_{0} t} .
$$

When $u_{0}=1$ the solution to this ODE should blow up at $T=1$. We observe this also by plotting it. Moreover, we plot the numerical solution with piecewise constant approximation scheme. However, the scheme does not detect the blow-up at 1. Hence, one should implement a suitable scheme that will detect the blow-up time.


Figure 4.1: Exact and numerical solutions to $u^{\prime}(t)=u^{2}$.
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