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Abstract

Business intelligence (BI) is a set of enterprise decision support tools designed to help

managers, analysts, and executives rapidly make wise decisions. The growth of the business

intelligence applications is fueled and challenged by the large amounts of data of customers

arising from internet and the adoption of the technology of Artificial Intelligence for sophisti-

cated data analysis. The corporate world shows particularly strong interests in user-feedback

analysis by leveraging the state-of-the-art AI-based natural language processing technology.

Automated systems supporting the design of software play a vital role in the field of BI.

For example, in the mobile app market, a multi-billion-dollar industry, and online consumer

feedback can provide good insights into product strengths and weaknesses. Therefore, in

the first part of this dissertation, we put forward an AI-driven framework that supports

application design. We utilize deep unsupervised learning models to build a framework for

harnessing potential customer feedback information. The first component of the framework

applies Bidirectional Encoder Representations from the transformers (BERT)-based topic

modelling approach to identify topics and key themes that emerge from user reviews of mo-

bile applications belonging to the health and fitness genre. Sentiment analytics integrates the

accompanying ratings to reveal the market acceptance of various aspects of product design.

Asides from the semantic information, the emotional information extracted from the

nature language data of customer is also valuable for marketing and branding activities.

Therefore, in the second part of this dissertation study, we delve into the emotion analysis of

public opinion in the scenario of telemedicine, in which we devise a novel emotional analytics

framework. We investigate several emotion models and proposed a novel framework to solve

the challenge of non-polarity emotion analysis. We use BERT to extend the traditional

dictionary-based to detect the emotion of all words in the context even not included in the
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dictionary. We compare our new method against the other baseline methods in semantic

analysis task and applied the best performance method on user reviews of telemedicine

applications and reveal the social acceptance of the telemedicine.

As the wide use of deep learning models in the business intelligence and its applica-

tions, the robustness of deep learning models becomes a challenging issue. When deep

learning models are deployed in decision support, the reliability is a big concern especially

when it comes to life-critical missions. As the last part of this dissertation research, we

study the well-known problem of adversarial example in the realm of image data recogni-

tion. Evidence shows that small interpretation on input images before feeding fail the AI

classifiers. We argue that the small-difference transformations commonly used are the blame

and; therefore, we propose a new model-agnostic defense using a large-difference transfor-

mation. Specifically, we apply the novel primitive-based transformation that re-builds input

images by primitives of colorful triangles. In terms of the distortions required to completely

break the defenses, our experiments on the ImageNet subset demonstrate that significantly

large distortions (0.12) are needed to break the defense compared to other state-of-the-art

model-agnostic defenses (0.05-0.06) under strong attacks. This finding indicates that large

difference transformations tend to improve the adversarial robustness, thereby suggesting a

promising new direction towards solving the challenge of adversarial robustness.
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Chapter 1

Introduction

In this dissertation research, I proposed a novel deep learning model based framework

to analysis the user feedback for business intelligence. I will introduce the background

knowledge of semantic and sentiment analysis approaches, deep learning models for nature

language processing, and the robustness risk of the deep learning model itself. Most im-

portantly, this Chapter highlights the motivations for the three research thrusts: semantic

analysis of user feedback for health application design, sentiment analysis to understand

public opinion on telemedicine applications, and the robustness issue of the deep models are

used.

Specifically, this chapter is organized as follows. I first introduce the background of

health and fitness mobile application industry and the challenge of application design lever-

aging user feedback in Section 1.1. Then I elaborate on the motivations of study the public

opinions on telemedicine applications and basics of sentiment analysis approach in Sec-

tion 1.2. Next I share the motivation for research on the robustness of deep learning model

in Section 1.3. After that, Section 1.4 concludes the contributions of this dissertation re-

search. Last, but not least, I show the organization of this dissertation in Section 1.5.

1.1 Design of Mobile Application Driven by User Feedback

The mobile phone application market is highly competitive and has grown into a multi-

billion-dollar industry. The app marketplaces such as Google and Apple app store host

millions of apps that fiercely compete with each other. The popularity of these apps follow

a typical power law distribution: While more than 95% apps are downloaded by fewer than

1,000 devices, few apps receive over a million downloads [70]. A recent study [116] by Gartner

1



supports this trend as it predicts that less than 0.01% of consumer mobile apps would be

considered a financial success in the future. Therefore, it is important for app developers

to understand the characteristics of a successful mobile apps which could draw consumer’s

attention.

There are several reasons that contribute towards the wide adoption and usage of a

mobile apps or their failure. For example, poor design, lack of functionality, poor aesthetics,

etc. Consumer reviews posted on app distribution sites such as google store could also

influence a prospective user’s opinion about an app as they provide good insights into various

strengths and weakness of apps. Unlike other digital products such as music and movies that

are often sold as finished products, mobile apps as software products offer developers an

opportunity to integrate customer feedback received on apps belonging to similar genre into

various design stages of apps for improving future app functionalities. These app reviews

also provide guidance for developing new apps with desirable features.

Recent studies have reported that later app releases, which typically have improved

design features and functionalities, tend to have greater influence on an app’s success in

terms of higher sales performance than early releases [66]. Improvement in app features

could benefit from deeper understanding of specific customer needs as analysis of these

mobile app reviews could provide guidance for developers to improve various app features.

Mobile app reviews are great source for text mining due to the short length of each

comment, limited scope and large quantity of data available. It also offers tremendous

insights into a product. However, analysis of reviews text is still a challenging task for

various reasons. First, information of bug/issue report, overall user experience or requests

for new features are usually mixed in the data set of user comments [77]. Second, labels

of the data are usually not available. Even a data set of apps from one category has been

labeled, it do not share the same characteristics of another, therefore, can not be reused for

analysis new category. It is also difficulty to processing and analysis comments manually

2



by developers due to the huge number. Given the reasons mentioned above, an automatic

unsupervised framework able to extract detailed semantic information should be developed.

Design of a successful software product is a core research topic in quality assurance and

various metrics have already been proposed to promote the software quality [41]. Although

those general metrics of software quality doesn’t provides specific know-how, it inspires the

developer what type of information should be looked into when analyzing user feedback.

To extract useful information from reviews two approaches are often used. One approach is

applying topic models such as Latent Dirichlet Allocation [14] on review text and summarize

the topic of each clustered comments. Another approach is applying pre-defined part-of-

speech rules [58] on review text of each app, and counting the most frequent term to emerge

app features that mentioned the most by users. Those two approaches are rely on the

statistical assumption of words. Most competitive analysis, summarizing, classification tools

of mobile app reviews in the literature are developed on those two approaches. But extracted

words may hard to interpret its semantic meaning when taken out of context. The recent

rising of deep unsupervised learning model lifts the nature language processing to its new

level. Pre-trained model such as BERT [29] now are able to encode the words according

to the context. It also assign semantically similar sentences to close vectors very well. The

progress allow us to build a new system that more sensitive and better understand user

feedback and eventually bring more design insights.

Therefore, this study has three major objectives. One is to review prior research related

to mobile app design, including 1) the challenges and metrics of successful mobile app design

and development, 2) how design insights are reflected by the pattern of user reviews on

certain app or market 3) the strategies used to build analysis tools to help developers.

The second objective is to compare and contrast popular and unpopular features among a

certain category of apps and identify the determinants of successful mobile app design. We

use the health and fitness category in Google Play Store as an example in this study, but

the framework can be generalized to any category of mobile apps. The third objective is to
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generalize this process to a new system that be able to frames app design guidelines when

scanning reviews of certain apps, eventually help developer avoid risks and prioritize the

development of most important function of similar apps. Those guidelines can include very

advance strategies of marketing. For example, influencer marketing can be used to attract

more users. Gamification strategy can be used to improve physical exercises of fitness app

users. Currently, few study in the literacy has extended focus to marketing, and the complete

guidelines of a success mobile app should go beyond merely the quality of itself.

1.2 Sentimental Analysis on Telemedicine App Reviews

Telemedicine had become a remarkably important healthcare tool amid the threatening

COVID-19 pandemic. Healthcare and medical services are challenged by the COVID-19 in

many aspects.

• One major challenge, for instance, is the relative shortage of medical and healthcare

professionals caused by COVID-19 pandemic. The spiked number of infected cases

was beyond the normal capacity of most medical facilities. COVID-19 created further

shortage of medical services coupled with crashed medical systems when panicked

patients rushed to hospitals in the early stage of the break-out [127]. This trend

even occurred in those countries with high availability of medical facilities, advanced

technologies and large pool of healthcare professionals. Many countries, such as the

U.S., Germany, France, Peru, Brazil, Japan and Lebanon, have experienced that a

growing number of medical systems are under pressure. For instance, it has been

reported that one third of hospitals in the U.S. were running short of medical staffs [60].

Since abundant medical resources and staff members are diverted from their regular

activities to test and treat COVID-19 cases, the shortage will not be eased any time

soon.

4



• A second challenge include the risk of hospital transmission and limited access to

medical facility due to the side-effect of some efforts to mitigate the spread of COVID-

19, such as mandated lock downs or travel restrictions [92]. Medical facilities tend to

cause further spread of virus, where frontline health workers required close personal

exposure to patients are at high risk of infection [13]. Besides, people now avoid

accessing healthcare providers due to the risk of exposure instead of rushing hospital

earlier.

All those aforementioned reasons promote the adoption of telemedicine as a viable venue

to address the medical needs during the pandemic.

During the course of the COVID-19 crisis, telemedicine innovations implemented before

and after the pandemic demonstrated the genuine values response to disasters and public

health emergencies. Telemedicine is defined as technologies and devices that are able to

remotely deliver health-related services and medical care to patients [27]. Telemedicine sys-

tems collect rich information about a patient’s health status to aid in deciding if there is a

need for health workers to intervene. Historically, the advantages of telemedicine on rural

settings are now leveraged by patients who self-quarantined at home with fears of expo-

sure. Averting close contacts, the telemedicine reduces the risk of cross-contamination in

medical facilities. Forward triage, the sorting of patients before their arrivals in an emer-

gency department, is a traditional strategy for healthcare surge control. Telemedicine as a

digital approach to forwarding triage allows patients to be efficiently screened [54], thereby

conserving healthcare resources and alleviating the shortage of medical resources. After the

pandemic, a raft of new telemedicine tools for remote COVID-19 diagnosis, monitoring and

management have emerged [75] to address the crisis. The widespread of commercial wearable

devices and smartphone-based platform can be used for continuous monitoring of individuals

for contact tracing [37]. Equipped with special hardware such as inexpensive electrochemical
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sensors, telemedicine systems may offer ample information on infection status, immune re-

sponse, inflammatory markers and metabolic markers, bolstering the accuracy of COVID-19

diagnosis [75].

A variety of factors become impediment to the adoption of telemedicine in the battle

against COVID-19. Since the telemedicine does not allow the same closeness for a physi-

cian to obtain details as revealed by physical medical examination, telemedicine may only

be deployed as supporting tools. Video or phone calls as remote visits may not be suffi-

cient to formulate correct diagnosis or even worse mislead the diagnosis. In such a case, the

risk of diagnostic or therapeutic errors is high and may result in malpractice claims [97].

Consequently, the concerns on privacy, regulatory and insurance coverage increases, and

research on the efficacy and quality of care delivered remotely are not enough. A com-

prehensive review on ethical, legal and social issues has be conducted by Bonnie Kaplan

summarized 11 issues including quality of care, consent and autonomy, accessibility to the

care and technology, legal and regulatory, clinician responsibilities, patient responsibilities,

relationships, commercialization of healthcare, policy, information needs, and the evaluation

or assessment [59].

After a thorough literature review, we observe that there is the lack of studies on the

factor of social acceptance from patient-centric views. Although the opinions of patients on

those issues of telemedicine are not always consistent with policymaker, the public sentiment

on telemedicine is rarely explored. The widespread of mobile devices and applications today

make telemedicine apps feasible to a wide range of users. The comments left by users in an

app store website are a powerful source archiving user opinions. Therefore, we propose a sen-

timent analysis scheme focusing on telemedicine application reviews (see Chapter 4) to study

the public sentiments on telemedicine systems. Sentiment analysis, namely opinion mining,

is one of the most essential and technological underpinnings in the field of nature language

processing. Sentiment analysis solution analyzes the mood, emotion or feeling of a text to-

ward certain objects, such as product, services, organizations, individuals and events [62].
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The sentiment analysis techniques have been applied to various fields, including products

reviews, e-payment services [3], politics [6], chat systems [91] and social media to support

decision makings, improve customer satisfaction, and detect cyberbullying. Sentiment anal-

ysis tasks vary in granularity (e.g., document level, sentence level), dimension (e.g., polarity,

emotions), and target (e.g., given certain target, abstract by itself) [130]. Early developed

methods heavily rely on manually crafted features, including rule-based (e.g., dictionary)

and machine-learning-based (e.g., SVM) schemes [124]. In recent years, sentiment analysis

techniques, anchored on deep learning models with machine learned feature, demonstrate

high performance and accuracy [124].

1.3 Robustness of Deep Learning Model

The deep leaning models are widely used by many researchers and in many analytical

frameworks, including frameworks that are proposed in this dissertation. Despite the remark-

able success of machine learning models utilizing deep neural networks in solving a variety of

problems including image classification [61, 109, 53], object detection [43, 103, 131], semantic

segmentation [74, 21], visual concept discovery [119], it has also been shown that these models

are highly vulnerable to small, carefully chosen modifications to the inputs [113, 45], known

as adversarial examples. Researchers have demonstrated that the adversarial examples can

be generated easily by using optimization methods to find perturbations that maximize the

loss of the network [45, 19] and appears in a wide range of different model architectures, even

in other machine learning algorithms ([93] and [94]). Besides, the change of input is usually

imperceptible to a human. This phenomenon also raises legitimate concerns on the apparent

generalization capability of deep neural networks, which is its key success factor. It also

raises an increasingly important security issue as deep neural networks are being deployed

in life-critical missions such as self-driving cars [20] and medical diagnostics [25] since such

attacks can be easily found in reality [4, 38].
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Figure 1.1: Adding slight perturbation to the original image (left) we easily get adversarial
example (middle) mistakenly classified as guacamole. After primitive-based transformation
that reconstruct the image by composing of colourful triangles (right), the perturbations are
suppressed and the image is classified correctly again.

In response to the susceptibility of neural networks to adversarial examples, a lot of

efforts have been made in detecting adversarial examples [85, 35, 123] and building robust

systems, including model-specific defenses [76, 26, 69], model-agnostic defenses [32, 50, 122]

and adversarial training [63, 107]. A model-agnostic defense usually uses a separated step

that does not need to be adapted to a certain model and applies transformations to the input

as a preprocess before being fed to the original model. Unlike model-specific defenses, the

model-agnostic defenses do not make strong assumptions about the nature of the adversary

therefore naturally support Kerckhoffs principle: the attacker should be allowed to alter

itself to circumvent defense and security should not depend only on specific model. Unfortu-

nately, despite lots of research mentioned above, no method completely solves the adversarial

robustness issue. Work towards building strong defense requires estimations under strong

attack, and recent research shows many of them are not robust under strong attacks such as

BPDA [7].

We notice that all the previous model-agnostic defenses under strong attack method

BPDA share one common feature. The difference between the input image and the image

after transformations is small. It is easy for attackers to estimate the gradients and penetrate

the defenses. The failure of small-difference transformations raises a legitimate question as

to whether robustness of model-agnostic methods improves if we conduct a large difference

transformation.
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1.4 Contributions of the Dissertation

This section summarizes the main contributions of this dissertation research. Three

technical underpinnings are embraced and the contributions of each are articulated in Sec-

tion 1.1, Section 1.4.2, and Section 1.4.3, respectively.

1.4.1 Contributions for Mobile Application Design Driven by User Feedback

In this work, I proposed a novel framework to analysis the user feedback of health mobile

applications, and converted the feedback to guidelines for mobile application design. The

contributions of this work listed as follows:

1. A new analytic framework to utilize the wisdom of the crowd for mobile application

design introduced.

2. A new model to understand the semantic meaning of review comments according to

the context. The new model leveraged the cutting-edge AI achievements for rich and

insightful understanding of the content.

3. Discovery of critical issues to the success of the applications in the market after insti-

gation the topics discussed by the users.

1.4.2 Contributions for Analysis on Telemedicine Application Reviews

In this work, I proposed a network approach to analysis the public opinion on telemedicine

applications via sentiment analysis, and contrast the different responses on different types

of telemdicine applications. The contributions of this work listed as follows:

1. A new network analytic approach that utilize the deep learning model BERT and

cluster applications according to the similarity measurement of reviews.
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2. Discovery of the features of fake positive reviews after features of application clusters

with different sentiment responses investigated. This will further be developed into a

novel effective detection system.

3. Summarizing of the public opinions on telemedicine applications.

1.4.3 Contributions for the Robustness of Deep Learning Model

In this work, I investigated the robustness of deep learning model under the task of

computer vision and how to mitigate the robustness issue of the deep learning model. The

main contributions of this work listed as follows:

1. A new model-agnostic defense against strong adversarial attack based on a large-

difference-transformation approach, which provides a new promising direction towards

a complete solution of adversarial robustness.

2. Empirical experiments show that the primitive-based representation used in our trans-

formation can achieve state-of-the-art robustness under BPDA attacks. The normal-

ized l2 distortion required to fully break the classifier on the ImageNet dataset is

increased from 0.06 to 0.12.

1.5 Organization of the Dissertation

This dissertation is organized as follows. Chapter 2 comprehensively and extensively

reviewed the previous related work for the three research components in this dissertation,

including the semantic analysis approaches, sentiment analysis approaches and the current

research on the robustness of deep learning models.

The Chapter 3 described the detail of the proposed semantic analytic framework, in

which transformer-based neural network is used. I also discussed the result of applying

this framework to the collected reviews from health and fitness applications, and concluded

several key issues for application in different subcategories.
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In Chapter 4, I described the framework of network approach which are use in study of

the sentiment of the reviews from telemedicine applications, and the experimental result. I

presented the difference of the response on the different types of applications and summarized

the public opinion. A new fake positive review detection was also proposed for further work

as the outcome of our discovery of the difference.

In Chapter 5, I dived into the important research issue of the robustness of deep learning

model, which is the underpin of many approaches and framework include the ones described

in Chapter 3 and Chapter 4 in this dissertation. My novel defense approach is expected to

achieve the state-of-the-art result to mitigate the adversarial problem, which is demonstrated

in the experiment in the chapter.

The last chapter (Chapter 6), I concluded this dissertation with major research contri-

butions and discuss future important research directions from various perspectives that have

not yet been fully addressed.
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Chapter 2

Literature Review

As the value of mobile application industry grown into a multi-billion-dollar, the volume

of customer reviews also snowball to an unprecedented level. Although the reviews of ap-

plications are the great source for text mining, the rich sentiment and semantic information

embedded in the text data raise the difficulty for building an automated analytical system.

The fake reviews in the data and the unrobustness of the deep learning model makes it even

more challenging. In this chapter, I review various of previous studies that closely related to

the dissertation.

Specifically, this chapter includes following topics. Section 2.1 I reviewed the previous

topic modeling techniques used in the text mining, which is usually the first step of analysis.

Then Section 2.2 I reviewed the previous the previous automated semantic analytical frame-

works. After that, I reviewed the sentimental measurement research in Section 2.3. Finally,

I reviewed the reported robustness issue of deep learning model and current research on this

issue.

2.1 Topic Modeling and Deep Learning Model

Topic modeling is a task of finding the topics of the given documents belongs to. Al-

though it is similar to the task of clustering, there are several subtle difference between two

tasks. First, a document could belongs to multiple topics, therefore, topic modeling is a soft

clustering problem. Second, the primary objective of topic modeling is identifying the hidden

topics behind the collections of the documents, while the accuracy of the assignment of each

document to the correct topic is only a secondary objective. Last, the process should also

generate descriptive words representing the content of the topic, which are usually keyword
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list. I reviewed the most popular topic model in Section 2.1.1 and then the most recent deep

learning model in Section 2.1.2.

2.1.1 Topic Modeling Technique: LDA

For topic modeling, Latent Dirichlet allocation (LDA) is a popular generative statistic

model used by many researchers [117, 135, 22, 51, 40]. LDA is a generative statistic model

follows several assumptions. It assumes each document is a bag of words from one or multiple

topics. A word can belong to different topics with different probabilities and also within a

topic a word can be used with different probabilities. Eventually, each document belongs

one or multiple topics with different probabilities. Those assumption allows LDA handle

the ambiguous words very well. Mathematically, LDA assumes that in certain position of

certain document, the choose of the topic and the choose of the word associated to the topic

follows multinomial distribution. To simplify the calculation, it further assumes the Dirichlet

distribution as the conjugated prior of the multinomial distributions. The estimation of the

parameters of the distribution can be easily conducted by the Gibbs sampling, which makes

LDA an efficient approach used by many researchers.

2.1.2 Deep Learning Models

Despite the successful performance and widely used by the researcher, LDA oversim-

plified the language model as bag of word. Besides, LDA also dose not consider the effect

of context. As the recent development of deep learning model, pre-trained model such as

BERT [29] now are able to encode the words according to the context and reached unprece-

dented performance in many NLP tasks. To overcome the structure limit of BERT model

and reduce the time of finding similar pair of sentences, Sentence-BERT (SBERT) [101] was

proposed by Reimers et.al. SBERT is a modification of the pretrained BERT network that
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use siamese and triplet network structures to derive semantically meaningful sentence em-

beddings. The output of SBERT be compared using cosine-similarity. SBERT is used in our

novel framework as a state-of-the-art sentence embeddings methods.

2.2 Analytic Systems for Customer Reviews from Mobile Apps

Texting mining has been extensively used for developing insights from customer re-

views. while a plethora of research on customer reviews focuses on traditional text mining

approaches, more recent research is utilizing deep learning based text analytic models. We

performed extensive review of extant literature and noticed that a majority of studies could

be classified into one or more of the five groupings based on their study objectives as sum-

merized in Table 2.1. These are (1) feature extraction, (2) classification, (3) grouping, (4)

ranking and, (5) summarization. We will, first, briefly discuss important research done in

each of these five areas and subsequently describe deep learning based approaches as applied

to understand customer reviews.

2.2.1 Feature extraction

A majority of research on feature extraction focuses on identifying one or more impor-

tant features. There are typically product-based features(e.g. product type [73]), lexical

features(e.g., part-of-speech [79]), linguistic features (e.g., review length [71]), social features

(e.g. number of views [68]) or sentiment features (e.g., likes or dislikes [40]) Those features

can be divided into the following major categories: (1) product features: the names and

class of product or component mentioned by reviews. (2) lexical features(keywords): the

frequency difference of terms in different classes of reviews, including some distinctive words

(smoke words) in the reviews. (3) linguistic features: the styles and characteristics of the

vocabulary and sentence used in reviews. (4) social features: the attention received on social

media and social attributes of users profile. (5) sentiment features: the emotion express
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Key Findings
1 2022 Goldberg et al. √ √ √ √ Smoke words extracted from reviews of feature request, irritator, compliment categories are useful

2 2021 Verkijika et al. √ √ Ease of use, usefulness, convenience are positive themes, customer support, recieved cost, lack of trust are 
negative themes

3 2021 Ha et al. √ √ Form morphological matrix from extracted keywords provides new idea of innovation
4 2020 Liu et al. √ √ √ √ (1) consumers are not sensitive to the price of elderly phones, (2) but sensitive to the price of other 

smartphones, (3) wide and thin phones are more competitive in size
5 2020 Zheng et al. √ √ √ (1) use three filters, namely the sentiment filter, the component-symptom filter and the similarity filter, to 

select informative threads (2) identifies the threads related to product defects and provides detailed defect 
information including defect types, defective components and defect symptoms

6 2019 Liu et al. √ √ √ √ (1) seeding words can be expanded into domain-specific sentiment lexicon (2) identify comparative text and 
competitive product from forum, and aspect comparison information from another pre-categorized source

7 2019 Chen et al. √ √ √ √ √ Suggestions ranking high by both count & rating have a higher probability of improving the upgrade 
quality.8 2019 Dalpiaz et al. √ √ √ High review volume may reduce false positive case of feature extraction, human analytical skills

9 2019 Shah et al. √ √ √ Categorizes review sentences into feature evaluation, bug report and feature request
10 2018 Malik et al. √ √ √ Similar app represented in similar feature tree and be compared
11 2018 Liu et al. √ √ Essemble learning of bagging can improves performance of identify product complain thread
12 2018 Zhu et al. √ √ √ √ 5 students evaluation show the designed system very concise and usefull to retival sentences
13 2018 Marcacini et 

al.
√ (1) providing a unified representation of feature spaces between different domains through heterogeneous 

transductive networks (2) using a cross-domain transfer learning process to propagate label

14 2018 Shah et al. √ √ Classified into Praise, Feature Evaluation, Bug Report, Fearture request, other. The simple CNN model has 
comparative result to Max Entropy but much slower

15 2017 Singh et al. √ √ √ Devideded reviews into behavior, form, function, service. for android phones, fucntion and form are 
positively related to ratings and behavior and services are negatively, decision tree J48 have good 
performance

16 2017 Johann et al. √ √ Unfiltered user reviews reached average precision of 24% a recall of 71%. Features extracted from user 
reviews are still noisy but catch majority features discussed by the users.

17 2017 Di Sorbo et al. √ √ Summarize app reviews and generate an interactive, structured and condensed list of recommended 
software changes by classification of intention and topic rank

18 2017 Li et al. √ √ √ A deep learning-based approach for understanding and predicting users’ rating behaviors unifying aspect 
ratings and review contents show good performance in rating prediction

19 2016 Flory et al. √ √ √ Helpfulness is defined as relavance to customer search
20 2016 Shah et al. √ √ √ √ Extract feature and sentiments from user reviews
21 2015 Maalej et al. √ √ Naïve Bayes better than decision tree and Max Entropy and keywords baseline method, sentiment score is 

important, 4 binary classification better than 1 multi-classification
22 2015 Gu et al. √ √ √ √ SUR-Miner provides reliable results on review classification, aspect-opinion extraction, and sentiment 

analysis, with each  average F1-scores of 0.75, 0.85 and 0.80. SUR-Miner more focus than AR-Miner
23 2014 Li et al. √ √ √ √ Combine all the feature generate the best product portfolios support by amazon best seller result
24 2014 Chen et al. √ √ √ √ Topic modeling by LDA shows better performance than ASUM
25 2014 Guzman et al. √ √ √ The extracted features were coherent and relevant to requirements
26 2013 Zheng et al. √ √ √ √ (1) the social features of reviewers improve classification results (2) classification affected by product type 

due to the different purchase habits of consumers (3) reviews are contingent on the inherent nature of 
products, such as search goods or experience goods, digital products or physical products

27 2013 Fu et al. √ √ √ The top-3 complaints around the same issues: content attractiveness, stability, and cost

Table 2.1: Summarizing analytic systems in literature.

15



by the words, sentences or entire document in reviews. Correlation-based feature selection

(CFS) is the method most used by many researchers to select important features [72, 71].

Feature extraction methods can be loosely divided into predefined rule based and corpus

statistics based. Lexical rule-based method is the most common rule-based method. Among

the 27 papers we reviewed, 13 of them [52, 24, 28, 106, 79, 80, 105, 58, 39, 104, 49, 68, 51]

apply lexical rules to extract words and phrases. Lexical rule based methods first tag the

text by part-of-speech labels via mature nature language toolkit, and then apply a library

of predefined patterns to extract words of interest. Some research [49, 105]build additional

tree or graph by lexical rules to preserve structural information extracted from the text.

Other research combine lexical rule with predefined keywords dictionary to enhance the

performance of specific mining tasks. For example, Liu et al. [73] build an aspect dictionary,

a product name dictionary and a comparison keywords dictionary first, then use Jaccard

coefficient to match text for comparative information mining.

Statistics-based extraction methods explicitly use statistics of the corpus linguistics to

aggregate opinions from reviews. In those method, the text are treated as bag of words

(BOW). For example, number of characters, sentences, exclamatory sentences, interrogative

sentences, adjectives, verbs and other linguistic statistics of the text are engineered by Liu et

al. [71] as features of the reviews. Intuitively, the most frequently mentioned term in certain

category of reviews is usually the focus of the text of this category. Goldberg et al. proposed

the CC score algorithm to extract smoke terms [44] from reviews as features. The CC score

algorithm assesses the relevance of terms based on how often they occur in relevant versus

irrelevant reviews.

In practice, many proposed text extraction process combined both rule-based and statistics-

based method together for better performance. Lexical rules are often used together with

frequent mining techniques such as item-set mining [104, 51] to extract words combination of

frequent concurrence. The success of simple library of lexical patterns such as proposed by

Johann et al. [58] shows that, although not explicitly, the lexical rule method itself implicitly
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depends on corpus statistics. Chen et al. [24] applies TF-IDF criteria to check the relevance

of terms extracted by lexical rules. A keywords dictionary with initial candidate words are

later expanded by adding domain-specific words according to some statistics of the corpus.

Liu et al. use pointwise mutual information (PMI) to measure the relavence of co-occurring

words and therefore expand the seeding dictionary [72].

As the recent rising and widely using of neural network, many neural network word

encoder can embed words into feature vectors and the coordinates of the vector in the

space represents relative semantic relationship between the words. Li et al. [67] proposed

bidirectional long short term memory network (Bi-LSTM) as the word encoder for later rating

prediction task. Then the system use another neural network take both aspect ratings and

vectors of each words can accurately predict the overall ratings.

The feature engineering of sentiment analysis is similar. The lexical rule based sentiment

analysis tool such as SentiStength is widely used by researchers. Early researchers [40, 79] are

using linear regression and customized keywords dictionary to map words into sentiments.

Gu et al. [49] suggest to use Deeply Moving, an advance deep neural network model to get

sentiment feature from text. Since the ratings come along with the reviews text are often

available, some researchers take an aspect extraction approach to analysis the sentiment.

The task becomes extraction of the aspect the review focuses on and the ratings are used

as the measurement of sentiment. Marcacini et al. [80] proposed an innovative method that

connects the labels of text between different domains through heterogeneous transductive

networks, and then transfer the knowledge from knowing domain to new domain to extract

the aspect of the text.

In some proposed system, feature extraction is not executed as the first step. Zhu et

al. [135] conducted topic modeling first, and then encoded whether a review belongs to a

cluster as a feature since the tip-ming system does not limits its interest in certain domian.

In the case of Liu et al. [73], the extraction of name of the entity conducted simultaneously

when conduct rule-based classification of reviews to comparative text or not, because this
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task is specific tailed for comparative text mining and rule-based method has been proved

effective. It depends on the task and goal of the information retrieval system.

2.2.2 Classification

The classification step can serves many purposes for the system. Classification could

servers as a filter to remove non-informative or non-relevant reviews according to the design

of the system. The task could be binary classification of whether the review contains compar-

ative text [73, 72], whether it contains requirements for update [24], whether it discusses the

certain topic [135, 30] or certain product [58], whether it is useful and informative [134, 22]

and whether it is a product defect complaint [133, 71]. The filtering process may contain

several round of filtering, and some filtering could simply based on similarity of document,

which is measured by doc2vec and cosine similarity. After that, the system can continue

process only the relevant message and reduce the noise of the result.

Classification could also servers as an initial step to identify the intention of each review.

The task is classify the reviews eventually into several category such as feature request, bug

report, feature evaluation [106, 110, 77, 49]. To answer a specific question, a certain category

of review from this classification is very useful. For example, to answer which part of the apps

are loved by user, the answer should be found in the feature evaluation category. Sometimes,

the catalog of the products under review is available. Therefore the labels of category can

be directly used for associated reviews and determine the scope of analysis [44, 68, 72].

Rule-based methods are basic technique to automatically categorize a user review.

Maalej et al. [77] use a list of predefined keywords to classify reviews by their intentions. Liu

et al. [73] use a dictionary of comparison keywords combined with lexical rules to classify

whether the review contains comparative text. It determines a comparative text and extracts

the name of entity by lexical rule at the same time. Chen et al. [24] build a dictionary of

terms from app update record and use the keyword of the dictionary to classify whether

the review is user requirements to update. Johann et al. [58] build a dictionary of terms
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from app descriptions and use the keywords of the dictionary to classify whether the review

discuss the app features. Zhu et al. use Fisher test to build a dictionary of tokens that

have a significantly higher frequency in the reviews of the business than in any of its similar

other bossiness. business [135]. Some rules of classification are based-on manually crafted

scores. Dalpiaz et al. [28] define the feature performance score of a feature of the app by

the percentage of the product of ratings and number of reviews that mentioning the feature

in sum of all products. The scores then used to classify the reviews into one of the four

category of SWOT matrix. Li et al. engineered a total score of importance that composed

of scores of fitness, expertise, influence, rating of reviews and reviewers to classify whether

the review is important or not. [68]

Classification is a classic supervised learning task, many machine learning models can

be applied on classification of the reviews. Naive Bayes is a popular binary classification

algorithm which is simple efficient and require relatively small training set. Decision tree

is another popular classification that assumes all features have finite domains and a sin-

gle target feature representing the classification(tree leaves). More advance decision tree

models includes random forest, J48, GBDT, XGBoost and AdaBoost. KNN use the major-

ity votes from k-nearest neighbours to determine the class. SVM search the linear hyper

plane that maximize the margin of the boundary of two class in training set, and use the

hyper plane to classify new input. Those methods are all used and compared in many re-

search [133, 72, 110, 22]. The multinomial logistic regression, also known as Max Entropy is

a popular multi-classification model that assumes a linear combination of the features and

some review-specific parameters can be used to determine the probability of each particular

review type. We notice lots of research [105, 77, 49, 106] report that Max Entropy has the

best performance. Besides method mentioned above, Liu et al. and Zheng et al. [71, 134]

use ensemble learning to improve the performance of classification further.
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2.2.3 Grouping

After classification, similar reviews can be further grouped into the same sub-categories

by cluster analysis. After converting reviews text into document vectors by TF-IDF, many

classic clustering method such as k-means method can be applied. Flory et al. [39] proposed a

new k-means method (DPSO-KM) based on discrete particle swarm optimization to speed up

the clustering. Affinity propagation is another available clustering algorithm if the similarity

between any two reviews are well-defined. Chen et al. [24] proposed similarity measurements

between two reviews from three aspects. The author first combine the rating difference, the

intersect-over-union of words and the cosine similarity of document vectors to measure the

similarity of all pairs of any two reviews, and then use the affinity propagation to cluster

reviews.

However, a document text may associated with multiple topics, and if our purpose is to

discover the hidden topic among the reviews, each containing a set of associated keywords,

then the topic modelling algorithm server the purpose better than the cluster analysis. For

topic modeling, Latent Dirichlet allocation(LDA) is a popular generative statistic model used

by many researchers [117, 135, 22, 51, 40]. Compared to other topic modeling algorithm such

as Aspect and Sentiment Unification Model(ASUM), Chen et al. [22] shows that the LDA has

better performance for all topics in terms of F-measure. Since LDA delivers the percentage

of each review that allocated to all topics, the percentage can be used as features of each

review. Therefore, Zhu et al. [135] suggested run LDA first and then combine the percentages

features before the classification step. Zheng et al. [133] proposed a novel probabilistic graph

model to discover the product defect types from reviews. Similar to LDA, this customized

probabilistic graph model are based on Dirichlet distribution. It model three types of words

(general, component and symptom) from certain number of product defect types and show

better performance due to its refined design.

Besides on document-level, clustering is also applied on token-level. Users can use

different words to refer to the same feature, therefore the extracted keywords from previous
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steps, need to be grouped before further analysis. Unlike review text which consists of

multiple sentences, the extracted keywords and phrases are often combinations of few several

words. Therefore, researchers [49, 51, 104] suggest using item-set mining algorithms and

support counts to efficiently discover important occurrence of words first due to short lenghth,

and then refer Wordnet as synonym dictionary to group them by certain rule. For example, if

any two collections of words share the same synonyms in the dictionary, and the word is also

the more common word used in collections, then the two collections are grouped together.

The app recommendation system proposed by Malik et al. [79] takes a different approach.

It groups extracted features from the same app together as a tree. Feature space of an

app is often hierarchically structured, therefore the features from the same app can form

a tree by formal concept analysis (FCA) of their relationship. Since the main task of the

app recommendation system is comparing the similarity of apps, similarity of features are

not compared directly. After assembled, features are compared as a whole in form of tree

similarity rather than compared as individual features.

The ensemble learning also can gain better performance from the regroup of the features.

Zheng et al. [134] use Independent Component Analysis (ICA) to transform the original

feature space into two mutually independent projection spaces and then used for co-training

of ensemble learning. The ensemble learning exhibits high generalization performance when

the average error rate of component classifiers is low.

2.2.4 Ranking

In this step, the results are listed and sorted by relevance and importance. The simplest

method is ranked each group of reviews by their volume. [28, 68] Other complicated scores

that estimate the relevance or importance are developed for different tasks. Scores engineered

by researchers are mostly derived from three sources. The first source is the linguistic

statistics of the text. Flory et al. [39] extended the web-based similarity kernel (WSK),

which measures similarity of two text based on co-existing term frequency between them, to
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score the relevance between review and customer input. The competing app analysis tool

proposed by Shah et al. ranks the extracted features from reviews by their support count

and ranks the competing apps by their number of common features shared with the baseline

app. Di Sorbo et al. [30] proposed a sentence score that based on both the ratio of normal

and frequent words related to topics appearing in the sentence with respect of the number

of total words in the sentence to measure the relevance. Goldberg et al. [44] first defined the

number of reviews in the top N-ranked set that refer to true instances as precision, and then

proposed the Tabu heuristic algorithm that maximize the precision by adding or removing

smoke term in the list to score the relevance best.

The second source is the rating values provided by the reviewers. The user requirement

mining system proposed by Chen et al. [24] assumed that the issue with high number of

reviews (volume) has more impact on user and low average ratings are more urgent to

address, therefore the scores are the ratings divided by the volume. AR-miner [22] use group

scores base on similar design but also consider the time window and adapted it for time

serials data.

Sentiment analysis results are the third source. Liu et al. [72] use Average Sentiment

Orientation and Average Sentiment Score to rank the target product among the other com-

petitive products. Malik et al. [79] construct tree by sentiment scores of the app features

and use the weighted-tree similarity to rank and recommend similar apps.

2.2.5 Summarization

In the final step, the results are summarized in either text form or numerical form, with

additional visualization and inferences drawn from the data. The simplest summarization

in text form is the list of the extracted keyword in random or in the order from previous

ranking step is due to the rich semantic information of the words [117, 44, 52, 40]. Chen et

al. [24] use a detailed template to organize the extracted text and generate product upgrade

suggestions. Dalpiaz et al. categorized the extracted keywords into the classic strengths,
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weaknesses, opportunities, and threats matrix (SWOT) for competing analysis. [28] Some

researcher use the technique from business and management. Ha et al. build quality function

deployment matrix from extracted keywords and then use morphological analysis to provide

innovated business idea. [52]

The numerical summarization includes binary label such as whether the review is useful

or not [134], the value of product specification liked most by customer [68] or prediction of

overall rating from user reviews [67]. Guzman et al. list the topic of high-level feature with

their sentiment scores. [51] Liu et al. first use total number of reviews that one product is

better than another product on each aspect to construct competitiveness index and then use

mutual information between competitiveness in specific aspect and the overall to find the

key contribution aspect. [73]

The numerical result often can be visualized in plots. Shah et al. use bar chart of

sentiments to compare competing apps on features. [104] Shah et al. use the size of the icons

to represent the frequency and coordinates to plot metrics of app features. [106] Gu et al.

use the line plots with respect to time to show the aspect trend and dot with size plot to

show popularity of the feature aspects. [49] Chen et al. use radar chart to present the score

of each aspects of apps. [22] Fu et al. use ternary plot to show the scores on top three aspects

of apps [40]

To understand the effect of those numerical result, regression methods are used. Li et

al. use linear regression to study whether written review or aspect ratings affect the overall

rating and helpfulness most. [67] Singh et al. use linear regression to explore effect of review

category on ratings [110] Liu et al. uses the quantile regression model to explore the effect

of product attributes on the corresponding key competitiveness of products. [73]
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2.3 Methods of Sentimental Analysis

In this section, we first describe representational models of emotions in Section 2.3.1.

Then, we elaborate on the approaches to sentiment analysis proposed in the literature in

Section 2.3.2.

2.3.1 Emotional models

Emotions are states of belief that caused by psychological changes. To depict the emo-

tional states, the research community proposed various computational models to understand

insightful meanings of emotions. All the computational models of emotions are divided

into two different classes: categorical models and dimensional models. A categorical model

only selects one emotion out of a set of emotions that best capture emotional status. A

dimensional model, in contrast, allows quantitative values on multidimensional scales.

The two typical categorical models are the Ekman’s basic emotion classes [33] and the

Graesser’s Domain Depended model [46]. The Ekman’s model contains six basic classes,

namely anger, disgust, fear, joy, sadness, and surprise. Graesser, on the other hand, argued

that different field requires different set of basic emotion classes. For example, a five-category

set of boredom, confusion, joy, flow, and frustration is suitable for the field of instruction

and education.

The categorical model has an impressive advantage: it is easy to understand the model

with distinct labels of emotion. Nevertheless, mandatory selection of one label is a prob-

lematic conceptualization - such a selection may lead to non-optimal emotion detection. For

instance, it is arduous for one to pick a label when feeling is neutral. Therefore, dimen-

sional models were introduced to address the issue. Plutchik et al. [121] proposed a model

in a so-called activation-evaluation space. Two numerical values of angle and range of a

wheel represent activation and evaluation of each emotion. Mehrabina’s model [83] uses

three-dimensional representation of pleasure, arousal, and dominance - PAD - to locate each
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emotion state. Dimensional models assume each emotion can be defined as a combination

of component such as arousal and pleasant, thereby making the representation flexible.

2.3.2 Methods of Sentimental Analysis

Sentiment classification is the most common task undertaken during the course of sen-

timental analysis. Classification techniques can be categorized into two types of models

based on how the features of the input are build. In early time, most input features of a

proposed model are handcrafted and selected. Models with handcrafted features are further

divided into lexicon-based methods [1] and early machine-learning-based models. Lexicon-

based methods are, by nature, rule-based methods following customized dictionaries of word-

emotion relationship. Therefore, Mohammad et al. [86] emphasized the importance of large

and high quality of the dictionary of lexicons, and they constructed the Word-Emotion

Association Lexicon - NRC EmoLex - from a crowdsourcing effort with carefully designed

questions to prevent malicious data entries. The EmoLex obtained annotations at sense

level associated with eight basic emotions, namely, anger, fear, anticipation, trust, surprise,

sadness, joy, and disgust. Unfortunately, the EmoLex indicates only coarse categories of af-

fection without providing intensities of each lexicon. Therefore, the NRC Emotion Intensity

Lexicon [88] of 10,000 entries for the eight basic emotions with 0 to 1 real value scaling was

proposed and implemented later as an extension. Another important and intriguing lexicon

dictionary [87], NRC Valence, Arousal and Dominance (NRC-VAD), was devised catering

for dimensional representation of emotions.

Instead of being manually crafted, recent models with machine-learned features surged

and were widely applied and substituted early machine-learning models. The early machine-

learning-based models includes supervised model such as SVM, Random Forest, Decision

Tree [1], and unsupervised clustering [36], to name just a few. Those methods are anchored

on manual engineering of features, which limit the methods’ wide applications. Recent ma-

chine learning models are powered by deep neural network such as CNN [65], RecNN [9],
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LSTM [128], GRU [132], Deep Belief Network [57], Attention Network [111, 125], Bidi-

rectional RNN [120], and Capsule network [126, 31]. Among those deep learning models,

transformer-based models like BERT are particularly promising and viable. The transformer-

based models yield significant improvements over numerous NLP tasks with context-aware

embeddings. Although deep neural network models show significant performance advantage

on use cases of predictions, the models are inadequate for interpreting results due to the

black-box nature, especially compared with rule-based methods. Some researchers [100] ar-

gued that the attention mechanism of BERT statistically are focused on emotional words,

but rationale behind of a target text being associated with certain emotions is not well

studied at this moment.

Network analysis applied on natural language processing, such as text networks, is a

popular non-supervised approach to offering various perspectives to explore the sentiment of

text. Text network can be created where individual words are nodes and the edges between

the nodes model the co-occur of both words in documents. Since each word may associate

with certain emotion according to emotion lexicon or other emotion detection models, a

two-mode network of both emotions and text can be built. Although a plethora of network

analysis schemes have been proposed in the past [8], a holistic and explainable framework

of both sentiment and semantic and their interplay were in an infancy in the literature.

Further, network analysis of public opinions on telemedicine has not been yet conducted at

this stage.

2.4 Adversarial Attack and Defense

Researchers has found that the unrobustness of deep learning models. Deep learning

models are highly vulnerable to small, carefully chosen modifications to the inputs, known

as adversarial examples. Many studies has been conducted on both attack and defense.
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2.4.1 Adversarial Attack

In the following part of the subsections, we reviews different types of generating ad-

versarial examples in the literature, including white-box adversarial attacks and black-box

adversarial attacks.

White-box Adversarial Attacks

Gradient-based methods are popular white-box attack methods in the literature. Gra-

dient methods use derivatives in order to achieve goal described in equation (1). The Fast

Gradient Sign method (FGSM) [45] was the first introduced method after the phenomenon

of adversarial examples first described in image classification networks. As a gradient-based

method, FGSM seek to minimize the necessary perturbation and maximize the misclassifi-

cation of correctly classified inputs based on the gradient of the cost function with respect

to that input value. FGSM modifies the input in the direction of the sign of the gradient,

multiplied by a hyperparameter constant:

x′ = x+ α sgn (∇xL(θ, x, y)) (2.1)

The basic FGSM can be further extended to a more powerful multi-step variant. The

method projected gradient descent on the negative loss function, known as PGD [78], is

essentially one of those variants. Those can be summarized as below:

xt+1 = Πx+S
(
xt + α sgn (∇xL(θ, x, y))

)
(2.2)

The Jacobian Saliency Map Algorithm(JSMA [95]) method use the gradient of network

itself rather than the cost function. The gradient of the network with respect to the given

input, also known as the Jacobian of the network is calculated first and an adversarial
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saliency map is derived. The adversary can perturb the input where the model are sensitive

to according to the map.

The adversary could also use other optimization techniques to solve the equation (1)

directly. DeepFool [89] formulate a closed-form solution under the linearity approximation of

the model. It projects input onto a linearization of the decision boundary in each iteration,

and calculates the perturbation necessary to cause a misclassification.

xt+1 = xt − ϵ · c (xt)

∥∇xc (xt)∥22
∇xc

(
xt
)

(2.3)

Carlini-Wagner’s attack [19] use a similar but easy-to-optimize variant:

min (|x′ − x|+ ϵ · h(x′)) (2.4)

The parameter ϵ trades off the perturbation norm and the objective function h(·). The ob-

jective function can be chosen anything decrease as the miss-classification metric increase,

however, for L2 attacks author suggest using h(x′) = max
(
max

(
f(x′)i ̸=c(x)

)
− f(x′)c(x),−κ

)
for best result. The original author also suggests using tanh(·) to automatically box con-

strains 0 < x′ < 1 and use Adam optimizer to solve (8).

Black-box Adversarial Attacks

Many methods has also been proposed to craft adversarial example under black-box

settings. Since gradient information is not available on black-box setting, a nature extension

is to estimate the gradient from other sources of information. Indeed, attackers can estimates

gradients based on confidence provided by neural network. The method ZOO [23] and

[12, 114] numerically estimate the gradients and then conduct gradient descent. The SPSA

was introduced to improve effectiveness by [115] due to the difficulty of optimization of loss

surface. The stochasticity from sampling perturbations of SPSA allows it converge well in
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even noisy objectives. The NES [56] effectively generates adversarial examples with a limited

number of queries.

Attackers can also recover gradients from label results returned by queries to the neural

network, as shown by [94]. A hard label attack even only require access to the argmaxi f(x)i

output. The Boundary Attack [17] is a hard label attacks that performs a descent along the

decision boundary using a rejection sampling approach.

2.4.2 Adversarial Defense

A slightly narrower problem of adversarial robustness is detecting whether an input is

adversarial or not [122]. Some methods [48] are based on the hypothesis that adversarial

inputs do not come from the same distribution as normal inputs. [35] detected adversarial

examples by looking at the Bayesian uncertainty estimates of the input images in dropout

neural networks and by performing density estimation in the subspace of deep features

learned by the model. Some methods view detection as a separate classification problem.

MagNet [84] use detector network to detect adversarial examples with large perturbation and

pushes adversarial examples with small perturbation towards the manifold of clean images.

However, detection methods fall short of resisting adversarial noise in all circumstances.

[18] defeats all ten detecting methods with varying degrees of success. The limited complexity

of decision boundary of the model in practice could also cause adversarial example, supported

by [16]’s work that incorporating RBF kernel that has highly-nonlinear decision boundary

improves robustness. If detecting method can reach enough complexity of decision boundary

to tell different high-dimension distributions, the original machine learning model should

also did and no adversarial examples in the first place.

Improve adversarial robustness through better training is probably the most intuitive

response to the prevalence of adversarial examples. [64] incorporates the adversarial calcula-

tion as part of the cost function of the model during training on more complex architecture
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and large datasets like ImageNet. [78] rephrases the adversarial training as a minimax op-

timization problem with respect to robustness, and found adversarial training constituted

robust optimization when applied to first-order adversaries like FGSM. [55] thinks that ad-

versarial examples as entirely different category of input during training and augment the

output class labels with additional adversarial label. [129] seek to withstand adversarial noise

by modifying the final architecture of the model and adding an upper bound to the recti-

fied linear unit (ReLU). [26] instroduce Parseval networks, which accomplish robustness by

constraining the network’s Lipschitz constant via layer-wise regularization. DeepCloak [42]

identifies which extracted features vary the most between adversarial and ordinary input and

delete these features if they are unnecessary and victim to adversarial noise. [63] improved

the robustness by train the network against transferability on an ensemble of adversarial im-

ages generated from the trained model itself and other pre-trained models. However, again,

adversaries still can circumvent these improvements by utilizing crafting techniques that are

not sensitive to model’s gradient [94].

Since many adversarial crafting techniques take advantage of the gradient information

to find efficient perturbation, protecting and fortifying this information provides potential

defensive robustness. Adversarial training effectively smooths the gradient of the model in

the neighborhoods, which often referred as "Gradient Masking". [96] transfer learning from

one trained neural network to the second one utilizing the soft label output of the first one.

The defensive distillations masks the gradient of the output around the training points and

effective at preventing white-box JSMA attacks. However, defensive distillation and other

gradient masking and penalizing methods are vulnerable to black-box attacks [94]. Besides,

an surrogate model without masking can be crafted and adversarial examples crafted from

the surrogate can be transfer back to the targeted model as attacks.

Despite numerous techniques discussed in this section, no method for complete robust-

ness to adversarial noise has yet been discovered. Adversarial robustness remains an open

and significant research problem.
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Chapter 3

Design Applications from User Feedback using Deep Unsupervised Learning

It is demanding for developers of the health and fitness mobile applications to analysis

the feedback and understand the requirements of customers. Excellent design of application

should start from customer’s need. In this chapter, I proposed an analytical framework to

automated the analysis of the large volume of review text. New framework show better topic

coherence compared to previous approach. The rich semantic information in the text are

converted by context-aware model SBERT into vectors then with its dimension reduced by

UMAP. The clustering results and selected keywords represent the content of each topic.

Finally, business and design guidelines such as "meditation application has the best cost-

effectiveness" and "the biggest issue of fit-bit application is the complain of connections".

The detailed workflow of the framework and experiment results are described in this chap-

ter. The chapter is organized as follows. Section 3.1 introduced the detailed workflow of

the framework, including data collection, data pre-processing, text analysis, summarizing

combined with review scores. After this workflow, reviews of each subcategories of health

applications (lifestyle, nutrition, meditation, workout and prescription) are summarized as

several topics, which are reported in the Section 3.2. Finally, I concluded the guidelines for

each subcategory in Section 3.3 from analytical result of customer feedback.

3.1 Research Method

The whole workflow of our framework is illustrated in Figure 3.1, which includes exam-

ples of processed review text and major steps of data collection, pre-processing, embedding

(vectorization), clustering, summarization (frequency word mining and theme deduction)
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and sentiment analysis (tripartite graph). The framework performed topic modelling to dis-

cover underlying topics and themes from collected user reviews. We use the transformer

(BERT)-based methodology suggested by Maarten Grootendorst [47], which takes the topic

modelling as a clustering task. After clustering, we apply multiple frequency mining methods

to the pre-process text and extracted words from each topic as their representations. Finally,

we combine them with the ratings and visualize the results by tripartite graphs.

3.1.1 Data Collection

Figure 3.1: The framework of Design from User Feedback using Deep Unsupervised Learning
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We developed custom web page crawlers in Python for collecting user review data from

the Google app store (Figure 3.1 crawling). Our data acquisition efforts were restricted to

apps belonging to the health and fitness category. We further divided health and fitness

category into 5 sub-categories. For each sub-category, we first used 2 or 3 popular apps as

seeds for search, which was later extended to more apps. Then for each app, we collect the

100 most relevant comments. It eventually extended to 410 apps belonging to the health and

fitness category. A total of 410,000 reviews were collected over a wide range of time frames

starting from each app’s launch. The names of seed apps, number of apps and number of

reviews of each sub-category are summarized in Table 3.1.

Sub-category Apps as search seeds
Number of 
apps

Number of 
reviews

Minimal size 
of cluster

Lifestyle Fitbit, VeryFitPro, Strava, Runkeeper 410 38592 100
Nutrition Lifesum, YAZIO 288 35035 70
Meditation Calm, BetterSleep 225 21161 50
Workout Smartabase Athelete, Fiton, Peloton 334 28130 70
Prescription Humana, Go365 for Humana, 95 8135 30

Table 3.1: Summarizing of collected applications

We utilized two different crawlers to scrape the app reviews efficiently. The first crawler

uses Selenium library drive to control the web browser (Chrome) and stores a list of apps

similar to the searching seeds into a JSON file. The browser driven by the Selenium-based

crawler works by extracting information rendered by JavaScript. The second crawler uses an

open-source python library (google play scraper) to connect with Google Play API directly

and download the review data of apps listed by the first crawler. We also use a paid proxy

service (MeshProxy) to increase the concurrency of the crawling process. The two-crawler

approach provides a key advantage in terms of ease of use and efficient data collection.

3.1.2 Data Pre-processing

The performance of the deep unsupervised learning model we used (BERT) in this paper

is not affected by the NLP pre-processing, however, the frequent mining of topic keywords
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requires the review text be pre-processed. We applied several NLP pre-processing steps

provided by python library NLTK on the original review (Figure 3.1 pre-process). We first

tokenized each review text and converted all into lower cases. Second, we eliminated the

tokens in the stop word list of the NLTK library. Stop words are ubiquitous words in all

documents without any distinguishing feature and semantic meaning, such as that, the, who,

etc. In the third step, we used the WordNet Lemmatizer of the NLTK to transform words into

their basic form to merge the occurrence of the same word. Finally, we filtered out unqualified

reviews which are less than 2 words or non-English. The reviews we collected from Google

Play are already high quality and mostly English, therefore, simple rule that more than

the half letters are non-Latin letters is enough to detect non-English reviews. Figure 3.1

illustrated examples of raw review before and after through a series of pre-processing phases

mentioned above.

3.1.3 Text Analysis

We performed topic modelling to discover underlying topics and themes from user re-

views of the apps. Specifically, we use the transformer (BERT)-based methodology suggested

by Maarten Grootendorst [47], which takes the topic modelling as a clustering task. After

clustering, we apply multiple frequency mining methods to extracted words from each of the

topics as their representations.

Embeddings

To perform the embedding step, we use a language model pre-trained under the method

of Sentence-BERT (SBERT [101]) to convert review texts into vector representations (Fig-

ure 3.1 vectorization). Bidirectional Encoder Representations from Transformer (BERT [29])

is an unsupervised deep learning framework. Compared to the traditional embedding tech-

niques that take bag-of-word features of documents as input, this contextual-aware transformer-

based framework overcomes the semantical indistinguishability of words in different context,
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therefore shows strong robustness on noisy raw text and great performance in representing

word semantics as vectors. SBERT is a variation of BERT and regarded as the state-of-

the-art framework specialized on sentence embedding [102]. To our knowledge, no prior

studies have used this state-of-the-art embedding approach to study review texts of health

and fitness mobile apps. Specifically, we use all-MiniLM-L6-v2, a model pre-trained under

the method of SBERT by Devlin et al. on English corpus, as our embedding model. It maps

each document into a 386-dimension dense vectors which are semantically comparable.

We assume the review texts of the same topic are semantically similar, therefore, vector

representations of the same topic are close to each other in the vector space. The state-of-

the-art pre-trained embedding model servers as the upstream for the downstream tasks to

cluster semantically similar documents. Since any advance unsupervised model can be used

as the upstream model, the quality of topic modelling continuously grow as new state-of-

the-art pre-trained models are developed. This SBERT-based topic modelling method was

applied on user reviews of health and fitness apps to discover insights of user feedback. Such

insights eventually will be used to guide the design of health and fitness mobile apps.

Clustering

The high dimensionality of data is a major challenge to clustering task, we applied the

UMAP to reduce the dimensions of the learned representations from previous step (Figure 3.1

dimensionality reduce). As data increases in dimensionality, the difference between the dis-

tance to the nearest data point and the distance to the farthest data point decrease [2, 11],

therefore, the spatial locality becomes ill-defined, known as the curse of the dimensional-

ity. Compare to other dimensionality reducing methods such as PCA and t-SNE, UMAP

is a state-of-the-art method that preservers well both local and global features of high-

dimensional data projected into lower dimensions [82]. We tune the hyper-parameters num-

ber of neighbours n = 15 and target embedding dimension d = 5 recommended by [47].
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We then use HDBSCAN algorithm [81] to clustered dimension-reduced embeddings, as

suggested by [5]. The DBSCAN is a single linkage hierarchical clustering algorithm on the

transformed space according to data point density. The HDBSCAN algorithm extends it

to a soft-clustering approach allowing noise to be modelled as outliers, prevents multi-topic

documents to be assigned to any single cluster. The minimal size of clusters is a hyper-

parameter of HDBSCAN algorithm. However, no agreed formula exists to determine the

optimal minimal size. Therefore, we qualitatively check whether the selected value generates

a meaningful set of topics as well as quantitatively measure the distances among topics

enough to separating different topics, which is suggested by [90]. We used a web-based

visualization package, PyLDAvis [108] (Mabey 2018) to take both two approaches from

the bigram list and the inter-topic distance map (Figure 3.4). After several running, we

determine the optimal parameter (minimal number of members in each cluster) for minimal

overlapping and meaningful topics for each subcategory of review texts, listed in the last

column of Table 3.1. Figure 3.2 shows an example of clustering result from lifestyle apps.

Summarizing

We summarized a topic with a list of words that selected from the collection of reviews

that assigned to that topic. The selected words as its representation should allow us to know

what makes one topic different from another. The words in the list are either monograms or

bigrams. [118] pointed out that bigrams, such as “New York”, are better analysis units for

topic modelling than single word tokens such as “New” and “York” since bigrams are able

to better maintain the semantic value of words and capture context within the documents

while balancing the dimensionality of the vocabulary constructed.

To generate a semantic meaningful representation, we used multiple frequency-based

techniques to mine the keywords. We first used c-TF-IDF, which is a modified TF-IDF
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Figure 3.2: Clustering results visualized by UMAP topics
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Figure 3.3: Average scores of clusters
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Figure 3.4: Clustering result visualized by PyLDAvis
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approach formulated as following:

Wt,c = ft,c · log
(
1 +

A

ft

)
(3.1)

The c-TF-IDF value is the product of two major parts, term frequency and inverse

cluster frequency. We treat all documents in a cluster as one large concatenate document,

therefore, the term frequency f is defined as the frequency of term t in a cluster c. Similarly,

the inverse cluster frequency is defined as the logarithm of the average number of words per

cluster A divided by the frequency of term t across all the clusters. The one is added to the

division within the logarithm to output positive value only.

We also used the relevance suggested from the visualization tool pyLDAvis to measure

the importance of words, which is defined as following:

r(t, c | λ) = λ log (ϕt,c) + (1− λ) log

(
ϕt,c

ϕt

)
(3.2)

The ϕt,c denote the probability of term t appears in the topic (cluster) c, while the ϕt denote

the marginal probability of term t in the corpus. The relevance calculated as the weighted

sum of two logarithms of the topic-specific probability ϕt,c and the lift. The lift is a ratio

of a term’s probability within a topic (cluster) ϕt,c to its marginal probability ϕt across the

corpus. Although the lift is useful to find important topic-specific words, it is also very

sensitive to the rare terms. Combine both two logarithms avoids noisy results. Unlike LDA,

in this study the clustering result is available from previous steps, the probability ϕ can be

simply estimated by frequency of terms.

The pyLDAvis visualization tool provides two major interactive functions. First it allows

user to modify the parameters λ interactively and watch the change of the keywords list.

The weight of two logarithms in relevance is determined by the parameter λ. Second, the

plot on the left panel (Figure 3.4) shows inter-topic distance map of user review topics on

fitness apps identified in this study. Each circle corresponds to one topic. The size of a circle
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suggests the prevalence of that topic in the corpus with larger circle containing more word

tokens. For instance, the circle of topic 1 in Figure 3.4 is the biggest and it is also the most

prevalent topic in lifestyle app sub-category. The distance between two circles reflects the

similarities of the topics such that shorter distance suggests a higher level of similarity. For

example, as circles shown in Figure 3.4, Topic 1 (multiple device connection issues) is more

similar to Topic 8 (data synchronization issues) than to Topic 9 (app crash).

In this summarizing step, we manually merged the results from the two methods and

qualitatively checked the coherence of topics and extracted the themes within each topic. We

collected and merged all the topic terms under three parameter values (λ =0.3, 0.6, 0.9), and

then manually selected one term for every synonym sets. Two researchers then independently

went through topic terms to understand these latent topics and deduce themes within each

topic. The In preliminary experiments, we divided all the fitness and health apps into 5

subcategories, therefore, this process was also repeated for all 5 subcategories. The themes

generated from this process were then summarized from Table 3.2 to 3.6 and were reported

in the Results section.

3.1.4 Sentiment analysis

We combined the extracted topics and deducted themes with additional sentiment in-

formation, which is the rating scores comes along with the reviews. The authors of the

app reviews also provide their ratings after each comment in scale of 5. In many sentiment

researches, the user ratings are used as the ground truth for sentiment prediction task [34],

therefore, the ratings can be used directly as a measure of sentiment. The sentiment in-

formation of the ratings provides better understanding of emotion embedded in the review

text. For example, as Figure 3.3 show, we plotted vector representation of each review from

lifestyle apps with different colours, which stands for different rating scores. We differenti-

ated opinions in similar topics by comparing Figure 3.3 with Figure 3.2, which uses different

colours for different clustering index. The Topic 4, 7 and 10 in Table 3.2 are all about the
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similar app function of tracking pace, distance and steps. The Topic 4 and 7 are close to

each other in Figure 3.2, while Topic 10 and Topic 7 are close in Figure 3.4. However, from

the ratings we can easily tell the latter is complain the technical issue often occurred when

use the function while the former is praising the usefulness of it. This provides valuable

information to guide the design of mobile app. Developers are able to foresee the potential

risk and prepared for the issue in advance. It also allows company allocated the resources

wisely to work on the most cost-effective aspects of the app first and minimize the over

damage to the business.

3.2 Experiment Results of Health Apps

After running clustering, we extracted in total 55 topics from the 5 sub-categories of

the health and fitness app reviews from Google Play market, with 9 12 topics emerged from

each sub-category. Table 3.2 to 3.6 show the theme deduction result of each sub-category,

which will be discussed in the following paragraphs. Since some apps are multi-functional

and belong to multiple sub-categories, it is common that the sub-categorization of the app

reviews is non-exclusive. To avoid repetition, the overlapped topics will be discussed mostly

in the most associated sub-categories. We also assigned a tag for each theme and then

discussed similar themes as groups in the next section to obtain overall design insights.

3.2.1 Results of Lifestyle App Reviews

The lifestyle app subcategory covers mostly tracking and guiding apps on all aspects of a

healthy lifestyle in general. The size of 10 emerged topics from lifestyle app reviews, measured

as the percent of tokens, ranges from 5.50% to 32.10% percent. The first topic of lifestyle app

review is about the smart watch. It is the largest topic and consisting of 4 themes. Themes

focus on the issues of Bluetooth connections between phones and smart watches, health

signal monitoring issues of watches, instability after software update and customization of

smart watch faces. The second emerged topic consists of two themes focusing on guide of
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Topic 
No.

Key Terms Theme Deduction Percentage 
of Tokens

Average 
Ratings

watch pair, connect, disconnect, bluetooth, Phone watch Bluetoooth connection issues with the 
watch (M)

sleep, heart rate, blood pressure Health monitoring issues of the watch (T)
notification, Update Version stability (S)
watch face Watch face customization issues (A)
home workout, equipment, muscle group, great/good/best workout, 
full body, stretch, personal trainer, variety exercise, options

Guide to exercises (I)

plan, program, day, routine Exercise plan (P)
food item, nutrient, keto, carbs, gram, body fat, belly fat, sodium, eat, 
BMI, meal, recipe

Food and nutrition guide (I)

daily calorie, calorie macros, food track, kg/pound, measurement, lose 
weight

Weight monitoring and calorie counting (T)

barcode scanner Convenient scanner (U)
scale, connect scale Connection issues with the scale (M)
runner, fasting, stats run, pace control, guided run, marathon, 5k Guide for runner (I)
track pace Track user's pace (T)
treadmill Connection issues with the treadmill (M)
race Exercise encouragement (E)
find trails, Information of trails (I)
live logging, calorie burn, step, walk, hike Walk tracking (T)
daily walk Walk planing (P)
motivated, goal, group ride Exercise encouragement (E)
bike computer Connection to the bike computer (M)
zwift, best cycling, easy Cycling userability (U)
cancel membership, collect coin, unsubscribe, auto renewal, charge 
free, redeem, try cancel, bank account, impossible cancel, refund 
policy, charge account, force pay, refund money, service use, premium 
package, free trial, customer service, purchase, email

Price and Customer Service (C)

full screen, click ad Distruptive advertisement (U)
mileage counter, distance, gps track, accurate Location and distance tracking (T)
gps work, gps signal, signal lose, gps stop, update weather, weather 
location

Positioning stability (S)

google fit, sync fitbit, mi fit, sync google, fit data, fit samsung, 
jyoupro, launcher,  band

Google fit synchronization issues (M)

find fitbit, lose fitbit, Locating lost device (U)
launcher Launching issue (S)

9 crash immediately, always crash, download open, feature compare, 
immediately open, say pending, start freeze, amount people, bug 
android, install reinstall, open already, won't open, load, try open

Application crash (S) 5.70% 3.21

pedometer,  step counter, track step, sensitivity, accurate, 
simple/easy/basic pedometer

Pedometer tracking accuracy (T)

best/great pedometer Pedometer usability (U)

7.80%5

4.00

4.34

23.10%1 2.43

2 18.10% 4.36

9.80%3 3.68

4 9.30%

6 7.20% 2.40

7 6.70% 2.50

3.208 6.70%

10 5.50% 3.54

Table 3.2: Lifestyle
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home workout as well as exercise planning. The third emerged topic mostly revolves around

themes about healthy eating, such as food and nutrition guide, weight monitoring and calorie

counting. Other themes are issues of the connection between smart scale and app and positive

feedback on the convenient feature of barcode scanner, which can record food and provide

related information by scanning. The fourth topic is about running exercises. The themes

of fourth topic are the guide for runners, tracking user’s running pace and encourage user by

virtual racing, and issues of connection to the treadmill. The fifth topic is about walk and

cycling. Similarly, the themes of the fifth topic are guiding information of trails, tracking and

planning daily walk, useability of cycling app, encouragements such as goal setting, group

riding. Another theme in this topic is the issue of connection to the bike computer. The sixth

topic focuses on charge disputes and disruptive advertisement experience. The seventh topic

focuses on positioning issues, including themes of inaccuracy tracking and unstable service.

The eighth topic focuses on the issues of Google fit data synchronization, app launching

issues and useful function of locating lost devices. The tenth topic focuses on pedometers,

including themes of tracking their accuracy and usability.

The above analysis summarised in Table 3.2 first provides specific guidelines for devel-

oping of certain type of app. For example, a success running exercise app should at least

consider factors such as providing training guide, pace tracking, encouragement by holding

virtual race and connection to treadmills. At the same time, we noted that the multi-device

environment is the major challenge for lifestyle app developing. The quality of connection is

a significant issue for lifestyle apps, including connecting to smart watches, to smart scales,

to treadmills and bike computers. We also noted that a healthy lifestyle app may covers

broad aspects of life, such as sleep, eat and workout, which will be discussed more in the

following paragraphs.
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Topic 
No.

Key Terms Theme Deduction Percentage 
of Tokens

Average 
Ratings

workout apps, gym, workout plan/program, equipment, posture, 
resistance band, stretch, muscle, finess, workout without

Guide to exercise muscle (I)

custom workout, daily yoga, routine, plan Exercise planning (P)
deep sleep, workout tracker, rem sleep Sleep monitoring (T)
reset password, fitbit, sync samsung, fitbit versa, update, email, login, 
closing, fit sync, won't sync, account, forget password, crash, log, 
connect internet

Login and synchronization issues (S)

much ad, video ad Disruptive advertisement (U)
edit food Inconvenient editing (P)
track Food tracker (T)

3 cancal, subscription, charge, pay, refund, free trial, money, payment, 
customer service, premium, scam, try cancel, unsubscribe, paypal, 
credit card, bank account, google pay, try contact

Price and Customer Service (C) 9.90% 1.87

calorie counter, food, track calorie, eat, calorie intake, calorie burn, 
weight, calculate calorie

Food tracker (T)

meal Guide to meal plans (I)
easy Easy-to-use (U)
item Customize meal plan (P)
lose weight, help lose, pound, exercise diet, buddy activity, calorie 
deficit

Weight monitoring (T)

diet plan, healthy eat Diet plans (I)
challenge Encourage users on diets (E)

6 track step, walk, mile, count, accurate, pedometer, count step, gps, 
distance

Walk tracker (T) 6.30% 4.03

drink water,  water intake, hydrate, coffee, beverage, tea Water drinking tracker (T)
notification, reminder, octopus Encourage user drink water (E)
track weight, bmi, weight loss, measurement, progress, goal, body fat, 
date, idea weight, moving everage

Weight monitoring (T)

chart, line graph, simple Result visulization (U)
backup restore Data backup and restore (S)

9 keto diet, recipe, food, meal, low carb, eat, ingredient, macro, find, 
cook, option, list, tasty

Diet recipe (I) 4.90% 4.26

10 intermittent fast, timer, stage, fast plan, fast tracker, start/end Fasting tracker (T) 4.20% 3.92
workout, exercise level, quick exercise, body,  hard, video, variety, 
muscle, air squat, exercise equipment, feminine, great range, non-
stop, workplace

Video guide to exercise (I)

beginner chanllenge, easy follow, goal, feel good Encourage user by challenge (E)
routine Exercise planning (P)

12 barcode scanner, easy use, food item, interface, database, search 
product, barcode find, barcode feature, search brand, store brand, look 
food, helpful

Convenient food tracker using barcode 
scanner (U)

2.80% 4.31

11

24.40%

18.50%

7.90%

6.90%

5.60%

5.00%

3.80%

1

2

4

5

7

8

4.75

4.4

3.62

4.15

4.73

4.32

4.15

Table 3.3: Nutrition
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3.2.2 Results of Nutrition App Reviews

Table 3.3 summarised 12 emerged topics from the nutrition app reviews. The size of the

topics varies from 2.80% to 24.40% percent, which is comparable to the other sub-categories.

Topic 1 is about guide and planning of muscle build exercises, and sleep monitoring, which

are overlapped with workout and meditation app subcategories. Topic 2 includes themes of

food tracker issues, such as account login, disruptive advertisement, inconvenient editing the

food items. Topic 3 focuses on the same issue as the Topic 6 in lifestyle app sub-category,

which is the charge disputes. Topic 4 focuses predominantly on 4 different themes of calorie

tracking apps. The first theme is the useful function of calorie tracking. The second theme is

the useful guide to make health meal. The third theme is the easy-use experience. The last

theme is the customizability of meal plan. Topic 5 focuses on exercise diet apps, including

themes of weight loss monitoring function, diet planning, and encouraging users to complete

the diet challenges. Topic 6 is about walk exercise tracker which is an overlapped topic. Topic

7 is about water drinking tracker, including themes of encouraging user to drink water more

and track the total intake of water. Topic 8 focuses on visualization of weight loss results.

Other themes in the topic are weight monitoring and backup data restore. Topic 9 is the rich

information of diet recipe provided by apps. Topic 10 is the tracker of intermittent fasting.

Topic 11 focuses mainly on the guide to exercise in the intuitive form of video. Exercise

planning and using challenges to encourage users are other two themes in this topic. Topic

12 is the convenience of tacking food by barcode scanner.

The topic overlap of nutrition and workout sub-categories observed above implies that

developers may design nutrition and workout features jointly when targeting clients to lose

weight. We also noted that rich information of health food recipe, convenient barcode scanner

for food, easy-to-use tracking, intuitive visualization and planning are expected by the user

of nutrition app. Last, we found the pricing, charging and customer service related complains

are both issues in previous and this sub-category. In fact, this topic is a general negative
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factor appearing every sub-categories and worth paying attention to, as we will also see in

the other following results.

3.2.3 Results of Meditation App Reviews

Topic 

No.

Key Terms Theme Deduction Percentage 

of Tokens

Average 

Ratings

guided meditation,  mindfulness, practice, help,  session, time,  

recommend, teacher, music, voice

Guided meditation (I)

free Paywall Complaints (C)

workout, exercise, yoga, breathe, stretch, beginner, weight, video, 

fitness, practice, trainer

Guide to exercise (I)

easy Easy-to-use (U)

fall asleep, help sleep, relax, drift away Help sleep and relax (T)

sleep sound, story, wake, music, listen peaceful, night story, michelle 

sanctuary

Various peaceful sounds (I)

time, phone, wake alarm, night alarm Sleep schedule (P)

4 cancel subscription, payment, charge, free trial, refund, premium, 

money, card, service, even, try cancel, want, scam, version, paypal, 

billing, sign, customer service, credit card, bank

Price and Customer Service (C) 6.00% 2.29

5 white noise, sound, music, binaural beat, sleep, fan, listen, option Various binaural beats (I) 8.40% 4.45

deep sleep, night, fall asleep, detect snore, time, sleep monitor, 

insomnia, track, rem, chart, bedtime routine, microphone, accuracy, 

rem sleep, sleep pattern, wake, use

Sleep monitoring (T)

free Paywall Complaints (C)

7 relax, fall sleep, music, sound, help, asleep, calm, meditation, listen, 

soothe

Calm music (A) 6.70% 4.74

reduce anxiety, help, panic attack, mental health, anxious stress, 

therapy, calm, depression, counsel

Reduce the anxiety (T)

offline mode Paywall Complaints for offline mode (C)

keep crash, open, update, load, try, time, reinstall, login, improve 

stability, account easy, able login, black screen, front screen, crash 

continuously, download install, wifi, issue open

Crash and login issues (S, O)

ability personalize,  great customizable customizable options (P)

easy use, simple, maneuver easy-to-use (U)

10 rain sound, thunderstorm, drink water, plant, sleep, cute, night, roof, 

rain wind, distant thunder

Rain sound (A) 4.00% 4.56

11 mix sound, volume control, different sound, save combination, option, 

custom, quality, timer, preset, arrangement, baby monitor, bitrate, 

edit sound, custom, play save, great UI, sound control, selection

Sound customizable (P) 3.70% 4.57

12 ad pop, sound, loud, intrusive, postcard, remove ad, screen ad, annoy, 

full screen, commercial, obnoxious, ad play, unskippable, interruption 

ad, ad ridiculous, hate ad, ad problem, ad begin, ad close, ad problem, 

ad uninstalled, pop everytime

Disruptive ads (U) 3.60% 4.05

4.451

2 4.52

3 4.37

19.70%

12.80%

12.00%

8

9

6 4.37

4.76

3.87

8.00%

5.10%

4.90%

Table 3.4: Meditation

Table 3.4 summarized the 12 emerged topics from the meditation app reviews, whose

size varies from 3.60% to 19.70% percent. Topic 1 consists of two themes focusing on guide

to meditation through stillness or relax and complaints of the paywall. Topic 2 is about

meditation through breathing or movement such as yoga and stretch exercises. The topic

consists of two themes focusing on the guide to practice and the easy-to-use experience of
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the app. Topic 3 focuses on sleep improvement. Two themes of the topic are various relaxing

sound and sleep cycle scheduling. Topic 4 focuses on charge dispute issues. Topic 5 focuses

on various binaural beats. Topic 6 focuses mostly on sleep monitoring. Another theme of

this topic is also complaints of the paywall. Topic 7 focuses on positive experience of calm

music. Topic 8 is about relieving anxiety. Complaints of offline mode purchase are also one

theme of this topic. Topic 9 consists of three themes about the functionality. The first theme

are issues of account login and crash of the app. The second theme is great customizability.

The last theme is manoeuvrability of the app. Topic 10 focuses on positive experience of

rain sound. Topic 11 is about the popular function that allows sound customizable by users.

Topic 12 focuses on disruptive ads.

We observed that the richness of sound or music is critical to the success meditation

apps and mentioned most often by users. Developing meditation apps is also less challenging

and may has higher success rate, based on overall higher ratings of each topics comparing to

other sub-categories. We also note that the app crash and account login are very common

technique issues in meditation and other sub-categories, as we have already seen before and

will see in the following.

3.2.4 Results of Workout App Reviews

Table 3.5 summarized the 12 emerged topics from sub-category of workout application

reviews. Topic 1 focuses on the dance fitness, including themes of guide to dance fitness,

using challenges to encourage user and easy-to-use experience. Topic 2 is the charge disputes.

Topic 3 focuses on the gym exercises, consisting of themes of guide to gym exercises, track

lift exercises, planning and easy-to-use experience. Topic 4 in about the application crash

and account login issues. Topic 5 overlaps the nutrition subcategories, consisting of themes

of recipe, weight tracker and convenient barcode food scanner. Topic 6 focuses on yoga

practice, including themes of guide to practice yoga and motivated voice and music. Topic

7 focuses on plank and cross-fitness, including themes of fitness guide and complaints of
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Topic 
No.

Key Terms Theme Deduction Percentage 
of Tokens

Average 
Ratings

workout, exercise, body, day, beginner, kira, follow, fun, minute, need, 
move, level, variety, keep, start, help, jessica, body groove, melissa, 
vicky justiz, jiilian, dance, kira strokes, great range

Guide to dance workout (I)

chanllenge Encourage user by challenge (E)
easy use easy-to-use (U)

2 cancel subscription, charge, free, pay, free trial, refund, money, email, 
month, customer service, sign, try cancel, payment, account, day, 
premium, membership, credit card, scam, bank, bill, debit, trial 
charge, renewal, impossible cancel

Price and Customer Service (C) 15.40% 1.95

different stretch, workout, exercise, day, body, start, gym, maternity, 
exercise library, tutorial, find pregnant, body, muscle, level, 
recommend, variety

Guide to gym exercises (I)

really easy, easy use Easy-to-use (U)
track lift Track lift exercises (T)
routine Exercise planning (P)

4 work, login screen, log, try open, reset password, crash, use, video, 
email click, ca, fix, update, network error, issue account, even, 
download, phone, load, try sign, reinstall, problem, credential, verify 
email, glitch, login issue, crash, update video, confirm email, data 
cache, try uninstalling, email address

Login issue and crash (O, S) 8.80% 2.20

food item, meal plan, calorie burn, eat, recipe, diet, scan, list, 
nutrition, intake, nutrient, carbs, ingredient, food diary, vitamin, 
macros, intake, database

Guide to meal plans (I)

track calorie, count, weight Weight tracker (T)
barcode, scanner, Convinent barcode scanner (U)
yoga practice, pose, meditation, jessamyn, beginner, instruction,  
session, relax, teacher, video, asana, class

Guide to yoga (I)

voice, music Motivated voice and music (E)
plank workout, trainer, fitness, exercise, wods, equipment,  program, 
amaze trainer, biceps back, alive inside, crossfit, elbow, best trainer, 
home

Guide to plank and crossfit (I) 8.00% 3.74

feature parity, phone memory, workout crash, connect network, fix, 
update, load, version, bug annoy

Crash and network issues (S)

8 bike, watch, connect, fitbit,  device, pair, monitor, cadence sensor, 
sync, google, data, heart rate, garmin, strava, fit, resistance band

Connection issue with the sensors (M) 6.20% 3.34

tv, cast tv, chromecast, workout,  cast option, would, make, screen, 
stream, connect tv, hearing, playlists, google tv, smart tv, roku

Connection issue with the TV cast (M)

music, voice, spotify music, audio, sound, phone volume Pleasant music (A)
track,  gps, mile, distance, track progress, run, tracker, update, walk, 
plan, start , weight, gps, drain battery, run track, distance run, lane, 
last set, phone gps, , keep

Track walk exercise (T)

fasting, intermittent fast, stop fast, body fast Track intermittent fast (T)
11 lose weight, belly fat, pound, diet, help lose, exercise, reduce, 

recommend, reduce weight, extremely satisfied, follow diet, healthy 
diet

Exercise diet (I) 4.10% 4.72

12 amaze, easy use, simple, content user, amazing, excellent, beginner, 
awesome, need, english version, chinese version, miss package, hindi 
miss, 531 program, discipline great, thanks, respond question,  helpful

Easy-to-use (U) 3.40% 4.72

8.70% 3.925

4.09

3.70

4.33

4.63

6

7

9

10

5.10%

4.60%

8.10%

1

3

17.00%

10.60% 4.64

Table 3.5: Workout
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application crash and network issues. Topic 8 focuses on connection issue with the device

sensors, such as smart watch, bike computer and band. Topic 9 is about the issue of TV

cast. Plenty of great music is another theme in this topic. Topic 10 overlaps the lifestyle

application sub-category about walk exercise and intermittent fasting tracker. Topic 11

overlaps the nutrition application sub-category about guide to exercise diet. Topic 12 is the

general positive user experience.

From the above results, we note the fitness guide and encouragement provided by the

workout apps is the core of successful design. Workout apps not only should provide ex-

tensive training information for certain fitness program, but also encourage users continue

exercise by various persuasive techniques, including motivated music, virtual races, chal-

lenges, achievement system or even gamification. We also noted many internet influencers

and their channel names, such as Vicky Justiz, Kira Strokes are frequently mentioned by

users. Developers can introduce fitness influencers into app design to enhance the coaching

and encouragement features of the workout apps. As we see in the lifestyle subcategory,

workout apps that requires multi-device connection also face similar technique issue and

complaints from users.

3.2.5 Results of Prescription App Reviews

Table 3.6 summarized the 9 emerged topics of sizes ranging from 3.00% to 40.90%

percent from sub-category of prescription app reviews. With the predominately largest size,

topic 1 focuses on the appointment scheduling issues. Topic 2 focuses on complaints of login

issues. Topic 3 focuses on the missing notification of notification from pharmacy. Topic 4 is

about complaints of app crash and unavailable health document. Topic 5 is about complaints

of incorrect claim information and data synchronization, login issues due to inactivity. Topic

6 focuses on account login issues due to various reasons. Topic 7 overlaps the nutrition app

sub-category, consisting of similar themes of food tracker, guide to nutrition, complaints of

the price of the produce sold, convenient barcode scanner and meal customization. Some
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Topic 
No.

Key Terms Theme Deduction Percentage 
of Tokens

Average 
Ratings

1 doctor, health, appointment, insurance, need, care, information, 
medical, provider, test, card, schedule, appointment, workout, 
symptom, nurse, vaccination, hospital, qr, menopause, booster, 
caresource, gym, record, health care, record

Appointment scheduling issues (P) 40.90% 3.46

2 forgot password, log, fingerprint login, time, try log, sign, work, 
fingerprint, reset, change password, account, website login, reset 
username, code, wrong, every time, error, recognize device, account 
lock, get verification, reset username, sms, sso, try install, type 
password, authentication say, time log

Fingerprint login issues (O) 12.50% 1.45

3 refill prescription, pharmacy, pick order, medication, humana, rx, 
script, request refill, store, fill, prescription ready, call, reminder, 
delete, refill date, delivery, mile away, expire prescription, otc, cart, 
item

Pharmacy notification issues (P) 11.00% 2.67

4 open, upload, document, try, fix, crash, version, update available, need 
update, upload document, download, load, phone, screen, uninstalled, 
closing, prompt update, home address, update try, work fix, let 
update, throw, upload take, always shut, card information, cleaner, 
crash constantly, document like, download nothing, fail update, get 
open, hold hour, junk

Crash and document unavailable (S) 10.20% 1.77

claim, sync, samsung health, fitbit, health, information, fix, track, 
bcbs, connect, step count, step tracker, like error, pharmacy claim, 
sorry look, sync fitbit, access data, 3rd party, activity like, attempt say, 
benefit information, button, competent, detail enough,  fsa claim, give 
permission, health connect, hire competent, count, issue, track, never 
connect

Claim information synchronization incorrect 
(M)

due inactivity, Login issues (O)
6 log, password, register, login, try, sign, account, cant, email, try reset, 

fix, enter, create, wrong, error, back signin, hard register, information 
correct, account try, able register, almost impossible, already register, 
create username, even create, almost impossible, extremely 
frustrating, login spin, message password

Login issues (O) 5.20% 1.47

meal, numi eat, calorie, weight loss, track, intake, log food, water Food tracker (T)
nutrisystem food, journal, dietician, recipe, diet Guide to food nutrition (I)
produce, snack, healthy Price complaints of the produce sold (C)
scanner, scan Convenient scanner (U)
item Customize meal plan (P)

8 email message, connect server, update, say, download, connect, login, 
new, server error, can not connect, new version, uninstalled, tell, 
message open, download enough, wait install, original version, server, 
can't connect

Connection issues with the server(S) 3.20% 1.41

9, 10 easy use, easy navigate, information easy, difficult accessibility, 
desktop site, navigate relevant, compass, convenient informative, 
abundance information, add echeck, amaze easy, fingertip great, 
everyting, user friendly, appreciate, convenient helpful, basic 
complaint, benefit record

Easy-to-use (U) 3.00% 4.62

4.78% 2.58

5 2.049.30%

7

Table 3.6: Prescription
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prescription apps advertise other nutrition apps inside their apps. Topic 8 is about the

complaints of issues of connecting server. Topic 9 focuses on easy navigating of the apps.

From above results, we note the prescription apps received overwhelmed negative feed-

back and significant lower ratings compared to other sub-categories. The complaints cover

various techniques issues including account login, connecting to the server, data synchro-

nization, crash, notification lost. The low quality may be caused by the fragmentation of

developing, that is, each institution developed their own apps with limited budget and cause

the low quality of those apps. A unified app severed as a third-party platform for all insti-

tutions may solve the problem. The easy navigation is the most expected from users.

3.3 Further Discussions

Metric Definition Topic Key words Metric Examples
Correctness Extent to which a 

program  fullfills the 
user's mission 
objectives

Accuracy find, location, search, 
info, useless, data, way, 
list, sync, wrong

Monitoring and 
Effectiveness (T)

fitness tracker, track or 
record activities, monitor 
health signal, help lose 
weight or fall asleep

Interoperability Effort required to 
couple one system 
with another

Compatibility galaxy, battery, support, 
off, droid, nexus, 
compatible, install, 
samsung, worked

Multi-Device and 
Data 
Synchronization (M)

Issues under multi-device 
enviroment,  pair and data 
synchronization

Reliability Extend to which a 
program satisfies its 
specifications

Stability closes, close, load, every, 
crashes, keeps, won, 
start, please, closing

Functionallity and 
Stability (S)

no crash or other severe 
errors,  function properly 
after upgrade, version 
stabilityIntegrity Extent to which access 

to software or data by 
unauthorized persons 
can be controlled

Connectivity log, error, account, 
connect, login, 
connection, sign, let, 
slow, website

Authentication (O) user account management, 
access user's account and 
profile data successfully

Flexibility Effort required to 
modify an operational 
program

Picture pictures, picture, pics, 
camera, save, wallpaper, 
see, photes, upload, pic

Planning and 
Personalization (P)

build exersise plan, schedule 
appointment with health care 
provider,  customize meal 
plan

Usability Effort required to 
learn, operate, prepare 
input, and interpret 
output of program

Spam ads, notification, spam, 
bar, notifications, adds, 
annoying, many, pop, 
push

Usability (U) simple and intuitive 
interface, frictionless user 
experience, easy to navigate 
and use, minimal interuption, 
no spam

Software Quality Metrics WisCom-topic Model of Mobile Apps Health and Fitness App Quality Metrics

Table 3.7: WisCom, quality metrics comparison I

We plotted the tripartite graph (Figure 3.5, 3.6) to visualize the relationships between

theme groups and emerged topics from the 5 sub-categories. Five dots in the left column

represent the 5 sub-categories. The dots in the middle column represent the emerged topics
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Lifestyle

Nutrition

Meditation

Workout

Prescription

Monitoring and Effectiveness (T)

Multi-Device and
Data Synchronization (M)

Functionallity and Stability (S)

Authentication (O)

Planning and Personalization (P)

Usability (U)

Clusters (45)

App Sub-
categories

Themes (I)

Figure 3.5: Connection between subcategory, cluster and themes I
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Lifestyle

Nutrition

Meditation

Workout
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App Sub-
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Themes (II)

Clusters (31)

Figure 3.6: Connection between subcategory, cluster and themes II
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Topic Key words Metric Examples
Cost free, money, buy, pay, 

paid, refund, want, 
back, bought, waste

Pricing and 
Customer Service (C)

charging dispute, 
payment experience, 
price, paywall, 
membership, premium, in-
app purchasing

Telephony uninstall, want, need, 
send, message, delete, 
let, contacts, calls, off

Encouragement (E) persuasive features 
including gamification 
and social 
encouragement to 
increase physical 
exercise.

Attractiveness boring, bad, stupid, 
waste, dont, hard, 
make, way, graphics, 
controls

Aesthetics (A) beautiful design of user 
interface, nice bgm

Media video, sound, watch, 
videos, songs, audio, 
sounds, hear, record, 
anything

Informativeness (I) informativeness and 
extensiveness of the 
content, variety of tutorial 
and guidance, influencer-
drivern

WisCom-topic Model of Mobile Apps Health and Fitness App Quality Metrics

Table 3.8: WisCom, quality metrics comparison II

from each sub-category, connected with the line of the same colour as sub-category dot. The

y-coordinate values of topic dots in the middle are the average ratings of each topic, from 1

start to 5 starts. The dots on the right column are the theme groups. We first introduced the

software quality metrics and their definitions proposed by Gaffney Jr et al. and aligned some

of them (Table 3.7 Column 1) with the most related theme groups (Table 3.7 Column 3)

from our results. We ignore the metrics such as portability or maintainability, since the users

have no access to the source code. We then also introduced the WisCom topic modelling

of mobile app reviews based on LDA proposed by Fu, Lin et al.[40] (Table 3.7 Column 2,

Table 3.8 Column 1) and also aligned the WisCom-topics to theme groups by comparing

their keywords.

We suggest developers prepare enough resources when build the mentioned functions

and thoroughly test in all mentioned scenarios in the following discussion of metrics. The

correctness metric means the extent to which a program fulfils the user, which is related to the

themes of effectiveness of monitoring and tracking (T) in our context. While the tracking

accuracy of sleep, food and weight received relatively positive feedback, the accuracy of
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health signals, location, walking steps is often complained by the users. The interoperability

metric means the effort required to couple one system with another. Tracking apps work

under multiple device and sensor environment (M) face the challenge of connection and

synchronization issues, such as connected to the smart watch, cadence sensor and sync

up with google fit account. The reliability metrics means the extent to which a program

satisfies its specifications. The related themes are functionality and stability (S) issues,

especially critical errors that cause app crash. It often happens when user login account,

connected to the network, restore the backup data, sync with the server and update to new

versions. The integrity metrics means the extent to which access to software or data by

unauthorized persons can be controlled. As already discussed on reliability, account login

is one of the most complained issues. The flexibility metrics means the effort required to

modify an operational program, which is related to the group of themes about planning and

personalization (P), such as exercise planning. Except some text editing (Topic 2 in Nutrition

apps) and appointment scheduling issues (Prescription apps), mobile apps perform very well

on flexibility, which may be contributed by the mature UI testing technology today. Finally,

the usability metric means the effort required to learn, operate, prepare input and interpret

output of programs. The group of themes on usability mostly are positive feedback of easy-

to-use. It also mentioned two convenient features, weight tracker result visualization and

food barcode scanner. Although disruptive advertisements affect useability negatively, users

seem more tolerate to them compared to other issues given the relatively higher ratings.

The WisCom-topic study argues that the ten common topics they found are almost

emerged from apps of all categories. There are four theme groups are not covered by quality

metrics and only related to WisCom-topics (Table 3.8). The first theme group is the pricing

and customer service (C) issue, which is a common complaint in every sub-categorizes. To

improve the payment processes, developers may consider use API provided by third-party

fintech company such as Swipe. The developer may also consider adjust the price or even

change monetization from purchase to advertisement, since users relatively tolerate it. The
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theme group encouragement (E) is about persuasive techniques which are discussed in Section

4.4. Those techniques have significant positive effects on nutrition and workout apps. The

aesthetics (A) is the third theme group and plays particularly important role in meditation

apps. Beautiful smart watch face is also very popular feature but requires some efforts to

allow users customize face themes smoothly. The fourth theme group is informativeness

(I). Today, mobile apps are beyond tool and also server as media platforms, therefore, the

rich and informative content is important as the examples of meditation, workout, nutrition

apps. The four theme groups are new design principles that extended the design of focus

from software quality to overall values brought to the customers.

3.4 Summary

We are now face a highly competitive and lucrative mobile app market ever growing.

This paper examined the emerged topics from health and fitness app reviews using AI-based

approach. We deducted the themes of sub-category for specific app design guidelines. We

also discussed quality metrics related themes and provided all error-prone scenarios which

should be thoroughly tested to assure the quality of apps. The discussion of new theme

groups extends the quality metrics with new customer values. All above guidelines from deep

understanding of the nature and characteristics of customer feedbacks lay the foundations

for the design of next popular app. The whole framework can quickly be applied to any new

category of apps and improves the chance of successful design.
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Chapter 4

Sentimental Analysis of Telemedicine Application Reviews

In this chapter, we focus on exploring the emotions of telemedicine app reviews since

the rating scores from user which indicate polarity of the text already available. Unlike

polarity which is one dimensional measurement, no standard measurement and model of

emotions is generally accepted by all. Some argued that all complicated emotions can be

represented by few essential ones, while other claimed that emotions are not isolated and

also depends on the semantical context. Therefore, we introduce a network approach which

offers a promising methodology to capture the inter-plays of emotion-emotion and emotion-

semantics. Our research objectives are answer three questions: (1) What is the emotional

pattern of telemedicine app user and why (2) How emotions related to each other and se-

mantic context and (3) is the representation reducible to essentials. Those insights provide

direction for the future design and development of telemedicine apps, and eventually im-

prove the social acceptance of the telemedicine. The chapter is organized as follows. First,

the research methods were explained in the Section 4.1. Then the experiment result was

described in the Section 4.2. After that, the final conclusion were discussed in Section 4.3.

4.1 Research Method

In this section we first discuss the collection of dataset in 4.1.1 and then introduce the

approaches we used to measure the sentiments in 4.1.2, including lexicon-based method,

similarity search-based method and measure-as-sentence method.
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4.1.1 Data Collection

A customized web script based on library - Google-Play-Scraper - has been crafted to

collecting user reviews from the Google app store. The glean data encompasses both meta

information of 400 mobile applications, such as application ID, published date, price as well

as 100 most relevant reviews of each application, such as reviewer ID, ratings, review content

in text. All acquired data focus on telemedicine category. The entire dataset has 400,000

reviews in total over a wide range of time starting from launch of each application. The

various attributes of the data, which summarized in table x, will benefit further studies

conducted in the foreseeable future. Since the library connects to the APIs of the backend of

Google website and it rarely changes, the web script collects data both efficiently and reliably.

To avoid being detected as a web spider, we also use a paid proxy service - MeshProxy - to

increase the concurrency of crawling and curb the risk of IP blockings.

4.1.2 Sentiment Measurement

The measurements of emotion are conducted in three levels: application-level, reviewer-

level, and word-level. The application-level results are simply aggregated from the re-

view/reviewer level; therefore, we mainly discuss the review/reviewer and word levels. Since

the total number of reviews compared to the selected 100 reviews are large, two or multiple

reviews belongs to one reviewer rarely happened. For this reason, we do not differentiate

reviews and reviewers in this part of the dissertation study. A simple approach treats the

whole review as an emotion assemble of each emotion associated with the work token in the

document. This bag-of-words approach, however, ignores the function and weight of each

word in the context of sentences. Recent transformer-based models such as RoBERTa are

capable of allocating different attention weights on sentences according to context, thereby

showing proved state-of-the-art performance. Meanwhile, simple majority votes from each

token by its emotion performed badly on emotion-prediction benchmarks of whole sentences

or documents. We will dive into the three approaches at both levels.
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Lexicon-based Measurement

Mohammad et al. built a high-capacity and high-quality dictionary of emotion lexicons

by crowd-sourcing. Each Tucker participated in the study was asked a synonyms multiple-

choices question to ensure he understand the target word. The results of the questionnaires

from the participating Tuckers were also evaluated statically how they agreed with others.

To control the quality, only the results from non-outlier were collected to build the NRC

dictionary. Although various emotion database of documents and sentences are proposed

by many research, word-level emotion databases are not well studied. The NRC lexicons,

recommended by a growing number of researchers as a gold standard, are applied in a

diversity of applications including the Linguistic Inquiry and Word Count toolkit or LIWC.

In this section, we use the binary tagged NRC lexicon EmoLex, real value scored NRC EIL,

and the dimensional NRC LDA dictionary to gauge word-level emotions.

Similarity Search

It is worth mentioning that the lexicon-based approach is limited by the capacity of

its dictionary. For any word not included in the dictionary, the word is, more often than

not, scored as neutral by default. To solve this challenging issue, an alternative way is to

locate the word’s nearest neighbour in the dictionary as its surrogate, followed by weighing a

score by similarity measures such as cosine similarity. A raft of embedding learning models

are able to convert words into vectors that semantically close word being assigned with

geometrically close representations. A similarity search is the process of finding the nearest

neighbour in a given set. Nevertheless, since the number of dictionary consists of 10000

words approximately, a brute-force searching is not practical on large volume of documents

in the big data era. The FAISS library is a fast similarity search library speeding up the

nearest-neighbour finding procedure. The library adopts clustering of data points in advance

and searches from nearest clusters in each iteration. In this study, we deploy the FAISS

library to optimize the look-up process of nearest lexicon for words that are not residing
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in the dictionary. Dividing the lexicon dictionary into test and validate sets, we carryout a

benchmark test to evaluate the consistency between the similarity search and lexicon-based

approaches.

Measure as a Sentences

Another approach to overcoming the limit of lexicon-based techniques is direct detection

by BERT-based emotion classification neural networks such as emotion RoBERTa. In this

part of the dissertation study, we treat the each token as a single-word sentence, and we

apply the popular fine-tuned English emotion model RoBERTa from HuggingFace to the

single-word sentence. Since the RoBERTa model is usually fine-tuned and tested on non-

single-word sentences for emotion classification tasks, the RoBERTa model’s validation ought

to be compared against and cross-verified with the other emotion detection methods.

4.1.3 Network Analysis

In this research, the network analytic approaches are at the core of our framework to

analyze public sentiment responses to the telemedicine applications. The overall workflow

of the framework is illustrated in Figure 4.1, where the framework consists of three major

phases.

• Phase I. The phase I orchestrates a high-level clustering analysis on review collections

from each telemedicine application, and the first research question of what are the het-

erogeneous communities in the network of mobile apps is addressed in this initial phase.

The major functionality performed in this phase are semantic similarity measurement

between review sets of applications, semantic network built based on similarity, and

modularity analysis of the network to obtain heterogeneous communities.

• Phase II. The second phase is a middle-level study at the sub-network of each com-

munity of the telemedicine applications. We apply multiple network characteristics
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Figure 4.1: Profiling of telemedicine apps based on ratings, authenticity, sentiments
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such as clustering coefficient, bridging centrality, average shortest path and others to

identify the most critical node in the sub-network. The critical nodes are representative

application case study to be investigated in the foreseeable future.

• Phase III. Finally, the third phase is focused on conducting an inter-group analysis to

gain word-level sentiment and semantic information, and contrast differences among

different clusters of applications. This phase, of course, provides insights into how

public opinions differ on various types of telemedicine applications.

Semantic Similarity Between Applications

In the first phase of this research, a similarity network of the applications is built. As

Equation 4.1 demonstrated, the similarity of any pair of application A and B was measured

from the similarity of their reviews. An SBERT embedding of review ri is calculated and

the result is S(ri). The overall similarity between the two applications is the average cosine

similarity of all pairs of review embedding S(ri) from application A (ri ∈ A) and embedding

S(rj) from application B (S(rj) ∈ B).

1

NANB

∑
ri∈A

∑
rj∈B

S(ri) · S(rj)
|S(ri)| · |S(rj)|

(4.1)

Since the SBERT limits the length of text no longer than 512 tokens, it is not possible to

concatenate multiple reviews as one large single document for each applications, instead, a

set of reviews are used to represent the application.

Clustering and Modularity of App Network

After the semantic network being created, the Louvain method [15] was applied to

the network using Gephi software [10] to detect the communities in the network. Gaphi is

a popular network visualization tool and Louvain algorithm is an unsupervised clustering
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method. The algorithm uses modularity score [15] as the objective function which measures

the density of edges inside the groups with respect to edges between the groups.

4.2 Experiment Results

The clustering results of the app networks are plotted in Fig 4.29, where each node

indicates an application and reviews associated with the application. The connection between

any two applications entails the average similarity between the user reviews of the two

applications. Similarity measures range anywhere from 0 to 1.0, and only connections with

higher similarity readings are considered as edges among nodes in our network. Since the

collection of reviews of telemedicine applications covers multiple topics of the user experience,

it is expected that average similarity between review sets are less various compared to the

similarity between two individual reviews. In fact, the highest similarity of the app networks

is only 0.613. After the trial-and-error experiment, we determine the threshold as 0.254, and

the modularity score of clustered apps achieved is 0.129 - a higher modularity score implies

more distinguishable groups.

The network is divided into three major groups, including 95.8% of the 166 applications,

and the rest nodes - apps - are out-liners. The rest seven apps are not linked to any other

apps; each of these applications are assigned as a single point cluster. Due to the small

portion (4.2%) of applications belonging to the category of single point clusters, we simply

ignore those type of applications in the subsequent analysis because we put a laser focus on

the three large clusters.

In the following sections, let us discuss the results of the first largest cluster of applica-

tions (40.36%) in Section 4.2.4, the second largest cluster (33.73%) in Section 4.2.5, and the

third largest cluster (21.69%) in Section 4.2.6.
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4.2.1 Analysis of the Popularity

The statistics analysis of the popularity are listed in the Figure 4.2. The first row of

scores shows that the average scores from reviewers between Cluster 1 and Cluster 2 are

significantly different. Since the average score of Cluster 1 is 4.29 and the average score of

Cluster 3 is only 3.42, clearly the applications of Cluster 1 are successful and the applications

of Cluster 3 are not. Interestingly, Cluster 2 has average scores of 3.93, which is between

Cluster 1 and Cluster 3. However, although the scores seems supporting the claim that

applications of Cluster 2 at least better than Cluster 3 with medium score, other doesn’t.

When loose the P value restriction to 0.01, the number of installs, number of ratings and

number of review of applications on average per application between Cluster 1 and Cluster

3 are significantly different, and the values of Cluster 2 are the worst among all, particularly

different from Cluster 1. This shows the applications of Cluster 2 are clearly overrated. This

claim is further investigated by the other analysis in the following sections.

 

 Mean of Clusters  

Original/Rank Order 

P-value of 
Non-
parametric 
ANOVA (i.e., 
Kruskal -Wallis 
Test) 

P-value of Pairwise Comparison of 
Clusters 

Category 1  2 3 1 vs. 2 1 vs. 3 2 vs. 3 

Score 4.2910 3.9275 3.4248 <0.0001*** 0.0883+ <0.0001*** 0.2382 ns 

# Real Installs 1280556 27533 348417 <0.0001*** <0.0001*** 0.0013** 0.0013** 

# Ratings 33538 247 7173 0.0002*** 0.0071** 0.0015** 0.9534 ns. 

# Reviews 2790 3 2066 <0.0001*** <0.0001*** 0.0033** <0.0001*** 

Figure 4.2: ANOVA analysis of popularity

4.2.2 Analysis of by NRC emotion lexicon

We use lexicon based approach analysed the emotions of reviews towards applications in

each clusters. Since we do not know whether the distribution of average percentage of trust
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lexicon is normal distribution or not, we take rank-sum test on them. The rank-sums test

also named as Wilcoxon, or Mann–Whitney test, which is applied to non-normal distribution.

Figure 4.3 and Figure 4.4 show rank-sum test of the emotion trust. Result shows the

highest value is cluster 2 and lowest in cluster 3. The differences are significant for all pairs

of cluster. If the reviews of applications in Cluster 2 are fake positive, then the trust emotion

is overrated.

Figure 4.3: Rank sum of trust

Figure 4.4: Statistics of trust

66



The second emotion is anger. The Figure 4.5 and Figure 4.6 listed the rank-sum test

result. Highest is cluster 1 and lowest in cluster 2. The mean anger of cluster 1 is significantly

higher than that of cluster 2 with p-value less than 0.0001. The mean anger of cluster 3 is

marginally significantly higher than cluster 2 with p-value less than 0.1. Clusters 1 and 3

are not significantly different in anger.

Figure 4.5: Rank sum of anger

Figure 4.6: Statistics of anger
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This is a surprising result that the successful applications are actually with higher anger

emotion. Perhaps because the successful applications with more engagement are through-

outly tested contains more complaints from customer. This also surprised the positive review

fakers.

For the rank sum test of the emotion anticipation listed in Figure 4.7 and Figure 4.8,

the result is similar to the result of trust. Highest is cluster 2 and lowest in cluster 3. The

differences are significant for all pairs.

Figure 4.7: Rank sum of anticipation

The results of emotion disgust are listed in Figure 4.9 and Figure 4.10. Highest is cluster

1 and lowest in cluster 2. The mean disgust of cluster 2 is significantly lower than that of

cluster 1 and cluster 3 with p-value less than 0.01. Clusters 1 and 3 are not significantly

different. This result is very similar to the previous result of emotion anger.

The result of emotion fear listed in the Figure 4.11 and Figure 4.12. Highest is cluster

1 and lowest in cluster 3. The mean fear of cluster 1 is marginally significantly higher than
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Figure 4.8: Statistics of anticipation

Figure 4.9: Rank sum of disgust
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Figure 4.10: Statistics of disgust

that of cluster 2 and is significantly higher than that of cluster 3. Clusters 2 and 3 are not

significantly different. The emotion of fear is not interpretable.

Figure 4.11: Rank sum of fear

The sadness emotions are listed in Figure 4.13 and Figure 4.14. The highest is cluster

1 and the lowest is cluster 2. The mean sadness of cluster 2 is marginally significantly lower

than that of clusters 1 and 3. Clusters 1 and 3 are not significantly different. This result is

also very similar to the anger emotion.

70



Figure 4.12: Statistics of fear

Figure 4.13: Rank sum of sadness
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Figure 4.14: Statistics of sadness

The result of joy emotion listed in the Figure 4.15 and Figure 4.16. The highest is

cluster 2 and the lowest is cluster 3. The differences are significant for all pairs. This is a

overrated example of Cluster 2 similar to trust.

Figure 4.15: Rank sum of joy

The result of surprise emotion listed in Figure 4.17 and Figure 4.18. The highest is

cluster 2 and the lowest is cluster 3. The mean surprise of cluster 3 is significantly lower

than that of clusters 1 and 2. The mean surprise of cluster 2 is marginally significantly
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Figure 4.16: Statistics of joy

higher than cluster 1. From this statistics, surprise emotion is also overrated emotion in the

Cluster 2.

Figure 4.17: Rank sum of joy

Finally, we check the vader compound scores of the reviews from applications. The

vader compound scores is a measurement of overall positive or negative. From the result

listed in the Figure 4.19 and Figure 4.20, we could notice that the highest is cluster 2 and

the lowest is cluster 1. The mean vader of cluster 3 is significantly lower than the other two
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Figure 4.18: Statistics of joy

clusters. Clusters 1 and 2 are not significantly different in vader. This results reveals the

limitations of simple over-all positive/negative measurement, which can be easily faked by

paid reviews.

Figure 4.19: Rank sum of vader scores
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Figure 4.20: Statistics of vader scores

4.2.3 Analysis of Other Linguistic Dimensions

After check the basic emotions, we now check the other statistics in other linguistic

dimensions provided by LIWC-22. We first check the emotional tone listed in Figure 4.21

and Figure 4.22. The highest is cluster 2 and the lowest is cluster 3. The differences are

significant for all pairs. So, cluster 2 has the most positive tone while cluster 3 has the most

negative tone. This result is consistent with the vader compound scores.

Figure 4.21: Rank sum of emotional tones
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Figure 4.22: Statistics of emotional tones

The next dimension is the authenticity (honesty vs. evading) in the language. The

results are listed in the Figure 4.23 and Figure 4.24. Texts scoring high on authenticity use

more I words, present-tense verbs, and relativity words that contain time. Cluster 2 has

significantly lower authenticity than the other two clusters. This shows the great usefulness

of authenticity measurement.

Figure 4.23: Rank sum of authenticity
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Figure 4.24: Statistic of authenticity

Words per-sentence is surprisingly a good indicator of positive faker. The results of

words per-sentence are listed in the Figure 4.25 and Figure 4.26. The value of Cluster 1

is the highest while cluster 2 is the lowest. This simple measurement shows that the real

positive reviews on the successful applications are significantly higher than the unsuccessful

ones.

Figure 4.25: Rank sum of words per-sentence
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Figure 4.26: Statistics of words per-sentence

In the last check, we also list the result of using big words in Figure 4.27 and Figure 4.27.

The cluster 2 has the highest number of big words used. This can be explained by the fact

that words can be easily replaced by a bot of dictionary. Therefore, the number of big words

is not a good indicator.

Figure 4.27: Rank sum of big words
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Figure 4.28: Statistics of big words
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Figure 4.29: Clustering Result of Applications
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4.2.4 Cluster of Successful Applications

In this section, we describe the general network characteristics of the cluster successful

applications and then illustrate a representative example application in the cluster. Fig-

ure 4.30 reveals the first application cluster, which is centered around the applications of

OpenMed, UBCared, and to name just a few. The edge of each connected application indi-

cates the similarity between each other, and the similarity is derived from the collection of

application reviews. With the same procedure, we only incorporate edges indicating higher

similarity among applications. Through the trial-and-error test, we obtain only 10+ ap-

plications with more than two edges, including OpenMed, UBCared, PlusCare Prod, and

SmartApp in the case of threshold being 0.35. These applications are at the center of Fig-

ure 4.30, indicating that these applications are the most representative ones.

Figure 4.30: The first cluster of Apps
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Figure 4.31 unveils one of the most representative application: OpenMed: Doctors Near

Me & Onl. This application has approximately 1.42K reviews with a rate score of 4.8 (total

rate score is in a 1-5 scale), and more than 10K downloads. This application dedicates to help

users to make an online doctor appointment requests for a huge number united healthcare

providers in the United States.

Figure 4.31: Example App in Cluster 1

Figure 4.32 is a screenshot of the reviews and ratings of the application OpenMed, which

boasts a 4.8 rating with a vast majority of 5 stars. Two reviews are selected on the front

page as these reviews are rated the most helpful ones by more than 5 people; We observed
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that these reviews not only show affirmative feedback such as convince and usefulness, but

also provides additional details on various issues, especially the issues of unreasonable and

non-straightforward design of user interface. A list of sample user reviews are given in

Figure 4.32

Figure 4.32: Ratings and Reviews of the representative app in Cluster 1

4.2.5 Cluster of Applications with Fake Positive

In this section, we describe the general network characteristics of the cluster successful

applications and then illustrate a representative example application in the cluster of ap-

plications with fake positive. Figure 4.33 plots a cluster of applications with fake positive
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reviews. Compared with the first application cluster, these applications are less popular with

limited number of reviews and downloads. More specifically, most of the applications in this

cluster have merely one review on the front page, where reviews tend to be short and affir-

mative content. Due to these traits, we gather the applications within a cluster. After the

aforementioned trial-and-error procedure, the cluster is centered around applications such as

QuickDr, HelloDox, and TakeMed. Only 10+ applications are jointed with multiple edges

under the threshold of 0.35. The edges of jointed dots - representing applications - imply

the resemblance among the applications.

Figure 4.33: The second cluster of applications

Among the representative telemedicine applications, Figure 4.34 is an example applica-

tion in the second largest cluster. The application, QuickDr - Consult Doctor Online, aims
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at helping users connect with qualified doctors online in India. While this application only

has been downloaded 5000+ times, and no reviews are selected on the front page of Google

Play.

Figure 4.34: Example application in the second largest cluster

The three example reviews in Table 4.1 are fetched from the background from the

application QuickDr. Two of them are extremely positive evaluations but with limited and

broad descriptions. The last one is a negative review about user’s subjective experience.

Though the second review is rated as helpful by over 10 users, the content is subjective and

broad. Google may consider it is rated by trolls and decide not to put this review on the
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Content score
thumbs
up
count

at

Excellent service!! Very prompt and very efficient. Doc-
tor’s medicines and tests all in one. One app for every-
thing. Would definitely recommend other’s to download
it.

5 2
6/11/2020
10:38:55
PM

Superb app! I had a mild fever and was very much
worried. I took a video consultation from this app and
the doctor treated me well. He prescribed the best
medicines and cleared all my doubts. also the support
service was really great! Highly recommended.

5 11
2/13/2021
1:34:11
AM

Consultation fees is too high. I think they are targeting
only rich persons 2 1

3/14/2022
6:12:50
AM

Table 4.1: Three example reviews from the application QuickDr

front page. The other two reviews are rated by less than 5 users, which may not represent

the perspective of majority users, and Google hide these reviews as well.

4.2.6 Cluster of Unpopular Applications

In this section, we describe the general network characteristics of the cluster of unpopu-

lar telemedicine applications and then illustrate a representative example application in the

cluster. Figure 4.35 is the cluster of unpopular telemedicine applications. Though they are

still gathered as a cluster, they are not connected as intimately as the other two clusters(

cluster of successful telemedicine applications and clusters of telemedicine applications with

fake positive). The reason why the third cluster lacks of densely connection is that these ap-

plications are less downloaded and rated by users. Through the same processing procedures,

the cluster is centered around the application of HMH NOW and has sparse links( under the

threshold of 0.35).
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Figure 4.35: The third cluster of Apps
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Figure 4.36 is a representative application in the third cluster. As we can see from this

figure, it has only about 1000 downloads and no reviews or star rates are listed on the front

page. Even this application still targets on providing online services of doctors.

Figure 4.36: Example application in the third largest cluster: HMH NOW

Table 4.2 is the only review that we can fetch from the background. Though this

negative review complaining about a specific user situation, due to its lack of user amount,

it is still considered as useless by Google Play and hided from the front page.
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Content score
thumbs
up
count

at

This app doesn’t work. I tried resetting my password
and it did nothing. Now the app crashes. Terrible. 1 0 2022-01-04

08:15:54

Table 4.2: The only review from the application HMH NOW

4.3 Discussions

The experimental results in this section show the great potential of combining the net-

work analytic approach and deep learning model embedding from SBERT. The similarity-

based connections between applications illustrate the capability of handling complicated

relationship understanding as a unsupervised learning problem. The deep learning model

SBERT show strong practical usefulness in the framework.

The sentiment analysis of the basic emotions from reviews reveals the following patterns

in the telemedicine application:

• The successful telemedicine applications also contain more negative emotions especially

anger, disgust and sadness.

• The positive emotion such as trust, anticipation, joy, surprise are easy to fake by

unpopular telemedicine application, but those positive review faker hard to fake reviews

with complicated and multiple emotions.

• The overall positiveness indicator such as vader score and emotional tone are very

limited to evaluate the telemedicine applications.

• Some simple indicator, such as authenticity and words per sentence are not easy to

fake, while some other indicator such as the usage of big words is easy to fake.

The first pattern discovered is the most surprising finding in the research. This suggest

the representation of emotions should be a multi-dimensional distribution, which can bet-

ter handle the emotion complexity especially for users of telemedicine applications. It also
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supports the existence of inter-play between different emotions. As more user engagement

with the telemedicine application, more complaints will be generated on website as feedback,

therefore, the positive and negative emotions may correlated for users of telemedicine appli-

cations. This study also tells us that the profile of unpopular telemedcine applications. The

unpopular telemedcine applications can easily fake trust, anticipation, joy, surprise emotions

by buying comments say "I trust this telemedicine app", "This telemedicine app is exactly

what I expected" or "It surprises me with joy", however, they can not fake complicate emo-

tions, which are the true experience of telemedicine users. This allows even simple indicator

such as words per sentence help us identify the fake positive reviews.
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Chapter 5

Improving Robustness via Large-difference Transformation

In this paper, I proposed a new defense method using primitive-based transformation

which makes a large difference between the input image and the image after transformations.

Based on an original input image, the primitive-based transformation generates a new image

composed of colourful triangles, which are the basic 2D drawing primitives. The colours and

the coordinates of the triangles are optimized in such a way that the final picture is similar to

the original image . This optimization problem is solved by the hill-climbing algorithm due

to its simplicity. Since the new images are reconstructed in completely different ways, the

difference is significantly larger than normal adversarial perturbations. I hypothesize that

it not only captures the main visual features due to the similarity optimization , but also

suppresses the adversarial noise due to large difference. Thus, the adversarial example can

be purified before being fed into the classifier. I later show experimentally that our method

improves robustness of the classifier in terms of significantly large distortion required to

be broken under strong attack compared to other state-of-the-art defense method. This

chapter is organized as follows. Motivation and challenge are explained in the Section 5.1.

The details of the proposed defense approach is described in Section 5.2. The strong attack

algorithm (BPDA) used in the benchmark was explained in Section 5.3. The experiment

results were demonstrated in the Section 5.4 and Section 5.5. Finally, the results and buisness

implications were discuss in Section 5.6.

5.1 Motivation and Challenges

I describe the motivation and major challenge in this section. In Subsection 5.1.1, the

basic question was formulated as a optimization problem. In Subsection 5.1.2, the challenge
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of strong attacks was explained. To mitigate the challenge of strong attacks, I proposed the

strategy which was described in the Subsection 5.1.3.

5.1.1 Optimization Algorithms

Consider a neural network classifier c(·) that attempts to predict a true label y given

an input x. The classifier defined as c(x) = argmaxi f(x)i. An adversarial example x′

is a slight perturbation of the nature input x, such that c(x′) ̸= c(x) = y. In image

classification task, the adversarial example can be made visually indistinguishable from the

original image for human, |x′ − x| < ϵ. Distance metric | · | often use lp-norms. Search

adversarial example is an optimization problem maximize a differential loss function L(·)

and minimize the perturbation. The loss function measures the difference between correct

label and predicted label on an adversarial input.

min |x′ − x|+maxL (c(x′)− c(x)) (5.1)

In this paper, we discuss a defense which is a transform g(·) that attempts to fix the

adversarial example x′ and make the same correct prediction as on a nature input example

x. As a protection, the g(·) usually are non-differentiable to prevent from break via reverse

engineering.

c (g(x′)) = c(x) = y (5.2)

Attackers are assumed to have different levels of knowledge of machine learning model

in different settings. In a gray-box setting, attackers have the completed information of c(·)

but not of g(·), especially the gradient. While in a white-box setting, attackers have complete

gradient information of the whole model or defense simply does not exits. Gray-box setting

typically happened when a defense mechanism introduced and used when strictly evaluate
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the effectiveness. To have meaningful and practical result, we emphasis that the general

defense mechanism should be held in as transparent scenario as possible.

5.1.2 Strong Attacks

Approximation of the inaccessible gradients is a common practice that facilitates the

attackers to bypass the defense, since gradients are often used by Equation 5.1 to generate

adversarial example. It downgrades the black/gray box to nearly white box scenario. Specif-

ically, besides neural network c(·) and the loss function L(·) of it are usually differentiable,

transform can also be estimated approximately ∇g(·) ≈ 1 if the transform difference is small

g(x) ≈ x as in many previous works. This is vulnerable to white-box attacks because the

entire gradient is now accessible despite the fact that g(·) is non-differentiable.

∇L (c (g(x′))− y) =∇L(m)|m=c(g(x′))−y∇c(n)|n=g(x′)∇g(x′)

≈∇L(m)|m=c(g(x′))−y∇c(n)|n=g(x′) (5.3)

5.1.3 Large Transformations

We propose here a new defensive mechanism called large transform. Ideally, it is an

image transform made significant change, |g(x)− x| > δ and also holds (2). The gradient of

g(x) should be much larger than 1 if the δ is significant and |∆x| is small. We are interested

in large transformation because it can disrupt (3) therefore improves the resistant against

the attacks based-on it.

|∇g(x)| > δ

|∆x|
+ 1≫ 1 (5.4)

5.2 Primitive-based Transformation as a Defender

The goal of primitive-based transform is to filter out the adversarial noise by recon-

struction of the original image using basic geometric shapes, therefore serving as a defense
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mechanism. The reconstructed image preserves the major visual features of the objects in

general, which can be identified easily by human, while significantly different from the origi-

nal image in pixel-by-pixel level. Intuitively, the transformation can suppress the adversarial

example, if the difference of the image before and after transformation is larger than the

adversarial perturbation.

In this paper, we use Michael Fogleman’s implementation of such transformation, namely

“Primitive”. It has the effect composing a new image that close to the original input image

with certain number of colourful drawing primitives. We choose triangles as drawing prim-

itives here. As described in the pseudo-code Algorithm 1, the algorithm sets the original

image as target and tries to find the single most optimal triangle that can be drawn to min-

imize the error between the target and the new drawn image in each step. Staring from a

blank canvas, it repeatedly adds one triangle at a time until total number of triangles added

reach the setting value.

Figure 5.1: Reconstructed images with 10 (left), 100 (middle) and 1000 triangles (right)
from scratch. As more triangles are added, the reconstructed image resembles more like the
original reference (input image).

The algorithm takes hill climbing approach to find a proper triangle in each step. A

triangle is generated randomly first and then scored by computing root-mean-square error

between target and new drawn image after that triangle added. Then we mutate the triangle

by tweaking a vertex and score it again. If the mutation improved the score (decrease in

error), we keep it. Otherwise we rollback to the previous state. Since hill climbing is prone

to getting stuck in local minima, the algorithm could conduct this many times with several
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different starting triangles. Multiple random triangles are generated and the best one is

picked before hill climbing.

We perform 16 times of random start and use 100 to 2000 triangles in experiment.

Parallelism on multiple threads in practical speeds up the process. It also reduces running

time to re-draw and re-calculate error only on updated area that described by scan lines

instead of the whole canvas. For simplicity we briefly describe the method in the pseudo-

code. The full details can be found from the source code used in experiments.

5.3 The Strong Attack: Backward Pass Differentiable Approximation (BPDA)

To test the defense effectively, we need to focus on the strongest attack possible. The

main tool in our gray-box experiment is BPDA. BPDA is a powerful gradient estimation

approach that has already broken many defense mechanism since it can back-propagation

through non-differentiable transform. Pseudo-code (Algorithm 2) described BPDA imple-

mentation of the formulations discussed in Section 5.1.2. The classifier can be unfolded as

c(x) = argmaxi f(x)i, where f(x) is the logits output of neural network. The forward direc-

tion calculation f(g(x)) combines with the defense g(x), while the backward direction only

need to calculate the deviates of f(·) and ignored g(x), since the deviates of g(x) approxi-

mately equals 1. Therefore, the whole algorithm is similar to PGD except the only difference

is that we compute the transformed input(in this case the transform is “Primitive") forward.

We set the number of iterations to 30 in our experiments.

5.4 Experiments and Results

Our proposed method uses the primitive-based transform as a defender to protect a

DNN classifier from white-box and grey-box attacks. Since no method of complete robustness

to adversarial attacks has been discovered yet and all defenses eventually been broken by

attackers, our experiments focus on comparing the largest distortion of adversarial examples

to benchmark the adversarial robustness improvement.

94



5.4.1 Experiment Setup

We choose a subset of ImageNet as our test set and pre-trained DNN classifier Inception

v3 as the original classifier. Due to huge computational cost in image reconstruction step,

primitive-based transformation is a time-consuming process, therefore, we benchmark the

robustness on the subset of ImageNet, which is constructed by randomly picking 1000 images

from the ILSVRC 2012 validate set of it.

5.4.2 Baseline: Defense in a None-Attack Setting

We first evaluate the effect of defense after being deployed as a baseline for late com-

parison. The classifier is not under any attacks.

Experiment The schemes of the original and protected classifiers without any attack are

given in Figure 5.2. We collect the accuracy of (a) original Inception v3 classifier and (b)

protected classifier after adding only the primitive-based transformation as defense on the

subset of ILSVRC 2012 validate set. We also collect the average L2 distances between

transformed images and the input images over difference number of triangles in (b).

(b)

DefenderX g(X) Classifier y=c(g(X))

(a) 

ClassifierX y=c(X)

Figure 5.2: Original (a) and protected classifier (b) without any attack.

Results The accuracy of Inception v3 test in (a) is 76.5% , which is in line with the

performance reported by [112]. We also know that increasing the size of test set does not

affect the distortion of cases that have already been successfully attacked. Since the accuracy

of the subset is in line with experiment on the full set, the size of the subset is sufficient for

our research that mainly focusing on the distortion comparison.
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Attacker ClassifierX g(X) y=c(g(X))

Attacker ClassifierX g(X') y=c(g(X'))DefenderX'

Attacker ClassifierX g(X') y=c(g(X'))DefenderX'

(a)

(b)

(c)

Figure 5.3: Attacks to original classifier without any defender (a), vanilla attack to the
classifier protected by the defender (b) and strong attacks to the classifier protected by the
defender (c)

The deployment of our primitive-based transformation decreases accuracy of (b) from

76.5% to 55.3% even without any attack. This indicates that the pre-trained classifier is not

fully adapted to the transformed images. The large transformation of input made them out

of the distribution of the previous training set. Introduce of the transformation reduces the

overall performance. However, the classifier are still able to maintain the accuracy of 55.3%.

This implies that the primitive-based transformation reserved the main visual features of the

input images. The two schemes are also plotted in the Figure 5.6 as the original (no attack)

and the protected (no attack) curve.

The threat models of adversary attacks usually use L2 distance of 0.05–0.06 as the

boundary of distortion. The distortions of transformed images (reconstructed) using differ-

ent numbers of triangles at least 12.0 are significantly larger compared to that boundary

(Figure 5.4). The primitive-based transformation caused a very large distortion by recon-

struct the image with triangles.

5.4.3 White Box: Attack on Original Classifier

To study the performance of the original classifier under L2 attack, we conduct ex-

periment on white box setting. Note that since the transformation used by the defense
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Figure 5.4: Reconstructed distortion

is non-differential, and the attacker can not directly access the gradients, by definition we

consider all experiments of the protected classifier under attack as grey box setting in this

paper.

Experiment We use the PGD as the attacking method with maximum 30 iterations. As

shown by Figure 5.3 (a), attackers targeting original classifier under white-box setting can

access all information of the classifier.

Results As plotted in Figure 5.5, the accuracy of the original classifier without any protec-

tion quickly drops from 76.5% to 5.6% within a very short L2 distortion 0.01 and eventually

drops to 3.7% within 0.02. As we expected, this shows vulnerability of original classifier

under white-box setting.

5.4.4 Grey Box: Attack on Protected Classifier

After introducing the primitive-based transformation as defense, the testing scenario

becomes gray box setting. We test the performance of the protected classifiers both follow

the same scheme in white box and scheme unique in gray box. The former scheme dose

not fully customized to the gray box scenario, and the attack is not as strong as the one in
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Figure 5.5: distortion summary.

latter scheme, which is customized and provides strong attack to convincingly benchmark

the robustness of the defense.

Experiment The vanilla attack scheme using the same attack as Figure 5.3 (a) in white

box setting is described in Figure 5.3 (b). Figure 5.3 (c) describes a strong attacks scheme

that take fully advantage of both information of the defense and the classifier. Following the

vanilla attack and the strong attack scheme, we collect (1) the accuracy and (2) the largest

distortions of them when fully broken over different number of triangles, because the number

of triangles used by the primitive-based transformation affects the overall performance of the

experiments.

Results The relationship of accuracy and triangles on different schemes are plotted in

Figure 5.6. Overall the accuracy increases along with the increasing number of triangles.

Intuitively, the more triangles used, the more detail of the image can be presented. However,

we find that the accuracy plateaued as the number of triangles increases. We observe limited

accuracy increase when the number of triangles reaches 2000.

Over the number of triangles from 200 to 2000, the results of the L2 distortions of all

protected classifiers (strong attack) are plotted in Figure 5.7. Again, we find that classifiers

98



 original (no attack)
protected (no attack)
attack on original
vanilla attack on protected
strong attack on protected
strong attack transferred

Ac
cu

ra
cy

0

10.0

20.0

30.0

40.0

50.0

60.0

70.0

76.5

Number of trangles
200 400 600 800 1000 1200 1400 1600 1800 2000

Figure 5.6: triangles summary.

with larger number of triangle has higher accuracy almost at all distortions. Specifically, the

accuracy of the most classifiers, with number of triangles larger than 600, decreases slowly

within 0.01 distortion, and then rapidly decrease when distortions are larger than 0.01. The

accuracy eventually plateaued when decrease to 12%. This result shows that the distor-

tions of 0.05–0.06 are not enough to reach 100% successfully break the protected classifier

even for strong attack BPDA. The primitive-based transformation requires significant larger

distortion to be broken and demonstrates improvement of robustness.
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Figure 5.7: Strong Attack
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Comparing curves of the vanilla attack on protected classifier, with 30.5% accuracy

at 2000 triangles, and attack on original classifier with 3.7% accuracy, we can conclude

that the primitive-based transformation does have defense effect, since the only difference

between them is the defense. However, strict evaluation of robustness requires experiments

under strong attack, and the result of vanilla attack only partially suggest improvement of

the robustness of protected classifiers. Accuracy of strong attack on protected significantly

lower than the vanilla attack due to the effectiveness of the BPDA.

We run BPDA in all strong attack cases. BPDA as a strong grey-box attack method,

take advantages of both the defense and classifier. To compare the performance conveniently,

we take the 2000 triangles and 800 triangles curve from Figure 5.7 and re-plotted in Fig-

ure 5.5. The accuracy of the protected classifier (2000 triangles) decrease from 54.5% to

12.2% and from 34.5% to 8.2% (800 triangles) as the distance of the distortion grows. But

unlike the original classifier, the protected requires large distortions to decrease the accu-

racy. Within 0.01 distortion, the former slowly decreases to 39.3% and the latter to 29.7%

while the original classifier decreases sharply to 5.6% at the same distance. This suggests

substantial improvement of robustness of our protected classifiers.

The table 1 summarized the best distortion of our protected classifier (800 triangles)

compared to other state-of-the-art defense methods under the strong attack scheme. Pixel

deflection [98] and input transformation [50] defense are completely defeated under BPDA

attack [7]. The accuracy of both drops to zero within l2 normalized distortion 0.05 and 0.06

respectively, however, the accuracy of our method is still 8.2% at very large distortion 0.12.

Larger distortion is required to completely defeat it.

Defense Dataset Distortion Accuracy
Prakash et al. ImageNet l2(ϵ = 0.05) 0.0%
Guo et al. ImageNet l2(ϵ = 0.06) 0.0%
Ours (800) ImageNet* l2(ϵ = 0.12) 8.2%

Table 5.1: Summary of accuracy under BPDA attack
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We also notice that the maximum distortions of the adversarial examples are still much

smaller than the distortions of images reconstructed by the primitive-based transformation

(Figure 5.4), that supports our assumption that the large transformation can suppress the

adversarial examples noise. However, it also indicates that the adversarial robustness of the

model is still not completely be solved since the defense can be broken when the distortion

of adversarial example is still relatively short compared to the distortion of reconstructed

image.

5.5 Transfer Experiment

In this paper we also study the transferability of adversarial examples. Under gray box

setting, if the attackers do not know the specific parameter used in the defense, it may reduce

the effectiveness of the attack because the parameters used in attack method is not in line

with the one used in defense method.

Experiment We assume the number of triangles used in the transformation is 1000, but

the attacker is not aware of that. The attacker enumerates the number of triangles from

200 to 2000 in each BPDA attack, and then feeds the adversarial examples generated in

each setting into the protected classifier. We collect the accuracy over different number of

triangles used in attack against the defense use the same number of triangles.

Results The accuracy is plotted in the curve of strong attack transferred in Figure 5.6 with

respect to different number of triangles in attack. The curve of the strong attack transferred

is very close to the normal strong attack on protected classifier. The adversarial examples

can be transferred to the protected classifier using 1000 triangles in defense, except when

the number is smaller than 600. This suggest that as long as the number of triangles is large

enough, knowing the number of triangles used by the protected classifier in defense is not

necessary. Hiding the parameters does not help improving the effect of the defense.
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5.6 Discussion and Summary

In this paper we present a novel defense method using primitive-based transformation.

Comprehensive experiments are conducted under various conditions. The experimental per-

formance of the proposed method indicates the improvement of the robustness of the model.

Compared to other similar state-of-art transformation methods, the distortion of adversarial

examples required to break our defense method is significantly larger, which supports the

claim of robustness improvement. The large distortions of reconstructed images by trans-

formation can explain why the transformation successfully suppresses the adversarial noise.

Our new framework serves a proof-of-concept that the large transformations can enhance

the defense and is a promising new direction towards complete adversarial robustness.

Note that we still can not claim our defense method as a complete solution of adversar-

ial robustness since the distortion of adversarial examples required to break the defense is

relatively small compared to the distortion caused by our transformation. This adds to the

accumulating evidence that complete robustness under strong attack is still challenging. In

our method, the reconstructed images eventually approximate the original input despite the

larger distortions, therefore, approximation assumption of attack methods BPDA still holds

to some extent. Therefore, we emphasize that the large difference transformation is partic-

ularly crucial for the future work in this direction towards robustness. Additional studies

that extend the large transformation are needed. Ultimately, if the defense could encrypt

the features of input images, and new classifiers are re-trained on encrypted features, then

the attack will not be able to approximate the gradient at all and the gray box attack will

degenerate to less effective black-box attacks, which is guaranteed by cryptography. In the

future work, we will work on this worth-exploring extension.
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Algorithm 1 Primitive algorithm
Input: Image target
Parameter: Number of triangles T
Output:Image result with the same size to target
Define:State object contains a triangle shape and its RGBA color, current image, and
buffer , the next image after adding the triangle to the image

1: new state object sbest
2: for each step in total T do
3: ebest ← INFINITY
4: new state object s
5: ▷ randomly get best initial state
6: for each attempt in total ATTEMPTS do
7: s← sbest
8: e← call mutate(s)
9: if the first iteration or e < ebest then

10: ebest, sbest ← e, s
11: end if
12: end for
13: ▷ randomly climb to better state
14: nfail ← 0
15: while nfail < MAXFAIL do
16: s← sbest
17: sbackup ← s
18: e← call mutate(s)
19: if e > ebest then
20: nfail ← nfail + 1
21: sbest ← sbackup
22: else
23: ebest, sbest ← e, s
24: end if
25: end while
26: image[sbest]← buffer [sbest]
27: end for
28: return image[sbest] as result
29:
30: function mutate(s)
31: triangle[s]← a new triangle that < SIZE × SIZE
32: repeat
33: randomly move one vertex of the triangle[s] from NORM distribution
34: until all angles of triangle[s] > MINDEG
35: color[s]← average color in total equals |image[s]− target| over triangle[s] area
36: buffer [s]← triangle[s] of color[s] + image[s]
37: return root mean square error of buffer [s] and target
38: endfunction
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Algorithm 2 BPDA algorithm
Input: Image original, adversarial attack target label
Parameter: λ, Rlearn

Required: Defense method g(·), logits of the classifier f(·)
Output: Image adversarial

1: adversarial ← original
2: for each integration in total ITERATIONS do
3: regularizer ←calculate normalized L2 loss from adversarial and original
4:
5: ▷ forward: logits equals f(g(adversarial))
6: x← g(adversarial)
7: logits← f(x)
8: softmax← cross entropy with logits on label
9: loss← softmax+ λ× regularizer

10:
11: ▷ backward: stops on x at f(x)
12: gradient←derivatives of loss w.r.t. x
13: adversarial← adversarial −Rlearn × gradient
14: adversarial← clip into range from 0 to 1
15: end for
16: return adversarial
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Chapter 6

Conclusions and Future Research Directions

In this dissertation, I proposed a novel semantic analytical framework that uses deep

unsupervised learning to mining the review text from users of mobile applications. The

framework reaches better context-aware understanding and the clustering results demon-

strated strong topic coherence. The topic modeling result of the user feedback is further

converted into practical business guidelines, thereby helping the development of company

greatly. Furthermore, I developed a novel sentiment analytic workflow by combining the net-

work analytical approach with the SBERT embedding technique. The nodes are clustered

into a group according to the modularity of the network and; then, the hidden sentiment pat-

terns are exposed. The public opinions on telemedicine application shows complicated pat-

terns. The experimental results imply insightful indicators of the user reviews of telemedicine

applications. Last but not least, I studied the issue of the robustness of the deep learning

models - the technological underpinnings of a wide range of modeling frameworks. After set-

ting up the rigorous experiments, I devised a novel defense mechanism to mitigate the issue

of adversarial examples. In the following part of this chapter, I tabulate my contributions

of the three studies of this dissertation in Section 6.1, and then I discuss the future work in

Section 6.2.

6.1 Main Contributions

The main contributions of this dissertation covers three inspiring projects. First, in

Section 6.1.1, I present the contribution of the proposed technique that converts user feedback

for health and fitness applications into design guidelines. Then in Section 6.1.2, I summarize

the contribution of the research project in which the public sentiment on the telemedicine

applications is analyzed. Last, I shed light on the contribution of my devleoped solution
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that mitigates the robustness issue of deep neural network, namely adversarial examples in

Section 6.1.3

6.1.1 Mobile Application Design Driven by User Feedback

In this work, I proposed a novel framework to analyze the user feedback of health mobile

applications, and I converted the feedback to guidelines for mobile application design. Several

contributions of this work are listed as follows.

Contribution 1: Utilized the Wisdom of the Crowd The new proposed framework

can understand the complicate semantic and sentiment information embedded in the large

volume of text by topic modeling combining rating scores associated. Instead of conducting

surveys and questionnaires, the automated framework allows direct accesses to the customer

feedback: the efficiency is greatly improved.

Contribution 2: Context-aware Understandings A framework based on deep

learning models is beyond the simple bag-of-word model and understand the precise meaning

according to the context. The new model leveraged the cutting-edge AI achievements for

rich and insightful understandings of the content.

Contribution 3: Identified Issues Critical to Market Success Practical guidelines

are concluded for five subcategories of health and fitness application market. For instance,

the tracking applications work under multiple device and sensor environment frequently face

customer complaints about connections, while the meditation application is relatively easy

to succeed in the market.

6.1.2 Analysis on Telemedicine Application Reviews

In this work, I investigated a network approach combined with SBERT embedding to

analyze the public opinions on telemedicine applications. After detecting network modular-

ity, I contrasted the different responses to telemedicine applications from different network

communities. The contributions of this part of the study are listed as follows:
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Contribution 1: Novel Network Analytic Approach A new similarity-based net-

work approach utilizes the output of deep learning model SBERT while converting the clus-

tering task as a network modularity detection problem. The similarity-based network enables

users to tune the threshold of connection, thereby optimizing data clustering performance.

Contribution 2: Discover Different Emotion Patterns I exploited emotion pat-

terns and the other linguistic features among popular, unpopular and fake positive applica-

tions. The findings will further be expanded into a novel effective detection system of fake

positive comments.

6.1.3 Robustness of Deep Learning Model

In this work, I investigated the robustness of deep learning model under the task of

computer vision and how to mitigate the robustness issue of the deep learning model. The

main contributions of this research are listed as follows:

Contribution 1: A Novel Model-agnostic Defense A new model-agnostic defense

against strong adversarial attacks was proposed anchored on a large-difference-transformation

approach, which provides a new promising direction towards a complete solution of adver-

sarial robustness.

Contribution 2: Mitigating the Robustness Challenge The empirical experi-

ments show that the primitive-based representation used in our transformation achieves

state-of-the-art robustness under the BPDA attacks. The normalized l2 distortion required

to fully break the classifier on the ImageNet dataset is increased from 0.06 to 0.12.

6.2 Future Projects

This section elaborates on the further development extended from this dissertation re-

search. In Section 6.2.1 I describe a solid plan to extend the feedback analytic framework

by incorporating a monitoring framework. In Section 6.2.2 I present a future study focused

on a novel way of building a new fake review detection system based on current findings.
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The future direction, articulated in Section 6.2.3, is an extension of the image reconstruction

from 2D to 3D for keeping attacks at bay.

6.2.1 Dynamic Monitoring

My developed framework - serving as an analytic tool - does not process any time

related information. The current analytic framework only provides general information of

all applications in a given category, which is not specific enough for individual applications

within a certain time frame. An ideal system should also track the trends of its products and

those from competitors. Using the previous topics and combining with the other features, I

plan to add a classifier as a filter to differentiate feature requests, bug reports, praises and

the like. I expect such a monitoring system will offer invaluable services to the business

entities.

6.2.2 Fake Review Detection

A fake positive review detector can be built from the important features and the other

linguistic patterns. Since fake positive reviews often lack diversity of the emotions, the

distribution of emotions is generally centred on joy, surprise, anticipation, and trust. I

intend to construct a framework to determine the possibility of fake reviews by checking

the distribution of a review collection of target applications. Similarly, I also plan to build

another framework to quantify the quality of reviews, aiming to prevent spam and post

farming.

6.2.3 Reconstruction with 3D Primitives

As differentiable rendering libraries like PyTorch3D [99] become available, not only

the current 2D primitives can be extended into 3D space, but also the raw hill climbing

method can be replaced by an efficient gradient descent method. I will propose a new
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way of reconstructing images with basic 3D objects - 3D primitives - in a hope to suppress

adversarial attacks and to bolster the robustness of deep learning models.
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