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Abstract 

 

 

Using transition-metal (TM) catalysts in organic chemistry conversion reactions is a well-

established practice due to their superior efficiency. They have been particularly useful in both 

methane to methanol conversion (MTM) and carbon dioxide carboxylation reactions (CDC). But 

using the anionic forms of these transition metals is relatively recent and has sparked interest in 

using them as prospective catalysts, especially in light of experimental evidence supporting their 

stability and producibility. This dissertation describes the catalytic potential of the following 

transition-metal anions: platinum (Pt‒), palladium (Pd‒), and nickel (Ni‒) for both above-

mentioned conversion reactions in addition to iron (Fe‒) in the  MTM pathway. The dissertation 

will emphasize the energy profiles, geometries, turnover frequencies, and electronic structure of 

catalysts using DFT and post-Hartree-Fock  electronic correlation methods. It will also elucidate 

the mechanism of reactions of the most promising routes through orbital analysis. The 

introduction briefly describes the computational methods used in this dissertation.  

The second chapter covers the MTM pathway starting with an introduction to the 

research history performed. It describes our computational findings for the atomic and ligated 

TMs catalyzed MTM pathway with emphasis on differentiating between radical and [2+2] 

routes. The findings from bare TMs are followed by a discussion of the effect on the catalytic 

efficiency of these TMs using the energetic span model and chemical kinetics analysis.  

Chapter 3 will outline the catalytic potential of atomic and ligated TMs in CO2 

carboxylation reactions with different unsaturated alkanes of various lengths which include 

ethene, butadiene, and both conjugated and unconjugated octadiene. Conclusions and discussions 

follow both chapters 2 and 3 with a description of the outlook for future work. 
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1. CHAPTER 1: Overview of Computational Catalysis Methods 

 

1.1. Introduction and background 

The growing demand for clean and sustainable energy resources is driving the 

transformation of the world’s heavy reliance on petroleum into more developed energy systems. 

Solar cells, electric cars technology, and biofuels are a few examples of current technologies that 

have proven to be efficient in mitigating both world energy requirements and climate change 

phenomena. More recently, natural gas and carbon capture and utilization have emerged as 

ubiquitous and free chemical feedstocks to synthesize useful chemicals such as methanol and other 

fine chemicals. However, for those new technologies to be practically efficient, several obstacles 

need to be overcome pertaining to the cost of infrastructures required by these new technologies 

as well as transportation and energy conversion cost. Chemical catalysis plays a pivotal role in 

developing viable routes in energy conversion, particularly, transition metals owing to their 

efficiency and reliability. The process of designing and developing new and cost-effective catalysts 

is a challenging process that needs to be addressed before it can be practically useful. It requires 

knowledge of the mechanisms and advanced methods that aid in understanding catalyst behavior 

and improvement possibilities. Computational chemistry is a routinely utilized tool in studying 

various chemical concepts and transformations due to its rising accuracy and efficiency. Perhaps, 

organometallic catalysis is one area where quantum chemical calculations have proven to play a 

central role as a missing piece in understanding catalytic mechanisms. Density Functional Theory 

(DFT) is a commonly utilized method in computational catalysis due to its exceptionally low 

computational cost. Still, it has its shortcomings in cases of open shell multireference systems such 

as TMs, plus DFT data accuracy is strongly correlated with the right choice of functional.1 

Therefore, applying advanced electronic correlation methods such as Multi-Reference 
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Configuration Interaction (MRCI) is fundamentally important in understanding the status of the 

electronic configuration of transition metals (TMs) and provides an accurate prediction of the 

electronic structure of TM-containing molecules. Similarly, CI methods are significant in 

situations involving bond-forming or breaking stages, a feature typically missing in singly 

referenced methods such as Hartree Fock and DFT. Equally important, methods such as coupled 

clusters are critical for both accuracy and size extensivity needed to accurately describe catalytic 

pathway energetics.2 Among intensely researched areas are methane to methanol conversion and 

CO2 sequestration and utilization due to their economic and ecological impacts. Both C-H 

activation including MTM pathways and catalytic conversion of CO2 have been widely explored 

previously using cationic and neutral forms of TMs in their atomic and oxide forms,3-8 however, 

the potential of negatively charged TMs in CO2 and TM-oxides in MTM pathways is still poorly 

explored.  

1.2. Objectives and outline of the dissertation 

The goal of this dissertation is to theoretically study the catalytic potential of negatively 

charged TM  ions  in MTM and CO2 carboxylation reactions with unsaturated hydrocarbons. The 

study is mainly focused on the energetics of the gas phase catalytic pathways using DFT and post-

HF electronic correlation methods, geometries, and electronic structures of intermediates and 

transition states. Additionally, the catalytic efficiency improvement through ligand design is also 

examined in both targeted reactions. The efficiency of each catalytic pathway is assessed using the 

energetic span model which provides a quantitative description of catalyst performance through 

turnover frequency (TOF) calculations.9, 10 Our hypothesis behind using anionic TM centers is that 

higher activation power is attributable to their capability to populate the anti-bonding C-H orbital 

in methane for example, thus disrupting the bond.11 On the other hand, finding ligands that enhance 
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the electron affinity (Eea) of the metal center to enable them to regain their electrons at the end of 

the cycle is a challenging task. Moreover, the weak ion-dipole interaction force between the 

anionic metal center and hydrogen atom of generated methanol, as compared to that in cationic 

metal and oxygen of methanol, results in a short interaction period with the created product 

(CH3OH), facilitating the product release and preventing over-oxidized products. The following is 

a concise and general description of the computational methods used in this dissertation. The 

complete and detailed accounts of the electronic structure theory can be found in Modern Quantum 

Chemistry, a book by Szabo and Ostlund.12 

1.3. Wave function-based ab initio methods 

 

Electronic structure calculations based on analytical approximate solutions of 

Schrödinger's equation (SE) provide the core requirement for most common computational 

chemistry methods. The SE can be described as time-independent SE with the following formula:  

 

�̂�Ψ(𝐑1, 𝐑2 … 𝐑𝑁 , 𝐫1, 𝐫2 … 𝒓𝒏) = 𝐸Ψ(𝐑1, 𝐑2 … 𝐑𝑁 , 𝐫1, 𝐫2 … 𝒓𝑛)    (1.1) 

 

Where R and r are the coordinates of the nuclei and the electrons respectively.  

The Hamiltonian operator �̂� for the time-independent, non-relativistic Schrodinger 

equation is:  

�̂� = − ∑  𝐴
1

2𝑀𝐴
∇𝐴

2 − ∑  𝑖
1

2
∇𝑖

2 − ∑  𝑖𝐴
𝑍𝐴

𝑟𝑖𝐴
+ ∑  𝐴<𝐵

𝑍𝐴𝑍𝐵

𝑟𝐴𝐵
+ ∑  𝑖<𝑗

1

𝑟𝑖𝑗
    (1.2) 

 

Where A and B are the nuclear indices and 𝑖 and 𝑗 are the electronic indices. The first two 

terms in the Hamiltonian represent the kinetic energy of the nuclei and electrons, respectively. The 
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third, fourth, and fifth terms involve the potential energy due to the attraction of the electrons and 

nuclei, the nuclear-nuclear repulsions, and the electron-electron repulsion, respectively. Applying 

the Born-Oppenheimer approximation de-couples the electronic and nuclear degrees of freedom 

and the Hamiltonian takes the form: 

 

�̂�𝑒𝑙𝑒 = − ∑  𝑖
1

2
∇𝑖

2 − ∑  𝑖𝐴
𝑍𝐴

𝑟𝑖𝐴
+ ∑  𝐴<𝐵

𝑍𝐴𝑍𝐵

𝑟𝐴𝐵
+ ∑  𝑖<𝑗

1

𝑟𝑖𝑗
    (1.3) 

 

Here, we focus on the electronic motion which can be described assuming the nuclear 

motion is omitted. 

1.3.1. Hartree equation and self-consistent field (SCF) method 

 

Hartree proposed the idea that individual electrons can be separated as well, and many-

electron wave function would be a product of one-electron wave functions 𝜙 as follows: 

 

𝜓𝑒𝑙𝑒(𝐫1, 𝐫2 … 𝐫𝑛) = 𝜙1(𝐫1)𝜙2(𝐫2) … 𝜙𝑛(𝐫𝑛)    (1.4) 

 

This wave function assumes that an individual electron moves in a mean-field (𝑉𝑖
eff) of all 

other electrons and the solution of individual Hartree equations depends on the iterative solution 

of all other equations via (𝑉𝑖
eff). The iterative process is called self-consistent field (SCF)13 as 

shown below in figure 1.1 : 
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(− ∑  

𝑖

1

2
∇𝑖

2 − ∑  

𝑖𝐴

𝑍𝐴

𝑟𝑖𝐴
+ +𝑉𝑖

eff) 𝜙𝑖 = 𝐸𝑖𝜙𝑖 

 
Figure 1.1. Schematic representation of the self-consistent field (SCF) method. 

 

1.3.2. The Hartree-Fock method 

Because the Hartree product wave function is not antisymmetric (as required by the Pauli 

principle), it does not result in sign adjustment upon exchanging two electrons (which it should), 

and the Slater determinant (SD) which was introduced by Fock to represent the wave function as 

follows: 

 

𝜓(𝐫1, 𝐫2 … 𝐫𝑛) =
1

√𝑛!
|

𝜙1(𝑟1)    𝜙2(𝑟1)     …     𝜙𝑛(𝑟1)

𝜙1(𝑟2)    𝜙2(𝑟2)     …     𝜙𝑛(𝑟2)

𝜙1(𝑟𝑛)    𝜙2(𝑟𝑛)     …     𝜙𝑛(𝑟𝑛)
|    (1.5) 

 

Using this determinant, a multi-electron system can be represented with a set of spatial and 

spin functions where each row uses a different spin-orbital (𝜙) for the same electron while each 
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column uses a different electron with the same spin-orbital. The consequence of such construction 

is that switching any electron pair, by interchanging two rows or two columns, results in  𝜓 sign 

change satisfying the Pauli-exclusion principle. Based on the HF method, the energy of the system 

is obtained variationally by equation 1.6 assuming a normalized wavefunction and the term 

(⟨𝜓 ∣ 𝜓⟩) = 1: 

 

𝐸𝐻𝐹 =
⟨𝜓|�̂�ele |𝜓⟩

⟨𝜓∣𝜓⟩
= ⟨𝜓|�̂�ele |𝜓⟩    (1.6) 

 

To obtain 𝜙, rearrange 𝐸𝐻𝐹, and obtain the Fock equation solved in a Self-Consistent Field 

(SCF) approach. 

Here, the electronic Hamiltonian consists of electronic energy, nuclear attraction, and 

electron-electron repulsion terms as follows: 

 

𝐸𝐻𝐹 = ∑  
𝑁elec 

𝑖=1 ℎ𝑖 +
1

2
∑  

𝑁elec 

𝑖=1 ∑  
𝑁elec 

𝑗=1 (𝐽𝑖𝑗 − 𝐾𝑖𝑗) + 𝑉nn    (1.7) 

 

Where ℎ𝑖  is one-electron energy term that comprises both kinetic energy and electron-

nuclear attraction terms as follows: 

ℎ𝑖 = −
1

2
∇𝑖

2 − ∑  𝑖𝐴
𝑍𝐴

𝑟𝑖𝐴
       (1.8) 

𝑱𝒊𝒋 is an integral obtained by the Coulomb operator, arising from the Coulomb repulsion 

between electrons, 𝑲𝒊𝒋 is obtained by the exchange operator, it ensures anti-symmetry and removes 

the self-interaction arising from the  𝑱𝒊𝒋 integrals. 
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1.3.3.  Linear Combination of Atomic Orbitals (LCAO) 

The solution to the one-electron wave function such as the hydrogen atom case, gives the 

atomic orbital as an analytical expression, while the solution to the HF wave function is provided 

by the molecular orbitals: 

 

𝜙𝑖 = ∑  𝑛
𝜇=1 𝑐𝑖𝜇𝜒𝜇        (1.9) 

 

The sum over μ runs over all n atomic orbitals of the atoms. The  𝑐𝑖𝜇 are  called molecular 

orbital coefficients and are optimized to minimize the total energy 𝜒𝜇 is the basis function, for 

example, in the H2 molecule, this simple minimal basis set leads to two HF orbital solutions based 

on the 1s AOs. 

The HF SCF produces in addition to energy, a set of molecular orbitals, and the number of 

the later depends on the number of basis functions (BFs) used. Using small numbers of  BFs results 

in crude results only, while using an infinite number of BFs brings the HF energy close to the exact 

solution of HF equations. However, a balance must be achieved between the quality of results and 

the level of theory since using many BFs significantly raises the cost of computation, especially 

for post-HF. 

While a HF wave function advantage is producing size-consistent energy, both its 

variational nature and lack of electronic correlation make the HF energy always higher than the 

exact value. It follows that the HF method has limited value in chemical applications, instead, HF  

has been used today only as a reference wave function and reference energy for correlated wave-

function methods such as coupled-cluster (CC) theory. 
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1.3.4. Post-Hartree-Fock methods 

 

For chemical systems that involve TMs, diradicals, and bond stretching, two or more 

different configurations might be important to accurately describe the wave function. Choosing 

one of them leads to an inaccurate energy description of the system. This inadequacy in single-

referenced methods required the development of the Multi-Configuration Self-Consistent Field 

(MCSCF) method, which is more commonly named multireference method. Several methods have 

been developed using this approach such as the Complete Active space self-consistent Field 

(CASSCF) method where both the coefficients in front of the different configurations and the 

orbitals for each determinant are optimized. Another MCSCF method used in this dissertation is 

the multi-reference configuration interaction (MRCI) as described in section 1.3.4.2. 

1.3.4.1. Complete Active Space Self-Consistent field (CASSCF) 

 

In this method, only orbitals that involve large variations in the electronic configurations 

(chemically active) are included in the active space and undergo full Configuration Interaction 

(Full CI). For example, consider the d-orbitals of TMs. All other orbitals are either frozen (always 

doubly occupied in the core) or virtual (empty). The wave function in CASSCF is obtained by 

optimizing a linear combination of configuration state functions (CSFs) that comprise all possible 

occupations of the orbitals and electrons in the active space. The active space specification is 

important for the accuracy of proper bond cleavage and excited states descriptions.  
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1.3.4.2. Multi-reference configuration interaction (MRCI)  

In this method, more configurations are added to the wave function by promoting electrons 

from the active to the virtual orbitals. The wave function is obtained by optimizing the linear 

combination of all possible state functions. Thus, CI will provide a better representation of 

correlated systems having more electronic configurations compared to CASSCF. To solve the size-

nonconsistency problem in MRCI, it is often approximated with the  Davidson correction 

MRCI+Q.14, 15 

1.3.4.3.  Coupled cluster method (CC)  

The lack of size-consistency16, 17 and excessive computational cost of MRCI result in the 

development of coupled cluster theory. Unlike the MRCI method where the wave function is 

expressed as a linear combination of individual state functions, the CC uses an exponential 

operator to express all possible excitations such as single (CCS), double (CCSD), and triple 

excitations (CCSDT), etc... A special case arises when the triple excitation is included in scaling 

the CCSD where triple excitation is added using perturbation theory (CCSD(T)) avoiding the 

prohibitive computational cost of CCSDT. The CCSD(T) is referred to as the “gold standard of 

quantum chemistry” provided a single determinant serves as a proper reference. 

1.4. Density functional theory (DFT) 

In this method, the energy is obtained as a functional of the electronic density of the system, 

thus, neither prior knowledge of the wave function nor solving SE is required. The mathematical 

structure of DFT reduces the prohibitive computational cost resulting from exponential scaling 

with the number of electrons required to solve SE into the dimensionality of 3 in DFT, regardless 

of the number of electrons of the molecules. Such features make DFT an efficient method for large 

systems. The DFT method has passed through several transformative stages of development 
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starting from Hohenberg–Kohn theorem18 and ending with the Kohn-Sham  DFT19 functional that 

has the form : 

 

𝐸[𝜌] = 𝑇[𝜌] + 𝐸𝑒𝑥𝑡[𝜌] + 𝐸Coul [𝜌] + 𝐸𝑥𝑐[𝜌]    (1.10) 

 

Here, 𝑇[𝜌] is the kinetic energy of non-interacting electrons, 𝐸𝑒𝑥𝑡[𝜌] is the electron-nuclear 

attraction term, 𝐸coul [𝜌] is the electron repulsion term and 𝐸𝑥𝑐[𝜌] is the exchange and correlation 

potential term. The later term replaces the exact exchange term in the HF method making DFT 

superior to HF, having the additional feature of correlation effects. Unfortunately, the exact 

expression of the Exc[ρ] is unknown and is the subject of much method development research.20 

The exact functional has been approximated with several empirical modules to give a reasonable 

electronic energy result for complex systems. Thus, the selection of functional is critical to obtain 

accurate results, which may be sensitive to functional choice. For example, adding an empirical 

dispersion correction such as the B3PLYP-D3 functional significantly improves results for 

systems with long-range interactions that usually  B3LYP 21 alone fails to describe. Noteworthy, 

the MN15 functional used in this dissertation is one of the  Minnesota series of functionals 

proposed by Truhlar’s group.22 This type of functional has been well parameterized for both main 

group and transition metal elements and is thus very suitable in organometallic catalytic reaction 

modeling. 

1.5. Choice of basis sets for anionic systems 

For anions or electron-rich atoms/pairs, the basis set must be augmented with diffuse 

functions to allow the electron density to expand into a larger volume. On the other hand, the 

addition of polarization functions is necessary to give more freedom to electrons to move away 
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from each other, thus reducing electron-electron repulsion. This is done by adding a basis function 

of a higher angular momentum to the existing one, for example, for s-type orbital, we add a set of 

p orbitals, and for p-electrons, we add a set of d-type orbitals. The correlation consistent basis sets 

used in this dissertation denote the use of maximum electron correlation energy for each atom, 

while the valence denotes it has been applied to valance electrons only. 

1.6. Pseudo Potential Basis Sets 

For late (heavy) transition metals, these potentials are used to reduce the computational 

cost by describing the inner (core) electrons by a potential that is placed in the Hamiltonian. Their 

implementation is also important to account for the relativistic effect of these late TMs.  These 

basis sets comprise two parts: the effective core potential (ECP) describing the inner electrons and 

the basis set describing the valence electrons. For example, the Los Alamos National Lab two 

double zeta basis set (LANL2DZ) is one of the commonly used effective core potential (pseudo 

potential) in computational chemistry, proposed by Hay and Wadt23, 24 that involves relativistic 

effects for elements in the fifth and sixth periods; however, it only provides acceptable accuracy 

suitable for geometry optimization but not energetics. On the other hand, for accurate energetics, 

a higher level of theory basis sets is used. 

1.7. Calculation of gas-phase chemical reaction rate constant from DFT data 

There are two important assumptions when using ab-initio calculations to calculate 

thermodynamic data. First, the equations are derived for non-interacting particles, thus, legitimate 

only for an ideal gas. Second, the first low-lying and higher excited states are inaccessible, thus, it 

is applicable only for the ground state of the interacting molecules25. The thermodynamic data 

generated by Gaussian software26 such as entropy, free energy, and heat capacity are heavily 

dependent on partition function q(V, T) calculations which have four contributions: translational, 
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vibrational, and rotational which comprises electronic motion (linear, non-linear, and electronic) 

according to equation  1.11:  

 

𝑄tot = 𝑄trans × 𝑄vib × 𝑄rot × 𝑄elec    (1.11) 

 

The detailed mathematical formulas required to calculate each component are based on 

statistical mechanical modeling and are discussed in detail in “Molecular Thermodynamics” by 

McQuarrie and Simon27. For a given reaction that involves an activation barrier, the Transition 

State Theory28 rate constant can be obtained based on the following equation: 

 

𝑘TST(𝑇) = 𝜎
𝑘b𝑇

ℎ

𝑄TS(𝑇)

𝑁A𝑄R(𝑇)
e

−
V‡

𝑘b𝑇    (1.12) 

 

where 𝜎  is the reaction path degeneracy, 𝑘b is Boltzmann’s constant, T is the temperature, 

ℎ is Planck’s constant, NA is Avogadro’s number (it disappears for unimolecular reaction rate 

constants with units of s-1). V‡ is the difference in the potential energy between the transition state 

(TS, assumed to be located at the saddle point on the PES) and the reactant(s) (zero-point energy 

contributions are included in the partition functions). QTS and QR denote the 

total partition functions of the TS and the reactant(s) with the translational partition functions 

expressed in per unit volume. QTS excludes the reaction coordinate. In the calculation of ∆G‡(T) 

(except when the tunneling correction computation is used)29, the imaginary frequency associated 

with the reaction coordinate degree of freedom is removed from the vibrational partition function 

of the transition state and, as a result, from the kinetic treatment. Thus, we express QTS by the 

following formula: 
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QTS(T) =  𝑄𝑟𝑎𝑛𝑠
𝑇𝑆  ×  𝑄𝑣𝑖𝑏 

𝑇𝑆 × 𝑄𝑟𝑜𝑡
𝑇𝑆  × 𝑄𝑒𝑙𝑒

𝑇𝑆      (1.13) 

 

after replacing QTS and QR from the above equation to the equation of kTST and some 

algebraic manipulations, the zero-point energy corrections and entropy terms are incorporated in 

the exponential part (thus V‡ converts to ∆G), while the V introduced via the Qtrans terms remain 

in the pre-exponential factor and the final formula for rate constant will be expressed as shown in 

eq 1.14 below29: 

 

𝑘TST(𝑇) = 𝜎
𝑘b𝑇

ℎ
(

𝑅𝑇

𝑃0)
Δ𝑛

e
−

Δ𝐺‡(𝑇)

𝑘b𝑇     (1.14) 

 

where ∆G‡ (T) represents the standard Gibbs free energy of activation ΔG0 at temperature 

T, ∆n is 1 or 0 for gas-phase bimolecular or unimolecular reactions, respectively; RT/P0 has the 

unit of the inverse of a concentration). 
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2. CHAPTER 2: Methane to Methanol Conversion 

2.1. Significance and Background 

Presently, the MTM pathway is gaining significant attention from the scientific community 

due to its environmental and economic impact. Although CH4 exists at a low atmospheric 

concentration (compared to CO2), its global warming potential is 28-36 times higher than that of 

CO2,
30 due to its high atmospheric residence time and heat absorptivity. Typically, CH4 can be 

found in coal, natural gas, and oil. It can also be produced by livestock and other agricultural 

activities as well as by the decay of municipal solid waste landfills.30 Methane’s vast abundance 

and sustainability make it an excellent feedstock and source of convertible energy to build several 

chemically and industrially important molecules such as methanol, ethylene, ethanol, ethylene 

glycol, isopropanol, and propylene glycol, etc.31 

Due to the growing demand, methanol came to the forefront of extensively produced 

chemicals worldwide due to its scientific and industrial importance.32, 33 About 110 million metric 

tons are produced worldwide, 40% of which is converted to fuel.34 Historically, it is produced by 

distillation of burning wood but with low capacity. However, it can also be produced at industrial 

levels from both CH4 and CO2, raising the economic importance of these molecules and providing 

a solution to mitigate their negative environmental impact. Methanol economy gained its solid 

ground owing to its unique chemical, physical, and safety properties. Firstly, it is less volatile and 

flammable compared to gasoline. Secondly, methanol vapor is only marginally denser than air 

which accounts for its low combustibility and thus its high safety profile. Lastly, methanol ignites 

about 25% faster than gasoline but releases heat at 1/8 the rate of that of gasoline. To sum up, the 

above-mentioned properties make methanol hard to ignite compared to gasoline causing less 

damage when burned and safer to transport and store compared to gaseous CH4.
30 
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In essence, direct, and selective conversion of CH4 in MTM pathway is contingent upon 

developing a highly selective catalyst that ensures a high conversion to methanol with minimal 

side products. However, activating CH4 is a high-stakes challenge owing to its inertness as a 

closed-shell molecule. Both methane’s ionization and C-H dissociation energies 35’36 entail a high 

oxidation energy requirement. Moreover, its oxidation to methanol is both an intricate and highly 

sensitive process concerning its stoichiometric ratio with O2 that demands a high level of thermal 

control to avoid combustion.37 In addition to thermodynamic difficulty, selectivity is yet another 

obstacle that needs to be addressed for the MTM pathway to be practical. Thus, MTM imposes a 

challenge for scientists and environmentalists and represents a promising pathway among other 

sustainable energy methods. 

2.2. Current MTM status and previous work 

 Industrially, CH4 is transformed to methanol through a costly and endothermic centralized 

process where natural gas is steamed and passed over a catalyst in a steam reformer producing 

syngas initially. The latter (a mixture of H2 and CO) is passed over a catalyst producing methanol.37 

Thermodynamically, producing methanol via the syngas pathway entails as much as +27.6 

kcal/mol of steam energy as shown in figure 2.1.  

 

 
Figure 2.1. Reaction enthalpies for the direct and indirect CH4 to CH3OH conversion. 
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Moreover, both the hazardous shuttling of CH4 to the main syngas production plant and the low 

cost of other energy alternatives including crude oil represent barriers confronting methane 

utilization and commercialization. A comprehensive detailed study on syngas history and 

production is discussed in a review paper.31 At the laboratory level, several experimentalists have 

reported a single-step methanol synthesis using different TM with homogenous and heterogenous 

catalysis. However, the low conversion yield and promiscuous selectivity are hampering further 

development of these catalysts.5, 38-44 On the other hand, any attempts to enhance methanol yield 

will be at the expense of catalyst selectivity.45 Biological enzymes such as methane 

monooxygenase can also convert CH4 to methanol using their catalytic binding pockets. Another 

work46 reported that methanotrophic bacteria can undertake MTM reactions utilizing redox active 

copper or iron centers based on bacterial subtypes; however, factors like scalability, genetic 

engineering intricacy, limited rate of conversion as well as a co-enzyme requirements are hindering 

the commercialization of this method.47 Concurrently, research spearheaded by Chan et al. 

developed a selective and efficient molecular tri-copper cluster catalyst with different ligands 

inspired by the monooxygenase enzyme catalytic binding pocket.48 However, its success is 

challenged by technical difficulties pertaining to experimental design which requires continuous 

removal of (CH3OH/H2O) and continuous supply of oxidant (H2O2/H2O) in the reactor.48 On the 

other hand, metal oxides are a common family of catalysts with unique properties that catalyze 

several important reactions, particularly oxidation (selective and total), acid-base reactions, de-

pollution, and biomass conversion.6 The fact that oxide surfaces are covered by oxide O2− anions, 

as their size is much larger than that of Mn+ cations, adds a nucleophilic character to the catalyst 

and possibly improves catalyst reactivity and selectivity compared to atomic catalysts. The 

pronounced catalytic efficiencies of metal oxides have stimulated further research to be used in 
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homogenous catalysis. One tangible advantage of metal oxides is overcoming the endothermic 

nature of oxidative addition of methane with bare TM metal ions M+ (M= Ti, V, Co, Fe, Nb, Rh, 

Sc, Y, La, Lu, Ni, Zn, and U).4, 8, 49-51 However, cases where the bare TMs (M+) are electronically 

excited such as (Ti+, Cr+) or the kinetic excitation energy is compensating for the oxidative addition 

energy cost, are exceptions, and makes those bare TMs superior to their TM oxides counterparts 

in terms of catalytic power.4  

One of the nascent attempts to explore the role negatively charged TM atoms play in the 

MTM pathway was published by Msezane et al. where anionic gold (Au ̶ ) was theoretically studied 

using dispersion-corrected DFT.52 In a different work, the authors extended their previous study 

to include atomic Y ̶, Ru ̶, At ̶, In ̶, Pd ̶, Ag ̶, Pt ̶ , and Os ̶. 53  Although their work involved mainly 

DFT and thermodynamics calculations, the authors have shown that anionic catalysts may make a 

significant contribution to reducing the energy requirements for the MTM pathway, especially in 

stabilizing the transition states. The first systematic experimental investigation of the Pt ̶  potential 

in C-H activation belongs to Bowen et al.54 Bowen’s work has provided valuable insight into the 

mechanism underlying C-H activation by Pt ̶  and casts doubt on the previously accepted 

inadequacy of Pt ̶  in methane activation.55 His work is the first experimental evidence of Pt ̶ 

capability of activating CH4 molecule proven by mass spectroscopy data as well as computational 

study.54 

2.3. Computational details 

Quantum calculations were carried out using Gaussian 16 and MOLPRO packages.26, 56 

Initially, we investigated the wave function stability of all intermediate and transition states by 

applying the stable=opt option in Gaussian; the obtained wave function was used as a reference 

for subsequent geometry optimizations of intermediates and transition states (TS) which were 
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obtained with DFT methods using the Minnesota hybrid exchange-correlation functional 

(MN15).57 Real and imaginary frequencies were obtained to confirm that local minima (stationary 

points) or 1st order saddle points (transition states) were reached. The correlation consistent 

polarized valence triple zeta basis set augmented with diffuse functions aug-cc-pVTZ58, 59 was 

used for all atoms. These diffuse functions are essential for the accurate description of the chemical 

properties of anions, which is particularly important in our studied systems. To account for Pt 

relativistic effect, the Stuttgart relativistic effective core pseudo-potential (ECP) was utilized to 

represent the 60 inner electrons of Pt atom (1s2 through 4d10) and 28 inner electrons of Pd atom 

(1s2 through 4d8).60  

In the cases of negatively charged ions, the calculations of correlation energy are generally 

more demanding than in cations or neutral atoms due to more efficient screening of the nucleus by 

electrons. Thus, it is of paramount importance to consider accurately the electron correlation 

effects in such systems. In fact, the stability of a negative ion depends on how competitively the 

extra electron experiences the attractive force from the nucleus against other electrons.61 

To this end, we performed complete active space self-consistent field (CASSCF) single-

point energy calculations for these structures to assess the multireference nature of wave function. 

For Ni ̶, Pd ̶, and Pt ̶, the doublet and quartet spin states are all having a high single-reference 

character. The dominant configuration has a coefficient of 0.85 or larger. For these singly 

referenced systems we performed restricted coupled cluster calculations with single, double, and 

perturbative triple electron replacements, RCCSD(T).17, 62 Previous work done by our group 

showed that single point CCSD(T) energy using the MN15 optimized geometries are quite accurate 

for single-reference nature systems.11 In the case of iron quartet spin structures, we further 

performed internally contracted multireference configuration interaction (MRCI)63 with single and 
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double electron replacements of active electrons of the CASSCF wave function to the virtual 

orbital space to assess their multireference nature. The quartet RCCSD(T) energies of iron were 

obtained through a combination of RCCSD(T) of the sextet and MRCI of the quartet-sextet energy 

splitting through the following formula: 

 

𝐸 [qRCCSD(T);  𝑆 =
3

2
] = 𝐸 [RCCSD(T) ;  𝑆 =

5

2
]  + 𝐸 [MRCI;  𝑆 =

3

2
] − 𝐸 [MRCI; 𝑆 =

5

2
] 

(2.1) 

 

Here, qRCCSD(T)  is the quasi-RCCSD(T) energy of the quartet spins state of Fe, and E(X) 

is the total electronic energy. The validity of this approach lies in the single-reference nature of 

the high-spin S =5/2 wave function (ferromagnetic coupling of the electronic spins). The active 

space selection for both MRCI and CASSCF calculations was based on valence orbitals actively 

participating in the chemical reaction studied. However, non-participating orbitals such as C-H 

bonds and 2s of oxygen were closed (frozen) to reduce the computational cost of calculations. 

Another important factor, especially for 2nd and 3rd row TMs, is the Spin-Orbit (SO) 

coupling. SO calculations at the MRCI level were done for Pt-containing compounds through 

diagonalization of the Breit- Pauli  Hamiltonian ion based on their lowest energy CASSCF wave 

functions.64 

2.3.1. Multi-reference calculation details for assessing the reference state of metal oxides 

All calculations were performed using MOLPRO 2015.1 software package65 and the C2v 

point group symmetry was assigned to all structures of studied metal oxides. The molecular 
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orbitals were optimized at the state-averaged complete active space self-consistent field (CASSCF) 

level. The active space for PtO− and PtO− consists of 15 electrons allocated as follows: 4 in A1, 2 

in B1, 2 in B2, and 1 in A2 orbitals, which correspond to 5s and 4d atomic orbitals of metal and 2p 

of oxygen at large M–O distances (we closed 1s of oxygen). We expanded the active space to 

include three additional orbitals (3p orbitals of oxygen at infinity) resulting in 12 active orbitals 

(5A1, 3B1, 3B2, 1A2). The inclusion of these orbitals was necessary to obtain better electron 

affinities, better convergence, and smoother PECs. For NiO‒ and FeO‒, the active space consists 

of 15 electrons/ NiO‒ and 13 electrons/FeO‒ allocated as follows: 4 in A1, 2 in B1, 2 in B2, and 1 in 

A2 orbitals. 

2.4. Metal oxide electronic structure and relevance to methane activation 

It is well known that transition metal oxides exist in two electronically equivalent forms; 

TM-oxyl (Mn+O•‒) and TM-oxo (M(n+1)+O2‒) species.66, 67 Factors such as the nature of metal, the 

valence of the metal core, and the first coordination sphere can dictate which form is prevalent. 

Such distinction is important in determining the reactivity and reaction mechanisms of TM oxides 

with CH4. In this regard, the “oxo” form is believed to perform a proton-coupled electron transfer 

(PCET) or [2+2] while “oxyl” can perform hydrogen atom transfer (HAT) as shown in figure 2.2 
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Figure 2.2.  Possible CH4 activation mechanisms by metal oxide. 

 

Experimentally, an oxyl form, for example, can be confirmed with EPR and IR methods 

that show a low valency of the metal center.67 However, to understand the relative stability of these 

two forms, we compare the energies of the complex (i.e. metal oxide molecules) with the reactants  

M(n+2)+ + O2− and M(n+1)+ + O−. The latter is always lower in energy and their separation is 

determined by the ionization energy (IE) of the metal (M(n+1)+ to M(n+2)+). The O2− ion is unstable 

with respect to O− (negative electron affinity, Eea).
68 The energy required to go from the oxyl to 

the oxo fragments, IE– Eea (Eea < 0), is proportional to the square of the metallic charge, as can be 

observed by the experimental values68, and inferred by the hydrogenic model.69 It follows that the 

oxo form will dominate whenever the oxidation state of the metal permits, due to oxo's relative 

stability compared to oxyl. Otherwise, the oxyl form will win over the oxo, especially when 

progressing toward late transition metals, where the occupancy of π-antibonding metal d orbitals 

increases and metal-oxo bonds become weaker and more reactive. In fact, metal oxo species are 
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scarcely reported in the literature beyond group 8 unless they exist in special coordination 

geometries such as square-pyramidal, trigonal-pyramidal, and, importantly, square-planar.70 This 

type of behavior has been so far identified as the “oxo-wall” phenomenon.66, 71, 72 This has been 

confirmed computationally by our group recently.73 The oxyl character of M-O implies an 

elongation of the M-O bond and the presence of high spin density on the oxygen atom which can 

also be confirmed computationally. 

From a different angle, since the methane C-H bond is considerably strong (pKa =46), it 

requires a strong base (the oxygen of metal oxide) to be extracted. This suggests that metal-oxygen 

bond dissociation energy can be a major factor in methane activation. This was supported by our 

recent publication where the acidity of the metal hydroxides of  (NiO–, PdO– , PtO– ) is reversely 

correlated with the activation barrier of methane.11 

2.5. MTM mediation with cationic vs. anionic TMs 

 To highlight the distinctions between metal oxide cations and anions in terms of their 

selectivity towards methanol production, we compared the energy requirements for both methanol 

and other hydrogenated products for cationic, neutral, and anionic metal oxides. Experimental 

research on the MO+ + CH4 reaction in the gas phase has been done for M = Ni, Pd, and Pt.74  

Three distinct reaction pathways have been reported: M+ + CH3OH, MCH2 + H2O, MOCH2 + H2 

(M = Pd), and MH2
+ + OCH2 (M = Pt) were observed. Table 2.1 contains the relative energy for 

the three product types and the three metals. Our numerical values for Ni and Pd differ significantly 

(20–30 kcal/mol in some situations) from those of reference 74 ,but the relative energies of the 

various products are consistent. There was no energetics for Pt in reference 74 reported. The major 

reaction products are M+ + CH3OH due to the high activation barriers for the oxidation of methanol 

to formaldehyde (CH2O) on the M+ center, even though MOCH2
+ + H2 for M = Ni and Pd are the 
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lowest energy products.74 In contrast, PtO+ allows for the 98% yield of the lowest energy PtCH2
+ 

+ H2O products (see Table 2.1). The selective oxidation of methane to methanol turns out to be 

extremely poorly mediated by PtO+ (0% yield; see Table 2.1). Compared to PtCH2
+ + H2O, the 

production channel for methanol is 36.9 kcal/mol more endothermic. The two channels PtCH2 + 

H2O and Pt + CH3OH become almost isoenergetic when PtO− is used (see Table 2.1). Spin-orbit 

effects are anticipated to stabilize the latter further due to its large influence in late-transition 

metals including Pt−.75 

 

Table 2.1. MN15/aug-cc-pVTZ a relative energy (kcal/mol) and experimental yields (gas phase reactions at room 

temperature) in parenthesis of different products of the NiO+/PdO+/PtO+/ PtO− + CH4 reaction b. Detailed data can be 

found in S19 of reference11 (attached to this dissertation). 

Products M = Ni+ M = Pd+(c) M = Pt+ M = Pt− 

M + CH3OH 17.7 

(100 %) 

15.1 

(78 %) 

36.9 

(0 %) 

0.1 

MCH2 + 

H2O 

39.8 

(0 %) 

22.3 

(0 %) 

0.0 

(98%)  

0.0 

MOCH2 + 

H2 

0.0 

(0 %) 

0.0 

(15 %) 

9.3 d 

(2 %) 

33.8 

a The aug-cc-pVTZ-PP basis set is used for Pt and Pd (see section 2.3). 

b Exact electronic energies are given in S19 of reference 11. 

 c 7 % for Pd was unreactive and collected as a MO+(CH4) complex. 

d Pt produced PtH2
+ + CH2O. 

 

Another worthwhile distinction is the energy requirement for the release of methanol from 

the metal center. Our MN15 calculations predict an energy difference between Pt+ + CH3OH and 

the produced Pt+(CH3OH) adduct is 60.3 kcal/mol and is higher than the upper limit of the range 

calculated theoretically (DFT/B3LYP) for first-row transition metals (31.0−56.8 kcal/mol).76 The 

detachment energy of methanol from Pt− is only 13.6 kcal/mol, more than four times less than that 
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from Pt+.  The product (methanol) will be easily removed from the catalytic center in the presence 

of a polar solvent, such as water or methanol, enhancing the reaction's selectivity towards the 

synthesis of methanol. On the other hand, the C−H activation energy barrier for PtO− is relatively 

high (39.6 kcal/mol), and certainly higher than the 9.4−34.4 kcal/mol range (DFT/B3LYP) for 

first-row transition metal oxide cations.76 

Overall, the selectivity of PtO− is predicted to be higher than PtO+, but the activation of the 

C−H bond is less efficient. The wise choice of ligands is expected to reduce the activation barrier 

and maintain higher selectivity for the anionic catalytic center. 

Concerning the heterogeneous catalytic applicability of anionic catalysts in the MTM 

pathway, we hypothesize that the anionic centers will have a shorter methanol residence time at 

the catalytic site, avoiding methanol overoxidation and facilitating methanol removal.77 This is 

due to the weak charge-dipole interaction of the formed [M−... HOCH3]
 compared to that of [M+... 

HOCH3]. Additionally, we demonstrated previously11 that the activation energy barriers for 

anionic centers in the oxidation step are negligibly small. Since anions are unstable and CH4, N2O 

and CH3OH have small or negative electron affinities, the return of the electron to the metal is 

certain in this situation. A significant focus must be placed on avoiding compounds with higher 

electron affinities for practical applications. Alternately, ligands that raise the metal center's 

electron affinity must be used.  

2.6.  Proposed reaction mechanism of MTM catalyzed by atomic M− 

Once the metal oxide is produced, methane activation and conversion are believed to 

proceed through three main steps: (a) The oxidation of the metal center by the nitrous oxide (N2O) 

and subsequent formation of either metal oxide, this found to occur either in a single step or three 
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consecutive steps (b) Methane activation step which occurs either via a radical pathway or a 

proton-coupled electron transfer (PCET) or [2+2] producing either a hydroxylated metal center 

with a free methyl radical or a bound methyl. The former implies the homolytic dissociation of the 

CH bond and the latter a heterolytic one, and (c) Methanol product release to regenerate the 

catalyst. (Figure 2.3) shows a schematic representation of the overall catalytic reaction. 

 

 
Figure 2.3 Catalytic cycle for the oxidation of CH4 to CH3OH by the anionic metal center (M−) using N2O as an 

oxidant. 

 

2.7.  Results 

2.7.1. DFT calculated reaction geometries and pathway for Pt ̶
   oxidation 

Metal oxidation can occur via two different mechanisms: a single-step mechanism via TS2 

and a multistep mechanism via TS1a, IS1a, TS1b, IS1b, and TS1c. The oxygen atom can be 

transferred directly from N2O to Pt ̶
  using TS2. Along the second path, N2O binds to Pt ̶

   with its 

nitrogen terminus first, then oxygen binds to Pt ̶ , forming a PtNNO ring, and finally, N2 is released 

(Figure 2.4). In agreement with our calculations11, the ground states of both Pt ̶
   and PtO−  (reactant 
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and product) have been identified experimentally as doublet states (2D and 2Π)78 78-80. Furthermore, 

our CASSCF calculations revealed that the ground state spin multiplicity and single-reference 

character (one unpaired electron) are preserved across the two mechanisms' structures. As a result, 

the RCCSD(T) numerical results should be considered quite accurate. Figure 2.4 part A shows 

detailed reaction steps. 

Figure 2.5 illustrates the MN15 and CCSD(T) energy landscapes for the two mechanisms. 

The contributions of the ZPE (at MN15) and SO (at CASSCF) effects are also considered. All 

methods predict that the multi-step mechanism will be more advantageous. The oxidation of Pt is 

highly exothermic, according to the MN15 and CCSD(T) energetics, and the energy of the IS and 

TS structures for the multi-step is less than the energy of the reactants (Pt + N2O). The transition 

state for the single-step mechanism (TS2) has at least 7.4 kcal/mol more energy than the reactants 

(MN15). TS1c has the largest energy difference of 3.5 kcal/mol between MN15 and CCSD(T). 

The relatively minor differences between CCSD(T) and MN15 support the use of the MN15 

functional. 
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Figure 2.4. MN15 intermediate structures (IS) and transition states (TS) for the reaction’s steps 1–3 with M = Pt ̶

 . 

Part A corresponds to the two possible mechanisms for step 1 connecting IS1 and IS2. Part B relates to steps 2 and 3. 

Step 2 goes from IS3 to either IS4 or IS5, and step 3 completes the cycle via TS5 and TS6 and forms IS6. 

 

Details on geometries including bond lengths and bond angles for all structures are shown 

in Figure S1 in appendix 1. 

 

A A 

B 
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Figure 2.5. Energy diagram for the oxidation step of the metal center (see eq 1 of figure 2.11) for different 

methodologies: DFT/MN15 (blue lines), RCCSD(T) (read lines), ZPE-corrected RCCSD(T) (gray lines), spin–orbit-

corrected RCCSD(T) (green lines). See Figure 2.4 for the notation of all IS and TS structures. 

 

2.7.2. DFT and CCSD(T) Calculated reaction energy landscape for Pt−mediated CH4 

oxidation 

Once the metal oxide is generated (IS2), it attracts a methane molecule to form IS3. The 

PtO− oxygen terminus extracts a hydrogen atom from methane using TS3 (see Figure 2.4). The 

resulting [PtOH...CH3]
− interacting complex (IS4) is extremely unstable, and a slight rotation of 

the methyl radical (see the blue curved arrow at IS4 in Figure 2.4) leads to the formation of the 

extremely stable [HOPtCH3]
− (IS5) via TS4. IS4 can also pass through TS6 (methyl radical attacks 

oxygen; see the green arrow at IS4 in Figure 2.4 part B to produce [Pt... HOCH3]
−, which is also 

formed from IS5 via TS5. The energy diagram for the conversion of methane to methanol 
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(reactions (2) and (3)) is shown in Figure 2.6 For PtO−, the doublet spin multiplicity is still in 

effect. 

2.7.3. DFT and CCSD(T) Calculated energy landscape for PCET mechanism in Pt−+ CH4 

reaction. 

The energy landscape for the reactions that transform methane into methanol is shown in 

Figure 2.6 For all intermediate and transition states, the Pt ̶
  doublet spin state offers the lowest 

energy path for both computational methods. The energy barrier for hydrogen abstraction is around 

40 kcal/mol. With a negligible activation barrier of 0.1 kcal/mol, the conversion of the generated 

IS4 to IS5 is nearly barrier-free (TS4). The ultimate IS6 structure, which is 25–30 kcal/mol more 

energetic, must overcome a barrier of 80 kcal/mol to develop since IS5 is the global minimum of 

the energy landscape. As an alternative, IS4 can pass through an activation energy barrier of only 

about 20 kcal/mol and then immediately reach IS6 through TS6. It requires time for IS6 to release 

methanol. The energy range due to the different methods is no more than 5.5 kcal/mol, including 

spin-orbit effects. 
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Figure 2.6. Energy diagram for the methane functionalization steps for different methodologies: DFT/MN15 (blue 

lines), RCCSD(T) (red lines), ZPE-corrected RCCSD(T) (gray lines), and spin–orbit-corrected RCCSD(T) (green 

lines). See Figure 2.4 for the notation of all IS and TS structures.  

 

For the MO− to be practically efficient, the C-H activation energy barrier should 

decrease by around 15 kcal/mol, and the production of IS5 should be avoided. By using the 

right ligands, it is possible to get around both bottlenecks. As is the case for positively 

charged completely coordinated metal-oxide complexes, the space required for the creation 

of IS5 can be constrained by finishing the metal's first coordination sphere.81 

2.7.4. Pt−-mediated methane activation via PCET orbital analysis 

We used Natural Orbital analysis82, 83 to track the electronic density movement during the 

hydrogen atom abstraction process of methane activation. The PtO's related molecular orbitals are 

depicted in Figure 2.7. One of the two π*
PtO orbitals is the only orbital in the system that is singly 

occupied. The other orbital is doubly occupied, as are the two πPtO orbitals. In addition, the valence 
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space of PtO− contains the following doubly occupied orbitals: a PtO− bonding molecular orbital, 

the 2sO orbital, two Pt orbitals, and one Pt orbital with the 4sPt character (see reference 84 for 

information on PdO's equivalent orbitals). When CH4 reacts with PtO−, the closed-shell PtOH− is 

produced along with a methyl radical. The singly occupied orbital of [CH3…PtOH]− is shown in 

Figure 2.7. According to the orbitals of PtOH− (see Figure 2.7), the hydrogen atom is bonded to 

PtO- in the following manner: the πPtO
-
 electrons "attack" H+ (Lewis acid/base binding; see πPtO/σOH 

orbitals of Figure 2.7) and the unpaired electron of H atom couples with the unpaired electron in 

the πPtO* orbital (see πPtO*/dπ,Pt orbitals of Figure 2.7), which shifts towards the Pt end. Overall, the 

process can be seen as a kind of proton-coupled electron transfer (PCET). To further support this 

observation, we plotted the CCSD(T)//MN15 activation energy barrier against the proton affinity 

(PA) for the three metal oxides (NiO−, PdO−, PtO−) at their doublet spin electronic state as PA = 

E[MO−] + E[H+] – E[MOH]. We found that larger PA (381.4, 386.4, 352.8 kcal/mol) corresponds 

to smaller activation energy barriers (30.9, 21.7, 44.3 kcal/mol), which suggests that PA can be a 

good descriptor for future theoretical investigations. 
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Figure 2.7. Molecular orbital contours of PtO− (top), PtOH− (middle), and [CH3…PtOH]− (bottom) involved in the 

C-H activation process. 

 

2.7.5. DFT Calculated reaction energy landscape for Pd ̶   and Ni− oxidation reactions. 

To see the impact of the metal identity on oxidation efficiency, we studied Ni− and Pd− 

oxidation reactions with N2O. Figure 2.8 shows the energy curves for the oxidation of the Ni− 

centers with N2O. We also add Pd− in the same figure for comparison's sake. We also considered 

the path of the lowest quartet spin state for Ni ̶
   and Pd ̶. All three metal oxide anions have a doublet 

ground state, which has been experimentally identified as 2Π.79 Our current calculations on PtO− 
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and our recent computations on PdO− confirm that these systems have a doublet ground state.84 

Given that the expected ground state of NiO− is a 4Σ− at CCSD(T) but a 2Π at MN15, we were led 

to explore the whole quartet reaction pathway for Ni ̶
  . See figure 2.8 below: 

 

 
Figure 2.8. MN15 energy diagram for the oxidation of Ni−, Pd ̶  , and Pt− to NiO−, PdO−, and PtO− by N2O. Blue and 

green lines correspond to Ni with doublet and quartet spin multiplicity, respectively, red and purple to Pd with doublet 

and quartet spin, and grey to Pt (doublet spin). The CCSD(T) energies of the final products MO− + N2 (M = Ni, Pd, 

Pt) are also shown at the right end of the plot. 

 

Not long ago, Sakellaris and Mavridis highlighted worries regarding the ground state of 

NiO− in their earlier high-level theoretical work.85 At the MRCI level, they discovered a 4Σ− ground 

state, but a 2Π  at CCSD(T). They expressed reservations about their CCSD(T) results because of 
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the rich multi-reference nature of 2Π (their coefficient for the dominant configuration is just 0.44), 

and they advocated a 4Σ− ground state as a result. At the same level of theory, we repeated the 

calculations and observed less multi-reference character (the largest coefficient is 0.62 and the 

next one is -0.32). In addition, our CCSD(T) calculations point to a 4Σ− ground state in harmony 

with the MRCI calculations of Sakellaris and Mavridis, but in disagreement with their CCSD(T) 

results. Our CCSD(T)/aug-cc-pV5Z energy for the 2Π is in absolute agreement with their energy 

(−1582.44192 a.u.), but our CCSD(T)/aug-cc-pV5Z energy for 4Σ− is 10−2 a.u. lower than theirs 

(−1582.44321 vs. −1582.43324 a.u.). A similar difference is found at the C-CCSD(T) level, where 

the 3s23p6 electrons of Ni are also correlated (−1582.92327 vs. −1582.91407 a.u.). We believe that 

the CCSD(T) energies of Sakellaris and Mavridis correspond to a higher energy 4Σ− state and that 

the ground state of NiO− is 4Σ−, as indicated by the previous MRCI and present CCSD(T) 

calculations.  

Considering both multiplicities in Ni, we show that the excited state of Ni could permit an 

extra oxidation pathway facilitated by the excited state of Ni−(4G; 4s23d84p1). This Ni state is above 

the ground state, but the NiON2 complex with S=3/2 is lower than S=1/2 and interacts nearly 

without a barrier to create NiO− (4Σ−), which is an excited state at MN15 but the ground state at 

CCSD(T); see Figure 2.8. The S=3/2 pathway's response mechanism is a one-step process that 

passes through TS2 in the previous figure. The reaction mechanism for the S=3/2 pathway is a one-

step mechanism running through TS2 (figure 2.8). The Ni ̶
  + N2O reaction (following the three-

step mechanism of Figure 2.8) bears minimal activation barriers of less than 5 kcal/mol along the 

S=1/2 as well. The activation energy barrier for the S=3/2 pathway for Pd ̶  is high, and we were 

unable to identify this transition state for Pt. Therefore, the S=1/2 potential energy hypersurface is 

followed by Pt ̶ and Pd ̶. However, because TS2 has less energy than TS1a, Pd ̶ (as opposed to Pt ̶ ) 
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prefers the one-step process for S=1/2 (see Figures 2.8 and 2.4 part A). The activation energy 

barrier for Pd ̶ is 10.7 kcal/mol (TS1c-IS1 energy difference). Finally, it can be said that the 

oxidation of any of the three metal anions is quite simple (regardless of the mechanism), has low 

activation barriers, and is quite exothermic. The order is decreasing as follows: Pt ̶
 /Pd ̶

 /Ni ̶
 . 

Figure 2.9 shows the energy landscape for the MO ̶ + CH4 reaction (M = Ni, Pd, and Pt). 

To precisely represent the energy of the doublet and quartet states of NiO ̶, we employed 

CCSD(T)/MN15 energies. For Ni and Pd, the TS4 structure linking IS4 and IS5 was not found. 

According to the Pt findings, we think that IS4 is almost a shoulder in the potential energy surface 

and that IS4 "slides" to IS5 with a small slope (nearly non-existent energy barrier). TS4 is not 

represented in 2.9 as a result. In contrast to Ni, whose journey begins with NiO ̶
  + CH4 (S=3/2) and 

ends with Ni ̶
  + CH3OH (S=1/2), Pd ̶

  and Pt ̶
  are always in their doublet spin state. Both spin 

multiplicities are included in figure 2.9 for both mechanisms of Figure 2.6 (radical and 2+2). 
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Figure 2.9. RCCSD(T)//MN15 energy diagram for the MO− + CH4 → M− + CH3OH reaction (M = Ni, Pd, Pt). Solid 

lines correspond to the hydrogen abstraction mechanism and dashed horizontal lines the 2+2 mechanism. Blue/green 

colors correspond to the doublet/quartet paths of Ni, and red/grey to the doublet paths of Pd/Pt. 

 

Only for Pd, the MO− + CH4 reaction is exothermic. For Pt and Ni, the energy of the 

products is within 1 kcal/mol of the energy of the reactants. In fact, the MO− + CH4 component 

can be driven by the exothermic nature of the overall N2O + CH4 → N2 + CH3OH process. The 

energy activation barriers in Pd ̶  are the smallest, whereas those in Pt ̶
  are the largest. The activation 

energy barriers for Pd ̶ are 22 and 12 kcal/mol, indicating a feasible pathway, in contrast to the 

twice as large barriers for Pt and Ni (solid red lines in figure 2.9). The 2+2 mechanism’s CH3MOH 

intermediate is the multi-dimension energy surface’s global minimum and is extremely stable with 

respect to the final products by at least 33 kcal/mol (in the Pd ̶
  case). As a result, as will be shown 
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later in this work, the addition of ligands is required to restrict the available coordination space 

and remove it. 

As observed in Figure 2.9, Ni ̶
  has a competitive quartet spin channel that, while having a 

lower energy at the beginning of the MO ̶
  + CH4 reaction, abandons its position to the doublet for 

both mechanisms to ultimately release a doublet M−. For the radical mechanism, the transition 

occurs between IS4 and TS6, while for the 2+2 pathway, it occurs between TS3a and IS5. The 

transition state (TS3a) directly connects MO− + CH4 and [CH3MOH] − (see S3 of reference11 

attached to this dissertation). 

In conclusion, Pd ̶ has the lowest electron affinity yet offers the most promising energy 

diagram. Greater electron affinity can further guarantee that the metal will receive its negative 

charge back at the conclusion of the catalytic cycle. Therefore, the removal of IS5 and an increase 

in the catalyst's electron affinity should be the goals of the addition of ligands. Also worth noting 

is that the energy required to liberate the methanol from the metal anion is in the 10–14 kcal/mol 

range and is essentially unaffected by the metal identity. 

2.7.6.  Alternative MTM reaction pathway for Pt ̶
   

We found more possible MTM channels. Up until now, we thought that the activation of 

the C-H bond, which is caused by the terminal oxygen atom, came after the oxidation phase (gray 

energy diagram in Figure 2.10). Other pathways found involve either initial or post-oxidation 

activation of the C-H bond by the metal center (rather than the oxygen terminal). Figure 2.10 shows 

the energy plot for these pathways together with the SI values for the corresponding structures, 

energies, and frequencies. 
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Figure 2.10. RCCSD(T)//MN15 energy diagrams for several pathways of the Pt− + CH4 + N2O → Pt− + CH3OH + 

N2 reaction.  

 

Specifically, the red path pertains to the activation of the C-H bond first by Pt−, followed 

by the oxidation of the metal center forming HM(O)CH3
−, where all three active units (H, CH3, O) 

are attached to the metal (see inset for IS4
′  of Figure 2.11). The re-combination of these fragments 

to form methanol has two alternatives with either CH3 (red path) or H (green path) migrating first 

to oxygen. The blue path runs through IS4
′ , but the C-H bond splits after the oxidation of the metal 

center (IS3
′ → ΤS3

′ ). The reaction network of Figure 2.10 for a metal M (here M = Pt−) is 

summarized by the ensuing chemical equations (gray path corresponds to equations (1) + (2) + 

(3)): 
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Grey path 

(IS1
′ → IS2

′ ): M− + N2O → MO− + N2      (1) 

(IS3
′ → TS3

′ → IS4
′ ): MO− + CH4 → [CH3, MOH] −    (2) 

[CH3, MOH] − → M− + CH3OH      (3) 

Red path 

(IS0
′ → TS1

′ → IS1
′ ): M− + CH4 → [HMCH3]−    (4) 

(IS2
′ → TS2

′ → IS4
′ ): [HMCH3]− + N2O → [HM(O)CH3]− + N2  (5) 

(IS4
′ → TS4

′ → IS5
′ ): [HM(O)CH3]− → [HMOCH3]−   (6) 

(IS5
′ → TS6

′ → IS6): [HMOCH3]− → [M (HOCH3)]−   (7) 

Blue path 

(IS1 → TS1a → IS3
′ ): M− + Ν2Ο → MΟ− + Ν2    (8) 

(IS3
′ → ΤS3

′ → IS4
′ ): MΟ− + CH4 → [HM(O)CH3]−   (9) 

Green path 

(IS4
′ → TS5

′ → IS5): [HM(O)CH3]− → [HOMCH3]−   (10) 

(IS5 → TS5 → IS6): [HOMCH3]− → [M (HOCH3)] −   (11) 

Figure 2.11. alternative reaction pathways for CH4 activation 

 

 Regardless of the approach taken, (4) + (5) or (8) + (9), the second step to produce IS4' is 

almost barrier-free; see TS2' and TS3'. Observe that at CCSD(T)/MN15 (Figure 2.10), the energy 

of TS2' is lower than that of the equivalent reactants (IS2'), however at the MN15 level, where 

completely optimized structures are utilized, it is higher. Another finding is that in reactions (4) 

and TS1', the energy barrier for activating the C-H bond from the metal is just 12.3 kcal/mol, in 

contrast to 44.3 kcal/mol when oxygen is involved (2). For reactions (2) and (4), the activation 
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barriers are 21.7 and 30.8 kcal/mol and 15.3 and 33.0 kcal/mol for Pd and Ni, respectively. These 

figures indicate that Pd can activate the C-H easier from either site (metal or oxygen). 

For practical applications, the metal must first be oxidized before CH4 is introduced to the 

metal center. This prevents the catalytic center from being blocked from receiving oxygen. Metal 

anions are preferable to neutral and cationic metal centers because reaction (4) necessitates a 

certain activation energy barrier. For instance, experimental and theoretical studies on the 

interactions of Pt and Pt+ with CH4 revealed that Pt undergoes a barrier-free transition to the 

HPtCH3 path,86 while Pt+ encounters a low barrier of 2.5 kcal/mol.87 

The reaction barriers to produce coordinated OCH3 or OH in [HMOCH3]
−  and 

[HOMCH3]
−  after IS 4' is generated, are 20.3 and 43.2 kcal/mol respectively (see figures 2.10 and 

2.11), while the reaction barriers for the final attachment of CH3 or H to make methanol are 80.1 

and 38.5 kcal/mol (reactions (6) + (7) or (10) + (11)). From the (1)-(3) gray path, both have 

activation barriers that are overall greater (44.3 and 14.8 kcal/mol). However, the catalyst may get 

contaminated by the rapid production of IS 4' and IS 5. When ligands are coordinated, this impact 

will be abolished. We carried out a chemical kinetics analysis with the aid of the COPASI 

software88 to support upcoming gas-phase experiments on the Pt− + N2O + CH4 reaction. The pre-

exponential factor, which is computed as kT/h (k = Boltzmann's constant; h = Planck's constant; 

T = temperature in K), was used to estimate the reaction rates using the Arrhenius equation. 

Various temperature values were used. (See S9 in reference 103 and table 2.3. 

Finally, we explored the iron catalytic pathway, which is the most common transition metal 

element. We chose iron for other reasons as well. Given that the Ni, Pd, and Pt metals with the 

lowest Eea values perform the best and that there may be a relationship between Eea and catalytic 

performance, iron can be considered an even stronger possibility due to its low Eea value. Iron 
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calculations proved to be extremely difficult, necessitating the adoption of a composite approach 

that combines MRCI and CCSD(T) (qCCSD(T); see Section 2.3). It takes vast basis sets and highly 

correlated techniques to calculate the Eea for a single iron atom accurately. The experimental Eea 

for iron is (0.151 ± 0.003) eV.89 While CCSD(T)/aug-cc-pVTZ forecasts an unstable anion (Eea = 

- 0.07 eV), our MN15/aug-cc-pVTZ value greatly overestimates the Eea (0.76 eV). The value of 

0.05 eV, which is still one-third of the experimental value, is more plausible when the basis set is 

increased to aug-cc-pV5Z CCSD(T). 

On the other hand, it is simple to obtain the Eea of FeO. The experimental value of 1.494 

0.010 eV is in remarkable agreement with the CCSD(T)/aug-cc-pVTZ and MN15/aug-cc-pVTZ 

values of 1.469 and 1.467 eV, respectively.40, 90, 91 In the past, a great deal of research has been 

done on the electronic structure of FeO.92 At MRCI, there are three contending states ((6Σ+, 6Δ, 

and 4Δ), and their arrangement is dependent on relativistic effects, sub-valence electron 

correlation, and treatment with electron correlation. MN15 predicts a 4Δ ground state X with the 

first sextet state ((6Σ+) being 0.15 eV higher, while experimentally the ground state is X4Δ7/2. 

However, CCSD(T)/aug-cc-pVTZ forecasts an entirely different order; the initial quartet state (4Δ) 

is 0.15 eV higher than the ground state, which is a 6Σ+. When aug-cc-pV5Z is employed, this 

difference is reduced to 0.07 eV. The 6Δ is located between them at the CCSD(T)/aug-cc-pVTZ 

and CCSD(T)/aug-cc-pV5Z levels of theory, or 0.08 eV and 0.02 eV, respectively. Given that the 

interaction of FeO− with methane brings these three states even closer together, the issue gets much 

more complicated. To provide fair comparisons, we now choose to employ the same methods 

(MN15 and CCSD(T)/MN15 with an expanded triple-basis set) as in the Ni, Pd, and Pt species. 

Our findings do not accurately compare the relative energies of the sextet and quartet spin routes 

since they are often practically degenerate. 
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For the high spin case (S=5/2), there is some agreement between the MN15 and 

CCSD(T)/MN15 values; however, for the quartet spin multiplicity (S=3/2), there is a significant 

difference. The quartet-sextet (4F;4s23d7/6F;4s23d64p1) energy splitting for Fe between MN15 and 

CCSD is different, and the MN15 energy diagram for S=5/2 is parallel (within 7 kcal/mol) to the 

CCSD(T)/MN15 one but separated by roughly 0.7 eV. The S1 in reference11 (attached to this 

dissertation), contains comprehensive energy diagrams for both spins and all procedures. The 

S=3/2 MN15 and CCSD(T) energy landscapes, on the other hand, are more similar, though their 

structural differences are roughly 20 kcal/mol. [FeOH...CH3]
− is one such structure, where the 

S=3/2 is a result of anti-ferromagnetic coupling between the S=2 state of [FeOH]− and the A 
2

2
′′ 

state of CH3. The spin contamination is dramatic (larger than 1.0) and suggests the use of multi-

reference approaches in this case. To combine the size-extensivity benefit of CCSD(T) and the 

proper description of the quartet state at the MRCI, we used the qCCSD(T) approach described in 

eq. 2.1 of Section 2.3. The CCSD(T)//MN15 energies are used for the sextet path and the 

qCCSD(T)//MN15 energies for the quartet path for all structures. 

The reaction energies for steps (1) through (3) with M = Fe− are shown in Figure 2.12. In 

this instance, for both the low and high spin instances, we were able to pinpoint transition states 

for the radical (hydrogen abstraction; TS3) and 2+2 (proton abstraction; TS3a) processes. Insets in 

Figure 2.12 depict these structures for the sextet state. An initial comparison with Figures 2.8 and 

2.9 shows that the metal center's oxidation is still simple and exothermic. Future research can 

therefore concentrate on the metal oxide and methane process. Another finding is that, in contrast 

to Ni−, Pt−, or Pd−, which are either thermoneutral or exothermic, the FeO− + CH4 reaction is 

significantly endothermic. This is a result of the stronger iron-oxygen bond in FeO−, therefore the 
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metal-oxygen binding energy can be used as an initial criterion for screening efficient catalysts, 

and it should not be larger than 50 kcal/mol. 

2.7.7. CCSD(T)//MN15 Calculated reaction energy landscape for Fe−(S = 3/2 and 5/2) 

oxidation reactions 

Nearly parallel routes for the quartet and sextet overlap at various points (figure 2.12). The 

early activation of the C-H bond is the most obvious distinction. Lower energy barriers are clearly 

provided by the sextet spin multiplicity, particularly for the [2+2] mechanism. Specifically, TS3a 

leads to the global IS5 (CH3FeOH) minimum and is just 16.7 kcal/mol above FeO− + CH4. It is 

interesting that the radical method demands more energy and needs 29.7 kcal/mol to activate the 

C-H bond. The radical mechanism's energy barrier for the recombination of OH and CH3 is 28.3 

kcal/mol, while the [2+2] mechanism's activation barrier is 79.6 kcal/mol, making it impossible. 

Fe− is generally not an efficient MTM conversion mediator. Additionally, the Fe− + CH4 reaction 

must overcome 44.4 (S=3/2) and 32.0 (S=5/2) kcal/mol barriers. 
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Figure 2.12. RCCSD(T)//MN15 (S=5/2) and qCCSD(T)//MN15 (S=3/2) energy diagrams for the radical and 2+2 

mechanisms of the Fe− + CH4 + N2O → Fe− + CH3OH + N2 reaction. 

 

2.8. Conclusion and outlook 

A fundamental, high-level computational investigation of the transition metal anion-

mediated conversion of methane to methanol is presented in this work. An advantage of anionic 

metal centers is that they have little interaction with the methanol that is produced. This means 

that methanol can stay close to the catalytic center for shorter periods and there is less chance that 

it will be overoxidized. This observation is in line with the idea that methanol should be quickly 
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removed from the catalytic center as stated in the literature. Metal anions have the advantage of 

creating an activation barrier in their direct reaction with CH4, preventing the formation of stable 

CH3MH, which could potentially harm the catalyst. While this work paves the way for future 

research, a more in-depth search is required to locate effective catalysts that can be used in 

everyday life. 

 Methanol has a low interaction energy (10-15 kcal/mol) with the negative-charged 

metal center that is practically unaffected by the metal's nature. Although there is no direct 

correlation between the metal's Eea and the catalytic cycle's energetics, a high Eea value will ensure 

that the electron returns to the metal's center at the conclusion of each cycle. The C-H activation 

and CH3-OH recombination barriers should be the primary focus of future research, according to 

our findings. The metal-oxygen binding energy should be used as an indicator, and it should be 

less than 50 kcal/mol. Locating ligands that promote the radical mechanism while maintaining the 

metal's negative charge and preventing the formation of CH3MOH units is necessary for actual 

applications. In contrast to claims in the literature that the radical mechanism must be avoided for 

increased selectivity, it appears that this is less important in anionic systems if methanol is quickly 

picked up and removed by the solvent because of the weak metal-methanol attraction. Finally, we 

saw a correlation between the activation barrier and the metal oxide's proton affinity when we 

presented the radical C-H activation mechanism as a sort of PCET. 

 The lowest and highest Eea metals (Fe and Pt) presented the largest activation 

energy barriers among the four metals used (group 10 metals and iron), and the best performance 

was found for Pd. Since the calculations for Fe proved to be quite demanding, we devised a new 

method. At the high-level and size-extensive CCSD(T) level, an electronic state with a single 
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reference wavefunction—not necessarily the ground state—is identified and studied. For the rest 

of the electronic states, the MRCI calculations use this CCSD(T) energy as the reference energy. 

 Future gas-phase experiments that are comparable to those conducted on cationic species 

can benefit from our findings. More metal centers will be screened, and the right ligands will be 

found in the next section. 

We did not observe any direct relationships between Eea and activation barriers or other 

energy variables. Pd−, one of the metals being researched now, had the lowest energy barriers, and 

its oxide-form-mediated reaction was the only one that was obviously exothermic. The lowest and 

highest Eea atoms, Fe and Pt, were discovered to rest at the opposite extreme. This was particularly 

true for Fe−, which has a substantial activation barrier and an endothermic [FeO]− + CH4 route. 

The characteristic shared by all metals is that the release of methanol requires just 10 to 15 kcal/mol 

and is essentially independent of the metal. 

2.9. Impact of ligand addition on catalytic MTM reaction pathway 

2.9.1. Background on ligands in organometallic chemistry 

The development of ligands in metal catalysts has been a common practice due to its 

substantial impact on the stability and reactivity of the metal complexes, especially in the 

primary coordination sphere. Most of the TMs studied so far are either neutral or cationic, their 

corresponding ligands have been formally classified either as Lewis acids or Lewis bases based 

on the way they share their electrons with the metal. Broadly speaking, ligands are classified into 

four main classes: (1) A neutral electron pair donor (L: type) such as pyridines and phosphines, 

(2) An anionic electron pair donor (X: type) such as halides and alkoxides, (3)  Electron pair 

acceptor (Lewis’s acid or Z: type) which typically include Lewis acidic elements (B, Al, Ga, In, 



58 

 

Si, Sn, Sb, etc.), (4) Hydrocarbyl ligand (R: type) such as methyl, phenyl or for substitution for 

an organic molecule.93 Metals can make a sigma (σ) bond through an overlapping interaction of 

orbitals lobes pointing at one another (figure 2.13) or they make a Pi (π) bond with an 

unsaturated compound.  

 
Figure 2.13. Ethylene-Platinum orbitals overlap showing competing π and σ bonds. "Reprinted (adapted) with 

permission from [Organometallics 2001, 20, 1, 2–6]. Copyright [2001] American Chemical Society". 

 

 For the isolated (non-ligated TM) the 5d orbitals are degenerate. The ligand introduction 

to the metal sphere can impact the metal binding capability through lifting of d-orbitals 

degeneracy. In the case of octahedral (Oh) geometry, both dx2-y2 and dz2 will be destabilized much 

higher than those d orbitals located in between axes (dyz, dxz, dxy). Interestingly, several 

publications reported a change from oxo to oxyl behavior for late TMs oxides depending on the 

ligand used70. There are two ligands studied in this work for MTM reaction: 4 methyl groups and 

biphenyl ligands (Bp). Both of which exist in a see-saw coordination geometry with the metal as 

can be seen in figure 2.14. 
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Figure 2.14. Optimized geometries of Structures of [Pd(CH3)4] ̶ (top) and [Pd(Bp)2] ̶ (bottom) catalysts used in the 

MTM pathway. Both structures are calculated at MN15/stable=opt//MN15/aug-cc-pVTZ level of theory. Bond lengths 

and angles are in angstrom and degree, respectively. 

 

2.9.2. Computational details 

All structures were optimized with the DFT method using the MN15 functional.94 The aug-

cc-pVTZ basis set (TZ) is used for H, C, N, O, Ni, and aug-cc-pVTZ-PP for Pd, Pt.95-101 All 

intermediate structures are confirmed to be minima in their potential energy surface (real 

frequencies) and all transition states have one imaginary frequency (see S5 of  reference102 attached 

to this dissertation). Single point energy calculations are performed at the Coupled Cluster Singles 

Doubles and perturbative Triples, CCSD(T),17, 62 with aug-cc-pVDZ (DZ) basis sets. The 

unrestricted version for both DFT and CCSD(T) calculations is employed as implemented in 

Gaussian 16.26 Finally, CCSD(T)/TZ energies are estimated as E[CCSD(T)/TZ] = 

E[CCSD(T)/DZ] + E[MN15/TZ] – E[MN15/DZ]. 
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2.9.3. Results and discussions 

2.9.3.1. [Pd (CH3)4] ̶ -catalyzed MTM pathway/PCET reaction channel under ligand 

influence 

In figure 2.15 (top), the reactants, transition states, and products for the PCET pathway are 

labeled TS1R, I1, and TS1P, respectively. The mechanism is similar to the one reported previously 

for the free Pd ̶  11 where methane dissociates in a heterolytic manner and involves a concerted 

movement of methane proton and an electron to oxygen and metal center, respectively.  The TS2R, 

I2, TS2P and P, correspond to the [2+2] pathway which also occurs similarly to the free Pd ̶. They 

are shown in the middle part of the figure.  The methanol release and catalyst and subsequent 

oxidation pathway are represented by P, TSOR, TSO, and TSOP in the bottom part of figure 2.15.  

 

 
Figure 2.15. Structures of all intermediates and transition states for the CH4 + N2O → CH3OH + N2 reaction facilitated 

by [PdO (CH3)4] −. The PCET/ [2+2] mechanisms are shown in the top/middle lines, while the bottom line corresponds 

to the oxidation step.  

The overall energy diagram for PCET and [2+2] channels is demonstrated in figure 2.16. 
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Figure 2.16. MN15/TZ potential energy diagram for the CH4 + N2O → CH3OH + N2 reaction facilitated by [PdO 

(CH3)4]−. The structures for both PCET and [2+2] are shown in figure 2.15. 

 

2.9.3.2. Activation energy barrier for PCET and [2+2] for PdO−(CH3)4 catalyzed reactions 

The activation energies of TSs and interacting complexes in kcal/mol are listed in Table 

2.2 
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Table 2.2. Activation energy barriers for the Ni, Pd, and Pt species with methyl or biphenyl (Bp) ligands. 

 
a Calculated as the energy difference between TS1R and R (see Figure 2.15). 

b Same as a footnote a but TS1P and I1. c Same as footnote [a] but TS2R and R.   
d Same as a footnote a but TS2P and I2. e Same as a footnote a but P and [M] + CH3OH.  
f Same as a footnote a but TSOR and TSO.   

 

Except for Ea(2R), which fluctuates by 5 kcal/mol from MN15/DZ to CCSD(T)/TZ and 

corresponds to the first step of the [2+2] route (R →TS2R), the activation barriers fluctuate within 

2.5 kcal/mol for the various levels of theory. The system is not anticipated to pass this barrier 

because it is the highest one. The barriers are raised by using bigger basis sets and adding electron 

correlation effects through CCSD(T), but the energy required to liberate methanol from the 

catalytic center is unaffected. Since the difference between our best results, CCSD(T)/TZ, and 

MN15/TZ is less than 2.0 kcal/mol, MN15/TZ is believed to be fairly accurate and less 

computationally expensive than other catalytic models.  
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2.9.3.3. Activation energy barrier for PCET and [2+2] for [PdO(Bp)2]− catalyzed reactions 

The bottom part of Table 2.2 lists the activation energy data for the Pd ̶  with biphenyl (Bp) 

ligands; Since biphenyl is a relatively non-reactive ligand and is employed often in 

organic/organometallic catalysis, it is chosen as the more practical ligand.103-106  The patterns hold 

across all four systems: The lowest barriers are of the 20 kcal mol-1 order (16.9-21.9 kcal mol-1) 

and are seen for the PCET mechanism, Ea(1R)/Ea(1P). The second (CH3-OH recombination) stage 

exhibits a wide range of values (16.7-36.8 kcal mol-1), but the [2+2] process demands a significant 

CH activation barrier, Ea(2R), ranging from 28.1 to 30.7 kcal mol-1. The interaction energy 

between [M]− and CH3OH is rather independent of the metal center or ligands (12.0-13.6 

kcal/mol). Finally looking at the energy diagrams in Figure 2.14, it is obvious that the 

[CH3[M]OH]− intermediate is no longer the very stable intermediate observed in the base of bare 

metals11 (except for M = [(CH3)4Pt]−). In addition, the oxidation step is nearly barrier-free 

(activation energies smaller than 11 kcal/mol) closing readily the catalytic cycle (see Figures 2.14 

and 2.15). However, this should be considered an upper limit since there is an alternative 

mechanism found earlier with even smaller barriers.11 

2.9.3.4. Impact of ligand addition on Eea of anionic center 

Ligand addition improved the Eea of best-performing metals (PdO  ̶ ). Our calculation shows 

[Ni(CH3)4]
 ̶ , [Pd(CH3)4]

 ̶ , and [Pt(CH3)4]
 ̶  have vertical Eea values at CCSD(T)/DZ (MN15/TZ) of 

2.65 (2.96), 2.28 (2.56), and 2.35 (2.56 ) eV, respectively (energy difference between anionic and 

neutral species at the geometry of the anion). The disparity between MN15/TZ and CCSD(T)/DZ 

may be attributed to the technique, not the basis set, according to the MN15/DZ value for 

[Pd(CH3)4]
 ̶ , which is 2.58 eV. The vertical Eea value for [(Bp)2Pd] ̶  is 3.33 eV at MN15/DZ, which 

is 0.3 eV greater than [(CH3)4Pd]  ̶ and should be overestimated. These numbers all exceed the Eea 
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of platinum, which has one of the highest Eea of any metal (experimentally 2.128 eV).
107 

Additionally, compared to bare metals, Eea is essentially independent of the metal (1.156/1.04 eV 

for Ni, 0.562/0.39 eV for Pd, and 2.128/2.02 eV for Pt experimentally/CCSD(T)/DZ). 

2.9.3.5. Natural Orbital Analysis (NO) of MO−(CH3)4 

The neutral form of Pd, Pt, Ni, and Fe are always closed-shell singlets, while their anions 

always have a doublet spin multiplicity with one unpaired electron on the metal. According to the 

Natural Population Analysis108, 109, the unpaired electron in Figure 2.17 suggests that the extra 

electron is mostly shared by the Pd atom and two methyl groups. These two methyl units have an 

initial positive charge of (+0.16) and are given 0.36 electrons, whereas the metal has an initial 

positive charge of (+0.41) and is given 0.15 electrons. Only 0.06 e is added to the other two methyl 

groups, which already have a charge of 0.37. In conclusion, [Pd (CH3)4]
− has charges of +0.26 for 

Pd and  ̶  (0.19/0.43) for the two distinct methyl groups. The metallic charge on Pd remains almost 

unchanged when oxygen bonds to it (+0.27), while 0.14 electrons from each methyl group go to 

the oxygen center, which has a charge of 0.55. This is a sign of the cooperation between the metal 

and the ligands, where the ligands serve as an electron bank throughout the reaction. 

 



65 

 

 
Figure 2.17. Natural orbital (NO) analysis of doublet [Pd(CH3)4] ̶  and [PdO(CH3)4] ̶  showing the spin density of the 

singly occupied orbital localized mainly on metal and the two bent methyl groups. 

 

2.9.3.6. Reaction rate constant prediction from DFT free energies 

The free energy diagrams at 298.15 K and 1.0 atm pressure were considered. The harmonic 

approximation, as implemented in Gaussian.
110, yields free energy. Methanol may be quickly 

removed from the catalytic center without being overoxidized since the entropic factor reduces the 

energy required for its release to less than 2.0 kcal/mol. 

We carried out a kinetic study to assess the performance of the chosen catalysts, pinpoint 

the predominant reaction pathway, and determine the rate-determining step. For each of the five 

reaction stages, we estimated the forward and reverse rate constants based on the formula below 

9, 111, 112: 

𝑘 =
𝑅𝑇

ℎ
 (

𝑅𝑇

𝑝
)

𝑛

e−ΔG‡

RT
⁄

    (2.2) 

 
 

where kB, T, p, h, ΔG≠, and R are Boltzmann’s constant, temperature, pressure, Planck’s constant, 

free energy activation barrier, and the universal gas constant, respectively (n = 0/1 for 

first/second order reaction steps).  
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The calculated k values utilized in the kinetics investigations are shown in Table 2.3. To 

solve the differential equations for the corresponding chemical kinetics equations, we used the 

COPASI program and took into account a 10% catalyst.88 We evaluate the catalytic effectiveness 

using the half-life time (t1/2) required to produce 50% of CH3OH. To calculate the cycle's turn-

over frequency (TOF) and energetic span (E), we also used the energetic span model9, 111. Since 

the PCET mechanism dominates exclusively in the COPASI work, we consider the PCET energy 

landscape for the energetic span model. 
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Table 2.3. Rate constants (k) for the reaction steps of Figure 2.15, and t1/2, TOF, ∆E for the overall catalytic cycle 

employing [M]O− as catalysts. The notation 1.11E±11 means 1.11×10±11. Initial concentrations for CH4, N2O and 

Catalyst ([M] −) are 1 M, 1M and 0.1 M respectively. 

 
a The reaction does not proceed beyond the first step (CH activation). 

Rate constants (k) are in s-1 unit. 

 

Our calculations support that the PCET mechanism (through I1) is faster and the primary 

route to the products, and that the CH activation phase, [M]O ̶  + CH4 →I1, invariably determines 

the rate (has the lowest rate constant and it is the rate-determining step), and that the oxygen reloads 

of the metal minimally contributes to the total rate. The initial reactants, [M]O ̶  + CH4, are 

predicted to be the TOF-determining intermediate (TDI) and TS1P is predicted to be the TOF-

determining transition state (TDTS) via the energic span model (see Figure S11 in reference102). 

This suggests that future research should consider both phases (R →I1 → P). 

By contrasting the various systems, we observe that M = [Pd(Bp)2]
 ̶  has the lowest t1/2, 

lowest ∆E, and highest TOF. The performance of M = [Ni(CH3)4]
 ̶  and [Pd(CH3)4]

 ̶  is also 

excellent, in contrast to M = [Pt (CH3)4]
 ̶ 
  , whose high barriers prevent the reaction from being 

Reaction step [Ni(CH3)4]
−

[Pd(CH3)4]
−

[Pt(CH3)4]
−

[Pd(Bp)2]
−

[M]O
−
 + CH4 → I1 3.16E+01 2.68E+02 2.26E-01 2.81E+02

I1 → [M]O
−
 + CH4 4.15E+01 1.51E+01 9.22E+01 5.49E+00

I1 → [M]
−
 + CH3OH 4.78E-03 1.28E-02 2.27E-05 1.39E-01

[M]
−
 + CH3OH → I1 5.41E-28 4.07E-24 9.92E-22 5.40E-20

[M]O
−
 + CH4 → I2 3.66E-09 8.05E-05 2.89E-07 2.40E-06

I2 → [M]O
−
 + CH4 1.04E-06 1.75E-08 7.25E-11 2.11E-10

I2 → [M]
−
 + CH3OH 2.15E+01 4.62E-05 4.49E-13 1.44E-02

[M]
−
 + CH3OH → I2 4.70E-26 4.43E-24 3.04E-23 6.22E-20

[M]
−
 + N2O → [M]O

−
 + N2 9.79E+01 1.08E+06 5.56E+09 2.44E+06

[M]O
−
 + N2 → [M]

−
 + N2O 6.57E-13 6.44E-11 5.12E-16 3.02E-13

t1/2 / s 3077 419 Undefined
a

37.5

TOF / s
−1

1.40E-04 5.40E-03 2.30E-09 9.30E-02

ΔE / kcal/mol 22.7 20.2 29.2 18.6
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completed. The [(Bp)2PdO] ̶   looks to be a good catalyst given our anticipated ∆E = 18.6 kcal/mol 

for M = [(Bp)2Pd] ̶ and the precision of our electronic structure approaches (2 kcal/mol). 

Additionally, given the change in ∆E from four methyl ligands to two Bp ligands (18.6 to 22.7 

kcal/mol), the ligands appear to offer some flexibility. Although Pd ̶ appears to be the most 

advantageous choice, the performance of Ni ̶  (as opposed to Pt ̶  ) can be further refined by suitable 

ligands and result in a low-cost alternative. We also did computations for M = [Fe(CH3)4] ̶  in this 

way. Our MN15/TZ data show that Fe, which has high activation barriers, performs relatively 

poorly. The identical patterns were discovered for "bare" FeO.11 The approach of concentrating 

initially on pure oxides and subsequently adding methyl-type ligands for practical applications is 

supported by these tendencies. 

2.10. Conclusion and final remarks 

We demonstrate that the activation barriers for the conversion of methane to methanol may 

be reduced when metal oxide anionic units are complexed with the appropriate ligands. Adding 

the methyl-type ligands raises the metal center's attraction for electrons, stabilizing the metal's 

negative charge besides altering the metal center vacant sites available for substrate binding, thus 

favoring one reaction mechanism over the other such as following PCET and eliminating the [2+2] 

stable intermediate that was inhibiting the catalytic cycle in case of bare TMs. Our kinetic study 

demonstrates the [(Bp)2PdO] ̶  has a strong potential to be an MTM catalyst. Finally, we found that 

the performance was highly both metal and ligand-dependent, but the ligand addition has a strong 

influence on the catalytic efficiency of poor-performing metals such as Ni ̶ .7 
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3. CHAPTER 3: TM-Catalyzed Carbon Dioxide Reactions with Unsaturated 

Alkanes 

3.1. Significance and Background 

Carbon Dioxide (CO2) is an essential component of photosynthesis, and keeping a delicate 

balance between the levels produced and consumed is crucial to the survival of our planet. Sadly, 

aberrant human activity has recently caused its atmospheric levels to exhaust the geosphere's 

buffering capacity. Beside its direct impact on environmental warming, the economic potential of 

CO2 as a freely available and sustainable raw material for fine chemicals has sparked several 

efforts worldwide to study various routes of its transformations. CO2 can be catalytically converted 

into a variety of valuable chemicals such as CO, CH4, and C2H4. Given the fact that CO2 carbon is 

at the highest oxidation state, the only way to activate it is through reduction. Several promising 

catalysts have been developed that can facilitate the CO2 reaction with hydrogen gas using different 

polyamines to capture CO2 and a molecular ruthenium catalyst to produce methanol. 113-115 The 

shortcoming of this method is the high energy cost required for CO2 hydrogenation and amine 

decomposition-degradation. Prakash has also explored the use of solid adsorbents such as CaO, 

MgO, and hydrotalcite which are functional at high temperatures.  

Alternatively, in a different approach, basic sorbents such as Ca(OH)2, KOH, and NaOH 

were also utilized; however, they all require high temperatures to be regenerated which makes the 

whole process impractical.116 The negatively charged TMs efficiency in activating CO2 has been 

reported by Bowen et al. 117-119 Bowen’s work has shown not only that Pt ̶
  can efficiently activate 

CO2 but also it forms a chemisorbed species (Pt ̶
  covalently bound to CO2) that is intriguingly 

stable. Furthermore, Bowen’s work represents the first systematic experimental work showing the 

efficacy of negatively charged TMs such as Ni ̶   , Pd ̶ , Cu ̶  , and Ag ̶  in CO2 activation confirmed 

by high stable peak in mass spectroscopy and further confirmed by computational study.54, 117, 118 
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Such efficiencies have been further confirmed for carbon monoxide catalytic conversion by Pt ̶  

clusters.120 Similarly, Weber et al. have reported that Sn ̶ , Mn ̶ , and Fe ̶  can activate CO2 

efficiently.121, 122 The benefit of using anionic metal centers in CO2 conversion reactions is having 

a single step of CO2 capture and conversion by TMs owing to their extra electron that can migrate 

to CO2 via C atom and activate the molecule. Utilizing CO2 as a synthon to produce more 

chemically useful entities usually involves either C-C or C-O catalytically driven bond formations. 

123-125 In a process known as carboxylation, CO2 can react catalytically with a variety of 

hydrocarbons, specifically unsaturated ones, transforming CO2 into a variety of chemicals like 

lactones and acrylic acid.126-129 Several reactions have been published in the past reporting five-

membered metalo-rings produced from zero-valent nickel (Ni0) or zero-valent palladium (Pd0) as 

well as co-oligomerization of 1,3-dienes with CO2, which proceeds via a bis-π-allyl intermediate.97, 

130-135 To our knowledge, there is scarce computational data available on the energetics, geometries 

of intermediates and transition states that lead to delta lactone (δ-lactones) production from the 

readily available ethene. In this chapter, we have investigated the catalytic potential of the 

following TMs: Pt ̶, Pd ̶ , and Ni ̶  on the CO2 carboxylation reaction using ethene substrate. Both 

free and ligated forms of these metals were studied using the DFT method. 

3.2. Computational details 

All DFT calculations were performed in gas phase using Gaussian 16 software.26, 110 

Equilibrium structures were obtained by geometry optimization using MN15 functional57 and 

LANL2DZ pseudopotential basis set23 that was applied to the metal, carbon, hydrogen, and oxygen 

atoms. The optimized structures were used to perform a single point energy calculation using 

MN15 and augmented correlation consistent polarized valence triple zeta basis sets (aug-cc-PvTZ) 

that were applied for C, H, and O atoms, while aug-cc-PVTZ-PP was used for TMs. Harmonic 
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vibrational frequency calculations were employed to confirm the structures were properly 

optimized. Intrinsic reaction coordinate (IRC)136 was used to confirm the direct connection 

between each transition state and its reactants and products.   

3.3. Proposed catalytic cycle of δ-lactone formation.  

The initial step is the CO2 capture and activation by anionic TM, followed by CO2 insertion 

between coordinated ethylene and the metal leading to two types of metal rings depending on 

whether a C-C or C-O coupling reactions take place, represented by TS1 and TS2 in Figure 3.1. 

Subsequently, another ethylene molecule will coordinate to the metal center, and subsequent 

seven-membered metal ring formation will occur via TS3, TS4, TS5, and TS6 depending on the 

point of attack of the second ethylene. The final step is the metal release and δ-lactone formation 

via TS7, TS8, and TS9. We have investigated all possible routes leading to the product formation 

using DFT-calculated energy profiles as shown in Figure 3.2. Considering all different 

combinations of transition states that can lead to the δ-lactone, a total of four pathways has been 

proposed as follows: (1) Pathway A: via TS1→TS5→TS9, Pathway B: via TS1→TS6→TS8, 

pathway C: via TS2→TS3→TS7, and Pathway D: via TS2→TS4→TS8. In this chapter, we 

elucidate the mechanism of C-C and C-O couplings and metal release and lactone formation 

mediated by atomic and ligated TMs. 
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Figure 3.1. Different routes leading to lactone formation from CO2 and two ethylene molecules. M= Pt ̶, Pd ̶ 
, Ni  ̶ in 

free and ligand-complexed forms.  

 

3.4. Results  

3.4.1. Atomic Pt ̶
 catalyzed carboxylation with ethylene 

Pathway A: TS1→TS5→TS9 

The elementary reaction steps for CO2 conversion into lactone are shown in Figure 3.2. 

The reaction begins with CO2 capturing and coordination to Pt ̶
  and subsequent first ethylene 

molecule coordination. The first C-C coupling occurs between ethylene and CO2 via TS1 

producing a five-membered metal ring with an energy requirement of 48.4 kcal/mol. A second 

ethylene will coordinate and C-C couples with the existing ethylene via TS5 producing a seven-

membered metal ring that will ultimately undergo a C-O coupling that results in free metal release 
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and δ-lactone production. The energy barriers are 44.0 and 71.8 kcal/mol for TS5 and TS9, 

respectively. 

 

Figure 3.2. Free energy profile for Pt ̶
 -mediated C-C coupling (TS1 & TS5) and lactone formation (TS9). Energies 

are relative to the reactants. 

 

Pathway B: TS1→TS6→TS8 

In this path, a C-O coupling occurs between CO2 and second ethylene via TS6 to make a 

seven-membered metal ring with an energy barrier of 48.4 kcal/mol followed by a C-O coupling 

to release the metal with an energy barrier of 48.8 kcal/mol. The energy diagram is shown in Figure 

3.3. 
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Figure 3.3. Free energy profile for the Pt ̶ mediated C-C coupling (TS1), C-O coupling (TS6), and lactone formation 

(TS9). Energies are relative to the reactants. 

 

Pathway C: TS2→TS3→TS7 

In this path, TS2 involves a C-O coupling between CO2 and ethylene and confers a five-

membered metal ring with an energy barrier of 18.3 kcal/mol. TS3 is the C-C coupling between 

two ethylene molecules making a seven-membered metal ring, while TS7 is the C-C coupling of 

CO2 carbon and ethylene carbon. Barriers for TS3 and TS7 are 48.6 and 20.4 kcal/mol, respectively 

(Figure 3.4) 
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Figure 3.4. Free energy profile for the Pt ̶

 -mediated C-C coupling (TS3) and C-O coupling (TS2) and lactone 

formation (TS7). Energies are relative to the reactants. 

Pathway D: TS2→TS4→TS8 

The reaction pathway follows TS4 which represents a C-C coupling between the second 

ethylene and CO2 with an energy requirement of 47.0 kcal/mol followed by TS8 which involves a 

C-C coupling between two ethylenes to release the metal and produces the lactone with an energy 

requirement of 33.1 kcal/mol. 

Figure 3.5. Free energy profile for the Pt ̶
 -mediated C-O coupling (TS2), C-C coupling (TS4), and lactone 

formation (TS8). Energies are relative to the reactants. 
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3.5. Discussion 

3.5.1. Platinum-mediated five-membered metalolactone formation (TS1/TS2) 

The oxidative coupling between ethylene and CO2 is a well-established procedure mainly 

known to be mediated by zero-valent nickel (Ni0).7, 137 It is the first elementary step toward acrylic 

acid formation that occurs as a result of beta-elimination of hydrogen from the formed 

metalolactone. The previous work supports the initial coordination of ethylene first and subsequent 

CO2 coordination to the metal since the former is relatively highly exothermic compared to the 

latter. In the present work, we considered CO2 coordination to precede ethylene since both 

substrates can freely compete on the metal active site without any restrictions from a bound ligand. 

Figure 3.6 shows two possible pathways that lead to two different metalolactone depending on 

whether the O or the C of the CO2 is bound to the metal in the metalolactone.   

Figure 3.6. Optimized geometries of intermediates and transition states for metalolactone formation.  
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Observe that the Pt ̶
 -coordinated CO2’s average OCO angle is 130o, which significantly 

alters its electronic structure from a closed shell into an open shell system. The orbital with spin 

density in Pt ̶
 -CO2 is situated along the Pt ̶

 -O axis, as seen in Figure 3.7. The O atom is more 

reactive than the C atom linked to Pt ̶
  because of the partial spin density on the O center in the case 

of R2. As a result, the activation barrier in the TS2 situation is lower due to the increased efficiency 

of C-O coupling. The instability of the TS2 reactant (R2), where the ethylene is not within a 

coordination sphere of the metal center is also a contributing factor in lowering the TS2 barrier 

since the metal-carbon dissociation step is not a pre-disposing factor in TS2 initiation. 

Figure 3.7. Natural orbital (NO) representation showing the spin density of the single electron in Pt ̶
  (a) NO of the 

[ethylene-Pt-CO2] ̶
 generated from the IRC calculation of TS1 (C-C coupling). (b) NO of the [ethylene-Pt-CO2] ̶

 

generated from IRC calculation of TS2 (C-O) coupling. (c) is NO of [Pt-CO2] ̶
  (added for comparison). 

 

3.5.2. Seven-membered metalolactone formation via (TS3/TS4) or (TS5/TS6) 

The two metalolactones produced from TS1 and TS2 can further undergo another 

transformation with an incoming ethylene molecule that coordinates to the metal center. 

Depending on the point of attack, following TS2, the incoming ethylene can undergo a C-C 

(

a) 

(

b) 

(

c) 
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coupling with either the C of the existing ethylene or with carbonyl’s C vi TS3 and TS4, 

respectively. Similarly, following TS1, the incoming ethylene can perform a C-C or C-O coupling 

via TS5 and TS6 respectively. It is worth mentioning here that the four TSs involve ring opening 

of the metalolactone and subsequent C-C or C-O coupling with the incoming ethylene. The energy 

requirement for ring opening as well as the fact that the activated incoming ethylene attacks either 

a C or O atom inside a formed ring (both are sigma-bonded with Pt ̶
 ) explains the high energy 

barriers of an average of 45 kcal/mol observed for TS3, TS4, TS5, and T6. 

 

Figure 3.8. Optimized geometries of intermediates and transition states for 7-membered metalolactone formation.  

 

3.5.3. Seven-membered metalolactone ring opening and metal release via (TS7/TS8/TS9) 

The final step in lactone formation is the ring opening and metal release which occur via 

TS7, TS8, and TS9.  In terms of energetic barriers, TS7 which involves the metal release from a 
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Csp (carbonyl C) and a Csp3 (ethane’s C) is significantly lower than TS8 where the metal is released 

from two Csp3 atoms. In TS9, the metal release energy barrier is significantly higher compared to 

TS7 and TS8 due to the higher bond dissociation energy of Pt ̶
  −O compared to that in Pt ̶

  −C 107. 

  



80 

 

3.6. Ligand impact on Pt ̶
 -catalyzed carboxylation with ethylene 

We considered the Bi-phenyl ligand (Bp) chelated with Pt ̶  and applied the same four 

different pathways for δ-lactone formation. The structure of the catalyst is shown below in figure 

3.9 

 
Figure 3.9. Optimized Pt ̶ -based catalyst. 
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Pt ̶
 (Bp) + 2(Ethylene) + CO2            Pt ̶

   + 2(Ethylene) + CO2 

Figure 3.10. Energy landscape for atomic (right) and complexed Pt ̶
  (left) for Pathways A & B. 

 

Pt ̶
 (Bp) + 2 (Ethylene) + CO2              Pt ̶

   + 2 (Ethylene) + CO2 

 

Figure 3.11. Energy landscape for atomic (right) and complexed Pt ̶
  (left) for pathways C & D. 

 

  

Pathway B [M] ̶
    

Pathway C [ML] ̶
    

Pathway D [ML] ̶
     

Pathway C [M] ̶
     

Pathway D [M] ̶
    

Pathway A [ML] ̶
    Pathway A [M] ̶

     

Pathway B [ML] ̶
    



82 

 

3.6.1. Results and Discussion 

In terms of energetic profiles, the ligand introduction showed a significant impact by 

lowering the majority of transition states’ activation barriers in routes A, B, C, and D. It is 

remarkably lowering the activation energy for TS1 but increasing that for TS2 in routes A and B. 

The ligand has altered the electronic density on the O-C-O molecule from being concentrated on 

one O atom to being distributed along the entire molecule especially the carbonyl C which is 

performing the C-C coupling with ethylene’s C, as shown in figure 3.12, decreasing the activation 

energy barriers. 

  
Figure 3.12. Natural orbital (NO) diagram showing the spin density of the single electron on atomic and complexed 

Pt ̶.  
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Moreover, the ligand has another steric contribution in lowering the TS1 C-C coupling 

and increasing the TSs (C-O) barrier by competing with the ethylene on the metal center active 

site as shown in the same figure. 

 
Figure 3.13. Ligand effect on the geometrical shape of reactants for TS1 (C-C) coupling and TS2 (C-O) coupling. 

 

Collectively, based on energetic barriers, the best performance is observed in route B 

through TS2→TS6→TS8. While TS2 is a facile step, the subsequent TS6 and TS8 still have high 

energy barriers. Therefore, we decided to test the performance of other anionic metals to see if the 

metal identity can influence the activation barriers. We have tested the performance of another two 

anionic metals, nickel, and palladium, by applying the same level of theory and reproducing the 

four different pathways. The Ni ̶ (Bp) + 2(ethylene) + CO2 and Pd ̶ (Bp) + 2(ethylene) + CO2 energy 

diagrams are shown in Figure 3.14 and 3.15 respectively. 
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Figure 3.14. Ni ̶ (Bp) catalyzed CO2 reaction with ethylene. 

 

Figure 3.15. Pd ̶ (Bp) catalyzed CO2 reaction with ethylene. 

 

Besides the ligand influence on the energetic profiles for the studied pathways, the metal 

identity played a role in reactions that involved C-C coupling reactions. Our calculations indicated 

that the metal-carbon Bond Dissociation Energy (BDE) was 67.25 kcal/mol, 59.75 kcal/mol, and 
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40.0 kcal/mol (calculated at MN15/aug-cc-PVTZ level of theory) for Pt ̶
  , Pd ̶  and Ni ̶ , respectively 

with the following pattern: Pt-C > Pd-C > Ni-C considering the doublet spin state for all three 

metals. The formula used for BDE is shown below: 

 

BDEM-C = E[CH3
.] + E[M–] – E[MCH3

–]    (3.1) 

 

 However, this BDE pattern is not observed in the metal-oxygen bond where the BDE for 

all above three metals is similar with an average of 73.0 kcal/mol calculated at the same level of 

theory according to the formula below: 

 

BDEM-O = E[OH] + E[M–] – E[MOH–]    (3.2) 

 

The observed BDEM-C pattern among Pt ̶
 , Pd ̶, and Ni ̶  is particularly important in 

understanding the TSs that involve metal release. In TS7, the TS activation energy is calculated to 

be 20.4, 18.3, 6.8, and 4.7 for Pt ̶
 , Pt ̶

 (Bp), Pd ̶ (Bp) and Ni-(Bp), respectively, which agrees with 

the BDEM-C observed previously. In TS8 and TS9, the same relationship holds between the metal 

identity and BDEM-C for the corresponding metal. Moreover, the fact that complexed Pt ̶
  follows 

this pattern compared to atomic Pt ̶
  suggests ligand impact on lowering the activation energy of 

the three discussed TSs. 
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3.7. Conclusions 

In this study, the mechanism of δ-lactone formation catalyzed by anionic TMs is explored 

for Pt ̶, Pd ̶, and Ni ̶ . The effect of ligand introduction on activation energies of reaction barriers 

is also studied with all three metals. The initial step that involves the metalolactone formation 

involves either C-C or C-O couplings where the energy barriers are heavily dependent on the 

degree of ethylene and CO2 activation by the metal catalyst. The subsequent steps involve both 

ring opening and a second ethylene addition through C-C and C-O couplings reactions. The 

activation energies in these steps can vary considerably by ligand introduction and metal identity 

variation or any combination of these two variables. The metal-carbon and/ or metal-oxygen 

BDE dictates the extent of activation energy required to overcome those barriers. Implications 

drawn from the current study can be applied to study the C-C and C-O couplings in other 

substrates. 
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Figure S1. Optimized geometries of intermediates and transition states in Pt ̶
   + N2O + CH4 reaction calculated at 

MN15/stable=opt//MN15/aug-cc-pVTZ level of theory. Bond lengths and angles are in angstroms and degrees, 

respectively. 


