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Abstract 

 Driven by the advancements related to Industry 4.0, Digital Twin (DT), usually described 

as a virtual representation of a physical product or system connected with bi-directional data, has 

been a topic of increasing interest by both academia and industry. As a consequence of this 

growing interest, many works have been published about DT and its applications, leading to a 

dilution of the concept of DT, which is engendering a misunderstanding of the application of DT 

and its benefits. The use of simulation combined with a DT is quite common, which creates an 

immense misconception about classifying a simulation model as a DT and vice versa. In fact, 

several papers reviewed herein build simulations and call them DT, but it is unclear if these 

simulations have the full capabilities usually associated with DT. Simulation and DT are distinct 

technologies with unique benefits; therefore, they should be classified accordingly, and it is crucial 

to clarify their differences to prevent misunderstandings and achieve consistency in DT 

implementations. Therefore, in order to fill this gap, this dissertation explores the levels of 

capability’s levels of both simulation and DT, investigating the connection between them and 

demonstrating how to bridge this gap. The first contribution of this work is to propose a simulation 

capability framework and provide an example of a fully capable simulation application, adding 

and illustrating each level of capability, one at a time. This proposed framework, later referred to 

as the 4S framework, is different from the existing frameworks for simulation because it is directly 

comparable and analogous to an existing framework for building DTs, called the 4R framework. 

In the second contribution, a systematic literature review was performed to investigate whether the 

current literature is truly applying DT or using a simulation in its place. In this contribution, the 

4R framework and the 4S framework provided in the first contribution are used to classify the 

works herein as either simulation and/or DT, based on the capabilities that they have. In the third 
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contribution, a real-world case study that documents the process of transforming a fully capable 

DES into the first two levels of capability of a DT is presented. This contribution identifies the key 

steps involved in this transformation, documents the challenges encountered, and present the 

solutions that were found. The finding of this work and its future extensions can potentially help 

academia and the industry by moving the discussion towards a consensus about when a simulation 

model is a DT and when it is not. 
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Chapter 1 

Introduction 

1.1 Background 

The fourth industrial revolution, known as Industry 4.0, is characterized by  a range of new 

technologies that are promoting the digitalization of industrial processes by fusing the physical 

and digital worlds [1,2]. One important component of this is the Digital Twin (DT) [3–6], which 

is composed of three elements: physical space, virtual space, and the data flow that links the 

physical and virtual spaces in both directions. DT has the potential to improve a manufacturing 

system by predicting future events, based on its current status and expected behavior, and then 

implementing the necessary responses to optimize performance in near-real-time. This is made 

possible by the growth in internet of things (IoT) connectivity, computing power, and advanced 

analytics [7]. 

Simulation has been defined as the imitation of the operation of a real-world process or 

system over time [8]. Simulation has been extensively utilized for evaluating and optimizing the 

design and operation of production systems [9] and DT has been referred to as the newest wave in 

simulation technology [10]. In the manufacturing domain, the most popular simulation technique 

is discrete event simulation (DES) [11]. A DES model is composed of interacting entities that 

represent the tangible (such as a manufacturing station) and intangible (such as a queue of work-

in-progress) components of the system being modeled and are updated at discrete but potentially 

random event times [12]. A simulation model and a DT are both digital representations of a 

physical system [13,14]; however, they have different capabilities, which will be clarified in this 

research. 
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Further research on the connection between the concepts of simulation and DT is needed 

[15], and most of researchers do not usually distinguish DT from a general simulation model [16]. 

To fill this gap, this research focuses on exploring the levels of capability of both simulation and 

DT and demonstrating how to bridge this gap.  

1.2 Research Objectives 

The ability to replicate a physical system in a virtual environment is shared by both 

traditional simulation and DT models,which creates a huge misunderstanding about classifying a 

simulation model as a DT. It is essential to classify them correctly and to clarify their differences 

to prevent misunderstandings. The overall objective of this research is to identify the differences 

between simulation and DT in terms of its capabilities, providing academia and industry with clear 

paths to application and research. In this research, three gaps that are not currently covered in the 

literature are identified and three contributions are proposed to fill these gaps:  

• The first contribution of this research is to define the levels of capability of a simulation 

model into a 4S framework, that is analogous to the 4R framework for DTs, mentioned in 

Section 2.5.1. In this contribution, an example is provided of a successful, fully capable 

simulation application created from a VSM, which is based on the proposed 4S framework. 

This novel approach demonstrates how to add capability levels to a simulation model, one 

at a time.  

• The second contribution of this research is to perform a systematic literature review and 

use to investigate whether researchers are truly applying a DT approach or if they are using 

simulation in place of a DT. This investigation is performed by using the 4R and 4S 
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frameworks to classify the works herein as either simulation and/or DT, based on the 

capabilities presented. 

• The third contribution of this research is to bridge the gap between simulation and DT by 

providing a framework that is intended to guide researchers in building a DT directly from 

a fully capable simulation and implementing it in an industrial setting. 

 

The expected significance of this research is that these three major contributions can add 

value by providing a clearer understanding about the differences in capabilities between simulation 

and DT. This research will help create a sense of comprehension and understanding of these topics. 

As will be described in Section 2.4, simulation has a wide variety of types. This research is focused 

on DES since it is the most common type of simulation used in the manufacturing domain. 

1.3 Dissertation Organization 

This dissertation is organized as follows: Chapter 2 provides a background and literature 

review that serves as a foundation of the topics related to this dissertation. Chapter 3 outlines the 

purpose, objectives, and scope of this research. Chapter 4, 5, and 6 introduce the three main 

contributions of this research. Chapter 4 contains simulation capabilities framework and 

application of a fully capable simulation. Chapter 5 offers a systematic literature review to classify 

the DT applications within its capabilities. Chapter 6 proposes a framework to guide the creation 

of a DT from a fully capable simulation. The dissertation draws to a close with Chapter 7 

presenting the conclusions and future work, which is followed by References. 
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Chapter 2 

Background and Literature Review 

The purpose of this chapter is to provide the background information that serves as the 

foundation for each contribution and is necessary to build a case for the need of differentiating 

simulation from DT in terms of its capabilities.  

The fourth industrial revolution and its underlying digital transformation, known as 

Industry 4.0, is advancing at a rapid pace [17]. Digitalization offers the advantage of enabling the 

real-time monitoring of the manufacturing space [18]. Through digitalization, monitoring tools can 

better assist decision makers in efficiently capturing non-value-added processes on the factory 

floor. Value Stream Mapping (VSM) is a common monitoring tool, but the implementation is 

challenging when the product processing is more complex and requires improvements in labor 

management and facility utilization [19]. For that reason, combining simulation and VSM can help 

manufacturers to fully capture the manufacturing setting, further analyze data, and generate 

performance statistics without interfering with the real system, enabling decision makers to 

understand how changes in the process will be reflected throughout the system [19–22]. 

Although conventional VSM is not adept to deal with today’s fast-paced, dynamic 

manufacturing environment, complex material flow, or machine and labor performance efficiency, 

it is still useful as a primary tool to identify sources of waste in the system [23]. After identifying 

the area that is causing problems in the system, simulation can be used to conduct analyses of 

multiple scenarios and suggest changes without having to interfere with the real system [21,23]. 

Moreover, simulation is an excellent tool for accurately representing reality in a virtual 

environment of a manufacturing system [24]. Because the simulation models are so intricate, 
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running simulation trials might take hours and a vast amount of production data [8]. A better 

approach is to implement DT, which is an important component of the fourth industrial revolution, 

and it can simulate the real-time behavior of a physical system, using sensors and information 

systems to mirror its current condition [3,10]. Similar to simulation, DTs are also used to 

understand a system and make predictions; however, they are capable of accurately representing 

the system in real-time and having a bidirectional connection of data [14]. 

The natural progression to approach a problem in the manufacturing environment, 

suggested in this dissertation,  is to first start with a VSM to identify the main source of waste in 

the system, then use a DES model to further analyze alternative scenarios, and progress from that 

to a DT. The complexity, detail, and data increase as it goes from VSM to DES to DT. Overall, 

the major goal of this dissertation is to provide an example of how one can do this entire process. 

The case studies and applications provided throughout this dissertation are focused on automotive 

manufacturing, and the simulation type used is DES since it’s the most common type of simulation 

used in the manufacturing domain. 

In this chapter, the concepts of Industry 4.0 (Section 2.2), Value Stream Mapping (Section 

2.3), Simulation (Section 2.4), Discrete Event Simulation (Section 2.4.1), Data-Generated 

Simulation Models (Section 2.4.2), Digital Twin (Section 2.5), and the 4R Framework (Section 

2.5.1) are explored. These concepts are evaluated throughout this dissertation, exploring the 

connection between them. The three main contributions of this dissertation are presented in 

Chapter 4, 5, and 6, consecutively.  
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2.2 Industry 4.0 

Historically, industrial revolutions have been characterized by technological advancements 

that involve social and economic progress. The fourth industrial revolution, known as Industry 4.0, 

has been made possible in recent years due to advancements in technology and science, particularly 

in areas such as automation, IoT, cloud computing, artificial intelligence (AI), and big data 

analytics [17]. These technologies have enabled machines, devices, and systems to communicate 

and interact with each other in real-time, leading to significant improvements in efficiency, 

productivity, and innovation in various industries [18]. This latest industry revolution relies on the 

use of digital technologies to promote the digitalization of industrial processes. By implementing 

information technologies, Industry 4.0 aspires to fully integrate all the parts involved, such as 

logistics, and suppliers. Therefore, connectivity is required to develop a cooperative technological 

network to improve efficiency in production [18]. Additionally, Industry 4.0 requires the use of 

recent technologies such as IoT, Cloud computing, and DT [25]. Real-time visibility of 

manufacturing assets is ensured by analyzing massive amounts of data gathered from sensors on 

the factory floor [26].  

The concepts and technologies of Industry 4.0 can be applied to many of industrial sectors, 

including discrete and continuous process manufacturing [27]. Smart factories employing IoT 

technology have higher production and better quality [28]. Manufacturing errors are decreased, 

and money and time are saved, when manual inspection business models are replaced with AI 

powered visual insights. A smartphone connected to the cloud can be easily set up to enable remote 

monitoring of manufacturing processes [29]. 
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2.3 Value Stream Mapping  

Automotive manufacturers are increasing the implementation of lean manufacturing 

principles and tools, such as continuous flow and VSM, to identify, eliminate or reduce waste and 

improve the system [22,23,30]. In the context of lean manufacturing, waste can be defined as any 

activity or process that consumes resources (time, money, materials, etc.) but does not add value 

to the final product or service from the customer's perspective [20]. VSM is a lean tool that helps 

to identify and eliminate sources of waste in a manufacturing process to serve customers with 

higher quality and promptness [20]. The analysis of a VSM leads to identifying the non-value-

added steps that exist in a process and the main purpose of applying this tool is to identify waste 

and opportunities to implement solutions [19]. 

 VSM can be used in conjunction with DES to help automotive organizations to further 

analyze data, quantify gains, identify needs for resources, and generate performance statistics 

without interfering with the real system [21]. Both techniques, DES and VSM, have a long history 

of application in automotive manufacturing. However, they are usually applied separately. A few 

publications have highlighted the application of VSM together with DES in manufacturing. For 

instance, [22] combines VSM and DES as a decision-making tool of an assembly line of clutch 

discs in an automotive company. [31] proposed a method for using simulation to extend the 

analysis of a VSM, evaluating two scenarios of push and pull manufacturing systems. [32] 

presented a lean assessment framework that integrates VSM with simulation in a tire distribution 

company. [33] discussed the combination of VSM with simulation and concluded it is beneficial 

not only for verification but also for seeing different pictures of the investigated manufacturing 

system. [21] stated that combining VSM with simulation provides an accurate analysis of system’s 
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current and future states and it is an efficient quantitative assessment for the lean practices and 

policies.  

2.4 Simulation 

Simulation is a model that imitates the operation of an existing  process or system over 

time that is used to describe and analyze the behavior of systems as well as to run what-if scenarios 

[34]. There are many advantages to using simulation. It offers methods and tools to model system 

behaviors in great detail and use them to predict future outcomes, thereby supporting decision-

making processes [35]. Simulation allows testing designs without committing resources to 

acquisition. It also allows the option to compress and expand time, which is relevant when 

investigating a system [36]. Simulation also provides understanding of why things happen the way 

they do in the system and explores possibilities without the expense and disruption of 

experimenting with the real system [8]. Overall, a simulation model is an accurate representation 

of a system or subsystem that satisfies a particular set of criteria, and it is often used to verify and 

analyze potential improvement scenarios before the actual implementation in the factory [37]. 

Simulations can be deterministic or stochastic. Randomness is incorporated to reflect the 

uncertainty found in most systems in a stochastic simulation, which is the most popular approach 

[38].  Models that are deterministic have no variability. These are uncommon in design 

applications, but they are more typical in model-based decision support applications like 

scheduling [8,39]. Moreover, a simulation can also be discrete or continuous, which describes how 

the states of the system change over time. In a discrete simulation, some states, such as the status 

of a worker, can only change at specific points in time (called event times) [38,40,41]. In a 

continuous simulation, the states can change continuously throughout time, such as the 
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temperature in an oven. While most systems only have discrete or continuous states, others also 

contain both kinds of states [39,42]. 

The use of simulation technology is well known in the field of engineering [43] and there 

is a large range of simulation types that can be selected [24]. Selecting which type to use depends 

on the characteristics of the actual system being considered, specific requirements that need to be 

met, and the desired outcomes of the analysis. The three most common types of simulation are 

Monte Carlo, Agent-Based, and DES [44]. In simple terms, a Monte Carlo simulation is a method 

that identifies uncertainties and potential risks through probability distributions [45]. An Agent-

Based simulation models individual entities (agents) and their interactions with each other and the 

environment, which allows for the modeling of complex systems with many interacting parts [46]. 

DES is the most popular method applied in the manufacturing domain. It allows the modeler to 

observe specific events that are result from the business processes and it can be used to study many 

types of systems and for a diverse range of outcomes [37].  

There is  extensive literature defining simulation and providing step-by-step guides on how 

to build a simulation model. For instance, [47] specifies multiple outcomes that a simulation model 

can accomplish, including output analysis and problem diagnosis. [48] defines a simulation 

method for building a model and conducting experiments on that model. An experiment entails 

repeatedly running the simulation for a time period in order to obtain data for statistical analysis. 

Similarly, [49] states that simulation can mimic the dynamics of a system and is able to analyze 

the system by running different scenarios. Comparably, [50] describes that a simulation model is 

capable of conducting experiments that provide understanding of the behavior of the system and 

able to evaluate the effect of different input levels on specified measurements of performance. [8] 

defines that simulation is used to describe and analyze the behavior of a system and ask what-if 
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questions about the system. Overall, these authors agree that a simulation model is capable of 

conducting experiments and analyzing results; however, none of them provide a clear framework 

of simulation capabilities that enables us to distinguish between the different levels of capability, 

or that can be directly compared to other technologies, such as DT.  

2.4.1 Discrete Event Simulation 

DES models emulate the real-world system in an event-based sequence, enabling the 

decision makers to understand and optimize their operations [51].  A DES models a system whose 

states may change only at a discrete  point in time [52]. A system is composed of objects called 

entities that have certain attributes [53]. A state is a collection of attributes or variables that 

represent the entity of the system [47]. An event represents an occurrence that changes the state of 

the system, and each event takes place at a specific moment in time [54]. The state variables change 

only at those discrete points in time at which events occur, which is a consequence of activity times 

and delays [8,38]. Hence, a DES model allows companies to make predictions about the behavior 

of processes, objects, and events in the short and long-term [50,55].  

A DES model comprises four main components: system entities, input variables, 

performance measures, and functional relationships. For instance, a server and a queue are 

considered systems entities, arrival rate is an example of input variables, performance measures 

could be the average wait time in queue, and an example of a functional relationship is the time in 

system because it involves the wait and service times [40]. To develop a DES model, the modeler 

should first have a thorough understanding of the system being modeled and a fundamental 

modeling strategy [8,56]. Simulation models are created to achieve particular goals and ensure that 

the model will provide answers to the desired questions [57].  



11 

 

DES have been traditionally used in industrial applications [58], including automotive 

manufacturing, because they can incorporate several sources of variability, complex constrains, 

and interactions that are difficult to measure and understand directly from the real system [59]. 

Several researchers have applied DES in automotive manufacturing [30]. [60] presented a 

simulation methodology to model the production floor, warehouse, and material handling system 

of an automotive assembly facility. [61] demonstrated the importance of using simulation to test 

what-if scenarios in a manufacturing process. [62] proposed a simulation of an automotive 

manufacturing plant that can be automatically generated. Manufacturing research is 

experimentally oriented, and simulation models have long been applied to analyze different 

experiments and optimize a system through “what-if” analysis [63]. 

2.4.2 Data-Generated Simulation Models 

As previously mentioned, simulation modeling has been extensively employed to assess 

the intricacies of complex systems, encompassing aspects such as design, operation, and 

performance [35]; and DES has been a commonly employed approach to model complex systems 

[34]. While these models are manually constructed and can possess a high level of complexity, 

their effectiveness in capturing changes within reconfigurable manufacturing systems, which 

experience continuous modifications in their physical and software structures, is very limited [64]. 

Additionally, as systems evolve and interact with their environments, they often exhibit new and 

unforeseen behaviors [65]. Consequently, manually created simulation models quickly become 

outdated after their development, necessitating constant and costly development of new models or 

manual updates to existing ones [66]. 
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In contrast to this, data-generated models have the capability to capture these modifications 

in real-time [67]. The concept of data-generated models revolves around creating generic models 

where a sizable portion of the data for constructing the models is imported from external files [39]. 

This approach provides an efficient solution with diverse options for connecting to different data 

sources, such as direct database binding, and spreadsheet and CSV file binding. Direct database 

binding enables efficient querying and accessing data stored in database systems, providing a 

convenient and robust method for data retrieval and utilization [39,68]. Spreadsheet and CSV file 

binding enables the extraction and utilization of data stored in these formats [69]. It provides 

flexibility in handling tabular data, facilitating data manipulation, analysis, and integration with 

the simulation model [39]. The key advantage of data-generated models is that they can adapt and 

reflect changes as they occur, eliminating the need for constant model redevelopment or updates 

[70]. Moreover, these models could, at least in theory, be effectively deployed as DTs, playing a 

crucial role in supporting design, planning, and scheduling processes [39]. This should offer a 

more efficient and cost-effective solution compared to manually created simulation models [67]. 

The transition from traditional simulation modeling to a data-generated approach has been 

supported by several factors. First, data-generated models tend to provide a more precise 

representation of the systems they model in comparison to traditional methods [71]. Specifically, 

real-world systems often exhibit unpredictable behaviors that are challenging to anticipate and pre-

model. These elusive behaviors can only be effectively captured and incorporated into models 

through the utilization of real-time data [71]. Additionally, Machine Learning (ML) and AI 

methods can be integrated with simulation modeling to gain a more comprehensive understanding 

of complex system behaviors [72]. This combination allows for a deeper exploration and analysis 

of system dynamics that may not be achievable through standard simulation modeling alone [73]. 
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2.5 Digital Twin 

DT has been a topic of increasing interest by both academia and industry [16,74]. For 

instance, companies such as IBM, Siemens, and General Electric are already adopting DT 

technologies [75]. This growth is driven by Industry 4.0 and advances in technologies such as the 

IoT, AI, wireless sensor networks, ML, and big data, providing opportunities to integrate physical 

and virtual environments [76]. As a consequence of this growing interest, many works have been 

published about DT and its applications [77,78], leading to a dilution of the concept of DT [79–

81], which is engendering a misunderstanding of the application of DT and its benefits [82].  

It is acknowledged that the concept of DT was first introduced by Michael Grieves in 

collaboration with John Vickers from National Aeronautics and Space Administration (NASA) 

[83]. Grieves defines a DT model as one that is composed of three elements: physical space, virtual 

space, and the data flow that connects the physical space to the virtual space and vice versa. Since 

then, researchers have been trying to reach a consensus on a single and unified definition that 

sufficiently represents a DT [77,81]. For instance, [84–87] consider DT of a product, in which it 

represents a single machine or process, whereas [4,13,88–90] consider DT of a process, which 

encompass a section of or the entire production environment.  

Several previous works have focused on providing an architecture of DT and showing how 

the various DT components interact. On the journey to determine the definition and capabilities of 

DT, several previous related terms have existed, such as: Digital Model and Digital Shadow [13]. 

Some researchers, such as [91,92], present DT concepts, definitions, and architecture. Others, such 

as [93,94], explore the trending technologies for industrial DT application. Although some authors 

describe DT as a model in which integrates the physical system with the virtual counterpart with 

a constant and bidirectional data flow between them [13] , there are still plenty of definitions that 
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describe DTs as only a true representation of the physical environment, ignoring the real-time data 

connection [95]. To reach a consensus on a DT definition, the specifications of the fundamental 

requirements and capabilities for a DT are necessary and these requirements have changed over 

time because they are linked to advancements in the technologies, such as ML, and big data [95].  

2.5.1 The 4R Framework 

Definitions of the levels of capability and complexity of a DT are described by [96,97]. 

They propose a versatile structure for designing and implementing a general-purpose DT and call 

it the 4R framework. This 4R framework is composed of four levels: Representation (R1), 

Replication (R2), Reality (R3), and Relational (R4). A DT is classified into one of the 4R phases 

depending on its maturity and capability levels, which increase in each phase, (see Figure 1 Digital 

Twin Capabilities (4R Framework). Figure reproduced from [96].Figure 1). Furthermore, each 

level of this framework describes the development process of a DT for a system.  

 

Figure 1 Digital Twin Capabilities (4R Framework). Figure reproduced from [96]. 
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The first level, Representation, is characterized as the initial step of building a DT. It 

focuses on understanding the behavior of the physical system and creating a system for data 

collection and storage from the physical environment. In this level, the data is connected and used 

to describe the physical machine mathematically. This data is used for visualization, validation, 

and control of the virtual environment [96,97]. 

 The second level, Replication, focuses on duplicating the system in a virtual environment 

utilizing the architecture created in the Representation phase. The DT is capable of reproducing 

the same outputs when given the same inputs from the physical system. The third level, Reality, is 

when the DT is used to investigate what-if scenarios with the goal of using the results obtained 

from the virtual runs to optimize the physical system. In this level, a model has the capability to 

independently provide outcomes given a set of inputs, working independently from the physical 

system [96,97]. 

The last level, Relational, describes a DT with the capabilities of incorporating decision-

making technologies by using AI or ML. In this level, the physical and virtual systems are 

connected and the data between them is bi-directional [96,97]. Furthermore, the DT has a level of 

autonomy that is not found in the previous levels of capability, where it can self-adjust, identify 

optimal strategies, and calibrate itself. A summary of the DT capabilities is shown in Figure 2. 
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Figure 2 Summary of Digital Twin Capabilities. Figure reproduced from [96]. 

Overall, although the 4R framework is a general guide in defining and characterizing a DT 

based on the levels of capabilities, there is no current analogous framework for simulation.  

In this background chapter, we have provided  context of this research, exploring the 

concepts of Industry 4.0, VSM, simulation, and DT. This background chapter is the foundation for 

the following chapters and the concepts presented herein will constantly be referenced throughout 

this dissertation.  
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Chapter 3 

Research Statement 

3.1 Research Objective 

Although traditional simulation and DT models have similar capabilities in replicating 

physical systems in a virtual environment, they are not interchangeable [14]. It is common to 

combine simulation with DT, which can cause confusion when simulation models are classified as 

DT and vice versa [98]. While traditional simulation is valuable in various applications, it is not 

accurate to refer to it as a DT. It is important to differentiate the capabilities of a DT and a 

simulation to achieve consistency in DT implementations. DTs and simulations are distinct 

technologies with unique benefits that can provide valuable insights into a problem. Therefore, it 

is crucial to classify them appropriately and clarify their differences to avoid misunderstandings. 

The main aim of this research is to clarify the distinctions between simulation and DT by exploring 

their respective characteristics and capabilities. The intended outcome is to provide both academia 

and industry with a better understanding of these two technology domains and how to bridge the 

gap between them, which will enable the pursuit of more effective and relevant applications and 

research in the future.  

3.2 Research Gaps 

This research addresses three gaps that are identified through the literature review: 

(1) There is lack of understanding with regard to the direct comparison between the 

capabilities of simulation models and DT. Furthermore, existing frameworks do not clearly 

demonstrate how to add capabilities, sequentially, to a simulation model, specifically a DES. 
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(2) The use of simulation combined with a DT is very common, which creates an immense 

misconception about classifying a simulation model as a DT and vice versa. There is not a clear 

distinction between the capabilities of simulation and DT, and it is crucial to clarify their 

differences to reduce confusion.  

(3) A systematic technique is not currently available to assist researchers and 

manufacturers in building a DT from a fully capable simulation.  

3.3 Research Contributions 

In this research, three novel contributions are proposed to fill the gaps found:  

• The first contribution of this research is the development of a framework (termed 4S) that 

defines the levels of capability of a simulation model. An example of a successful 

simulation application is provided based on this framework. This approach shows how to 

gradually enhance the capability of a simulation model, one level at a time. 

• The second contribution of this research is a systematic literature review to determine if 

researchers are actually using a DT approach or if they are using simulation instead of DT. 

The 4R and 4S frameworks are utilized to classify the works as either simulation or DT, 

depending on the capabilities presented.  

• The third contribution of this research aims to connect simulation and DT by offering a 

general approach that guides researchers in building a DT directly from a fully capable 

simulation and implementing it in an industrial setting. By bridging the gap between the 

two methods, the framework allows for more efficient and effective development of DTs. 

This contribution highlights the potential for simulation models to serve as a foundation 

for the development of DTs. 
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Chapter 4 

Contribution 1: Simulation Capabilities Framework and Application1 

4.1 Introduction 

In the creation of an approach for achieving a DT from a fully capable simulation, it is 

important to first understand the levels of capability of a simulation and DT individually and have 

a clear differentiation between the two. These two technologies have some similar capabilities and 

objectives, and it is important to clarify the differences to be able to bridge the gap between them. 

Several researchers have proposed frameworks for construction of DT, as mentioned in Section 

2.5. The framework used in this research is called 4R framework [96,97]. It is the intention of this 

chapter to propose an analogous framework for simulation that explicitly demonstrates the levels 

of capability of a simulation model.  

Although there is a great deal of simulation modeling cycles and frameworks defined in 

the literature, the levels of capabilities of simulation have not yet been addressed in a framework 

format that is analogous and can be directly compared to the existing 4R framework for DTs. An 

analogous framework for simulation capabilities should provide a similar assessment of the level 

of simulation maturity in an organization. This would help organizations to understand their 

current level of simulation capabilities, identify areas for improvement, and develop a roadmap 

for future simulation investments. In addition, an analogous framework would facilitate 

comparisons between simulation and DT capabilities, allowing organizations to better align their 

 

 

1 Portions of this chapter were published as [23]. 
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simulation and DT strategies. This research aims to use the extant literature related to simulation 

to identify its key capabilities. To make it comparable with the 4Rs of DT, it is called the 4S 

framework: Modeling (S1), Analyzing (S2), Predicting (S3), and Prescribing (S4).  

In the manufacturing domain, the most popular simulation technique is DES [11] and that 

is the method to be used to provide a case study that fulfills all the levels of capability defined in 

the 4S framework. DES was chosen because it can incorporate variability into the system that is 

difficult to capture in real life.  

Specifically, to illustrate the 4S framework, a simulation of a specific process at an engine 

manufacturing plant was developed. A VSM was created prior to developing the DES model of 

the engine block machining that is demonstrated as a case study in this chapter. The main source 

of waste within the system was found to be in the leak-test area of this line, which causes delays, 

creates off-line WIP, uses excess manpower, causes waste in transportation, etc. This area was 

then represented in a DES model, for which a description of how to add  capability and utility to 

the model is provided, achieving each level of the 4S framework one at a time.  

This chapter is structured as follows: In section 4.2, a background related to this research 

is presented. Section 4.3 presents the simulation capability framework (4S). In section 4.4, a case 

study of the application of  each level of capability of the 4S framework to an automotive engine 

manufacturing plant is provided. Finally, section 4.5 contains a summary of the contributions of 

this chapter. 

4.2 Methodology: The 4S Framework 

Although there are many frameworks and guidelines for building simulations, as discussed 

in Section 2.4, there is currently no framework that enables precisely defining the different levels 
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of capability of a simulation model in a way that is comparable to a framework for DT. For 

clarification, the capabilities of simulation are well established in the literature; therefore, the goal 

with this framework is to aggregate the existing definitions and combine them into a framework 

that will serve as a guide to the development of a simulation model based on its capabilities that is 

analogous to the existing 4R framework for building a DT (mentioned in Section 2.5). The 4S 

framework for simulation should be analogous to the 4R framework for DTs to allow for 

classification of recent applications of DT and simulation using these two frameworks, to compare 

them, and to help identify and fill the gaps that exist. It is important to emphasize that there is no 

1-to-1 mapping from 4S to 4R frameworks. The method employed resulted in a framework with 

four categories for simulation. The aim is to gather definitions of simulation from research 

literature that focuses specifically on simulation and its characteristics to inform a framework. To 

achieve this, two distinct literature searches were conducted: one for books and another for 

scholarly articles. The methodology for selecting the books and articles used in this research are 

summarized in Figure 3. 

 

Figure 3 Systematic Search for Books and Articles. 

To gather relevant literature for the book search, three major academic publishers were 

selected: CRC Press, John Wiley & Sons, and McGraw Hill. These publishers specialize in 

publishing textbooks and reference works and have a strong reputation for publishing across a 
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wide range of academic fields. They are widely respected in the academic community and are 

particularly known for publishing authoritative works in the fields of engineering, technology, and 

computer science, which are pertinent to the study of simulation. By focusing on these publishers, 

the likelihood of discovering relevant books that offer comprehensive information and analysis on 

simulation and its features is higher. 

The next step was to conduct a search to identify books that contain the term "simulation" 

in their title. The search was limited to books within the field of industrial engineering to ensure 

that the analysis remains pertinent and targeted. The books retrieved from each database, CRC 

Press (25 books), John Wiley & Sons (8 books), and McGraw Hill (2 books), were then combined 

for a total of 35 books. A detailed and rigorous examination was then undertaken to select the most 

appropriate books for this study. This involved sorting the results by relevance and analyzing the 

title of each book, selecting only those that directly provide concepts on simulation. The inclusion 

and exclusion criteria for this study were designed to consider only books that covered the general 

theory of simulation, such as handbooks, which includes its definitions and characteristics. Any 

books that mentioned a specific type of simulation or application field in their title, were excluded 

to prevent any bias towards a particular definition of simulation that might be associated with a 

specific simulation paradigm. These criteria ensure that the focus remains solely on the core theory 

of simulation and its fundamental principles, ensuring that the research is not influenced by any 

specific type of simulation such as Discrete-event or Multi-agent simulation. Following the initial 

analysis of the book titles, 19 books were found to not meet the inclusion criteria and were 

discarded. As a result, six unique books were identified as relevant sources for collecting 

definitions of simulation. These books are presented in Table 1. 
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To obtain relevant literature for the article search, the Winter Simulation Conference 

(WSC) proceedings were selected as the database. This decision was made because the WSC is a 

prominent conference that offers a presentation track exclusively devoted to introductory tutorials 

every year, which generally encompasses the topic of simulation and its characteristics. The 

authors of these tutorials are typically leading figures in the simulation field, and they provide 

thorough information on the concept and definition of simulation. This focus on definitions and 

concepts is not typically found in journal articles, which assume the reader already has a deep 

understanding of the field. A filter was applied to identify articles related to a general introduction 

to simulation that were published within the last 25 years in the introductory tutorial track, resulting 

in 20 publications. While this track offers introductory papers on various topics, the articles related 

to simulation are of particular interest for this research. Some of these articles were written by the 

same authors in consecutive years. In these cases, the articles were generally revised versions of 

what had been presented the previous year. Thus, the most current versions were chosen for each 

author, resulting in 8 relevant publications. The final set of relevant books and articles selected for 

this research are shown in Table 1. 

Table 1 Simulation Definition Sources. 

  Ref. Simulation Definition Sources 

Books 

[37] Law, A. M., Kelton, W. D. (2007). Simulation modeling and analysis (Vol. 3). New York: Mcgraw-hill. 

[8] Banks, J. (Ed.). (1998). Handbook of simulation: principles, methodology, advances, applications, and practice. John Wiley & Sons. 

[99] Chung, C. A. (2003). Simulation modeling handbook: a practical approach. CRC press. 

[100] Sokolowski, J. A., & Banks, C. M. (Eds.). (2011). Principles of modeling and simulation: a multidisciplinary approach. John Wiley & Sons. 

[101] Bossel, H. (2013). Modeling and simulation. Springer-Verlag. 

[102] Bandyopadhyay, S., & Bhattacharya, R. (2014). Discrete and continuous simulation: theory and practice. CRC Press. 

Articles 

[40] Maria, A. (1997). Introduction to modeling and simulation. In Proceedings of the 29th conference on Winter simulation (pp. 7-13). 

[103] 
Shannon, R. E. (1998). Introduction to the art and science of simulation. In 1998 winter simulation conference. proceedings (cat. no. 

98ch36274) (Vol. 1, pp. 7-14). IEEE. 

[104] Carson, J. S. (2005). Introduction to modeling and simulation. In Proceedings of the Winter Simulation Conference, 2005. (pp. 8-pp). IEEE. 

[47] 
Banks, J. (1999). Introduction to simulation. In Proceedings of the 31st conference on Winter simulation: Simulation---a bridge to the future-

Volume 1 (pp. 7-13). 
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[49] Ingalls, R. G. (2011). Introduction to simulation. In Proceedings of the 2011 winter simulation conference (WSC) (pp. 1374-1388). IEEE. 

[105] Goldsman, D. (2007). Introduction to simulation. In Proceedings of 2007 Winter Simulation Conference (pp. 26-37). IEEE. 

[106] 
Sanchez, P.J. (2006). As simple as possible, but no simpler: a gentle introduction to simulation modeling. In Proceedings of the 2006 winter 

simulation conference (pp. 2-10). IEEE. 

[107] White, K. P., & Ingalls, R. G. (2018). The basics of simulation. In 2020 Winter Simulation Conference (WSC) (pp. 147-161). IEEE. 

 

The next step involved collecting and analyzing the definitions and features of simulation 

presented in the selected books and articles to identify the main characteristics. The definitions 

were transcribed verbatim to an excel file with the intention of organizing them into a unique 

framework that is focused on the levels of capability of a simulation. A thorough process of 

transcribing, analyzing, and categorizing the simulation definitions gathered was conducted. To 

accomplish this, each clause within each definition was separated into individual cells in a 

spreadsheet and analyzed by identifying the action verb of each clause. By breaking down the 

definitions into their component parts and grouping them based on common themes, six main 

characteristics of simulation were identified and labeled as C1 through C6. For instance, many of 

the phrases used the action verb "understand", which suggests that these phrases were focused on 

understanding a particular system or process. By grouping together phrases with similar action 

verbs, a characteristic of "Understanding how the system works" was identified and labeled as C1. 

Similarly, the action verbs "build" and "create" were commonly used in many clauses, indicating 

that these phrases were focused on the capability of simulation to create a model of a system. These 

phrases were categorized as C2, which is named “Represent the physical system in a digital 

model”. A similar process was followed to arrive at C3 through C6.  

Table 2, Table 3, Table 4, Table 5, Table 6, and Table 7 contain the main characteristics of 

simulation identified in the collected literature. A summary of these characteristics is shown in 

Table 8. 
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Table 2 Simulation Characteristics (C1). 

(C1) Understand how the system works  Reference 

Gain some understanding of how the corresponding system behaves [37] 

Aid in providing understanding about how a system really operates [8] 

Understand the complexity of the system [100] 

Understand the real system [101]  

Understand the system [102] 

Understand the behavior of the system [103] 

Understand the behavior of the system [104] 

Understand the system behavior [47] 

 

Table 3 Simulation Characteristics (C2). 

(C2) Represent the physical system in a digital model Reference 

Build a model as a representation of the system 1 

Imitation of the operation of a real-world process or a system over time 2 

Create a computerized mathematical model of a physical system 3 

Imitate the real world  process or system over time 4 

Representation of a system 4 

Model the actual process of a system 5 

Represent the behavior of a system in a computer 5 

Imitation of a system through a model 6 

Create a model that is a close approximation to the real system and incorporate most of its salient features 7 

Construction of a model 8 

The model mimics the response behavior of the real system to events that take place over time 8 

Design a model of a real system 8 

Design a model of a real system 9 

Mimic the dynamics of a real system 9 

Representation that incorporates time and the changes that occur over time 10 

Imitation of the operation of a real-world process or system over time 11 

Imitation of the operation of a real-world system  12 

Computer model that mimics describe the behavior of the system being modeled 13 

Model imitates some salient aspect of the behavior of the system under study 14 

Create a model which imitates the behaviors of interest 14 
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Table 4 Simulation Characteristics (C3) 

(C3) Examine and analyze the system and its components Reference 

Study the model as a surrogate for the actual system [37] 

Describe and analyze the behavior of a system [8] 

Analyze systems [99] 

Understand the complexity of the system [100] 

Simulate the behavior of a system [101] 

Design experiments and analyze results [102] 

Conduct experiments with the model  [103] 

Conduct experiments with the model  [104] 

Analyze results [104] 

Describe and analyze the behavior of a system [49] 

Analyze systems [105] 

 

Table 5 Simulation Characteristics (C4). 

(C4) Draw inferences about the system  Reference 

Simulate the operation of the system as it currently exists [37] 

Numerically exercise the model for the inputs in question to see how they affect the output measures of 

performance 
[37] 

Draw inferences concerning the operating characteristics of the real system that is represented [8] 

Gain insight into the operation of a system [99] 

Draw conclusions about the system [100] 

Infer properties concerning the behavior of the actual system or its subsystem [40] 

Gain insights into how a modeled system actually works and understanding of which variables are most 

important to performance 
[103] 

Provide insight into system performance [47] 

Draw inferences concerning the operating characteristics of the real system that is represented [49] 

Gain insights [106] 

Experiment with the model to infer the system behavior [107] 

 

Table 6 Simulation Characteristics (C5). 

(C5) Evaluate and predict how the physical system will behave under different conditions Reference 

Predict performance under some new conditions being considered [37] 

Simulate the operation of the system as it would be if the system were expanded [37] 

Use a computer to evaluate a model numerically, and gather data to estimate the desired true characteristics of 

the model 
[37] 

Ask what-if questions about the real system [8] 

Test new concepts and/or systems before implementation [99] 



27 

 

Gain information without disturbing the actual system [99] 

Test hypothesis about the system [100] 

Predict potential outcomes [100] 

Predict how a system will respond under certain conditions [101] 

Observe how the system behaves under different conditions [101] 

Test hypothesis [101] 

Ask what-if questions [102] 

Predict the effect of changes to the system [40] 

Answer what if questions [40] 

Evaluate the performance of a system, existing or proposed, under different configurations of interest [40] 

Experiment with new and unfamiliar situations and to answer what-if questions [103] 

Test hypothesis  [103] 

Test new designs, layouts, etc. without committing resources to their implementation [103] 

Predict future behavior [103] 

Evaluate various strategies for the operation of a system [104] 

Predict the effect of proposed changes [47] 

Experimentation with a model of a system [47] 

Evaluate comparison of many alternative designs [47] 

Ask what-if questions about the real system [49] 

Analyze and compare certain scenarios quickly and efficiently [105] 

Study how a prospective system will work  [106] 

Test and compare alternative designs  [107] 

Evaluate different scenarios [107] 

 

Table 7 Simulation Characteristics (C6). 

(C6) Provide insight into the system's optimal operation to support decision making Reference 

Study the systems to try to gain insight into optimal relationships among various components [37] 

Aid in the design of real systems [8] 

Make operating or resource policy decisions [99] 

Make recommendations based on the interactions of the simulation [100] 

Provide insights to decision making [100] 

Prescribe optimal solutions [100] 

Provide insights to actions that need to be made to the system [101] 

Able to support decision making [102] 

Optimize system performance [40] 

Evaluating various strategies for the operation of the system [103] 

Decision Making [103] 

Recommend alternatives [47] 

Problem-solving methodology for the solution of many real-world problems [49] 
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Allows for methods for selecting the best of a number of competing scenarios [105] 

Address a specific set of questions [106] 

Study recommendations [107] 

 

Table 8 Summary of the Simulation Characteristics. 

Characteristics (Cn) 

(C1) Understand how the system works 

(C2) Represent the physical system in a digital model 

(C3) Examine and analyze the system and its components 

(C4) Draw inferences about the system  

(C5) Evaluate and predict how the physical system will behave under different conditions 

(C6) Provide insight into the system's optimal operation to support decision making 

 

The subsequent action involved referring back to the books and articles to identify which 

characteristics (C1-C6) were explicitly cited in their definitions of simulation. Table 9 shows a 

summary of this classification process, indicating that while some features are implied, some 

authors do not explicitly state them in their definitions, as observed for C1, C3, and C4.  On the 

other hand, all sources of definitions explicitly mention that simulation is a digital representation 

of a system (C2), it is used to evaluate and predict how the physical systems behave under different 

conditions (C5),  and to provide insight for decision making (C6). Hence, after examining the 

individual definitions of each characteristic (C1-C6), it was found that certain categories had 

significant similarities in their concept. Consequently, C1 and C2 were merged into a single 

category, and C3 and C4 were also combined.  

The categories (C1) "Understand how the system works" and (C2) "Represent the physical 

system in a digital model" were combined into a single category because many authors combine 

understanding and representation of a system into one step [8,37,47,100–104]. C1 emphasizes the 

need to understand the behavior of a system to be able create an accurate simulation model. This 

involves identifying the various components of the system, how they interact, and their 
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relationships [108]. On the other hand, C2 involves the creation of a digital representation of a 

physical system. This involves creating a simulation model that accurately reflects the 

characteristics and behavior of the physical system. To do this, the simulation modeler needs to 

have a deep understanding of how the physical system works, its components, and how they 

interact [35].  

The categories (C3) "Examine and analyze the system and its components" and (C4) "Draw 

inferences about the system" were combined into a single category because they both involve the 

process of analyzing a system to draw conclusions about its behavior. C3 involves examining and 

analyzing the various components of a system in the simulation model to understand how they 

interact with one another. This analysis can include identifying the relationships between different 

components and how they affect the behavior of the system as a whole. Similarly, C4 is concerned 

with drawing inferences about the behavior of the system based on the results of the simulation 

model. Once the simulation is complete, the modeler can analyze the results and draw conclusions 

about the system's behavior [39].  

After combining similar characteristics, the result was a framework consisting of four 

categories. To make it more comparable it with the 4R framework of DT, these categories are 

defined as the 4S framework of simulation: S1 (combining C1 and C2), S2 (combining C3 and 

C4), S3 (C5), and S4 (C6).  

To appropriately label the four categories in the 4S framework of simulation, the most 

common and relevant terms associated with each category were visually represented in a word 

cloud. This method helped to simplify and condense the keywords, making it easier to identify the 

most important and frequently used terms. By analyzing the word cloud, patterns and trends can 
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be identified, which can aid in defining or summarizing the key features of simulation. The word 

clouds for each category are shown in Figure 4. 

Table 9 Simulation Definition Sources Classification. 

  Ref. Simulation Definition Sources C1 C2 C3 C4 C5 C6 

Books 

[37] Law, A. M., Kelton, W. D. (2007). X X X X X X 

[8] Banks, J. (Ed.). (1998) X X X X X X 

[99] Chung, C. A. (2003).  X X X X X 

[100] 
Sokolowski, J. A., & Banks, C. 

M.(2011). 
X X X X X X 

[101] Bossel, H. (2013). X X X  X X 

[102] 
Bandyopadhyay, S., & Bhattacharya, 

R. (2014). 
X X X  X X 

Articles 

[40] Maria, A. (1997).  X  X X X 

[103] Shannon, R. E. (1998). X X X X X X 

[104] Carson, J. S. (2005). X X X  X X 

[47] Banks, J. (1999). X X  X X X 

[49] Ingalls, R. G. (2011).  X X X X X 

[105] Goldsman, D. (2007).  X X  X X 

[106] Sanchez, P.J. (2006).  X  X X X 

[107] White, K. P., & Ingalls, R. G. (2018).  X  X X X 

 

 

After analyzing the word clouds, names were assigned to each of the four categories in the 

4S framework of simulation. It was decided that for each category to represent a capability, action 

verbs would be favored when choosing the category labels. In the word cloud of the first category 

(S1), the most frequently used terms were “model”, “behavior”, “understand”, and “real”. The 

words “model” and “behavior” suggest a focus on simulating the behavior of a system. Similarly, 

the term “understand” and “real” indicate a focus on comprehending the workings of the real 

system. These words are strongly associated with conceptual and computer models, suggesting 

that "Modeling" is an appropriate name for this category. The largest and most frequently 

occurring words in the word cloud for second category (S2) were "analyze" and "behavior". These 

S1 S2 S3 S4 
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terms suggest that this category focuses on the examination and evaluation of system behavior and 

performance, making "Analyzing" an appropriate name for this category. In the word cloud for the 

third category (S3), the most frequently occurring words were “predict”, “hypothesis”, “what-if”, 

“test”, and “evaluate”. These terms suggest that this category focuses on the use of simulation to 

predict how a system will behave under different conditions and to test and evaluate hypothetical 

scenarios. Therefore, “Predicting” is an appropriate name for this category. Finally, in the word 

cloud of the fourth category (S4), the most frequent words were “decision”, “making”, “provide”, 

“insights”, and “recommendations”. These terms suggest that this category focuses on the use of 

simulation to provide valuable insights and recommendations that can inform decision making. 

The term “prescriptive” is commonly used in the field of computing and analytics to refer to a type 

of analytics that involves recommending specific actions to achieve a desired outcome [109]. 

Therefore, “Prescribing” is an appropriate name for this category.  

 

Figure 4 Word Clouds for Categorization of the 4S Levels. 

Overall, the 14 authors shown in Table 1 seem to agree that a simulation is capable of 

modeling and representing the physical system in a virtual environment (S1), providing analysis 
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of the system (S2), predicting what would happen when applying changes to the system (S3), and 

prescribing optimal actions for the system (S4). 

This 4S framework is an approach to the development of a simulation model, each level 

building upon the previous level providing increased utility and capability. This framework is 

shown in Figure 5 and the various levels of the 4S framework are described in detail in the 

following sections. The x-axis in Figure 5 represents the analytical capability of a simulation, 

which refers to the ability to analyze information or data of complex systems. The y-axis represents 

the analytical utility of a simulation, which refers to the usefulness of a simulation model, such as 

offering insights, analysis, and decision support. As the levels of capabilities of a simulation model 

increase, the level of utility of the model also increases [110]. This is because a more capable 

simulation model is able to provide more accurate and detailed insights into the real-world 

phenomena being simulated.  A simulation model with greater capabilities is able to incorporate 

more detailed and accurate data into the model, resulting in more precise and reliable predictions 

[37]. It is also more flexible and can be used to simulate a wider range of scenarios and variables. 

Overall, the level of utility of a simulation model increases as its capabilities increase, allowing 

users to make more informed decisions and gain deeper insights into complex systems and 

processes [100]. A summary of these levels of capability is shown in Figure 6.  
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Figure 5 Simulation Capabilities (4S Framework). 

 

Figure 6 Summary of Simulation Capabilities (4S). 

4.2.1 Modeling (S1) 

The first level of simulation capability, Modeling, comprises two parts - conceptual 

modeling and computer modeling. During the conceptual modeling stage, the modeler creates a 

simplified representation of a real-world system or process by using concepts, relationships, and 

assumptions that capture the essential features of the system [108]. The purpose of conceptual 

modeling is to gain a thorough understanding of the system, to map out the process, collect the 

requirements, understand the constraints, and build the architecture of the system to be modeled 
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[36]. Skipping the conceptual stage and moving straight to building a model could lead to a non-

validated and non-verifiable model that fails to capture the process and produces inaccurate 

simulation results [54]. 

In the computer modeling stage, the system's components are represented in a digital 

format, and a simulation model is created [24]. The modeler collects the required data for the 

simulation and comprehends it before using it as input for the model [35]. The modeler may use 

various tools, such as VSM or data mapping, to gain a better understanding of the system during 

this phase [21]. Although a digital representation of the system is created, this phase is mostly 

conceptual, and no data is connected, nor is any analysis performed.  

To achieve the Modeling level, the modeler must first understand the system and its 

behavior, by identifying its key properties, characteristics, and states. The next step is to collect 

data and determine the measures of performance. This involves gathering data on the system's 

behavior and performance, and defining the metrics that will be used to evaluate the model's 

accuracy and effectiveness [39]. After collecting data and defining performance measures, the 

modeler can begin to represent the components of the physical system in a computer model [100]. 

This involves selecting an appropriate modeling technique and creating a computational model 

that accurately represents the behavior of the system [54]. The modeler must also select appropriate 

parameters, boundary conditions, and initial conditions for the model, based on their understanding 

of the physical system and the data collected [47]. 

In the Modeling level, important decisions regarding the purpose of the simulation should 

be made. Once these decisions are made, the Modeling level is considered complete [8]. It is 

important to note that although a digital model is created during this stage, data connection, model 

verification and validation, and system analysis are carried out in the next level, Analyzing (S2).  
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The completion of the Modeling level provides a solid foundation for the modeler to proceed to 

the next level of capability: Analyzing. 

4.2.2 Analyzing (S2) 

After representing the system in the virtual space at the Modeling level, the model can be 

analyzed. In the Analyzing level, the modeler incorporates the inputs and information gathered 

about the physical system in the Modeling level (S1) into the model. In this phase, the modeler 

can conduct input analysis, connect the data collected to the model, verify and validate the model, 

and perform sensitivity analysis on the system in its current state to draw inferences and analysis 

about the existing system that is being modeled, from observations in the simulation model.  

To achieve the Analyzing (S2) level of the 4S framework, the modeler performs an input 

analysis to determine the data that will be used as input to the simulation model and to ensure that 

it adequately approximates the real-world behavior of the system being modeled. There are several 

ways to represent the data that is collected in this phase in a simulation model [55]. If the variable 

is independent of other variables, it can be assumed that it is deterministic, fit a probability 

distribution to the data, or use the empirical distribution of the data [39]. When assuming that the 

data is deterministic, or constant, it can be obtained by averaging historical data. However, this 

technique can invalidate results if there is randomness in the model [37]. On the other hand, when 

there are sufficient data points,  fitting probability distribution to the data may be more appropriate. 

The empirical distribution can be used to describe a sample of observations of a given variable 

[37]. Once the input analysis is performed, the modeler can perform verification and validation of 

the model to ensure the accuracy and reliability of a model. Verification refers to the process of 

determining the correctness of the model implementation, while validation refers to the process of 
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ensuring whether the model accurately represents the real-world system it is intended to simulate 

[111]. 

After the model is verified and validated, the modeler can develop a design of experiments 

that will provide sensitivity analysis of the system under current and future parameter values. Once 

the simulation can provide analysis and inferences of the physical system in its current state, it has 

successfully reached the Analyzing level of the 4S framework, which allows the modeler to add 

the next level of capability: Predicting. 

4.2.3 Predicting (S3) 

The Predicting level is where the simulation has the capability to predict how the real 

system will operate under new and different conditions. It can be used to investigate and evaluate 

alternative scenarios and analyze results from varying the model inputs and structure. It also assists 

in tracking statistics to measure and compare the performance of a system. In this stage, it is 

important to consider developing accurate and realistic alternative scenarios that can potentially 

be applied in the real system [36,39,41].  

The main characteristics of the Predicting level are the ability to calculate how the system 

would behave when evaluating the results from the run of the alternative scenarios. Here, the 

results of the experiments are compared within scenarios, as well as across scenarios, relative to 

the current state of the system. This level involves examining the real system, its components, and 

their relations to understand the potential outcomes and future states under a range of uncertain 

factors with the objective of assessing performance of the physical system or one of its major 

elements. 
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To add this level of capability to a simulation, the modeler defines alternative scenarios, 

evaluates the results from the run of these alternative scenarios, predicting how the changes made 

in the model would impact the measurements of performance of interest.  Since the Computer 

model is verified and validated, trusting that it is accurately representing the system the results 

from the alternative scenarios can predict outcomes and how the system would behave [111]. 

4.2.4 Prescribing (S4) 

 The last level, Prescribing, is achieved when a simulation model is used to evaluate the 

system and provide insight into its optimal operation or configuration to support decisions. The 

Prescribing capability is an advanced feature of simulation modeling that can be particularly useful 

for decision-making purposes. It can help decision-makers identify the most effective course of 

action to achieve their goals and provide insights into the potential outcomes of various 

intervention strategies. 

In this level, decision-support activities, or even decision-making, are performed, which 

can be done using simulation optimization and/or aided by ML. The simulation optimization 

approach is when optimization techniques are integrated into simulation modeling and analysis, 

this can include any approach that iteratively and systematically adjusts parameters and uses the 

simulation to evaluate each alternative until it reaches some stopping condition [8]. The second 

approach, aided by ML, is when machine learning methods, such as neural networks are used to 

leverage big data and improve performance either within the simulation or as part of a larger ML 

algorithm of which the simulation is just one part [112]. 
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4.3 Case Study: The Machining Line in an Automotive Engine Manufacturing Plant 

The automotive engine block manufacturing plant studied for this research is segregated 

into three sections: die-casting, machining, and engine assembly. The scope of this study is limited 

to the engine block machining line. Figure 7 presents a high-level VSM of the engine block 

machining line, which is comprised of 20 stations, represented in grey boxes, that perform different 

machining operations on engine blocks. Consecutive stations are connected by conveyors, which 

are represented in orange boxes. The current state VSM was developed by following the path of 

an engine block backwards from customer (Engine Assembly) to supplier (Block Die-Casting) and 

drawing a visual representation of every process in the product flow. This engine block machining 

line includes a few parallel and sequential sub-processes. These processes were taken into 

consideration while building the VSM but are not depicted in detail in Figure 7 to provide 

anonymity for our industry partner. 

The current state VSM is based on the current practices at the facility and its information 

and data were gathered from two methods. First, a time study was performed to collect the cycle 

time and lead time of each station on the engine block machining line. Second, data such as down 

time was acquired by directly soliciting input from employees.  Production requirements, cycle 

time, lead time, change over time, number of operators, available time, and inventory numbers 

were some of the main data collected to build the current state VSM. Detailed information from 

the original VSM, including specific steps and duration for each process, as well as value-added 

and non-value-added time, has been redacted to protect the automotive company’s intellectual 

property. The current state VSM was constructed to identify existing sources of waste within the 

system, and it is represented in Figure 7. 
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Figure 7 Current State Value Stream Map. 

After creating and analyzing the current state VSM, the main source of waste was found to 

be in the Leak Test area, which is represented inside the red rectangle in Figure 7. The Leak Test 

area causes delays, off-line Work in Process (WIP), extra processing in the form of impregnation 

and re-testing, and excess transportation. Additionally, because the Leak Test area has a complex 

and stochastic routing structure, it was not possible to calculate a lead time for the leak test process 

when building the VSM. For these reasons, it was decided to develop a fully capable simulation 

model of the current state of this area, to estimate the average lead time that a block spends in this 

operation, and  to study different scenarios/approaches that could reduce the waste generated here. 

 As outlined in section 2.4, DES is the predominant simulation type utilized in the 

manufacturing industry due to its ability to simulate discrete events that occur at specific time 

points [39]. The modeler can use it to observe particular events that are result from the operational 

procedures, and it has the potential to be applied in analyzing various kinds of systems and yielding 

a diverse range of outcomes [37].  Therefore, DES was selected as the preferred simulation for the 

case study in the automotive manufacturing company studied. Among the various software options 
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available for simulating discrete events, Simio was selected as the preferred simulation software 

for this research due to its wide-ranging features that allow for the validation and execution of 

complex systems. Its object-oriented architecture streamlines the modeling process, and its 3D 

visualization capabilities make it easier for users to comprehend and communicate simulation 

findings. In addition, Simio includes tools for optimization that can help users identify optimal 

solutions for complex problems, which can be particularly valuable for systems with multiple 

variables and constraints, such as the Leak Test area. 

4.3.1 Applying Modeling (S1) 

 As mentioned in Section 4.2, the first level of capability and utility of a simulation model 

is Modeling (S1). To develop a modeling capability in a simulation, it is necessary to first 

understand the physical system and identify its key properties, characteristics, and states. This 

understanding is used to develop a conceptual model, which is a high-level representation of the 

system that captures its essential behavior and interactions [37]. As shown in Figure 7, the VSM 

was constructed to help the modeler identify areas of waste, bottlenecks, and inefficiencies in the 

system, and develop strategies for improving its performance. This information was used to 

develop a conceptual model of the system, which can be used to construct a simulation model and 

conduct experiments to explore the behavior of the system under different conditions. In the area 

being investigated there are two leak test machines: Machining Leak Test (MC Leak Test) and Die 

Cast Leak Test (DC Leak Test). Machining Leak Test is considered the Master Leak Test and it is 

an automated process where the machine makes the decision on the condition of the block. Die 

Cast Leak Test is operated manually. The operator gets the results from the machine and decides 

on the condition of the block. Both machines test leaks and are programmed to monitor its 
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performance to ensure that the engine block meets the required standards. The majority of the 

blocks that go through MC Leak Test pass the test, so they stay on the conveyor and move to the 

next process, which is called B-CAP. The blocks that fail MC Leak Test can be classified as large 

leaker, pull-off, or impregnation. A large leaker block is identified when MC Leak Test determines 

that the leak exceeds the required quality standards of the area, so this block is removed from the 

conveyor and put on a skid to be retested in DC Leak Test. A pull-off block is a block that is 

pulled-off the line because the conveyor that goes to impregnation is full or in danger of blocking 

(and hence shutting down) MC Leak Test. An impregnation block is an engine block that needs to 

go through the impregnation process to be repaired. All blocks that fail MC Leak Test are 

eventually tested in DC Leak Test, whether they are pull-offs, impregnation, or large leaker. DC 

Leak Test determines if the block is to be scrapped, if it needs another round of impregnation, or 

if it passes the test. A block that passes DC Leak Test is routed to be tested again in MC Leak Test, 

as that is considered the Master Leak Test.  

The necessary assumptions to develop the simulation model were then defined. First, those 

stations that were outside the scope of the model were assumed to always be functioning, thus 

never blocking or starving the stations that were modeled. Therefore, the suggested improvements 

would be fully effective for the overall factory's production process only if the assumption holds 

true. Second, lunch breaks, scheduled quality checks, and any other scheduled breaks were 

embedded in different work schedules for each station. There are two operators in the Leak Test 

area that are in charge of off-loading blocks from the line (and into a WIP staging area) if the 

conveyors are full and putting WIP blocks back onto the line if the conveyors are empty.  

Historical data was collected to be fitted into probability distributions for each machine. 

Downtime, processing time, availability, shifts, flows, and reliability logic were gathered from the 
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data used to create the VSM. Building the VSM before embarking on building a DES not only 

helped to identify the critical process to simulate but it also allowed the modeler to become familiar 

with the system and facilitated the data collection [22]. A simulation of this area will allow the 

engine blocks to be tracked and many measures of performance will be captured.  

After collecting the data, the metrics used to analyze the system in further phases are 

determined. In this case study, the Baseline model tracks five measures of performance: 

a. WIP ready for B-CAP (WIP B-CAP): Off-line WIP waiting to go through the B-CAP 

process. 

b. WIP ready for MC Leak Test (WIP MCLT): Off-line WIP waiting to go through MC Leak 

Test Machine. 

c. Line Throughput: The total number of blocks that go through B-CAP and leave the system. 

d. Impregnation rates: Number of blocks and how many times that each goes through 

impregnation. 

e. Scrap rates: How many blocks are discarded as scrap. 

The current state of the Leak Test area was conceptually modeled as “Baseline Model” 

(BL) and it is represented in Figure 8. In this model, engine blocks arrive at the MC Leak Test 

machine and depart going through the B-CAP process. Since MC Leak Test is the Master Leak 

Test, every block that goes through DC Leak Test needs to go through MC Leak Test again.  
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Figure 8 Leak Test Area in Baseline Model. 

Once the current state of the system was understood, it was possible to represent the 

components of the conceptual model in a virtual environment. Figure 9 shows a snapshot of the 

simulation model using Simio. 

 

Figure 9 Snapshot of the Simulation Model. 

The Modeling (S1) level of the 4S framework was achieved by understanding the system 

and collecting all the necessary information to represent the components of this system in a 

computer model. Once this is done, the next level of capability, Analyzing (S2), could be added.  

4.3.2  Applying Analyzing (S2) 

In the second level of the 4S framework, Analyzing, the modeler is able perform input 

analysis and connect the historical data that was collected in the previous phase to the computer 
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model, verify and validate the model, and perform sensitivity analysis on the system in its current 

state.  

4.3.2.1 Input Analysis 

In this case study, the historical data collected were fitted into probability distributions for 

each machine and fed into the model elements, which were used to define the arrival time of engine 

blocks in the model and to define the processing time and reliability logic of each machine. In this 

case study, the primary input analysis involved determining the arrival rate, as well as assessing 

the reliability logic of the MC Leak Test and the B-CAP. Other data utilized in the system were 

collected during the VSM analysis and subsequently utilized in the simulation model.  

To determine the arrival time rate input for the simulation model source data was gathered 

over a period of three months. This data was then analyzed using @Risk to identify the most 

suitable distribution that accurately represents the collected data. The arrival time data was fitted 

with various distributions, and based on the use of Akaike information criterion (AIC), a triangular 

distribution was found to be the best fit. This distribution was selected and used as the input for 

the source as the arrival rate.  Figure 10 displays this distribution.  
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Figure 10 Fitting Distribution to Arrival Time of Blocks in the System. 

To assess the reliability of the MC Leak Test and B-CAP servers, downtime data was 

gathered for these machines and entered into @Risk to create a distribution for the time between 

failures and the time to repair. Uptime between failures refers to the duration of time during which 

the machine remains operational without experiencing any failures or breakdowns. Time to repair, 

on the other hand, refers to the amount of time it takes to fix a machine after it has failed or 

experienced a breakdown. Figure 11 displays the distributions used for the MC Leak Test 

Downtime. A uniform distribution was selected to represent the uptime between failures and an 

exponential distribution was selected to represent the time to repair. These distributions were 

selected by using the AIC criterion and visual assessment and they were incorporated into the 

model as shown in Figure 12. 
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Figure 11 Fitting Distribution to MC Leak Test Downtime. 

 

Figure 12 Reliability Logic for MC Leak Test Machine. 

The same process was performed for obtaining the reliability logic for the B-CAP machine. 

The downtime was fitted into a distribution to find the uptime between failures and time to repair, 

which are shown in Figure 13. 

 

Figure 13 Reliability Logic for B-CAP Machine. 
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Finally, to identify the pathways that an engine block might follow within the system and 

their corresponding percentages, an extensive analysis was conducted on three months' worth of 

data. The results of this analysis are presented in Figure 14. The next step is to perform verification 

and validation to be able to trust that the model accurately represents the system being modeled.  

 

 

Figure 14 Analyzing Three Months of Data to Determine the Paths of an Engine Block. 

4.3.2.2 Verification and Validation 

In this section the verification and validation of the model is demonstrated. To ensure 

accuracy in simulation models, it is often advisable to use a long warm-up period and to increase 

the number of replications to reduce sampling error [37]. The length of the warm-up period 

determines the time required for the model to reach a steady-state condition, which reduces the 

potential for bias in the output data. A warm-up period in simulation refers to a period of time at 

the beginning of the simulation where the model is allowed to run without recording any output  

[39]. In this particular case study, a warm-up period equal to one-third (one month) of the total run 

time (three months) was chosen, given the complexity of the conveyor system and the significant 
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effect of the initial conditions on the simulation output. Since the conveyor system is in operation 

continuously, a full month was deemed sufficient for the system to attain a steady-state condition. 

This duration was supported by the managers in the area. This duration allowed the model to 

account for any transient behavior in the system and produce accurate and reliable output data once 

the warm-up period was complete. 

Replications are necessary since this system contains stochastic parameters with random 

probability distributions [58]. By increasing the number of replications, the sampling error is 

reduced, which leads to more accurate and reliable results [38]. The appropriate number of 

replications is determined based on the half-widths of the confidence intervals [39]. The half-width 

parameter provides information about the level of sampling error in the simulation output and is 

used to construct 95% confidence intervals [39]. By increasing the number of replications, the 

half-width can be reduced, resulting in narrower confidence intervals and more precise estimates. 

Controlling the number of replications and the length of the simulation run is important in 

experimentation, as it allows for the identification of the appropriate parameters that produce 

satisfactory results [56]. 

Table 10 displays the results obtained from the simulation model when varying the number 

of replications from 1 to 100. The computational time for each simulation run was recorded, along 

with the outputs for three measures of performance (Leak tested, 1x impregnation parts, and 1x 

impregnation scrap). The third column, that shows the relative computational time in percentage 

format, indicates the percentage relative increase in computational time compared to the time 

required to run the simulation with only one replication. For example, if the simulation run with 

one replication took 51.5 seconds, and a simulation run with 5 replications took 166.5 seconds, 

then the computational time percentage for 5 replications is 323%, indicating that the 
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computational time increased by a factor of 3.24 compared to the time required for a single 

replication. As shown in Table 10, the half-width results for the three measures of performance 

decrease as the number of replications increases.  

It is evident that the progress made in terms of reducing half-widths beyond 30 replications 

is quite insignificant, and yet the computational time keeps doubling in each line. The half widths 

appear to be halved between the 5th and 10th replications, as well as between the 10th and 30th 

replications. Up until 30 replications, the computational time seems to double with each 

consecutive replication increase, while the half widths are halved. However, beyond that point, 

although the computational time continues to double, the improvement in half widths is not as 

substantial.  

Table 10 Number of Replications. 

Replications 

Computational 

Time 

 (Seconds) 

Relative 

Computational 

Time  

(%) 

Leak Tested 

Half-Width  

(%) 

1X Impregnation 

Parts Half-Width 

(%) 

1X Impregnation 

Scrap Half-Width  

(%) 

1 replication 51.5 100% - - - 

5 replications 166.5 323% 0.17% 2.00% 27.82% 

10 replications 267.7 520% 0.08% 1.14% 12.51% 

30 replications 672.5 1306% 0.04% 0.93% 6.78% 

50 replications 1155 2243% 0.03% 0.74% 4.74% 

100 replications 2437.4 4733% 0.02% 0.50% 3.01% 

 

The results presented in Table 10 provide insights into the trade-off between the number 

of replications, computational time, and the accuracy of the simulation output. This information is 

used to identify the number of replications required for the simulation model to produce accurate 

and reliable results, while minimizing the computational time required to generate those results 

[39].  
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Figure 15, Figure 16, and Figure 17 were created to visually represent the relationship 

between the number of replications and the half-width results for the three measures of 

performance. Each plot displays a curve that represents the trend of the half-width results as the 

number of replications increases. The x-axis represents the number of replications, while the y-

axes represent the computational time (left-hand side of the graph) and the half-width value for 

each performance measure (right-hand side). Figure 15 shows the half-width results for the number 

of engine blocks that were leak tested. Figure 16 shows the results for the number engine blocks 

that went through impregnation one time. Figure 17 shows the results for the number of engine 

blocks that were scraped after going through impregnation one time. By examining these plots, we 

can observe that as the number of replications increases, the half-width results decrease for all 

three performance measures.  

 

Figure 15 Leak Tested Half-Width Compared to the Computational Time. 

0.00%

0.02%

0.04%

0.06%

0.08%

0.10%

0.12%

0.14%

0.16%

0.18%

0

500

1000

1500

2000

2500

3000

1

replication

5

replication

10

replications

30

replications

50

replications

100

replications

Computational Time (Seconds) Leak Tested Half-Width (%)



51 

 

 

Figure 16 1x Impregnation Parts Half-Width Compared to the Computational Time. 

 

Figure 17 1x Impregnation Scrap Half-Width Compared to the Computational Time. 
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replications beyond 30 would not be worth the additional computational time needed. Thus, the 

model was run for three months after the warmup of one month, and 30 replications were 

performed.  

In this study, verification was performed by applying Parameter Variability-Sensitivity 

Analysis [111]. The Status-Label from Simio was used to track the engine blocks in the system 

and evaluate the output variation based on changes on the input. Status-Label displays values of 

specific expressions as the model runs allowing the tracking of engine numbers at any given time. 

Several outputs were observed, such as the number of engine blocks tested in MC Leak Test, 

number of engine blocks and how many times they routed through impregnation, and number of 

blocks considered as scrap. The results shown in the Status-Label were compared to expectations 

from the changes on the inputs, and the model discrepancies were adjusted until a convergence of 

the model to the expected results was obtained. 

 To validate the Baseline model, Event Validity Analysis [39] was performed, where three-

months of historical data from the real system was compared to the 30 replication’s results obtained 

from the simulation. This process was used to determine the model's accuracy and reliability in 

replicating the behavior of the  physical system. Table 11 presents a comparison between actual 

data collected over a three-month period and the results obtained from a simulation run of the same 

duration. The table displays the percentages of engine blocks tested in the MC Leak Test that 

underwent various processes. For example, "1x impregnation blocks" indicates that 2.70% of the 

leak tested blocks received a single impregnation treatment. The relative error results, shown in 

Table 11, were calculated to obtain the deviation from the real outcome. To calculate relative 

error, the simulated value was subtracted from the real value and then the absolute value of that 

number was divided by the real value. When looking at the results, the Baseline model’s results 
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were found to be very close to the real data. Most of the measures of performance were accurate, 

within a 3-9 % range. After consulting with the managers of the leak test area, it was determined 

that these numbers were still indicative of typical monthly performance. To keep the 

confidentiality of the manufacturing plant, detailed numerical results of the verification and 

validation process are shown as percentages. 

Table 11 Validation Results for Baseline Model. 

Validation Real Data (%) Baseline Model Data (%)  ± Half- Width (%) Relative Error (%) 

 
1x Impregnation Blocks 2.70% 2.72% ± 0.025% 4.40%  

2x Impregnation Blocks 0.51% 0.56% ± 0.012% 3.93%  

0x Impregnation Scrap 0.39% 0.38% ± 0.010% 6.87%  

1x Impregnation Scrap 0.07% 0.07% ± 0.005% 6.64%  

2x Impregnation Scrap 0.22% 0.25% ± 0.008% 3.99%  

False Leak % 2.29% 2.19% ± 0.028% 8.51%  

Total Leak Scrap 0.68% 0.71% ± 0.022% 1.10%  

4.3.2.3 Sensitivity Analysis 

In this case study, in addition to analyzing the Baseline model regarding the measures of 

performance determined in the Modeling phase, there is interest in testing the system under 

different combinations of system parameters. The system parameters, as well as their test levels 

were chosen in conjunction with the stakeholders to reflect current and potential realistic operating 

conditions. Specifically, the sensitivity of the Baseline model was tested with respect to three main 

parameters:  

WIP Trigger: In practice, there is no clear-cut rule for when off-line WIP blocks should be 

put back into the line. The associate in charge of reintegrating the offline WIP blocks into the 

production line also has other duties to perform in the plant. As a result, the associate will 

reintroduce the WIP blocks whenever they have availability from their other responsibilities. In 



54 

 

order to model this behavior more formally, a threshold of WIP that would trigger the activity was 

determined, called WIP Trigger. It is defined that current practices are equivalent to a WIP Trigger 

of 3 skids worth of engine blocks. Additionally, there was interest in whether variation of the WIP 

Trigger (0 and 10 skids) would influence the results. 

Worker Availability: The worker that is responsible for the MC Leak Test cell manages 

the WIP in that area, loading and unloading blocks from and to that conveyor. This same worker 

also operates in other machines and performs other tasks during the shift. The current time that the 

worker is assigned to performing WIP tasks is 2 hours/shift. Managers were interested in whether 

this worker could perform the same tasks in less time. It was decided to make the worker available 

for either 1 or 2 hours. 

MC Leak Test Processing Time: In the current state system, the MC Leak Test Processing 

Time is fixed to slightly below the cycle time of the line (current). There was interest in whether a 

delay in MC Leak Test processing time would impact the results because management believed 

that if its processing time is increased, it could improve the fidelity of the leak test. MC Leak Test 

Processing Time was used with a delay of 33%, and MC Leak Test processing time with a delay 

of 44%. These exact percentages were determined by the managers of this area.  

A summary of the levels for each of the systems parameters that were considered for the 

analysis is shown in Table 12.  

Table 12 Systems Parameters. 

WIP Trigger (Skids) MC Leak Test Processing Time (Seconds) Worker Availability (Hours) 

0 Current 1 

3 +33% 2 

10 +44% - 
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The systems parameters that represent the current state of the system are: WIP Trigger of 

3 skids, MC Leak Test Processing Time of slightly below the cycle time of the line (current), and 

Worker Availability of 2 hours/shift. A 95% Confidence Interval of the measures of performance 

from the 30 replications was calculated and the single-parameter experiments with each of the  

parameters (WIP Trigger, Worker Availability, and MC Leak Test Processing Time) was 

performed for the Baseline Model. The goal was to determine the effect of the variation of these 

parameters on the first three measures of performance (WIP B-CAP, WIP MC Leak Test, and line 

throughput). The other two measures of performance, Impregnation and Scrap rates, are not 

affected significantly by these parameters. Instead, those measures were later used to compare 

alternative scenarios with the Baseline model, using the current and best-case system parameter 

settings for each model.  

The results from the single parameter experiments are shown in Table 13 and are classified 

based on whether they had positive, negative or no impact when comparing to the current state of 

the system. As the WIP around MCLT and B-CAP is lineside, it creates congestion and does not 

offer any strategic value or tactical utility, it is preferable to minimize its amount. In the context 

of the experiment, a positive impact for WIP MCLT and WIP B-CAP would mean fewer WIP 

blocks, while a negative impact would indicate an increase in WIP blocks. For the Line 

Throughput, positive impact means that the experiment resulted in more blocks produced and 

negative impact means fewer blocks. Positive impacts are represented in green and negative 

impacts are represented in red in Table 13. No impacts means that the results were within the 

confidence interval of the current state and thus were not significantly impacted from the change 

in parameters.  



56 

 

Table 13 Single Parameter Results for Baseline Model. 

 
WIP MCLT WIP B-CAP Line Throughput 

Parameters BL BL BL 

 
WIP Trigger 0 -80% -74% 0%  

WIP Trigger 3 Current 0% 0%  

WIP Trigger 10 +198% +177% 0%  

MCLT Current Current 0% 0%  

MCLT +33% +54% 0% 0%  

MCLT +44% +1205% 0% -1.3%  

1 hour 0% 0% 0%  

 

From the results in Table 13, the parameter WIP Trigger of 10 skids had a significant 

negative impact on the WIP MCLT and WIP B-CAP. Also, the parameter MC Leak Test +44% 

seconds had a very high negative impact WIP MCLT. As these results were significantly negative, 

it was decided to eliminate these two levels when performing the two-parameter experiments. The 

Line Throughput was mostly not impacted by varying these parameters, except a small effect when 

using MCLT Processing time of +44% seconds.  

Once the impact of these single-parameter experiments was analyzed, a Design of 

Experiments was created to identify important interactions that may be missed when 

experimenting with one parameter at a time. The two-parameter experiments performed were: WIP 

Trigger x Worker Availability (Table 14), MC Leak Test Processing Time x Worker Availability 

(Table 15) and WIP Trigger x MC Leak Test Processing Time (Table 16). 

Similarly to the single-parameter results for the two-parameter experiments, 30 replications 

were performed for four months of production, dropping the first month as a warm-up period. A 

95% confidence interval of the results of the Baseline Model under the current operating conditions 

was calculated. 
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Table 14 WIP Trigger x Worker Availability for Baseline Model. 

  

WIP MCLT 
 

WIP B-CAP 
 

Line Throughput 

1 hour 2 hours 
 

1 hour 2 hours 
 

1 hour 2 hours 

Baseline Model 
 

Baseline Model 
 

Baseline Model 

WIP Trigger 0 -64% -86%   -55% -75%   0% 0% 

WIP Trigger 3 0% Current   0% Current   0% Current 

 

Table 15 MC Leak Test Processing Time x Worker Availability for Baseline Model. 

  

WIP MCLT 
 

WIP B-CAP 
 

Line Throughput 

1 hour 2 hours 
 

1 hour 2 hours 
 

1 hour 2 hours 

Baseline Model 
 

Baseline Model 
 

Baseline Model 

MCLT Current 0% Current   0% Current   0% Current 

MCLT +33% +1171% +84%   0% 0%   -1.9% 0% 

 

Table 16 WIP Trigger x MC Leak Test Processing Time for Baseline Model. 

 

WIP MCLT   WIP B-CAP   Line Throughput 

MCLT 

Current 

MCLT 

+33%   

MCLT 

Current 

MCLT 

+33%   

MCLT 

Current 

MCLT 

+33% 

Baseline Model   Baseline Model   Baseline Model 

WIP Trigger 0 -88% 0   -76% -73%   0% 0% 

WIP Trigger 3 Current  0%   Current  -72%   Current 0% 

 

 From the results in Table 14, Table 15, and Table 16, the parameter WIP Trigger 0 had a 

significant positive impact on the WIP MCLT and WIP B-CAP for both WIP Trigger x Worker 

Availability (Table 14) and WIP Trigger x MC Leak Test Processing Time experiments (Table 

16). Whereas for the MC Leak Test Processing Time x Worker Availability (Table 15) experiment, 

the results were negatively impacted when increasing the MCLT Processing time by +33% 

seconds. 

The Analyzing (S2) level of the 4S framework is achieved by performing input analysis, 

verifying and validating the model, and performing sensitivity analysis. Once the model was 

capable of analyzing, the next level of capability, Predicting (S3), could be added. 
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4.3.3 Applying Predicting (S3) 

In the third level of the 4S framework, Predicting, the simulation model is able to predict 

the outcome of how the physical system will operate and produce with a given set of inputs. To 

add this level to our simulation model, what-if scenarios were determined by varying the model 

inputs and structure. In this case study two alternative scenarios are presented and the results from 

the single-parameter and two-parameter experiments that provide predictions are discussed. 

Comparisons within scenarios, as well as across scenarios, relative to the current state of the system 

are presented. For these experiments, the measures of performance focused on are WIP B-CAP,  

WIP MCLT, and Line Throughput.  

After several brainstorming sessions with the stakeholders, including managers, engineers 

and associates, two improvement layouts that were realistic and applicable were determined, 

labeled as Layout 1 (L1) and Layout 2 (L2).  

Layout 1: The first what-if scenario considered in this study is titled Layout 1 (L1). The 

only difference, when comparing to the Baseline Model, is that MC Leak Test is no longer the 

only Master Leak Test; instead, DC Leak Test is also considered as a Master Leak Test. In other 

words, this scenario trusts DC Leak Test results and does not perform retesting in MC Leak Test. 

When a block passes DC Leak Test, it goes straight to the next process, B-CAP, instead of going 

through MC Leak Test again. The initial decision to have MC Leak test as the only master leak 

tester was managerial, not technical; experts in this area believe that DC Leak Test results are at 

least as accurate as MC Leak test results and hence this change would have no impact on test 

quality. This layout prevents (what management believes to be) unnecessary retests in MC Leak 

Test. A visual representation of Layout 1 is shown in Figure 18. 
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Figure 18 Layout 1 Model. 

Layout 2: The second improvement scenario considered in this study is titled Layout 2 

(L2). This layout considers that all blocks that fail MC Leak Test should be tested in DC Leak 

Test, before deciding their destination, which is either they need impregnation, or they should go 

back to MC Leak Test, or if they are to be scrapped. This scenario allows DC Leak Test to catch 

false leakers from MC Leak Test, preventing unnecessary impregnation. It also limits spending 

unnecessary time in lineside WIP, but it still uses MC Leak Test as the Master Leak tester of the 

system, so the number of false negatives that move on to B-CAP is no worse than in the Base Line 

model. A visual representation of Layout 2 can be found in Figure 19. 

 

Figure 19 Layout 2 Model. 

Once the alternative scenarios were defined, simulation results for Layouts 1 and 2 were 

obtained and compared with the Baseline Model results. The results were classified based on 

whether they had positive, negative or no impact, as explained in the previous section. Table 17 

shows the results for each of the measures of performance that were impacted by the variation in 
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levels of the system parameters under each scenario. These results are presented relative to the 

Baseline model results, where falling within the original confidence interval was considered “no 

impact” or 0%. It can be observed that the parameter WIP Trigger of 10 skids had a significant 

negative impact on the WIP MCLT and WIP B-CAP, when comparing Layout 1 and 2 to the 

current values from the Baseline model. As explained in the previous section, the WIP trigger of 

10 skids and the MC Leak Test +44% seconds were eliminated to perform the two-parameter 

experiments since these results were significantly negative and hence no further experimentation 

was necessary to advise against using these levels.  

Table 17 Single Parameter Results. 

 
WIP MCLT WIP B-CAP Line Throughput 

Parameters BL L1 L2 BL L1 L2 BL L1 L2 

 
WIP Trigger 0 -80% -92% -87% -74% -55% -72% 0% 0% 0%  

WIP Trigger 3 Current 0% 0% 0% 0% 0% 0% 0% 0%  

WIP Trigger 10 +198% +188% +194% +177% +197% +172% 0% 0% 0%  

MCLT Current Current 0% 0% 0% 0% 0% 0% 0% 0%  

MCLT +33% +54% 0% +43% 0% 0% 0% 0% 0% 0%  

MCLT +44% +1205% 0% +1003% 0% 0% 0% -1.3% 0% -1.2%  

1 hour 0% 0% 0% 0% +174% 0% 0% 0% 0%  

2 hours Current 0% 0% 0% 0% 0% 0% 0% 0%  

 

Once the single parameter experiments were performed for both alternative layouts, the 

two-parameter experiments were executed, and the results were evaluated.  

Table 18 shows the results from the experiment varying WIP Trigger and Worker 

Availability. In Layout 1, the Worker Availability of 1 hour in combination with the WIP Trigger 

0 and 3 generated a negative impact in the WIP B-CAP, which implies that only 1 hour is not 

enough to manage WIP around the B-CAP machine area. In both Layout 1 and 2, the worker 

availability of 2 hours in combination with WIP Trigger 0 skids had a positive impact in the WIP 



61 

 

MCLT and WIP B-CAP. However, WIP Trigger of 0 skids is not realistic because the worker is 

not actually going to manage WIP for just a couple of engine blocks, when they have other more 

pressing responsibilities. Table 19 shows the results from the experiment varying MC Leak Test 

Processing Time and Worker Availability. The results show negative impact when MC Leak Test 

processing time is +33% seconds and the worker is only available 1 hour/shift, indicating that this 

combination is detrimental to the process. Table 20 shows the results from the experiment 

combining  WIP Trigger and MC Leak Test Processing Time. As expected, the WIP Trigger 0 

results in fewer blocks in WIP around MC Leak Test and B-CAP. 

Table 18 WIP Trigger X Worker Availability. 

  

WIP MCLT 
 

WIP B-CAP 
 

Line Throughput 

1 hour 2 hours 
 

1 hour 2 hours 
 

1 hour 2 hours 

Baseline Model 
 

Baseline Model 
 

Baseline Model 

WIP Trigger 0 -64% -86%   -55% -75%   0% 0% 

WIP Trigger 3 0% Current   0% Current   0% Current 

  Layout 1 
 

Layout 1 
 

Layout 1 

WIP Trigger 0 -89% -92%   +97% -57%   0% 0% 

WIP Trigger 3 0% 0%   +157% 0%   0% 0% 

  Layout 2 
 

Layout 2 
 

Layout 2 

WIP Trigger 0 -70% -87%   -50% -68%   0% 0% 

WIP Trigger 3 0% 0%   0% 0%   0% 0% 

 

Table 19 MC Leak Test Processing Time X Worker Availability. 

  

WIP MCLT 
 

WIP B-CAP 
 

Line Throughput 

1 hour 2 hours 
 

1 hour 2 hours 
 

1 hour 2 hours 

Baseline Model 
 

Baseline Model 
 

Baseline Model 

MCLT Current 0% Current   0% Current   0% Current 

MCLT +33% +1171% +84%   0% 0%   -1.9% 0% 

  Layout 1 
 

Layout 1 
 

Layout 1 

MCLT Current 0% 0%   +200% 0%   0% 0% 

MCLT +33% 0% 0%   +211% 0%   0% 0% 

  Layout 2 
 

Layout 2 
 

Layout 2 

MCLT Current 0% 0%   0% 0%   0% 0% 

MCLT +33% +1157% +41%   0% 0%   -1.7% 0% 



62 

 

Table 20 WIP Trigger X MC Leak Test Processing Time. 

 

WIP MCLT   WIP B-CAP   Line Throughput 

MCLT 

Current 

MCLT 

+33%   

MCLT 

Current 

MCLT 

+33%   

MCLT 

Current 

MCLT 

+33% 

Baseline Model   Baseline Model   Baseline Model 

WIP Trigger 0 -88% 0   -76% -73%   0% 0% 

WIP Trigger 3 Current  0%   Current  -72%   Current 0% 

  Layout 1   Layout 1   Layout 1 

WIP Trigger 0 -94% -87%   -58% -51%   0% 0% 

WIP Trigger 3 0% 0%   0% 0%   0% 0% 

  Layout 2   Layout 2   Layout 2 

WIP Trigger 0 -89% 0%   -72% -72%   0% 0% 

WIP Trigger 3 0% +38%   0% -63%   0% 0% 

 

Under the current process, blocks can go through impregnation zero times (0x 

impregnation), one time (1x impregnation) and two times (2x impregnation). Blocks are not 

supposed to go through impregnation for a third time (3x impregnation). However, since the blocks 

are not tracked, there is no way to know if that actually happens or not. The simulation results 

predicted that it could happen and probably does, which implies that the current routing rules are 

having unexpected and undesirable consequences. The results from the Baseline model (see Table 

21) indicate that there is an average of 0.2% of blocks that go through impregnation for a third 

time. While it is possible to impregnate a block for the third time in the Baseline model, Layouts 

1 and 2 do not allow it to happen, as the results show zero 3x impregnation blocks. 

Table 21 Impregnation Results. 

Simulation Data Baseline Model Layout 1 Layout 2 

1x Impregnation Blocks 82.7% -3% -50% 

2x Impregnation Blocks 17.1% -12% -53% 

3x Impregnation Blocks 0.2% -100% -100% 

Total Impregnation Blocks 100% -4% -51% 
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There was also interest in looking at the scrap related to this process. A scrap block is 

classified by how many times it went through impregnation, (0x,1x, or 2x). When looking at the 

scrap results (see Table 22) of Layout 1, it did not vary much from the Baseline model; however, 

Layout 2 had a significant change. When analyzing the scrap results for Layout 2, there is a 

significant increase in 0x impregnation scrap and fewer 1x impregnation and 2x impregnation 

blocks being scrapped when compared to the Baseline model, which means that the blocks were 

getting scrapped earlier in the process. This would reduce the cost of unnecessary impregnation.  

It is important to emphasize that the reduction in impregnation cost obtained from Layout 

2 does not affect the quality of impregnation. The impregnation cost that is being eliminated refers 

to being more selective about what goes through impregnation and scraping blocks earlier in the 

process. That is, scrapping blocks that are highly unlikely to be repaired through further 

impregnation. Although Layout 2 shows better improvements on the 1x and 2x impregnation scrap 

blocks, the total leak scrap resulted to be higher by 5% when compared to the Baseline Model. 

However, the additional cost generated by this increase in the number of blocks being scrapped is 

only a fraction (less than 5%) of the total impregnation savings that Layout 2 provides. 

Table 22 Impregnation Scrap Results. 

Simulation Data Baseline Model Layout 1  Layout 2  

0x Impregnation Scrap Blocks 55% -2% +155% 

1x Impregnation Scrap Blocks 10% -4% -50% 

2x Impregnation Scrap Blocks 35% -14% -82% 

Total Leak Impregnation Scrap 100% -7% +5% 

 

The three simulation models (Base Line, Layout 1, and Layout 2) allowed the capture of 

the time a block spends in the Leak Test area. These times were input back into the VSM to have 

a measure of the total delay caused by the Leak Test area. The current state model (BL) provides 

that the Leak Test area accounts for 6.2% of the total lead time of the system. The total lead time 
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of the current state of the line was then compared with the results from Layout 1 and Layout 2. In 

Layout 1 the total lead time in the machining area increases by 2%. On the other hand, with Layout 

2 the total lead time decreases by 5%. The value of using the combination of VSM and DES 

simulation is that it helped identify the problem area and calculate lead times of the Leak Test area, 

and the machining line as a whole.   

The Predicting (S3) level of the 4S framework is achieved by creating alternative scenarios, 

examining the results and confirming that they can accurately predict what would happen in the 

real system when the alternative scenarios are applied. Once the model was capable of predicting, 

the next level of capability, Prescribing (S4), could be added. 

4.3.4 Applying Prescribing (S4) 

In the last level of the 4S framework, Prescribing, a simulation optimization approach is 

employed to identify the most effective course of action. In this case study, the simulation 

optimization approach used in Simio was the add-In OptQuest, which is utilized to generate new 

scenarios with varying control values to search for an optimal response value [113]. This approach 

enables the identification of the best solution by iteratively adjusting the input variables until the 

desired outcome is achieved [114].  

OptQuest automates the process of setting property values, starting replications, and 

retrieving results in Simio. During the optimization run, OptQuest sets the simulation by resetting 

the run and changing the values of the input properties to those identified by the Add-In. Then, it 

starts to run replications of the first scenario. Once the scenario is completed, OptQuest retrieves 

the response values needed for the objective function and uses its algorithms to determine the next 

set of inputs to create [39]. It then uses these inputs to run the next scenario and repeats the process 
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until it reaches a specified stopping condition, or the user stops the session [115]. When OptQuest 

is not used, the user has to manually input the combinations of control values that need to be tested, 

which can be a tedious and time-consuming process [113]. However, with OptQuest, the user only 

needs to specify the minimum and maximum values for each input control along with the 

increment size [39]. OptQuest then uses these values to systematically generate scenario 

combinations by varying the input control values between their defined minimum and maximum 

ranges in steps determined by the increment size [39]. This makes the simulation optimization 

process more efficient and less prone to errors caused by manual input of control values [115]. 

The control values for this experiment are the same ones mentioned previously in Table 

12: WIP trigger, MC processing time, and worker availability. The selection of these controls 

involves tradeoffs that need to be considered carefully [114]. The WIP trigger control is important 

for ensuring that the system does not become overloaded with WIP. Setting it too low can slow 

down the process and reduce the efficiency of the system. However, setting it too high can result 

in a backlog of work that could ultimately slow down the process as well. Therefore, a balance 

must be struck between keeping the WIP trigger low enough to maintain efficiency while avoiding 

overload. Worker availability is another important control that affects the efficiency of the system. 

Having more availability generally leads to increased productivity. However, the tradeoff is that 

more availability costs more money. Therefore, the selection of this control needs to consider the 

tradeoff between the increased productivity provided by the worker having more availability 

versus the cost of it. The MC leak test processing time control is related to the accuracy of the leak 

test. Slower leak test processing times can result in a lower percentage of false leakers. However, 

increasing the processing time can lead to a reduction in overall efficiency. Therefore, the selection 

of this control needs to consider the tradeoff between the fidelity of the leak test and the impact on 
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processing times. Table 23 outlines the minimum value, maximum value, and increment size of 

each control variable utilized. The WIP trigger will range from 0 to 180 blocks, incrementing by 

18 blocks, which corresponds to the capacity of a skid. The MCLT processing time will range 

from 45.7 to 65.7 seconds, increasing by 5 seconds, based on the management’s choice. Worker 

availability will range from 1 hour to 2 hours, increasing by 1 hour. Although schedules were used 

to establish worker availability, Simio does not enable scheduling as a control for OptQuest. 

Therefore, separate OptQuest runs with the two schedules will be conducted to examine the impact 

of varying worker availability scenarios. The OptQuest will be executed separately for the 

Baseline, Layout 1, and Layout 2 models, as it is provided in Table 24. After each run, the optimal 

outcome will be determined and compared across all three models to identify the best result. 

Table 23 OptQuest Controls. 

Minimum Value Controls Maximum Value Increment Size 

0  WIP Trigger (blocks) 180  18  

45.7  MCLT Processing Time (seconds) 65.7 5 

1 Worker Availability (hours) 2 1 

 

Table 24 OptQuest Plans. 

Model Worker Availability 1h Worker Availability 2h 

Baseline BL_optquest_1h BL_optquest_2h 

Layout 1  L1_optquest_1h L2_optquest_2h 

Layout 2 L2_optquest_1h L2_optquest_2h 

 

The total cost of impregnation for an engine block is $6.1, which includes impregnation, 

conditioner, and catalyst fluids. The goal of the optimization problem is to reduce the overall cost 

associated with impregnation. The objective function is calculated by multiplying the maximum 

impregnation value that undergo through impregnation one time, two times, and three times, and 

then multiplying that sum by $6.1 to obtain the total cost of impregnation for the three-month 
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simulation period. The total impregnation cost, the throughput of the system, and the total amount 

of false leaker blocks are expressed in the model as a response, as demonstrated in Table 25. The 

goal is to minimize the total impregnation cost, while maximizing the system’s throughput, and 

limiting the amount of false leakers. 

Table 25 Responses of the Model. 

Responses Expression 

Total Impregnation Cost (1ximpreg.maximum + 2ximpreg.maximum + 3ximpreg.maximum )*6.1 

BCAP Throughput  (B_Cap.Processing.NumberEntered / Time.Now) 

 

After the completion of the OptQuest runs, the total impregnation cost column was sorted 

in ascending order and the smallest value was selected for each model. An example of the 

OptQuest results in Simio is shown in Figure 20.  

 

Figure 20 OptQuest results from BL_optquest_1h model. 

Table 26 displays an overview of the OptQuest results, showcasing the optimal set of 

controls for all the models. It is evident from the table that both Layout 1 and Layout 2 yielded 

lower impregnation costs compared to the Baseline model. The optimal set of controls, leading to 

the minimal impregnation cost, is found in Layout 2. This configuration includes a worker 

availability of 1 hour, a MCLT processing time of 65.7 seconds, and a WIP trigger of 72 engine 

blocks. The corresponding cells in Table 26 are highlighted in blue to indicate this configuration. 

The changes from Layout 2 were recommended to our industry partners to be implemented. 
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Table 26 OptQuest Results. 

  
Controls Responses 

MCLT Processing Time WIP Trigger Total Impregnation Cost BCAP Throughput 

BL_optquest_1h 65.7 162 $13,637.60  24.53 

BL_optquest_2h 45.7 18 $13,778.90  25.18 

L1_optquest_1h 45.7 162 $13,342.70  25.16 

L1_optquest_2h 55.7 108 $13,296  25.21 

L2_optquest_1h 65.7 72 $6,669.33  24.60 

L2_optquest_2h 65.7 54 $6,714.07  24.98 

 

By systematically exploring various configurations and sorting the results, OptQuest 

assists in finding the optimal solutions quickly and efficiently. In the specific case discussed, 

OptQuest facilitated the selection of the most cost-effective layout and control parameters for 

impregnation, leading to significant savings compared to the baseline model. The ability to analyze 

and compare different scenarios using a simulation optimization approach to achieve the 

Prescribing level (S4) of the 4S framework enhances the overall performance and efficiency of the 

system being modeled. In this last level of capability, the simulation model offers valuable insights 

into the optimal operation or configuration of a system to support decision-making. Since the 

model now exhibits all four levels of capability from the 4S simulation framework, it can be 

considered a fully capable model.  

The last level, Prescribing, is achieved when a simulation model is used to evaluate the 

system and provide insight into its optimal operation or configuration to support decisions. The 

Prescribing capability is an advanced feature of simulation modeling that can be particularly useful 

for decision-making purposes. It can help decision-makers identify the most effective course of 

action to achieve their goals and provide insights into the potential outcomes of various 

intervention strategies. 
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4.4 Chapter Summary 

While there are existing frameworks for building simulations, there is currently no 

comparable framework for precisely defining the different levels of capability. In this research, the 

4S simulation framework was proposed: Modeling (S1), Analyzing (S2), Predicting (S3), and 

Prescribing (S4), which represent the increasing utility and capability of  a simulation model. To 

develop the 4S framework of simulation, two separate searches were conducted to gather literature, 

including books and scholarly articles. The definitions of simulation were collected and analyzed, 

and six main characteristics were identified and labeled as C1 through C6. The next step involved 

referencing back to the selected books and articles to determine which characteristics were 

explicitly mentioned in the definitions. Similar characteristics were then combined, resulting in 

four categories for the 4S framework: S1, S2, S3, and S4. To label these categories appropriately, 

word clouds were created to identify the most relevant and frequently used terms. Action verbs 

were preferred as category labels to represent capabilities within the framework.  

A simulation case study in an automotive manufacturing engine plant that fulfills all the 

4S levels of simulation capability was showcased. In the first level, Modeling (S1), a DES model 

that represented the real system (Baseline Model) was created. In the second level, Analyzing (S2), 

the metrics were determined, a design of experiments was created of the current system, and the 

results were analyzed. In the third level, Predicting (S3), two potential sets of changes in the 

process (Layout 1 and Layout 2) were proposed and the outcome of the proposed changes was 

predicted. In the fourth level, Prescribing (S4), a simulation optimization technique was employed 

which allows for the search of an optimal response value, continuously modifying input variables 

until the desired outcome is attained.  
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When looking at the results, the Baseline Model predicted that it is possible to have 3x 

impregnation in the process, which is something that is not supposed to happen. It also showed 

that the WIP around MC Leak Test is higher than WIP in B-CAP. Finally, it showed that under 

the current configuration it is possible to moderately increase the time of MC Leak test, but 

changing the WIP trigger, Worker Availability, or a major increase to MC Leak Test time could 

have very negative consequences. Results from Layout 1 show that 3x impregnation does not 

happen. Also, under this layout, 1 hour worker availability per shift is not enough to input WIP 

from B-CAP back into line. Layout 2 also eliminates 3x impregnation, but more importantly it 

saves the most annual impregnation cost, by scraping defective blocks earlier in the process and 

avoiding unnecessary impregnation. This layout increases the total scrap, but this cost is far lower 

than the savings from impregnation. It was recommended to the industry partners to implement 

Layout 2. 
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Chapter 5 

Contribution 2: When is a Simulation a Digital Twin? A Systematic Literature Review2 

5.1 Introduction 

In this chapter, the current application of DT is investigated, by using classification to 

delineate the differences and similarities between simulation and DT. Additionally, this chapter 

includes a discussion of a future agenda for both researchers and practitioners. Clarifying the 

differences between the capabilities of a DT and simulation is necessary to achieve effective and 

accurate DT implementations. For instance, [14] identified distinctions between a model and a DT; 

however, numerous simulation-based models continue to be referred to as DTs. According to [13], 

simulation can be a component of a DT, but not every simulation is a DT. Simulation and DT are 

distinct technologies with unique benefits that can provide important insights to a system, 

therefore, they should be classified accordingly, and it is crucial to understand and highlight their 

differences to prevent misunderstandings. Thus, using an SLR approach,  this research intends to:  

• Identify whether the current modelers and researchers are consistently applying DT or if 

they are calling a simulation a DT. 

• Highlight the main differences in capability between DTs and simulations. 

• Classify DT applications according to capabilities and provide a summary of technology 

and industrial application fields. 

 

 

2 This chapter accepted for publication in special issue of Manufacturing Letters with the proceedings of the North 

American Manufacturing Research Conference (NAMRC) 51. 
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• Identify the implementation challenges of simulation-based DTs and recommend future 

research directions. 

Many papers regarding DT have been published since Grieves presented the concept [116], 

including nine systematic literature reviews (SLR). None of these nine works achieve the 

objectives of this research. [16] conducted a comprehensive review focusing on analysing DT in 

terms of its concepts, technologies, and industrial applications, and presented recommendations 

related to the different lifecycle phases of the DT. [117] analyzed twenty-two papers with an 

emphasis on examining the status of DT applications in the construction industry. Similarly, [118] 

also performed a SLR in the construction industry but with the goal of identifying the countries or 

regions that are active drivers of DT adoption and assessing its impacts. They found that the 

majority of the developed countries, such as the UK, US, Australia, and Italy have the highest 

number of researchers contributing to the driving forces for the adoption of DT in the construction 

industry. [119] conducted a SLR to investigate the temporal evolution of research fronts and 

emerging research trends in the field of physical internet and DT in supply chain management. 

[29] identified categories of barriers to DT implementation and provided a conceptual model that 

prescribes how these categories in the process industry affect each other. [93] reviewed DTs from 

an engineering and business innovation perspective and identified future perspectives for DT. 

[120] reviewed papers related to DT in product design and development, classifying them into 

conceptual design, detailed design, design verification, and redesign. [121] reviewed DT 

technologies and implementation challenges in several domains and applications in engineering 

and beyond. [122] provided a detailed explanation of how the DT reported in the manufacturing 

literature are structured and how they function. A comparison of these nine papers can be found in 

Table 27. 



73 

 

Overall, these existing SLRs focus on providing an overview of established definitions of 

DTs, classifying the DTs in terms of application, components and technologies, suggesting further 

research, and highlighting the current gap in the literature in specific application areas. Although 

such reviews are extensive and detailed, no SLR or other study in the literature has looked at the 

relationship between DT and simulation. Note that this is a natural relationship, as these two 

techniques have some similar capabilities and objectives. In fact, several papers reviewed herein, 

presented in section 5.3.5, build simulations and call them DT but it is unclear if these simulations 

have the full capabilities usually associated with DT.  

One of the issues facing the widespread adoption of DT is the lack of an agreed-upon 

taxonomy. In the world of simulation, terminology has become standard and accepted. The 

definitions are clear, and the vocabulary used is well-known. Whereas, in the world of DT the 

engineering community is still in the process of forming this shared language which is something 

that has happened organically for some topics such as simulation, but not as of yet for DT. 

The use of simulation combined with a DT is common which creates an immense 

misconception about classifying a simulation model as a DT and vice versa [98]. There are several 

applications where a traditional simulation serves a valuable purpose, but to call a simulation a DT 

is not accurate. The 4R framework [96,97] and the 4S framework provided in Section 4.2 is used 

to classify the works reviewed herein as either simulation and/or DT, based on the capabilities that 

they possess. The classification approach presented in this research will contribute toward creating 

a consensus about when a simulation model is a DT and when it is not.  
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Table 27 Comparison of Systematic Literature Reviews of DT. 

Ref. 

Time 

scope of 

initial 

papers 

Num. of 

considered  

papers 

Keywords SLR purpose 

[117] 2010-2020 22 {“digital twin” or “digital twins” or “virtual 

counterpart” or “digital replica” or “virtual 

twin”} AND {“construction” or “construction 

industry” or “construction engineering” 

“construction management” or “construction 

engineering and management”} 

To examine the application of DT in 

respective lifecycle phases in the 

construction industry.  

[119] 2013-2021 518 {“digital twin” OR “physical internet” OR 

“hyperconnected”} AND {“supply chain” OR 

“logistics” OR “manufacturing” OR 

“procurement” OR “inventory” OR 

“transport” OR “purchasing” OR “storage 

assignment” OR “order picking”} 

To provide the emerging research 

trends and future research directions 

in the Physical Internet /DT-Supply 

Chain Management field. 

[29] 2016-2020 47 {“digital twin” OR “digital shadow” OR 

“device twin” OR “device shadow” OR 

“digital alias” OR “virtual twin” OR “virtual 

shadow”} AND {“teel” OR “glass” OR 

“pharmaceutical” OR “ceramic” OR “stone” 

OR “clay” OR “metal” OR “chemical” OR 

“food” OR “beverage” OR “textile” OR 

“wood” OR “paper” OR “process” OR 

“manufacturing”} AND {“barriers” OR 

“obstacles” OR “enable” OR “driver”} 

To review the enablers of and 

barriers to the implementation of 

DTs in the process industry. 

[118] 2018-2023 58 {“digital twin” OR “virtual counterpart” OR 

“digital replica” OR “virtual twin”} AND 

{“construction” OR “construction industry”} 

To determine the region of authors 

actively probing into the drivers of 

DT adoption and assess the impacts 

on their construction industry. 

[93] 2015-2019 123 {“digital twin” OR “virtual twin” OR “cyber 

twin”} 

To examine the state-of the-art 

research articles from their 

engineering and business innovation 

perspectives. 

[120] 2011-2020 60 {“digital twin” OR “digital twin product 

design” OR “digital twin product 

development” OR “digital master” OR “digital 

shadow” OR “digital avatar”} 

To identify the current states of DT 

research focusing on product design 

and development through 

summarizing industrial cases.  

[121] 2017-2021 18 {“digital twin”} To review the DT technology and its 

implementation challenges in 

relevant domains and applications 

context. 

[122] 2020 54 {“digital twin” OR “digital twinning”} AND 

{“definition” OR “process model” OR 

“system architecture” OR “conceptual model” 

OR “conceptual architecture”} 

To analyze how the DT systems are 

structured, and assess its potential 

applicability to Architecture, 

Engineering, Construction, and 

Operations  use cases. 

[16] 2003-2019 176 {“digital twin” OR “digital twins” OR “digital 

replica” OR “product avatar” OR “virtual 

twin”} 

To analyze DT from the perspective 

of concepts, technologies, and 

industrial applications, and 

recommend future research. 
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5.2 Methodology: Systematic Literature Review 

This study is grounded in an SLR approach that focuses on minimizing bias by applying 

systematic methods that are documented in advance with a protocol [123]. To examine the 

literature within the defined scope this study adapted the methods used by [16,29]. Moreover, a 

three-stage process was used to select the academic journal papers, eliminate publications that 

were not closely related, and analyze the content of the related papers. This three-step process is 

composed of: (a) literature search, (b) literature selection, (c) review process.  

The SLR methodology employed in this study is illustrated in Figure 21. Considering the 

main objective of investigating the current state of the art concerning DT and simulation levels of 

capability, two research questions (RQ) were posed: 

• RQ1: Are simulation models that do not have any DT characteristics being referred to as 

DTs? 

• RQ2: Do existing implementations of DT have all of the capabilities to fit into a 4R 

category? 

RQ1 aims to investigate whether in the existing literature authors are creating DTs or just 

applying simulation instead and calling it a DT. RQ1 becomes of fundamental importance because 

simulation and DT are different technologies, therefore, they present different properties and 

capabilities. RQ2 aims to investigate if the existing DT applications present characteristics and 

capabilities of DTs as defined by the 4R framework.  

In the first step of the SLR methodology, five academic search engines were used to gather 

relevant literature: Web of Science, Engineering Village, Science Direct, IEEE, and ASME. These 

five database sources were used to ensure that an acceptable number of research papers were 
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captured and used in this study, since they include publications in a variety of fields. An initial and 

comprehensive search was conducted using the keywords with appropriate Boolean operators to 

select publications with the term “digital twin” in the title and “simulation” in the abstract. This 

analysis only includes papers in English and published in peer-reviewed scientific journals. The 

search was restricted to journal articles because they undergo a more thorough peer-review 

process, ensuring the accuracy of the information published. Conference papers, technical reports, 

and theses/dissertations may not have the same level of scrutiny as academic journal articles, and 

their peer-review process can vary greatly, which is why they have not been included in this 

analysis. While there are some conferences, such as the Winter Simulation Conference, which 

could have been included due to their size and importance in the field, the SLR methodology does 

not allow for arbitrary inclusion or exclusion of specific conferences. Therefore, no conference 

papers were included in this SLR.  

After combining the papers obtained from each database, the total number retrieved was 

795 publications: Web of Science (350 papers), Engineering Village (333 papers), Science Direct 

(73 papers), IEEE (38 papers), and ASME (1 paper). To ensure that this SLR is comprehensive, 

rigorous, and representative of the available evidence, the decision was made to focus on databases 

that return a higher number of papers. By utilizing these databases, the likelihood of identifying 

all relevant studies and a satisfactory number of studies to perform significant statistical analyses 

increases. Additionally, databases with a higher number of papers returned are more likely to 

include a diverse range of studies from various disciplines, regions, and publication sources. 

Therefore, an exclusion criterion was applied to eliminate databases that returned less than 100 

papers, resulting in the use of only two databases: Web of Science (350 papers) and Engineering 
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Village (333 papers), which together contain 683 publications. After removing duplicates, the total 

number of papers was 469. 

Then, a detailed, critical, and comprehensive examination was conducted to identify and 

select the most appropriate publications for this research. This was executed in the second step of 

the SLR, which consisted in two parts: first reading the title and abstract of each paper and selecting 

the papers that were related to a practical application of DT and then reading the full paper to 

further eliminate any other unrelated papers. For the inclusion or exclusion criteria, only 

publications that focused on DT application and presented a case study in their full text were used 

in this research. Any papers outside the application range with no mention of DT implementation 

in their title or abstract, such as conceptual papers, literature reviews, frameworks, methodologies, 

surveys, theories, and mathematical models were excluded from this analysis. After analyzing the 

title and abstract, a total of 236 papers were discarded, resulting in 233 potentially relevant 

publications for the full text analysis. During the full text review, 113 unrelated papers were 

excluded, resulting in 120 relevant and unique publications to be thoroughly analyzed and 

categorized.  

In the last step of the SLR, the set of publications was selected and the articles were 

categorized according to the levels of capability of DT and according to the levels of capability of 

simulation observed. The DT level was determined by reviewing the case studies reported by the 

authors and applying the definitions of each capability level (or R) presented in the 4R framework. 

The level of simulation was applied to categorize the papers according to the levels of simulation 

(or S) defined in earlier. Overall, the journals with the most publications in the final set of 120 

were: Journal of Manufacturing Systems (12), International Journal of Advanced Manufacturing 
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Technology (9), International Journal of Computer Integrated Manufacturing (8), Sensors (6), and 

IEEE Access (5). 

 

Figure 21 SLR Methodology. 

A breakdown of the papers by year of publication is shown in Figure 22, along with the 

three steps of the SLR with the purpose of demonstrating how many papers were disregarded in 

each of these three steps. As can be observed, the development of DT was rather slow between 

2009 and 2018. However, there was a significant increase in publications from 2019 to 2022, 

indicating a development in the concept of DTs. Note that the relevant academic publications 

employed in this work (from step 3 of the SLR) only cover publications from 2018 to 2022, but 

they exhibit the same trends as the total number of publications first acquired in steps 1 and 2. 

Also, the year 2022 refers to documents published (possibly online) and indexed in the databases 

by March 29th, 2022, when the search was conducted. 



79 

 

 

Figure 22 Reviewed Publications by Year of Publication. 

5.3 Capability Classification 

A classification of DT and simulation levels of capabilities was conducted for each paper 

selected through the SLR methodology described above. This classification provides information 

for understanding whether the current literature is truly applying DT or if it is using simulation in 

place of DT. Each publication was categorized within the levels of 4Rs and 4Ss. The 4R’s are the 

levels of capability and maturity of a DT are presented as: (R1) Representation, (R2) Replication, 

(R3) Reality, and (R4) Relational. Whenever a publication did not achieve any levels of the 4R’s 

it would be classified as R0, which means that the model described did not show the characteristics 

what would qualify it as a DT. The 4S’s assesses the levels of capability and utility of a simulation 

model. These four levels are presented as: (S1) Modeling, (S2) Analyzing, (S3) Predicting, and 

(S4) Prescribing. The results of this categorization of articles provide insight to the state of current 

literature in appropriately labeling DTs. The 4R and 4S classification results are shown in Figure 

23 and Figure 24, respectively. 
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Figure 23 Summary of 4R Classification. 

 

 

Figure 24 Summary of  4S Classification. 

As observed in Figure 23, one third of the papers that claimed to present a DT did not have 

any of the 4R capabilities, so they should not be called DT. Of the papers classified as presenting 

a DT, 8% of the papers only reached R1, while the most common level of DT capability achieved 

by the applications of DT in the literature was R2 (45%). The papers that reached R3 (14%) tend 

to be very detailed models. Most of the articles reviewed lie in the early stages of DT levels of 

capability. There were no publications found that reached the R4 level. This indicates the infancy 
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of DT implementations and the large gap still left to fill. These results validate the hypothesis that 

some researchers are incorrectly calling their models a DT when it is actually a simulation model. 

With respect to the simulation capability classification, as seen in Figure 24, the majority of the 

papers (37%) achieved the capability level of modeling (S1),  22% achieved the analyzing level 

(S2), followed by 30% achieving the predicting level (S3). Only a few publications (11%) create 

a fully capable model that can analyze results, predict outcomes, and prescribe optimal solutions, 

achieving the prescribing level (S4). 

Looking at the combination of the 4Rs and 4Ss (Figure 25), the combination R2-S1 is the 

most common, followed by R0-S3 and the relative number of publications achieving the R2 level 

of capability decreases with an increase in the level of simulation capability.  Analyses on these 

classifications are conducted in the following subsections. The results are presented from highest 

to lowest levels of capability. 

 

Figure 25 Combined Analysis of 4Rs and 4Ss Levels of Capabilities. 
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5.3.1 Relational Classification (R4) 

A DT is categorized into the Relational (R4) level of capability, in accordance with the 4Rs 

framework, when the physical and virtual systems are in sync and data is bidirectional in the 

available literature that feature DT applications that achieve the highest level of capability. None 

of the articles reviewed achieved this level of complexity and capability. 

5.3.2 Reality Classification (R3) 

A DT is categorized into the Reality (R3) level when it is used to evaluate hypothetical 

scenarios with the goal of incorporating the results of the virtual runs into the actual system in 

order to optimize it. Only 14% of the articles utilized in this study were able to employ the R3 

level of capability. Although they each presented a DT that offers real-time data collection and 

produces optimization results, they are unable to develop solutions on their own and be self-

learning. Regarding the levels of simulation capability, eight of these models achieved level S3, 

and nine achieved level S4. An overview of these papers and the year they were published is shown 

in Table 28 and Table 29. 

5.3.2.1 Reality (R3) and Prescribing (S4) 

The papers in this category achieved the Prescribing level of capability, which means they 

can assess data, predict outcomes, and make recommendations. The nine papers classified as R3S4 

[124–132] are those that are closest to the last level of capability (R4) of the 4R framework, using 

all levels of simulation capability. They developed DT models that collect real-time data and 

generate optimal outcomes. Some propose using different technologies to achieve this. For 

instance, virtual reality (VR) is used by [131] to connect historical and real-time data and analyze 
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various scenarios and IoT is used to control and link processes between the physical and digital 

worlds. Table 28 presents the DT applications classified into the R3S4 levels of capability. 

Table 28 Digital Twin Applications Classified as R3S4. 

Refs. Proposed Idea for the R3S4 papers Year 

[128] Design and development of a DT for a case study of a pharmaceutical company. 2020 

[132] Describe a DT approach that supports rapid reconfiguration of the line for changeovers. 2020 

[124] Propose an improved multi-fidelity simulation-based optimization method with ordinal transformation and 

optimal sampling. 

2020 

[125] Construct a DT of workers in different scenarios to realize the deep fusion of physical trajectory and spatial 

virtual electric field distribution. 

2021 

[130] Introduce the DT technologies to optimize the gas exchange system in terms of performance and 

manufacturing efficiently and precisely. 

2021 

[131] Propose a closed-loop dynamic air cargo loading DT, integrating a cargo load plan optimization simulation, 

multi-dimensional immersive VR system, IoT, and real-time sensors. 

2021 

[129] Propose a novel DT joint optimization approach for warehousing in large-scale automated high-rise 

warehouse product-service system. 

2021 

[127] Propose a direct possibility of testing and debugging advanced logistics algorithms using a DT outside the 

production line. 

2021 

[126] Propose a DT clamping force control approach to improve machining accuracy of thin-walled parts. 2022 

5.3.2.2 Reality (R3) and Predicting (S3) 

The eight articles classified as R3S3 present a DT that  can assess data and predict outcomes 

under alternative scenarios, but they are unable to prescribe solutions. For instance, [133–137] 

presented a DT model that reflects and monitors its physical counterpart, clearly using real-time 

data collection, and dynamically providing optimal results. Although some authors [138–140] 

claim that their DT shows bidirectional data interaction, their case studies are not sufficiently 

detailed to support this assertion. Their DTs can predict behaviors, but they are not always linked 

to their physical system, preventing them from becoming autonomous. Table 29 lists DT 

applications classified into the R3S3 levels of capability. 

Table 29 Digital Twin Applications Classified as R3S3. 

Refs. Proposed Idea for the R3S3 papers Year 

[141] Describe the methodology and application of a DT in a manufacturing plant in China.  2020 

[133] Propose a novel DT-based intelligent cooperation framework to facilitate the implementation of 

algorithms in unmanned aerial vehicle swarm. 

2020 

[142] Provide an overall framework manufacturing and operation and maintenance integration of a complex 

product based on DT. 

2021 

[138] Present a method of cutting parameter optimization on the basis of the construction of the DT of a 

Computer numerical control (CNC) machine tool.  

2021 
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[136] Provide a multi-dimensional DT dedicated to product lifecycle of the constant velocity joint. 2021 

[137] Realize the dynamic scheduling of DT job-shop based on edge computing. 2021 

[139] Propose a framework of DT-based industrial cloud robotics for industrial robotic control. 2021 

[140] Describe the modeling and implementation of an integrated system that consists of a real material 

handling system and its DT. 

2021 

5.3.3 Replication Classification (R2) 

The bulk of the publications (45%) used DT as a virtual replica at the R2 level. These 

studies presented a DT that can connect with real-time data and replicate the same outputs as the 

physical system, but they lack the ability to independently research alternate scenarios and find 

solutions to issues. Thirty of these papers attained level S1, thirteen did so at level S2, nine reached 

level S3, and two attained level S4. An overview of these studies and the year they were published 

is shown in Table 30, Table 31, Table 32, and Table 33. 

5.3.3.1 Replication (R2) and Prescribing (S4) 

Only two publications, classified as R2S4, made full use of simulation capabilities. Using 

their proposed DT, [143] replicate the system, link real-time data, and assign tasks to the actual 

scenario. The physical system is virtualized, inferences are drawn about it, future events are 

predicted, and the best course of action is suggested. Similarly, the simulation model-to-real 

process interface developed by [144] enabled the integration of both, transforming the virtual 

model into a representation of the real system and replicating the same outputs as the real system. 

Table 30 lists the DT applications classified as R2S4. 

Table 30 Digital Twin Applications Classified as R2S4. 

Refs. Proposed Idea for R2S4 papers Year 

[143] Discuss an object-oriented event-driven simulation as a DT of a flexible assembly cell coordinated 

with a robot alongside humans. 

2019 

[144] Analyze the use of the DES as a DT in a non-automated process. 2020 
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5.3.3.2 Replication (R2) and Predicting (S3) 

Both the Predicting (S3) level of simulation capability and the Replication (R3) level of 

DT capability are attained by nine works. Although they developed models that can accurately 

simulate the behavior of the actual system and produce results that are identical to those of the real 

system, make prediction, and consider different scenarios, they did not incorporate any 

optimization techniques to enhance system performance. A system that connects real-time data 

from the physical to the virtual world is the main topic of most articles. Some writers, like 

[145,146], connected historical data from the real process to be automatically entered into the 

virtual system, employing it as real-time data. On the other hand, real-time synchronization 

between the physical and the digital model was established by [147–150]. Several other authors 

provide the technologies used to establish these connections. For instance, [151,152] use a DT 

model that is continuously updated with real-time data gathered from sensors. IoT was used by 

[153] to gather and record real-time data from physical space and their model can imitate behaviors 

and anticipate the system with accuracy. Table 31 provides a list of the DT applications classified 

into R2S3 levels of capability.  

Table 31 Digital Twin Applications Classified as R2S3. 

Refs. Proposed Idea for R2S3 papers Year 

[145] Develop a health monitoring and prognosis of permanent magnet synchronous motor by creating an intelligent 

DT in MATLAB/ Simulink.  

2019 

[146] Propose a method that uses VR to simulate complex tasks with the DT modeling of workers’ cognitive 

reactions to various scenarios.  

2020 

[154] Propose a framework of DT-driven production management system to support a cyber-physical system of 

production workshop. 

2020 

[147] Propose a DT that guides the selection of antenna strips at a base station. 2020 

[148] Demonstrate feasibility of DT implementation under real conditions of a production plant of aluminum 

components. 

2020 

[149] Present a prototype of a DT manufacturing system design platform. 2021 

[151] Introduce a five-dimension DT for a machine in the job-shop and propose a DT-enhanced dynamic scheduling 

methodology. 

2021 

[152] Develop a DT framework for real-time logistics simulation, which can predict potential logistics risks and 

accurate module arrival time.   

2021 

[153] Propose a real-time data-driven energy behavior model of equipment for creating the DT model of energy-

efficient manufacturing system. 

2022 
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5.3.3.3 Replication (R2) and Analyzing (S2) 

Both the Replication (R2) level of DT capability and the Analyzing (S2) level of simulation 

capability are attained by thirteen studies. The models used by these authors can examine the 

system under different parameter settings and provide analysis of the results, but they are unable 

to predict outcomes or make recommendations.  

Some authors [155–157] only demonstrate how they linked real-time data to their DT to 

replicate the system. [158] focuses on how to precisely describe the system in the virtual 

environment by using the data fusion approach. [159] proposes the use of ML and AI in their DT 

methodology indicating they would reach a higher level of the DT capability, but their case study 

only provided connection of real-time data to replicate the system into a virtual space. Other 

authors, such as [160–166], connect PLC and sensors to develop the virtual model but it is 

dependent on the original system to function. Table 32 presents the DT applications classified into 

R2S2 levels of capability. 

Table 32 Digital Twin Applications Classified as R2S2. 

Refs. Proposed Idea for R2S2 papers Year 

[161] Propose the implementation of DT approach as part of a wider cyber-physical system to enable the 

optimization of the planning and commissioning of human-based process. 

2018 

[162] Propose a co-simulation and communication architecture between DT and VR software. 2019 

[159] Develop a DT architecture reference model to enable the context-aware product family design optimization 

process in a cost-effective manner.  

2020 

[155] Present a DT implementation with an inverse method using strain gauges as load sensors. 2020 

[157] Introduce a generic architecture for DT establishment in smart manufacturing. 2020 

[156] Develop a framework for implementing a DT and provide a case study as proof of concept. 2021 

[160] Develop a DT that mimics appearance, structure, behavior, state, kinematics, and dynamics of the physical 

system to support online commissioning. 

2021 

[163] Propose a DT empowered mobile edge computing architecture.  2021 

[167] Propose a DT-enabled VSM approach for Small and Medium Enterprises based on an Efficiency Validate 

Analysis simulation.  

2021 

[158] Present an assembly precision analysis method based on a general part DT model.  2021 

[164] Develop a DT-driven Human-robot collaboration system that measures the motions of a worker and 

simulates the working progress and physical load based on digital human technology.  

2021 

[166] Describe the development of a control system using the DT methodology for a gas system. 2022 
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[165] Illustrate the conception, realization, and validation of an original solution for the DT of a material 

extrusion 3D printer.  

2022 

5.3.3.4 Replication (R2) and Modeling (S1) 

The majority of the studies that fell under the R2 level (30) just executed the first simulation 

capability, S1. Instead of conducting experiments or making optimized predictions, these authors 

just concentrate on creating a virtual model that accurately represents what occurs in a physical 

system. Most of these authors [168–176], develop a DT model architecture that uses real-time data, 

replicating the real system into a virtual world with no experimentation or analysis. Some authors 

[26,177–187] focus on employing sensors to establish a real-time connection between the two. 

Others provide alternative approaches to this connectivity. For instance, [188] integrates the 

simulation program and robotic arms layouts using augmented reality, whereas [189] uses VR to 

synchronize the digital replica with the physical system. Other authors, such as [190–194], focus 

on validating and verifying their DT models. Besides that, some authors [195,196] mention that 

they have bidirectional connectivity between the virtual and physical, but their case study shows 

otherwise. Table 33 provides a summary of these papers. 

Table 33 Digital Twin Applications Classified as R2S1. 

Refs. Proposed Idea for R2S1 papers Year 

[189] Develop a novel DT prototype to analyze the requirements of communication in mobile networks supported 

remote surgery.  

2019 

[174] Present a potential solution, based on the Industrial IoT middleware, that implements a fully dual-way 

synchronization between the real and virtual worlds.  

2019 

[179] Introduce a DT tool to support the lightweight design of assemblies in composite material.  2020 

[178] Present a multi-layer architecture that provides the infrastructure required for a DT within the cyber-physical 

production systems paradigm.  

2020 

[177] Describe the development of a real-time DT of a wound rotor induction machine using a precomputed finite 

element model fed with online measurements. 

2020 

[188] Present a methodology of using augmented reality technique to create a DT of robotic arms. 2020 

[191] Propose a semantic conceptual framework for industrial process modeling in the context of DT. 2021 

[194] Present a machining DT capable of real-time adaptive control of intelligent machining operations.  2021 

[195] Propose a methodology design using model-driven engineering that strives toward being flexible and generic.   2021 
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[175] Use DT of low voltage side of distribution transformers to calculate in real time the waveforms of their 

medium voltage sides.  

2021 

[180] Propose the first DT framework that can implement both real-to-sim and sim-to-real information flow to 

achieve better robustness for deploying robots in challenging environments.  

2021 

[181] Demonstrate a novel proof of concept Industry 4.0 production system which lays the foundations for future 

research in DT technologies, process optimization and manufacturing data analytics.   

2021 

[168] Develop a DT of corridor traffic that leverages real-time data streams to model the current traffic state and 

provide dynamic feedback on traffic and environmental performance measures. 

2021 

[176] Propose a multimedia knowledge-based bridge health monitoring using DT. 2021 

[26] Propose an approach to develop a DT of production systems in order to optimize the planning and 

commissioning process.  

2021 

[182]  Present a pipedream end-to-end simulation engine for real-time modeling and state estimation in 

natural/urban drainage networks. 

2021 

[183] Describe the implementation of a DT emulator of an automated mechatronic modular production system that 

allows for exchanging near real-time information with the physical system. 

2021 

[169] Propose a model-based systems engineering construction method of shop floor DT. 2021 

[192] Demonstrate a novel multisource model-driven DT system for producing a precise and real-time simulation 

of a robotic assembly system. 

2021 

[184] Propose a new DT design concept based on external service for the transportation of the Automatic Guided 

Vehicles.   

2021 

[193] Apply DT in the deformation of the sheet metals based on the novel incremental bending process. 2021 

[170] Propose a DT model that assists in the online /remote programming of a robotic cell by creating a 3D digital 

environment of the real-world.   

2021 

[196] Develop a DT architecture able to optimize productivity in the context of Controlled Environment Agriculture 

applications. 

2021 

[173] Focus on a discrete manufacturing workshop layout optimization based on DT. 2021 

[185] Develop and test a DT prototyping platform for architectural design development that allows users to engage 

simultaneously with the physical and digital worlds. 

2022 

[186] Propose an automatic traffic modelling method to model the real-world traffic and to recreate the modeled 

traffic in the simulated 3D environment.  

2022 

[171] Develop a physics-based DT model to provide valuable information for both transportation and bridge 2022 

[187] Propose the use of existing data standards and web technologies to modeling and development of DT ships. 2022 

[172] Build a three-dimensional representation of a 12-person meeting room and the surrounding area using 

modeling, physics simulation, and rendering capabilities of Unity 3D.  

2022 

[190] Develop a DT system for thermal characteristics. 2022 

5.3.4 Representation Classification (R1) 

Nine of the publications (8%) employed in this study achieved just the R1 level, adopting 

the DT as a virtual representation. These DT models share the trait of digitally representing and 

comprehending the behavior of physical systems. Even though these papers presented a case study 

of a DT that offers real-time data collection, they fall short in terms of analyzing different 

scenarios, producing optimization results, or achieving autonomy. Regarding the levels of 
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simulation capability, all of these articles achieved level S1. An overview of these papers and the 

year they were published is shown in Table 34. 

5.3.4.1 Representation (R1) and Modeling (S1) 

Both the Representation (R1) level of DT capability and the Modeling (S1) level of 

simulation capability are attained by nine studies. The models used by these authors can represent 

the physical system in a virtual world, but they are unable to examine multiple scenarios, provide 

analysis of the results, predict outcomes, or make recommendations. Some authors [197–201], 

concentrate on offering the real-time data connection but don't offer any analysis or experiment 

outcomes. Others [202–205] focus on developing a cloud platform for data collection and storage. 

Table 34 lists the DT applications classified as R1S1. 

Table 34 Digital Twin Applications Classified as R1S1. 

Refs. Proposed Idea for R1S1 papers Year 

[197] Propose an approach for the online diagnostic analysis of power electronic converters utilizing real-time, 

probabilistic digital twinning. 

2020 

[204] Create a DT for an experimental assembly system based on a belt conveyor system. 2020 

[202] Present a mechanism for constructing a unified manufacturing process, and results of an integrated 

multiscale simulation of an injection molding process.  

2021 

[198] Discuss further development of the DT concept as well as potential inferences based on the data collected. 2021 

[205] Propose a modeling approach for building a DT for friction stir welding based on a sensor-based numerical 

simulation.  

2021 

[201] Study the real-time data acquisition method that fuses the acquisition node and the assembly process of a 

spacecraft and establish the virtual-real mapping process around the data space.   

2021 

[200] Describe the concept of a DT creation, which could be used as part of a centralized ground traffic control 

system in the airport. 

2021 

[199] Construct a new intelligent logistics distribution management system based on machine vision and visual 

sensor image processing technology to respond to the shortcomings of the system. 

2021 

[203] Propose a novel DT-enabled collaborative data management framework for metal systems.   2022 

5.3.5 Not a Digital Twin (R0) 

After the Replication category, the R0 group has the second-highest number of articles 

presented. The authors in the R0 group (33%) simply create a simulation model and call that a DT. 

Their models do not offer any real-time data collection or bidirectional data connections. Instead, 
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they use historical data as input, and they vary within the levels of simulation capability. Six of 

these papers attained level S1, thirteen did level S2, nineteen got to level S3, and two reached level 

S4. An overview of these papers and the year they were published is shown in Table 35, Table 36, 

Table 37, and Table 38. 

5.3.5.1 Not a DT (R0) and Prescribing (S4) 

Only two publications, classified as R0S4, demonstrated that their models fully used all 

the simulation capabilities. [206,207] do not synchronize real-time data to their models, which 

makes it purely a simulation. They present a complete simulation model that can analyse 

alternative scenarios, predict outcomes, and prescribe optimization solutions. Table 35 

summarizes these two papers. 

Table 35 Digital Twin Applications Classified as R0S4. 

Refs. Proposed Idea for R0S4 papers Year 

[206] Present a DT framework for assembly systems with compliant parts fusing sensors with deep learning and 

simulations. 

2020 

[207] Demonstrate how performance losses induced by variable times can be recovered using DT.  2020 

5.3.5.2 Not a DT (R0) and Predicting (S3) 

The S3 level of simulation capability is attained by nineteen articles. Although the authors 

in this category describe their model as a DT, the virtual model created has more characteristics of 

a very detailed simulation model of the object with no real-time connection. Some authors [208–

224] attempt to obtain real-time data from the system but then use it as historical data. According 

to [225], the DT must produce predictions using real-time data, what-if analyses, and/or ML, but 

it is unclear whether they accomplished that. Even though [226] provided a DT composed by a 

virtual model using DES, an AI tool to provide accurate input data to the model, and a DT interface 
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using dashboards, they do not appear to use real-time data at all. Table 36 presents a summary of 

these papers. 

Table 36 Digital Twin Applications Classified as R0S3. 

Refs. Proposed Idea for R0S3 Year 

[223] Develop a DT of a mango fruit to simulate its thermal behavior throughout the cold chain, based on the 

environmental temperature conditions. 

2019 

[216] Introduce the DT of a real-world Electric Vehicle by modeling the mobility based on a time series behaviors 

of electric vehicles to evaluate the charging algorithm. 

2019 

[222] Construct a three-layer super-network model to provide quantitative research for data among heterogeneous 

subjects in digital twinning. 

2019 

[208] Propose individualized locator adjustments as a new method to improve the geometrical quality of 

assemblies.  

2019 

[209] Present a methodology to calculate the Remaining Useful Life of machinery equipment by utilizing 

physics-based simulation models and DT concept, in order to enable predictive maintenance for 

manufacturing resources using Prognostics and health management techniques. 

2019 

[217] Present a framework for implementing the DT-driven approach for developing ML models. 2020 

[210] Present the design methodology, mathematical analysis, simulation study, and validation of a DT for fault 

diagnosis in photovoltaic installations. 

2020 

[211] Show that high-fidelity non-destructive inspection data and new developments in numerical modeling can 

be combined to create a DT for mitigation of void formation in composite parts.  

2020 

[212] Propose a DT framework for the health management of reusable spacecraft.  2020 

[213] Implement a non-deterministic DT framework for the health management of fatigue critical structures 2020 

[221] Report distributed fiber optic sensors embedded in Inconel alloy components to validate numerical models 

of additive manufacturing process.  

2020 

[225] Use DT to predict and analyze material removal process. 2020 

[214] Develop higher performance Atkinson cycle gasoline engine and explore its fuel-saving potential on series 

hybrid electric vehicle. 

2021 

[218] Present a pressure-driven sieve tray column model using design correlations for the calculation of pressure 

drop and both the liquid and vapor holdup. 

2021 

[226] Propose a DT to aid in the operational planning of a 

medium-sized Fast Fashion company.  

2021 

[219] Develop a DT to allow a real-time mapping of the patient flow in order to create a sustainable and dynamic 

vaccination center. 

2021 

[215] Propose the use of artificial neural networks in DES models to determine the current distribution of each 

event outcome. 

2021 

[224] Present two approaches for digital twinning in the context of the forecast of power production by 

photovoltaic panels. 

2022 

[220] Apply the DT concept to develop an advanced simulation technology based on the technical definition of 

operation and procedures. 

2022 

5.3.5.3 Not a DT (R0) and Analyzing (S2) 

Thirteen papers reached the S2 level of simulation capability. Even though these authors 

[227–234] simulate, experiment with different parameters, and evaluate performance, they make 

no mention of gathering real-time data and connecting it to the virtual environment. Some studies 

[235,236] created a platform for simulation-optimization and conducted several experiments, 

employing sensors to gather data, but there is no direct connection to the virtual space. Other 
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authors [237,238], use DES and call it a DT. They collect real-time data but do not automatically 

connect it to the simulation software. [239] use Monte Carlo simulation and DES to create 

scenarios and implement the results later in the real system. Table 37 presents a summary of  these 

articles. 

Table 37 Digital Twin Applications Classified as R0S2. 

Refs. Proposed Idea for R0S2 papers Year 

[227] Present a data-driven DT system for automatic process applications by integrating virtual modeling, 

monitoring, diagnosis, and optimized control into a cooperative architecture. 

2019 

[228] Use DT for multiscale simulation of a single carbon fiber filament with controlled 

boundary conditions to study the effect of the input graphitic crystal microstructure and 

dislocations between microstructures. 

2020 

[229] Present a methodology to produce a multi-fidelity DT model for a wind turbine blade. 2020 

[233] Present a patient-specific finite element model approach, focusing on tibial plateau fractures, to enhance 

biomechanical knowledge to optimize surgical trauma procedures and improve decision-making in 

postoperative management.  

2021 

[235] Develop a simulation-optimization platform on the performance and emissions of engine to optimize the 

fuel consumption and emissions. 

2021 

[230] Develop a DT containing multiple dimensions for the autoclave to analyze the characteristics of 

autoclave under different conditions. 

2021 

[234] Build a 5-dimensional DT and present a DT-based optimization strategy that considers machining 

efficiency and aerodynamic performance. 

2021 

[236] Present an intelligent fault diagnosis framework for machinery based on DT and deep transfer learning.  2021 

[239] Employ a DT to optimize time-based maintenance policy in the mining industry.  2021 

[237] Address blending control strategies prior to bitumen extraction and provide a pathway to incorporate 

geological variation into decision-making processes throughout the value chain. 

2021 

[238] Propose a co-simulation approach for engineering DTs that are used to train Bayesian Networks for fault 

diagnostics at equipment and factory levels. 

2022 

[231] Develop a simulation model and propose a method for evaluating the introduction of automation in a 

pharmaceutical laboratory.  

2022 

[232] Develop an integral modeling approach for manufacturing processes in order to assess their status and 

performance. 

2022 

5.3.5.4 Not a DT (R0) and Modeling (S1) 

Six papers' simulation capability is limited to the S1 level. Some works [240–243], develop 

a digital representation of the physical system but do not provide any type of real-time 

synchronization between the virtual and physical spaces. For instance, [244] describe a simulation 

model of a griding process using Markov chains. [245]  mention that their model has a direct data 

connection from the physical to the virtual, but they are not clear presenting how that information 

flows. Table 38 presents a summary of these papers. 
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Table 38 Digital Twin Applications Classified as R0S1. 

Refs. Proposed Idea for R0S1 papers Year 

[244] Address the construction of DT using hidden Markov models for the industry 4.0. 2019 

[245] Present a new approach to develop DT of a helicopter dynamic system. 2019 

[243] Present the results of parametric numerical modeling of a DT of a stir welding process tool. 2020 

[240] Present a DT of a vertical transportation system, focusing on modeling and using it to evaluate the system 

condition and corrective solutions. 

2020 

[241] Present a hybrid modelling method to monitor performance of control stage systems. 2020 

[242] Present the formulation of a DT by the enhancement of an optical model. 2021 

5.4 DT Terminology and Supportive Technologies 

Although the notion of DT is defined in several scholarly publications, the bigger goal of 

having a universal definition of DT has not yet been met. Instead, the current trend simply expands 

in scope by adding  more definitions, leading to confusion in the field that encourages the usage 

of alternative technologies under the DT term. Although each new concept is logically justified, 

none of them has been shown to be more suitable than others and most researchers have failed to 

make a distinction between DT and simulation models. Numerous concepts are proposed without 

certain crucial components, which contributes to the definition's ambiguity and prolongs the quest 

for a comprehensive and agreed-upon definition. To find some association between the definition 

of DT used by each author and the level of capability of their application of DT, the source of the 

definition of DT used in each of the academic papers within this work was compiled. Some authors 

offer a list of numerous definitions, while others only offer one, and yet others offer none at all. 

To clarify, the DT definition gathered was the definition that was first mentioned in each work.  

The top four sources of DT definitions utilized in the papers within the corpus of 120 

pertinent publications are displayed in Figure 26. As can be observed, DT was not defined in 32 

papers (26%). The majority of the publications used definitions from Grieves et al. [5,83,246] 

(17%), Tao et al. [6,77,87,247](10%), and Glaessgen et al.[248] (6%). The other 41% of the 

publications displayed inconsistent use of a singular definition (1-3 times per manuscript).  
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Figure 26 Top Four Sources of DT Definitions. 

Numerous terms were found for how a DT is referred to in the literature. Sixty-nine percent 

papers referred to it as "Digital Twin,” whereas 31% of the remaining scholarly articles referred 

to DT under a different designation summarized in Table 39. 

Table 39 Summary of Other Denominations to DT. 

Other Digital Twin Denominations 

Digital Twin Assisted 

Digital Twin Based 

Digital Twin Driven 

Digital Twin Enabled 

Digital Twin Emulator 

Digital Twin Job Shop Based 

Digital twin Simulation 

Digital Twinning 

Data Driven Digital Twin 

Interactive Digital Twin 

Intelligent Digital Twin 

Real Time Digital Twin 

Simulation Digital Twin 

Simulation Based Digital Twin  
Virtual Reality Based Digital Twin 

 

Furthermore, the industry sectors in which the DT applications considered in the SLR were 

applied is considered. Figure 27 illustrates the categorization of these papers according to the 

industry in which they are used. The manufacturing industry has the most studies, followed by 

energy and automotive. 
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Figure 27 Industry Sectors. 

For DT applications, numerous technologies—such as big data, IoT, edge computing, 

etc.—are integrated rather than used as standalone solutions. To better understand the usage of 

these technologies in the creation of DT, the top nine software programs that academic papers most 

frequently mentioned when discussing the creation of DTs is provided in Figure 28. Overall, the 

most popular software and user interfaces for DT applications include CAD (Computer-Aided 

Design), MATLAB, and Tecnomatix. While most publications mentioned a particular simulation 

software by name, they usually failed to mention the specific CAD software they employed; thus, 

we are grouping all the mentions of CAD into a single category. It is important to note that 33% 

of the publications reviewed in this study made no indication of the software that was employed. 

Additionally, forty-five other software packages were referenced in the articles reviewed herein, 

but none of them were mentioned more than once or twice. 
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Figure 28 Top Nine Supportive Technologies for Digital Twin. 

5.5 Observations and Recommendations 

Two main barriers were identified that limit a DT application from reaching a higher level 

of capability. First, this research has shown that there is still a disconnect between the DT 

application and concept, as people continue to claim that  some traditional simulation models are 

DTs. Second, those that build a DT consistent with the most popular definitions only make use of 

a portion of its capabilities. In this section, these issues are presented, and recommendations are 

provided for how to address them. 

Some of the DT applications found in our analysis have been reporting their models as DTs 

even though they are essentially simulation models. Even though some authors claim to use real-

time data connections, in their case studies or application examples, they actually use historical 

data. This illustrates the challenges related to implementing real-time data transfer.  This study's 

findings reveal that there is still a disconnect between the theory and practice of DT and future 

work requires effort in filling this gap. This gap will be reduced if there is an agreement on a single 

DT definition, even though several academics have already identified key DT components and 

attributes. Calling a simulation model with no real-time synchronization between the physical and 

virtual environment a DT might be accurate according to some definitions and incorrect according 
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to others. It is crucial for a technology to have a unified definition so that it can be distinguished 

from other technologies, and this has not been the case for DT. 

The existing publishing culture concerning information data sharing also plays a role in 

this discrepancy between theory and practice of DT. Many DT-related papers are vague about 

implementation details and do not offer details that could be used as a guide by other 

researchers. As a result of the lack of sufficient detail in the models presented in papers, the 

existing work cannot be replicated or improved upon by other researchers, which may cause 

redundant research and it limits the topic from being widely used. It is challenging to track the 

implementation process and determine how successful the current DT implementations are without 

the authors providing in-depth information about the implementation details. While such details 

may be outside the scope of traditional academic publications, they could be included as online 

supplements.  Changing the publishing culture to encourage more sharing of implementation 

details is necessary to form a systematic architecture of DT research. 

Industrial applications of DT face a hurdle in collecting high-quality data despite it being 

a requirement, as gathering this data may depend on a variety of factors including the availability 

of resources to store high-dimensional data and processing capabilities to handle it. This becomes 

even more challenging to do if it has to happen in real time. Although the current literature may 

achieve real-time connectivity between physical and virtual spaces, there are few works that 

implement information flows across the DT's entire lifecycle. Most of the researchers have been 

attempting to provide methods of tying these real-time data to a DT; however, their work only 

reaches as far as the R3 level. There hasn't been a research paper where a DT achieved all the 4 

levels of capability. Therefore, research on self-evolution and autonomy of the DT is needed. This 

would enable DT to learn and adapt in real-time. 
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The SLR reveals that most organizations are not prepared to implement DTs. Furthermore, 

DT’s complexity varies based on the application sector, current technologies available, and the 

business objective. Sometimes, the DT can be straightforward and practical, with well-defined 

parameters and expectations. Other times, it will be an integrated and complicated model requiring 

more research, specialist knowledge, funding, cost analysis, and upkeep. Adding the complexity 

of a DT unnecessarily, where a traditional simulation is perfectly capable might be an inherent 

risk, which can cause issues related to cost, security, and privacy. Inevitably, the creation and 

continuing maintenance costs for DTs at various levels of complexity will vary, making business 

cases and return on investment analyses more difficult. Each technology requires investments, 

therefore choosing the right one to utilize is critical for maximizing its efficiency.  

Many of the papers reviewed suggest that industry already employs a wide range of 

software for routine activities and combining the current software with the DTs software is a 

challenging task. The data formats and the software tools used by various organizations are often 

different and these programs frequently do not work together, which causes delays in the adoption 

of DT. In addition, businesses are hesitant to allow a complete disclosure of data because there is 

no established protocol. Since a leak of real-time data can be extremely dangerous for a business, 

a binding legal regulation should be developed across businesses with specified standards for data 

sharing to have a successful DT operation. Also, platforms that integrate diverse data sources 

should be researched and blockchain technology should be explored to build DTs to safeguard 

intellectual property. This allows data to be shared among several parties while still being 

connected, accessible, and un-editable. Therefore, research on a high-fidelity connection between 

IoT devices is needed for accurate and timely flow of information. 
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Another issue that was mentioned frequently in papers studied in this SLR is that as 

organizations add smarter assets and address more complicated DTs in operations, specific 

software skills will need to be added to the operations teams. When a project has a short lifespan, 

a DT can be costly and might not be an investment that businesses are ready to undertake. Similar 

to other technologies, DT also requires constant updates to reflect advancements in the fields of 

the technologies that it employs, such as IoT and ML. These technologies provide a DT with the 

capability of updating itself with the incoming real-time data. Because DT depends on rapidly 

evolving technologies, this investment in DT needs to be ongoing, which results in higher long-

term costs. To prevent needless model complexity and lengthy runtime, it makes sense to model 

according to the appropriate granularity. Detailed research on this topic is necessary to aid the 

implementation of the Autonomy property of the DT.  

Several authors agree that there are numerous challenges that result from the absence of 

ML in DT applications currently in use. First, ML optimization problems can be highly 

complicated, potentially with a number of additional sub problems. Combining these sub problems 

into one and selecting the right tool to optimize the overall process is a challenge that requires 

knowledge of both the domain and ML. Second, deep learning implementations within a DT 

requires computational resources, expertise, and research. Third, a high degree of data quality must 

be present for the usage of ML to be successful. Data must be accurate to be reliable and useful. 

Therefore, future research on integrating optimization features for the subcomponents of the DT 

is needed.  

The businesses looking to apply DT should measure the potential business value, 

limitations, policy, and use. The proposed ways to facilitate the widespread adoption of a fully 

capable DT are: (1) clearly understand the benefits of implementing a DT before investing in it, 
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(2) assess if the business is ready to implement IoT technologies that will leverage DTs, (3) 

examine whether their goals may be achieved using less complex technology, including 

simulation, (4) develop metrics and indicators to track the development of DT before actually 

implementing it, and (5) create legal-binding regulations to have an effective DT operation across 

industries. 

5.6 Chapter Summary 

This research investigated the connection between simulation and DT, using classification 

to delineate the differences and similarities in capabilities between them. It also included a 

discussion of a future agenda for researchers and practitioners. This research assists in clarifying 

the application of DT by presenting three main contributions:  

• A systematic literature review investigated whether the current literature is representative 

of truly applying DT or if it is using simulation in place of DT. 

• The 4S framework and the 4R framework were used to classify the DT applications 

according to their capabilities. 

• There is still a disconnect between the DT concepts and applications, as people continue to 

construct DTs that are basically simulation models. Those that correctly build a DT only 

make use of a portion of its capabilities and none of them reached its full capability. 

Even though simulation models often use the same type of sensor information as a DT, this 

information is generated and manipulated as part of the simulation. In other words, a simulation 

model may replicate in a virtual environment what could happen in the physical environment, but 

not what is currently happening. Our intention with the classification approach presented in this 
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research was to contribute toward creating a consensus about when a simulation model is a DT 

and when it is not. The contribution from this chapter and Chapter 4 will be used to provide a way 

to bridge the gap between simulation and DT, which is presented here.  
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Chapter 6 

Contribution 3 Bridging the Gap between Discrete Event Simulation and Digital Twin 

6.1 Introduction 

Modern industrial processes are undergoing a transformation regarding how they are 

planned and conducted, due to data-driven decision support tools like simulation, advanced data 

analytics, and AI [6]. The concept of DTs can be viewed as a logical progression from conventional 

simulation modeling when combined with improved data accessibility and connectivity [249]. 

Both simulation models and DTs have the capability of facilitating the understanding, monitoring, 

and experimentation on complex physical systems [13,37]. A further capability that DTs present 

is that they can employ the knowledge obtained from simulations to provide feedback to the 

physical systems, which can be used to optimize some end-user provided parameters [249]. While 

a DES model can be an excellent tool for accurately simulating reality in a manufacturing system 

[9], a DT integrates methods and algorithms from big data analytics and AI, that can faithfully 

represent what is happening in real-time and provide quick insights on the system that is being 

modeled [250].  

From the technological standpoint, it might be reasonable to consider creative 

combinations of the current data-driven techniques for using DES. Particularly, approaches from 

data analytics that aggregate, select, and analyze pre-simulation data may result in successful 

implementations of DT in the manufacturing practice [251]. Most of the manufacturing 

applications of simulation in the literature are DES models and DTs of manufacturing systems are 

expected to continue to use DES models [60,61,250]. 
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This chapter aims to contribute to the field of simulation and modeling by demonstrating 

the potential for bridging the gap between DES and DT and exploring the extent to which this can 

be achieved using the available software tools. To achieve these goals, this work will present a 

case study that documents the process of transforming a fully capable DES (according to the 4S 

framework) into a DT (according to the 4R framework). Through a case study, this research 

identifies the key steps involved in this transformation, documents the challenges encountered, 

and presents recommendations for future studies in this area. By providing a real-world example 

of how DES can be transformed into a DT, this research aims to contribute to the advancement of 

simulation and modeling and offer insights into this process and its outcomes.  

Note that the approach in this chapter is not to develop a general methodology based on 

theory and then apply it to the case study. On the contrary, this work follows an inductive approach, 

whereby the case study is performed first, the process is documented and analyzed, and finally a 

general framework is inferred and constructed based on the experiences and lessons from the case 

study. 

This chapter is structured as follows: In section 6.2, a methodological approach to this 

research is presented. Section 6.3 presents a case study of a fully capable DES model. In section 

6.4, the empirical process of transforming a DES to a DT is presented. Section 6.5 presents 

considerations and drawbacks regarding the transformation process. Section 6.6 contains a 

generalized approach for this transformation. Finally, section 6.7 contains a summary of the 

contributions of this chapter. 
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6.2 Methodology 

The methodology employed in this research aims to overcome the limitations of current 

simulation technology and enable the realization of comprehensive and close-to-reality DTs. The 

main objective is to provide a comprehensive case study that documents the entire journey of 

transforming a fully capable DES into a DT  and to draw lessons from this experience. To realize 

this objective, the research will first create a fully capable DES that adheres to the levels of 

capability outlined in the 4S framework (section 4.2). Subsequently, the principles of the 4R 

framework will be applied to this DES model to achieve as much capability of a DT as possible, 

documenting and analyzing the steps taken during this transformation. The findings will 

encompass the lessons learned and the identified limitations. These insights will then be 

synthesized into a framework that outlines the progression from the 4S framework to the 4R 

framework.  

Through the implementation of this case study, the research aims to provide a practical 

demonstration of bridging the gap between DES and DT, while also drawing insight to develop a 

generalized approach that can be applied to other cases. This research focuses on experimentally 

achieving as much capability of a DT as possible; however, due to technological and bureaucratic 

constraints, only the Representation (R1) level and partially the Replication (R2) level are 

achieved. These levels encompass the process of capturing and representing the essential 

characteristics of the physical system, as well as the replication of its behavior in the digital 

environment. It should be noted that the levels of Reality (R3) and Relational (R4) will be 

addressed in future studies.  
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6.3 DES: Pallet Elevator in an Automotive Engine Manufacturing Plant 

In this section, a fully capable DES that adheres to the levels of capability outlined in the 

4S framework is presented. This DES model will serve as a foundation for the subsequent 

transformation into a DT. The case study presented in this chapter is conducted within a different 

section of the same automotive engine manufacturing plant that was studied in Chapter 4. The 

purpose of this chapter is to describe the details of that DES, including its purpose, scope, and key 

components.  

The automotive engine block manufacturing plant is divided into three sections: die-

casting, machining, and engine assembly. Within the engine assembly section, there are four 

distinct lines: piston line, head line, block line, and main line. The focus of this study is specifically 

on the pallet elevator area, which serves as the connection between the head line and the main line. 

The engine assembly section was chosen for this study due to its elevated level of automation, 

sensors, and the presence of a real-time data connection. This advantageous combination enables 

the effective utilization of the data connection to construct a DT through simulation. The pallet 

elevator area is equipped with sensors and controlled using Programmable Logic Controllers 

(PLCs), allowing for the monitoring and analysis of the decision-making processes. This aspect is 

highly valuable for the translation of these processes into a DT, especially when compared to the 

block machining area (considered in the DES presented in Chapter 4), which lacks IoT 

functionality. 

6.3.1 Modeling (S1) 

A conceptual model of the pallet elevator area is depicted in Figure 29. The pallet flow 

within this system operates as follows: when the head line reaches its end, a full pallet containing 
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two engine heads is transported to the pallet elevator. The pallet elevator then carries the pallet to 

an overhead conveyor, called the “Head Buffer.” This conveyor will take the pallet to the “Head 

Install” machine, where the engine heads are removed from the pallet and delivered to the Main 

Line. At this point, the pallet is empty and needs to return to the pallet elevator using the “Head 

Return” conveyor. Each pallet is then transported down, using the elevator, to the next machine in 

line, labeled “Head Load B,” where engine heads are loaded back onto the pallet. The full pallet 

continues its journey through a conveyor, passing through various machines within the head line 

until it reaches the pallet elevator once again. This conveyor system forms a closed loop. It is 

important to note that there is only one pallet elevator responsible for the task of moving pallets 

up or down, one at a time. (Certain technical details of this elevator area are being omitted to 

preserve confidentiality and safeguard the interests of the industry partner.) 

The specific area of interest for developing a DES and transforming it into a DT is visually 

marked in a black square in Figure 29. This area begins when a pallet is delivered to the elevator 

from the head line, continues as the pallet goes through the Head Install machine, and concludes 

when a pallet departs from the Head Load B machine.  
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Figure 29 Pallet Elevator Conceptual Model. 

 

The operational schedule of this system follows a two-shift system with a 30-minute lunch 

break and a 10-minute break within each shift. Additionally, there is a time interval of one hour 

and thirty minutes between the completion of one shift and the start of the next. It should be noted, 

however, that the breaks do not apply to the elevator and the Head Load B machine due to 

automated operation of the equipment. Also, historical data was collected to be fitted into 

probability distributions for each machine, such as downtime, processing time, and reliability 

logic. Note that all the assumptions listed here can be lifted if live data is available, as that data 

would capture these situations. 

The elevator system in the engine assembly area has the capability to travel with or without 

a pallet. The managers of this area are interested in exploring whether there is a more efficient 

logic for the elevator that could reduce the occurrence of “travel without a pallet” instances or 

provide overall benefits to the assembly line. The current logic for the elevator has been in place 
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for a significant period of time without any modifications, prompting the managers to question 

whether there might be an improved approach worth considering. 

This pallet elevator is controlled by a PLC logic and the decision-making process is based 

on pallet presence sensors in the four corners of the elevator. The logic allows the elevator to assess 

the situation and make appropriate decisions for pallet movement, ensuring efficient operation 

within the assembly line. The elevator logic has been decoded into the following decisions points: 

• When a pallet arrives at the elevator, whether it is a full pallet from the head line  

or an empty pallet from the overhead “Head Return” conveyor, the elevator 

determines its current position (up or down). 

• It checks the presence of a pallet in the required corner’s destination to make the 

decision. This step is crucial as the elevator will only transport a pallet to its 

destination if there is sufficient space available at the destination to accommodate 

a pallet. 

• The possible decisions at this point are: (1) Do not release the pallet into the 

elevator, and the elevator remains in its current position. (2)  Release the pallet into 

the elevator and raise or lower it accordingly. (3) Raise or lower the elevator 

without a pallet.  

Once the system’s current state was understood, it became possible to portray the elements 

of the conceptual model in a virtual environment. To ensure consistency, the decision was made 

to continue utilizing Simio as the simulation software for creating the virtual model, as it had been 

employed in the previous case study demonstration. The current state of the pallet elevator area 

was conceptually defined as the “Baseline Model” (BL). A snapshot of the simulation model 

created using Simio is displayed in Figure 30.  This system consists of three sources, three servers, 
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one vehicle, and one sink. Source1 supplies the arrival rate of pallets into the system, while 

Source2 and Source3 add pallets to the "Head Buffer" and “Head Return” conveyor, respectively, 

at the beginning of the run. The purpose of having Source2 and Source3 provide pallets at the start 

of the run is to depict the system's usual starting condition at the beginning of the day. Two of the 

servers represent the machines Head Install and Head Load B, while an additional server named 

Server1 is included solely to enable the incorporation of a work schedule for Source1. This is 

necessary because the Simio software used in the system does not directly support assigning work 

schedules to sources. To simulate the functioning and movement of pallets vertically, both upwards 

and downwards, a vehicle is employed as a representation of the elevator. The decision to use a 

vehicle is motivated by its flexibility in manipulating operational logic and transporting pallets. 

Also, multiple conveyors are employed to establish connections between the source, servers, and 

sink within this system. 

 

Figure 30 Snapshot of the DES model of the Pallet Elevator Area. 

6.3.2 Analyzing (S2) 

In the second level of the 4S framework, Analyzing, an input analysis is performed and the 

historical data that was collected in the previous phase is connected to the computer model. The 

model is then verified and validated, and analysis of the system in its current state is performed.  
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6.3.2.1 Input Analysis 

In this case study, historical data was gathered and incorporated into the model elements 

to determine the arrival rate of pallets and reliability logic for Head Install and Head Load B 

machines. Other data utilized in the simulation model included the conveyor’s speed and length, 

as well as the processing times of the machines. 

To determine the input arrival rate for the simulation model, information was gathered 

throughout a day, encompassing two working shifts. This collected data comprises timestamps 

indicating when a pallet is prepared for loading onto the elevator. These timestamps are employed 

as an arrival data table for the simulation model, to reflect the genuine quantity of pallets entering 

the system throughout the day. This decision to utilize the timestamps as the arrival table, rather 

than employing random distributions, aims to ensure a realistic depiction of pallet arrivals in the 

system. The simulation run is initiated on the date of 05/31/2023, starting at 6:06:48 am and 

concluding at 11:59:59 pm (Figure 31). The decision to gather data that corresponds one day 

instead of collecting data for a month, for instance, is rooted in the objective of understanding the  

system’s transient behavior during a typical day rather than exploring potential long-term 

behaviors. Furthermore, the need for a warm-up period is eliminated due to a consistent initial 

condition that remains the same at the start of each shift.  This initial condition entails a full head 

buffer conveyor and an empty head return conveyor. This is achieved because the elevator remains 

operational until all the pallets in the system have been moved. Consequently, the elevator 

continues functioning even after a shift ends, ensuring that the head return buffer is completely 

emptied. As a result, the start of the next day's shift always begins with a full head buffer conveyor 

and an empty head return conveyor. This reset that the system experiences each day led to the 
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decision to run many replications of a single day, rather than run many days in a row in each 

replication, as each day is fairly independent of the ones before or after it.  

 

Figure 31 Run Setup for the Simulation Model. 

To evaluate the reliability of the Head Install and Head Load B servers, data regarding 

downtime for these machines was collected for the same one-day period. This data was analyzed 

using @Risk, an add-in tool for excel, to identify the most appropriate distribution that effectively 

represents the collected data for the time between failures and the time required for repairs [252]. 

The time between failures represents the duration during which the machines remain operational 

without experiencing any failures or breakdowns. The time to repair indicates the amount of time 

needed to fix a machine after it has encountered a failure or breakdown. Table 40 exhibits the 

distributions employed for the input analysis of this model, including the arrival time rate, time 

between failures, and time to repair.  

Table 40 Input Analysis Data Used in the Simulation Model. 

Process Data Input in DES 

Source Arrival Rate Arrival Table with Timestamps 

Head Install 
Uptime between failures Random.LogLogistic(9.7235,38.828) seconds 

Time to repair Random.LogLogistic(1.2700 ,4.1066) seconds 

Head Load B 
Uptime between failures Random.Exponential(153.14) seconds 

Time to repair Random.Lognormal(1.1147,0.4187) seconds 

 

A comprehensive evaluation, encompassing both quantitative and qualitative aspects, was 

conducted using @Risk to determine the most suitable distribution for each machine based on the 

provided input data. The distributions were ranked using the AIC score, and a visual comparison 
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was made between the probability density function of the fitted distribution and the input data. For 

each fitted distribution, essential statistics such as mean, standard deviation, mode, etc., were 

calculated and reported. These statistics can be easily compared to the corresponding statistics of 

the input data. Figure 32 presents the top four distributions that best fit the time to repair of the 

Head Install machine. Although the AIC classification suggests that the Pearson5 distribution is 

the best fit, it is not available in Simio. Consequently, the LogLogistic distribution was chosen as 

the representative distribution for this data. 

Similarly, the process was repeated to identify the best fit for the uptime between failures 

of the Head Install Machine. Figure 33 illustrates the top four distributions that demonstrated the 

closest fit to the data. Among them, the LogLogistic distribution emerged as the best-fitting 

distribution for this particular case.  

 

Figure 32 Fitting Distribution to Head Install’s Time to Repair. 
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Figure 33  Fitting Distribution to Head Install's Uptime Between Failures. 

A similar procedure was employed to determine the most suitable distributions for the Head 

Load B machine. Unlike the Head Install machine, downtimes for this machine occur less 

frequently. It was found that the exponential distribution provides the best fit for the uptime 

between failures, while the Lognormal distribution is the most appropriate for modeling the 

duration. In the next section, these fitted distributions for both machines will be validated to ensure 

that they accurately represent the system. 

Additionally, other complementary data, such as processing times and conveyor 

information, were collected and are presented in Table 41. These physical data were acquired in 

collaboration with the engineers who are actively involved in the operational environment. They 

had access to the relevant sources and systems, such as the CAD files of the conveyors, which 

facilitated the collection of the necessary data. 

Table 41 Physical Data Used in the Simulation Model. 

Physical Data Input in DES 

Head Install Processing time 28.1 seconds 

Head Load B Processing time 21.7 seconds 

Conveyor 

Speed 21 meters per minute 

Length Several conveyors with different lengths 

Capacity Several capacities 

Elevator Cycle time 13 seconds 
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The automotive industry partner does not collect time stamps for processing times; instead, 

they initially provided a constant value, which is supposed to represent the actual cycle time. 

However, when using these constant values, the validation of the model was not successful. In 

consultation with the engineers in the area, we concluded that the issue was that the cycle times 

are not really constant. As a result, it was decided to introduce variability in the processing times 

for both the Head Install and Head Load B machines. The engineers from the area agreed to use 

the triangular distribution for modeling the processing times of the Head Install and Head Load B 

machines. The triangular distribution is a suitable choice when there is limited knowledge about 

the exact distribution shape, but some information about the minimum, maximum, and most likely 

values is available. In this case, even though quantitative data was unavailable, the engineers were 

able to provide their best estimates for the minimum, maximum and the mode of the cycle times. 

For the Head Install machine, the triangular distribution (28, 31, 35) was chosen. This means that 

the minimum processing time is 28, the maximum processing time is 35, and the most likely or 

mode value is 31. Similarly, for the Head Load B machine, the triangular distribution (21.7, 23, 

30) was selected. The validation of the model was successful with this approach. 

6.3.2.2 Verification and Validation of the DES 

Verification was conducted as an ongoing process as the simulation model was developed. 

The company operates its production during weekdays only, resulting in a total of five production 

days per week. As the company doesn't run 24 hours, 7 days per week, work schedules were 

implemented for each server, which determine when they can run. These work schedules consist 

of two shifts lasting eight hours each, with designated break times, as shown in Table 42.  
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Table 42 Work Schedules for Each Shift. 

1st Shift Type 2nd Shift 

6:00 am Start 4:00 pm 

8:30  –  8:40 am 10 min break 6:30 – 6:40 pm 

10:30 – 11:00 am 30 min lunch break 8:30 – 9:00 pm 

1:00  –1:10 pm 10 min break 11:00 – 11:10 pm 

2:30 pm End 12:30 am 

 

As mentioned earlier, there are two machines in this system: Head Install and Head Load 

B. Since Head Load B is automated, it does not take breaks in the shifts schedule. Therefore, two 

different types of work schedules were implemented, as shown in Figure 34. Both Head Load B 

machine and the elevator follow the JustShifts schedule, whereas the Head Install machine and the 

server follow the Shift_Breaks schedule. 

 

Figure 34 Types of Work Schedules in the Simulation Model. 

During non-production periods, the servers are switched to an off-shift mode and stop 

running. When servers are in an off-shift mode, they appear white in color (Figure 35). This visual 

cue serves as a clear indicator that the servers are not currently operational and are following the 

designated off-shift schedule. By employing this off-shift mode and the corresponding white color 

appearance, the work schedules were verified and confirmed that they are accurately implemented, 

allowing for convenient identification of the servers' operational state at any given time.  

 

Figure 35 Off-shift Mode Verification. 
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To monitor and track various metrics within the simulation, status labels were 

implemented. These labels were designed to provide information on the number of pallets present 

in the conveyors surrounding the elevator, as well as the capacity of these conveyors. Figure 36 

illustrates the presence of these three status labels in the simulation. At the beginning of the 

simulation run, the system accurately generated the appropriate entities. This ensured that the 

simulation closely replicated the real-world scenario. 

 

Figure 36 Verification Using Status-labels. 

Throughout the construction of the simulation, the utilization of Trace Windows and Watch 

Windows was frequent, serving to enhance the intricacy of the model. These tools are valuable for 

verification and debugging of the simulation model within Simio. The Trace Window presents a 

visual depiction of the sequential logic carried out by objects and tokens within the model, which 

allows for monitoring the flow of operations and detecting possible problems or mistakes [39]. On 

the other hand, the Watch Window offers instantaneous information by presenting the present 

values of states, properties, functions, and elements during an interactive run [39]. 

Similarly to the case study discussed in section 4.3, a quantitative process to determine the 

appropriate number of replications was performed. Table 43 presents the half-width results 
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obtained by running 10, 30, and 50 replications. The findings clearly demonstrate that the 

improvements achieved by using more than 30 replications are relatively insignificant compared 

to the gains observed before reaching 30 replications. Consequently, 30 replications was selected 

for this particular case study. This number represents a midpoint between 10 and 50 replications, 

and the area managers have agreed that the results obtained from these 30 replications are sufficient 

to represent the system accurately.  

Table 43 Number of Replications Experiment. 

Head Install 

Failures 

10 Replications 

Simulation Data ± 

Half-Width 

 

30 Replications 

Simulation Data ± 

Half-Width 

50 Replications 

Simulation Data ± 

Half-Width 

Average (sec) 13.50 ± 1.33  14.02 ± 1.12 14.04 ± 1.06 

Occurrences 962.1 ± 17.00  950.9 ± 16.15 950.4 ± 15.77 

Total Time (sec) 12957 ± 1095.9  13221 ± 798.49 13111 ± 681.24 

Total Time (%) 20.12% ± 1.70  20.53% ± 1.24 20.36% ± 1.05 

 

To validate the fitted distributions for the Head Install machine, the simulation results from 

the 30 replications column were compared to the real data (Table 44). The average duration of 

failures obtained from the simulation showed only a 9% difference when compared to the real 

data, with a 2% relative error when assessing the occurrences of failures. The total time of failure 

and the corresponding percentage demonstrated a 6% relative error. The managers responsible for 

this area agreed that these differences were sufficiently representative of the system. 

Table 44 Head Install Validation. 

Head Install Failures Real Data  
30 Replications 

Simulation Data ± Half-Width 
Relative Error 

Average (sec) 15.40  14.02 ± 1.12 9% 

Occurrences 932  950.9 ± 16.15 2% 

Total Time (sec) 14208  13221 ± 798.49 6% 

Total Time (%) 22%  20.53% ± 1.24 6% 
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The elevator cycle time was subjected to validation as well. Table 45 presents the results 

obtained from comparing the real data with the simulation data (Figure 37). According to the 

information provided, the duration of the elevator ride, whether going up or down, is 4.9 seconds. 

However, the complete cycle time, which includes the times for pallet load and unload, totals 13 

seconds. Upon reviewing these results, the managers responsible for the area confirmed that they 

are representative of the actual elevator performance. 

Table 45 Elevator Time Validation. 

Elevator Real Data Simulation Relative Error 

Elevator Ride Up or Down (sec) 4.9 5 2% 

Elevator Cycle Time (sec) 13 13 0% 

 

A portion of the Gantt chart, shown in Figure 37, serves as evidence to confirm the proper 

functioning of the elevator. Specifically, it illustrates the movement of a particular pallet, 

encompassing both the loading and unloading durations, which amounts to 13 seconds. However, 

the total transportation time is recorded as 19 seconds, as it includes an additional 5 seconds during 

which the elevator was in motion, solely to retrieve the pallet. 

 

 
 

Figure 37 Simulation Results of the Elevator Times. 
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 To complete the model validation process, the starved time for the Head Install machine 

was recorded and compared to the actual data reflecting a typical day of production. The results of 

this comparison are presented in Table 46, indicating a relative error of only 3.1% between the 

simulation data and the real data. The real value falls within the confidence interval, suggesting 

that the simulated starved time for this machine is representative enough to accurately capture its 

behavior, according to the assessment of the managers of this area. 

Table 46 Head Install Starved Time. 

Head Install Starved time Real Data Simulation Data ± Half-Width Relative Error 

Total Time (sec) 2096 2160 ± 315.8 3.1% 

6.3.2.3 Current State Analysis 

After collecting the data and verifying and validating the model, the metrics used to analyze 

the system in further phases are determined. In this case study, the model tracks the following 

measures of performance: 

a. Head Install starved time: This is the primary measure of performance of this study. 

The objective is to investigate if modifying the elevator's operational logic could 

minimize the time during which Head Install experiences starvation, which refers to 

the period during which a machine is unable to operate due to a lack of necessary inputs 

or resources. As previously stated, this particular machine acts as a link between two 

production lines, and it is crucial to minimize any interruptions in the flow in order to 

meet the daily production targets.  

b. Elevator movement time with pallet: This represents the total time that the elevator is 

engaged in transporting pallets. It encompasses the entire timeframe required for tasks 
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such as loading and unloading the pallet onto the elevator, as well as the actual 

transportation process. 

c. Elevator movement time without pallet: At certain times, the elevator in this area has 

to move without carrying a pallet. This occurs when the elevator is stationed in a 

location separate from where the assigned pallet needs to be transported. In such cases, 

the elevator will travel empty to reach the designated pallet and then proceed with its 

transportation. 

d. Elevator idle time: This refers to the period when the elevator is not engaged in any 

tasks and is waiting for a pallet to arrive in order to initiate transportation. During this 

idle time, the elevator remains inactive until a pallet becomes available for transport. 

e. Head Load B starved time: this refers to the period during which Head Load B machine 

is unable to operate due to a lack of necessary inputs or resources.  

The results for the measures of performance on the current state of the baseline model are 

presented in Table 47.  

Table 47 Results of Measures of Performance of Baseline Model. 

Measures of Performance Baseline Model 

Head Install Starved Time  2160 seconds (3.35%) 

Elevator Movement With Pallet  32682.53 seconds (50.74%) 

Elevator Movement Without Pallet  1487.67 seconds (2.31%) 

Elevator Idle Time 30220.8 seconds (46.93%) 

Head Load B Starved Time 34572.5 seconds (53.7%) 

6.3.3 Predicting (S3) 

At this level, the simulation model has the capability to anticipate and forecast the 

performance of the physical system based on specific inputs. To incorporate this level into our 

simulation model, a what-if scenario was created by modifying both the inputs and structure of the 
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model. The objective was to examine the impact on the selected measures of performance when 

the elevator logic was altered.  

Alternative Elevator Logic (AEL): This new logic was derived through extensive 

discussions with the engineers working in the area, who contributed their expertise to select these 

modifications. The only difference in the elevator logic, when comparing to the Baseline Model, 

is that one extra decision is made. In the AEL scenario, if the elevator is in a low position and the 

destination conveyor (head buffer conveyor) contains five or more pallets, while the other 

conveyor (return conveyor) has five or less pallets, the decision is made to get two pallets 

consecutively from the return conveyor without delivering pallets to the head buffer, carrying one 

pallet at a time. The number five was chosen by the managers in this area, who consider it to be a 

safe threshold for making this decision. This decision is made to explore the potential benefits of 

intentionally moving the elevator without pallets more frequently, with the aim of creating more 

space in the return buffer. Choosing a threshold that is too low could result in unnecessary 

disruptions to the regular flow of pallets, potentially leading to delays or inefficiencies. On the 

other hand, setting a threshold that is too high might limit the opportunity to exploit the benefits 

of intentionally moving the elevator without pallets more frequently.  

Table 48 presents the results obtained from the Alternative Elevator Logic model, which 

implemented new elevator logic, and compares them to the Baseline Model, which utilized the 

original elevator logic. The results indicate that, overall, the  Alternative Elevator Logic model had 

a negative impact on all the performance measures. While the increase in starved time for Head 

Install was relatively small, only 0.18% in total, it still represented an increase compared to the 

Baseline Model. This finding challenges the hypothesis that changing the elevator logic would 

help minimize the starved time for Head Install, which is interesting as it contradicts the beliefs 
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held by area managers. Also, it is worth noting that the slight increase in elevator movement 

without pallets did not have a positive effect on the starvation time of Head Install. This suggests 

that the anticipated benefits of increased elevator movement did not translate into reduced starved 

time as expected. 

Table 48 Comparison of Results from Baseline Model and Alternative Elevator Logic. 

Measures of Performance Baseline Model (BL) Alternative Elevator Logic (EL) Difference 

Head Install Starved Time  2160 seconds (3.35%) 2273 seconds (3.53%) +0.18% 

Elevator Movement With Pallet  32682.53 seconds (50.74%) 33009.8 seconds (51.26%) +0.52% 

Elevator Movement Without Pallet  1487.67 seconds (2.31%) 1522 seconds (2.36%) +0.05% 

Elevator Idle Time 30220.8 seconds (46.93%) 29859 seconds ( 46.37%) -0.56% 

Head Load B Starved Time 34572.5 seconds (53.7%) 34191.9 seconds (53.1%) +0.60% 

6.3.4 Prescribing (S4) 

In the last level of the 4S framework, Prescribing, a simulation optimization technique is 

utilized to determine the optimal course of action. Similar to the previous case study described in 

section 4.3, the simulation optimization approach employed is the OptQuest add-in in Simio.  

The primary objective of employing OptQuest in this particular context is to analyze the 

impact of changing the relative position of the Head Install on performance metrics. Specifically, 

in section 6.3.1, it is mentioned that there are two conveyors surrounding the Head Install: the head 

buffer (prior to the Head Install) and the head return (after the Head Install). The combined 

capacity of these conveyors is 18 pallets. The aim is to determine the optimal distribution of this 

conveyor capacity to yield better results across performance measures.  

For conducting this experiment in OptQuest, only the head buffer conveyor was considered 

as the control variable. The capacity of the head return conveyor was determined by subtracting 

the capacity of the head buffer conveyor from the total capacity of 18 pallets. Table 49 provides 

the details of the control variable used in the experiment, specifying the minimum value, maximum 
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value, and increment size. The range for this experiment was set from 1 to 17, excluding the 

possibility of a buffer with 0 capacity. 

Table 49 OptQuest Control Values. 

Minimum Value Controls Maximum Value Increment Size 

1 Head Buffer Conveyor 17 1 

 

The primary focus is on minimizing the Head Install starved time, which is the key 

performance metric. After the completion of OptQuest runs, the Head Install starved time column 

was sorted in ascending order, and the smallest value for each model was selected. An illustration 

of the OptQuest results in Simio can be observed in Figure 38 .  

 

Figure 38 OptQuest Results. 

Table 50 provides an overview of the OptQuest results obtained from the Baseline and 

Alternative Elevator Logic models. The table showcases the optimal control values and their 

corresponding results for the measures of performance for both models. The optimal control values 

that yielded lower Head Install starvation time were found to be a head buffer capacity of 17 and 

a head return capacity of 1 in both the Baseline and Alternative Elevator Logic models. These 

control settings proved to be effective in minimizing the time during which the Head Install process 

experienced starvation. 
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When comparing the results between the Baseline and Alternative Elevator Logic models, 

it is noteworthy that, in this particular instance, the Alternative Elevator Logic model performed 

slightly better overall compared to the baseline model. This outcome differs from previous 

comparisons where only the Alternative Elevator Logic model was applied with the existing 9x9 

configuration. These findings suggest that the Alternative Elevator Logic model, with optimized 

control values, has the potential to enhance the overall system performance and reduce Head Install 

starvation time more effectively. 

Table 50 OptQuest Results for the Baseline and Alternative Elevator Logic Models. 

  

Control Responses     

Head Buffer 

Capacity 

Head Install 

Starved Time 

Elevator 

With Pallet 

Elevator 

Without Pallet 

Elevator 

Idle Time 

Head Load B 

Starved Time 

Baseline  17 
1285.6 sec 

(1.99%) 

32146.4 sec 

(49.92 %) 

1609 sec 

(2.49%) 

30635.6 sec 

(47.57%) 

35106.4 sec 

(54.52%) 

Alternative 

Elevator Logic 
17 

1073.6 sec 

(1.66%) 

32407.9 sec 

(50.32%) 

1643.7 sec  

(2.55%) 

30339.3 sec 

(47.11%) 

34764.8 sec 

(53.99%) 

 

By systematically exploring various configurations and sorting the results, OptQuest 

played a crucial role in effectively identifying optimal solutions. In the discussed case, OptQuest 

assisted in selecting control parameters that minimized Head Install starved time. This final level 

of capability demonstrated by the simulation model offers valuable insights for making informed 

decisions regarding optimal system operation or configuration. Having achieved all four levels of 

capability within the 4S simulation framework, the model can be regarded as fully capable.  

6.4 Process of Transforming the Pallet Elevator DES to a DT 

In this section, a comprehensive case study that documents the entire process of 

transforming a fully capable DES into a DT is presented. The crucial steps involved in this 
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transformation are identified and presented in this section. To reiterate, this research initially 

attempted to achieve all four levels of capabilities of a DT according to the 4R framework. 

However, only the initial levels were achieved and presented here: Representation (R1) and 

Replication (R2). The subsequent levels, Reality (R3) and Relational (R4), are not encompassed 

due to technological limitations and bureaucratic constraints. Overcoming these limitations is 

beyond the scope of this study and will be the subject of future research efforts. 

6.4.1 Achieving Representation (R1) 

To transform a DES to a DT, achieving the first capability level of the 4R framework, 

which is Representation (R1), several key steps were taken. The process began by establishing the 

purpose of transforming a pallet elevator DES into a DT. The next step involved mapping the data 

elements used in the existing DES. This included identifying the different data types used in the 

system, such as processing times, capacity, interarrival time, and work schedules. To facilitate the 

collection, storage, and integration of data, a data architecture was formulated. This architecture 

provided a structured and formal description of the system, highlighting its structure and behaviors. 

Finally, with the data architecture in place, the data collection process was executed. Below, each 

of these steps are described in detail.  

6.4.1.1 Step 1: Define the purpose of Transforming a DES into a DT 

Similarly to the simulation-building process, before creating a DT, the objectives and 

expectations must be well understood [250]. In this case study, the objective was to create a DT 

using a DES model within a manufacturing setting. The aim for creating the DES model of the 

pallet elevator, presented in the previous section, was to verify and assess the consequences of 

potential modifications to the elevator logic. The goal for creating a DT from the DES was to 
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integrate real-time data from various sources, including sensors and equipment, to facilitate real-

time decision-making. As this elevator area is automated and equipped with sensors, the desire 

was not only to utilize simulation to explore potential scenarios but also to establish a connection 

between the simulation and real-time data from the production line. This connection would enable 

the prediction of changes that closely resemble real-life conditions. 

When developing a DT, it is crucial to have a deep understanding of the behavior of the 

physical system [92]. In this case, this understanding has already been established through the 

development of the DES model. This existing knowledge gained from the DES serves as a 

foundation for developing the DT, allowing for a comprehensive understanding of the physical 

system’s functioning, performance characteristics, and operational constraints. The insights and 

understanding acquired from the DES can guide the development of the DT by providing essential 

information about the system’s behavior, expected responses, and critical factors affecting its 

performance [249]. 

6.4.1.2 Step 2: Map the Data Elements 

The next step in transforming the pallet elevator DES into a DT involves mapping the data 

elements. It is crucial to identify the data sources required to integrating real-time data feeds, 

sensors, and other sources of information to construct a virtual counterpart of the system [253].  

To identify the necessary data sources, the first step is to map the data used as input to represent 

the system in the DES model. This involves understanding the existing data inputs and their 

significance in capturing the system’s behavior and characteristics. Then, the data elements that 

need to be modified or additionally captured to represent and connect with real-time data were 

identified.  
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A lack of real-time data makes a simulation static, while a DT is active [91]. A simulation 

model is considered static until it starts receiving real-time data from its real-world counterpart 

[14]. Once that happens, it becomes active and is considered a DT. Therefore, it is important to 

identify the components and data elements that affect the process, and to categorize which 

elements are either static or dynamic. Static components are those that do not change over time or 

are unaffected by real-time data [91]. Dynamic components  on the other hand, are influenced by 

real-time data and exhibit varying behavior based on the information received [91]. By 

categorizing the components as static or dynamic, we can determine which aspects of the DT 

require real-time data integration and which elements can remain static.  

The existing pallet elevator DES system consists of several components, including two 

assembly machines, one elevator, pallets, and conveyors responsible for transporting the pallets. 

Table 51 provides a comprehensive overview of the data types utilized within this system. These 

data types include processing times for the machines, conveyor capacities, and other relevant 

parameters.  Static data refers to information that remains the same throughout the transformation 

from the DES to a DT. For example, the capacity of the elevator, which is always set to 1 pallet 

and does not change, is classified as static data. These static data elements retain their fixed values 

within the DT. On the other hand, dynamic data elements need to be modified to accommodate 

real-time data feeds in the DT.  

For example, in the DES, the interarrival time was represented by a data table that was used 

as historical data input. However, in the DT, this dynamic data element will be updated to 

incorporate real-time data collected from sensors. To facilitate the integration of the data table with 

the simulation model, an automatic binding process will be implemented. This process involves 

linking the data table to the simulation model through an automatic binding mechanism using a 
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.csv file. This binding process ensures that any updates or changes made to the data table will be 

automatically reflected in the simulation model. It enables real-time synchronization between the 

data table and the simulation, allowing for accurate and up-to-date data inputs. Certain data and 

components related to the system were changed and represented differently. For instance, elements 

such as reliability logic, which includes downtimes from failures and maintenance, were 

incorporated into the DT model as a work schedule for the machines. 

Table 51 Data Element Mapping in DES and DT. 

Element Data Type Static/Dynamic DES DT 

Source 1 Interarrival Time Dynamic Arrival Table .csv table 

Source 2 
Deliver pallets at the 

beginning of the run 
Dynamic 9 Pallets .csv table 

Source 3 
Deliver pallets at the 

beginning of the run 
Dynamic 9 Pallets .csv table 

Head Load B 

Processing Time Static 21.7 seconds 21.7 seconds 

Work Schedule Dynamic Shifts  .csv table 

Reliability Logic Dynamic Random Distribution 
Represented by the timestamps of 

the work schedule 

Head Install  

Processing Time Static 28.1 seconds 28.1 seconds 

Work Schedule Dynamic Shifts and Breaks .csv table 

Reliability Logic Dynamic Random Distribution 
Represented by the timestamps of 

the work schedule 

Elevator 

Capacity Static 1 pallet 1 pallet 

Length Static 4 meters 4 meters 

Speed Static 45 meters/second 45 meters/second 

Load/Unload times Static 4 second 4 second 

Logic Static Current logic Current logic 

Conveyors 

Capacity Static Constant capacity Constant capacity 

Length Static Constant length Constant length 

Speed Static 21 meters/ minute 21 meters/minute 

Pallets (Entity) 
Routing Logic Static Sequence table Sequence table 

Speed Static 21 meters/ minute 21 meters/minute 

 

For the dynamic data, the simulation model will periodically receive a list of data 

specifically identified as necessary for reflecting the real process. This data, which includes the 

interarrival time, the number of pallets present in the buffer at the current state of the system, and 

both machines Head Load B and Head Install work schedules timestamp, would be updated 
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regularly to ensure the simulation model remains synchronized with the current state of the system. 

By focusing on the dynamic elements that significantly influence the system’s behavior, this 

approach allows for a near real-time DT that captures relevant changes and updates in a timely 

manner. 

6.4.1.3 Step 3: Create a System Architecture 

As the DT receives real-time performance data from the physical system, synchronization 

between the DT and its physical counterpart is necessary to ensure that the production systems are 

continuously updated [250]. Instead of performing input analysis for the simulation model, which 

involves describing the input random variables and providing the simulation program with the 

appropriate distributions and processes [39], a real-time system architecture was developed for 

data collection, storage, and connection. System architecture refers to the formal description and 

representation of a system, emphasizing its structure and behaviors [254,255]. In the context of 

this research, the system architecture comprises four main components: the physical environment, 

the digital environment, the cloud service, and the digital interface. Figure 39 illustrates the system 

architecture employed to collect, store, and process the information obtained from the sensors. 
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Figure 39 System Architecture of the DT. 

The physical environment component represents the tangible aspects of the system, 

including the physical machines, conveyors, pallets, sensors, PLCs, and other physical elements 

involved in the pallet elevator system. The physical environment encompasses the real-world 

components and processes that the DT aims to replicate [256]. 

The digital environment refers to the virtual counterpart of the physical system [3]. It 

includes simulation software chosen for this research, Simio, that provides a digital representation 

of the pallet elevator system. The digital environment defines how humans can engage and interact 

with the digital system [10].  

The cloud service component involves the utilization of cloud-based storage and 

computing resources [257]. It serves as a scalable and flexible platform for storing and processing 

substantial amounts of data generated by the system. The cloud service provides the necessary 

infrastructure to handle data storage, retrieval, and analysis, ensuring efficient data management 

for the DT [90]. In this research, the cloud component used by the automotive manufacturing 
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company is referred to as GALC, which is an internal cloud system specific to the company 

designed to meet their unique requirements and cater to their automotive manufacturing processes. 

The digital interface serves as the means of communication and interaction between the 

physical and digital components of the system [139]. It enables the collection of data from sensors, 

facilitates the transfer of data to simulation software, and allows users to interact with the DT. The 

purpose of the interface is to ensure that as the real process changes, the model is updated 

periodically [97]. In this research, the digital interface includes software applications, such as 

Query Management Facility (QMF) and Active Plant software, and programming interfaces, such 

as Python scripts, which enable seamless integration and communication between the physical and 

digital environments.  

As identified earlier, the data that requires regular updates in the DT includes the 

interarrival time, the number of pallets in the buffer, and the timestamps for the work schedules of 

both machines, Head Load B and Head Install, which include downtimes caused by failures, 

starving, or blocking. By including these downtimes in the work schedules, a comprehensive 

record of the machines' activities and non-productive periods is ensured. Proximity sensors are 

strategically positioned at various locations within the designated area to capture the necessary 

data. These sensors automatically detect and transmit information to PLCs. PLCs are computerized 

devices widely used in industrial settings for controlling machinery and automating entire systems 

[258,259]. The term “logic” is employed because the programming primarily focuses on executing 

logical and switching operations [259]. PLCs function as central control units that receive input 

signals from control devices such as proximity sensors and execute instructions defined in the 

user’s ladder program [260]. The ladder program provides instructions to the PLCs, guiding it on 

how to respond to the received signals [259]. In this context, the PLCs serve as the interface 
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between the machines, conveyors, pallet elevator, and sensors. They facilitate the interaction and 

communication among these components, ensuring that data flows smoothly within the system. 

PLCs have been in use since the late 1960s, first used by the automotive industry. Over time, they 

have become a common fixture in various industries [261], including the automotive 

manufacturing company under study in this research. Given their widespread usage and 

compatibility with the machinery and sensors involved in the pallet elevator system, PLCs were 

selected as the ideal technology for integrating and interacting with these components. 

Three types of data are obtained from the PLCs and each type is accessed through three 

specific software applications: 

• Number of pallets in the buffer data: This data is retrieved from the PLCs using the Sysmac 

Studio software. Sysmac Studio serves as the platform for programming and configuring 

the PLCs, allowing access to relevant data points such as the number of pallets present in 

the buffer. Through Sysmac Studio, the DT can collect and monitor this data in real-time, 

enabling an accurate representation of the system’s state. 

• Work schedule data: The work schedule data, which incorporates the timestamp of 

operations and downtime, pertaining to both machines, Head Load B and Head Install, is 

accessed from the PLCs using the Active Plant software. Active Plant software serves as a 

dedicated tool for managing and visualizing production-related data. It provides a user-

friendly interface to retrieve and analyze work schedule information, allowing the DT to 

align its virtual work schedules with the actual operations of the physical machines. 

• Interarrival time data: The interarrival time data is sent from the PLCs to the cloud service 

(GALC) for storage. To access this stored data, the QMF software is utilized. QMF serves 

as a data retrieval and query tool, specifically designed to interact with cloud-based 
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databases. It allows the DT to retrieve the interarrival time data from the cloud storage, 

enabling analysis and integration of real-time interarrival times into the simulation model. 

 

After retrieving the data from the PLCs using the Sysmac Studio, Active Plant, and QMF 

software, the collected data is stored in Excel format. However, to properly integrate and utilize 

this data within the simulation software (Simio), data manipulation processes are required. To 

accomplish this, Python codes were developed to automatically format the collected data into the 

appropriate format, specifically a comma-separated values (.csv) format. This formatting ensures 

compatibility with the Simio simulation software. By creating custom Python scripts, the collected 

data is processed and transformed into the appropriate format compatible with Simio. This ensures 

seamless integration of the real-time data into the simulation model, enabling accurate 

representation and analysis of the system dynamics within Simio’s simulation environment. This 

connection is set up as a data table input that is bound to an external .csv file, enabling the virtual 

model to be automatically updated and simulated with the operational data. After binding the table 

to a particular file, in this case a .csv file, the importing options can be selected, which can be 

manual (by clicking the Import button at the beginning of each simulation run) or automatic during 

each model run. The automatic import is useful when the data undergoes frequent changes, such 

as initializing the model to reflect the current system status, which is the case for this research [39]. 

6.4.1.4 Step 4: Collect the Data 

Data collection is a critical aspect of the Representation phase as it forms the foundation 

for constructing the digital model [262]. Subsequent phases in the 4R framework will build upon 

this data foundation. In this research, the data collection process for the three types of data 
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mentioned earlier follows the established system architecture. As mentioned before, the pallet 

elevator area is already automated, which means that the data collection occurs seamlessly as part 

of the existing automation infrastructure. The industry partners were consulted regarding this, and 

they explained that the data had been previously validated many times. Since the pallet elevator 

area is already automated, the data collection process is integrated into the functioning of the 

system. The data is obtained directly from the PLCs and cloud service through the designated 

software applications.  

During the Representation phase, the primary objective is to convert the essential variables 

and characteristics of the physical system into a digital format. This process entails leveraging 

various tools and technologies, such as sensors, applications, and digital interface tools, to gather 

and store the relevant data. The digital interface served as the bridge between the simulation model 

and the real process, enabling the integration of both and achieving the first capability level of the 

4R framework, Representation (R1). By following these steps, this research successfully 

documented the process of transforming the DES into the Representation level of a DT and laid 

the groundwork for further exploration and advancements in the subsequent levels of the 4R 

framework. 

6.4.2 Achieving Replication (R2) 

To achieve the Replication (R2) level of capability in a DT based on a DES, the process 

initiated with the mapping of elements within the virtual environment to assess whether the 

existing elements derived from the DES were adequate to represent the intended DT. 

Subsequently, the integration of real-time data sources from the architecture established during the 

Representation phase into the DT took place. Finally, a comprehensive verification and validation 
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process was conducted to ensure that the DT could generate equivalent outputs when presented 

with the same inputs as the physical system. A detail description of each of these steps are provided 

below. 

6.4.2.1 Map the Virtual Environment Elements 

In this step, the evaluation of whether the existing elements in the virtual system derived 

from the existing DES are sufficient to represent the desired DT was performed. The mapping 

exercise involved a careful examination of the elements in the existing DES and their 

correspondence to the key variables and characteristics of the physical system. This included 

factors such as processing times, capacities, interarrival times, work schedules, and any other 

relevant aspects.  

In this case study, the only modification implemented to the Simio model was the removal 

of an additional server previously utilized to establish a work schedule for the system's source. 

This server became unnecessary in the DT environment since the arrival table, which automatically 

connected to the physical system’s data, already incorporates the off-shift times. After making the 

necessary modifications, the virtual system is now encompassing the necessary functionality to 

replicate and represent the behavior and performance of the physical system. 

6.4.2.2 Integrate the Simulation Model and Data Sources 

In the Representation level of the DT transformation process, it was identified that certain 

data types within the existing DES would need to be updated to incorporate real-time data and 

enable dynamic behavior.  

One of the identified data types is the interarrival time, which was previously represented 

by a data table based on historical data in the DES. The interarrival time will now be represented 
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as a data table that contains real-time data collected from sensors and is automatically updated. A 

Simio data table resembles a spreadsheet table in its structure and offers features such as import, 

export, and binding to external files [39]. Access to data within these tables can be done 

sequentially, randomly, directly, or automatically. In this case study, the data table that contains 

the interarrival time of pallets in the system is bound to the simulation model as a .csv file and the 

data is imported automatically each time a model run is started, allowing the DT to continuously 

receive and incorporate updated interarrival times, reflecting the actual arrival patterns of pallets 

in the system, up to the time the model is run. 

The interarrival time data is transmitted from the PLCs on the line to the cloud for storage. 

The QMF software is employed to access this stored data. QMF serves as a tool for data retrieval 

and querying, specifically designed to interact with databases hosted in the cloud. Subsequently, 

the data is converted from an Excel file to the appropriate format (.csv) using Python, which 

automatically processes the original data and converts it into the appropriate format for binding to 

Simio. Figure 40 illustrates the initial Excel file containing the interarrival timestamps gathered 

from sensors, alongside the transformed table, in Simio, which is bound to a .csv file. The python 

script responsible for executing this transformation is depicted as a pseudocode in Table 52. 

               

Figure 40 Interarrival Times Transformed by Python and Bound to Simio. 



137 

 

Table 52 Python Script (Pseudocode) to Transform the Interarrival Data from Sensors. 

Pseudocode of the Python Script to Transform the Interarrival Data from Sensors  

Import pandas library 

Import datetime module from datetime library 

Define function transform_datetime(value): 

Replace "." with "-" in the value 

Split the value by "-" into a list called date_list 

Extract year, month, day, hour, minute, second, and microsecond from date_list 

Create a datetime object using the extracted components 

Store the formatted datetime as formatted_datetime 

Return formatted_datetime 

Read the data from the Excel file using pandas and store it in a dataframe called df 

Create an empty dataframe called new_df 

Apply the transform_datetime function to the 'ACTUAL_TIMESTAMP' column of df          

Store the transformed values in a new column named 'Arrivaltime' in new_df 

Export new_df dataframe to a CSV file named name_newfile  

 

Another data type that requires regular updating is the number of pallets present in the 

buffer at the current state of the system. In the DES, this data was static and did not change over 

time. However, in the DT, it is crucial to have dynamic data that accurately represents the real-

time status of the buffer. This can be achieved by connecting the buffer to the data feed from 

sensors or other monitoring devices, ensuring that the DT receives updated information on the 

number of pallets in the buffer. In the pallet elevator area, there are two pallet buffers: Head return 

and Head buffer. The number of pallets present in the buffers is captured from sensors and utilized 

as input. This data is connected to data tables that update the buffer quantities in real-time at the 

beginning of each run, ensuring an accurate simulation of the system’s behavior and dynamics. 

Additionally, the work schedules of both machines, Head Load B and Head Install, were 

identified as important data types to be updated. The timestamps of these work schedules should 

reflect real-time data to capture the current status and progress of the operations. The timestamps 

associated with the Head Install machine correspond to the periods of downtime that occur as a 

result of issues upstream. These issues lead to blockages or delays that are not directly caused by 

the Head Install machine itself. Similar to the Head Install machine, the downtime of the Head 

Load B machine is also caused by problems downstream. These issues occurring further along the 
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production line result in delays or disruptions that affect the Head Load B machine's operation and 

contribute to its downtime.  

Figure 41 displays the original Excel file that includes the recorded downtimes obtained 

from sensors, specifically for the Head Install machine. Additionally, it displays the corresponding 

transformed table, which is bound to a .csv file in Simio. This downtime data is accessed from 

PLCs using the Active Plant software. Like the interarrival times, a python script is employed to 

automatically process the original data and convert it into the appropriate format for integration 

with Simio. In this case, the data collected from sensors pertains to the downtime of the Head 

Install machine. However, to utilize this data as a work schedule for the machine within the Simio 

model, it needs to be converted into machine uptime. The python script depicted as a pseudocode 

in Table 53 is responsible for executing this transformation. An identical process, utilizing the 

same python script, is applied to downtime data for the Head Load B machine. The Python script 

performs the necessary adjustments to convert the recorded downtime into machine uptime, which 

determines the periods when the machine is operational and available for work in the Simio 

simulation. By employing the python script, the process of converting downtime to machine 

uptime is automated, eliminating the need for manual data manipulation.  

The python scripts developed specifically for this DES to DT transformation play a crucial 

role in facilitating the integration of the sensor data into the Simio simulation model. They serve 

as a bridge between the raw data obtained from the sensors and the required format for Simio’s 

data tables. By automating this transformation process, the python scripts simplify the data 

preprocessing step, saving time and effort that would otherwise be spent on manual data 

manipulation. 
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Figure 41 Head Install Downtimes Transformed by Python and Bound to Simio. 

Table 53 Python Script (Pseudocode) to Transform the Head Install data from Sensors. 

Pseudocode of the Python Script to Transform the Head Install data from Sensors 

Import pandas library 

Import datetime module from datetime library 

Read the data from the Excel file using pandas and store it in a dataframe called df 

Remove the first 7 rows from the dataframe by using iloc[6:] to capture data from the previous row 

Delete the last two columns from the dataframe by using iloc[: :-2] 

Rename the columns of the dataframe to "Incident Description", "Start Time", "End Time", and "Duration" 

Filter the dataframe based on the condition where "Incident Description" is equal to "360 Blocked By ML A" and "358 Starved 

By ML A" 

Reset the index of the dataframe by using reset_index(drop=True) 

Create a new dataframe called df_new 

Assign the "End Time" values from the previous row (excluding the last row) to the "StartTime" column of df_new 

Assign the "Start Time" values from the next row (excluding the first row) to the "EndTime" column of df_new, resetting the 

index 

Add a new column named "CapacityValue" to df_new with a value of 1 for all rows 

Export the df_new dataframe to a CSV file named new_file_name, excluding the index 
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6.4.2.3 Verification and Validation of the DT 

To confirm that the model has achieved the R2 level of DT, verification and validation are 

performed. The primary focus of this step is to ensure that the DT is generating equivalent outputs 

when presented with the same inputs as the physical system.  

In accordance with section 6.4.2.2, real-time data is gathered from sensors and utilized as 

data tables. To verify and validate the model, a single day's worth of timestamps (specifically, 

05/31/2023) was captured by the sensors and automatically connected to the model. The objective 

of this step is to execute the DT model for that day and compare the simulated events with the 

actual events that occurred during that time period. To accomplish this, completion time-stamps 

from the two machines in the system were collected and utilized to validate the outcomes generated 

by the model. On that particular day, the operational period spanned from 6:06:48 am to 11:59:59 

pm, encompassing two shifts. 

For verification and validation purposes, the Simio Planning Tab was employed to generate 

a time-stamp timeline. This timeline was created using a Plan that comprised both a Resource Plan 

and an Entity Workflow. The Resource Plan provided detailed information about the servers, 

including the pallets being processed and server state (off shift, processing, starving, etc.). Work 

schedules were verified by observing the times that the machines are in off-shift periods and 

comparing it to the work schedule table. It is important to remember that work schedules are 

employed to reflect the reliability logic of the machines. During downtime, when a machine is not 

operational, it is considered off-shift, whereas when it is actively processing, it is considered on-

shift.  

Figure 42 illustrates an example of the Resource Plan, specifically for the Head Install 

server. Adjacent to the Resource State row, several colors represent the state of this machine: green 
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denotes processing, yellow denotes blocking, while grey denotes off-shift. To verify if the off-shift 

periods, in grey, align with the designated timings in the work schedule, the start and end times 

were compared. For example, according to the work schedule, Head install is off-shift from 

6:14:01am to 6:14:17am, which is exactly what shows in the Resource Plan. Therefore, the work 

schedule for Head Install was verified. 

 

Figure 42 Example of Resource Plan for Head Install. 

The same process was performed to ensure that the other machine in the system, Head 

Load B, was performing as is expected according to the work schedule tables. Figure 43 illustrates 

the start and end times of one instance of off shift. This time was compared and verified against 

the work schedule table. 

 

Figure 43 Example of Resource Plan for Head Load B. 

The Entity Workflow was utilized to verify the arrival times, processing times, and 

completion times of each pallet by comparing the observed values in the Entity Workflow with 

the expected values in the Arrival Table. For instance, Figure 44 illustrates that a pallet arrived in 

the system at 6:09:22 am, aligning with the expected arrival time stated in the Arrivals Table. 

Consequently, the order's arrival time was verified to be as intended. 
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Figure 44 Example of Entity Workflow. 

As previously mentioned, the system in question consists of three sources of pallets. Based 

on the arrival table, the total number of pallet instances that arrived on this specific day was 

recorded as 1271 pallets. This number aligns precisely with the calculated number of entities 

(pallets) generated within the simulation system, as depicted in Figure 45. 

 

Figure 45 Number Created in the System. 

To validate the model, the completion timestamps gathered from the physical system's 

Head Install machine are compared with the timestamps derived from the virtual model. Figure 46 

exhibits the completion timestamps from the Head Install machine, with the initial event completed 

at 6:07:49 am highlighted in green, and the final event completed at 11:59:49 pm highlighted in 

red. These timestamps are then compared with the Resource Plan acquired from the simulation, 

which exhibits a perfect match. Figure 46 depicts the completion timestamp of the first pallet 

within the system, recorded at 6:07:49 am, while Figure 47 showcases the completion timestamp 

of the last pallet in the system, occurring at 11:59:40 pm.  
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Figure 46 Completion Timestamp of the First Pallet in the System. 

 

 

Figure 47 Completion Time of the Last Pallet in the System. 

 It is worth noting that while the completion timestamps of the first and last pallets aligned 

perfectly with the expected times, there were slight deviations in the timestamps of the pallets in 

between. These deviations amounted to a difference of an average of 3.5 seconds from the expected 



144 

 

completion times, as is shown in Table 54. These deviations occur due to the presence of static 

data in the model, as indicated in Table 51. Specifically, the processing times for the machines in 

the model remained static when transforming from a DES to a DT because the sensors currently 

do not record processing timestamps. As a result, considering the input and insights obtained from 

the managers of this area, it was concluded that the slight variations observed in the completion 

times, attributed to the presence of static values, remained indicative of the typical performance. 

Therefore, these deviations were deemed acceptable, and the model was considered valid. With 

the sensors currently installed, it is impossible to get exact processing times, therefore, getting an 

exact match in these times is not possible, at this time. 

Table 54 Completion Timestamp Comparison for Head Install. 

Head Install  

PALLET ID 
REAL COMPLETION 

TIMESTAMP 

SIMULATED COMPLETION 

TIMESTAMP 

ABSOLUTE ERRORS 

(SECONDS) 

J35Y76073507      2023-05-31 6:07:49 am 2023-05-31 6:07:49 am 0 

J35Y76073503      2023-05-31 6:13:27 am 2023-05-31 6:13:26 am 1 

J35Y76073508      2023-05-31 6:13:58 am 2023-05-31 6:13:56 am 2 

J35Y76073509      2023-05-31 6:14:43 am 2023-05-31 6:14:40 am 3 

J35Y76073510      2023-05-31 6:15:13 am 2023-05-31 6:15:09 am 4 

J35Y76073511      2023-05-31 6:16:07 am 2023-05-31 6:16:02 am 5 

J35Y76073512      2023-05-31 6:16:40 am 2023-05-31 6:16:34 am 6 

J35Y76073505      2023-05-31 6:17:09 am 2023-05-31 6:17:02 am 7 

…
 

…
 

…
 

…
 

J35Y81054549      2023-05-31 2:13:10 pm 2023-05-31 2:13:04 pm 6 

J35Y81054550      2023-05-31 2:13:43 pm 2023-05-31 2:13:38 pm 5 

J35Y81054551      2023-05-31 2:14:17 pm 2023-05-31 2:14:13 pm 4 

J35Y81054548      2023-05-31 2:15:43 pm 2023-05-31 2:15:38 pm 5 

J35Y81054552      2023-05-31 2:16:18 pm 2023-05-31 2:16:11 pm 7 

J35Y81054555      2023-05-31 2:16:48 pm 2023-05-31 2:16:40 pm 8 
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J35Y81054546      2023-05-31 2:17:17 pm 2023-05-31 2:17:09 pm 8 

J35Y81054556      2023-05-31 2:17:49 pm 2023-05-31 2:17:41 pm 8 

…
 

…
 

…
 

…
 

J35Y68744060      2023-05-31 11:55:48 pm 2023-05-31 11:55:47 pm 1 

J35Y68744043      2023-05-31 11:56:19 pm 2023-05-31 11:56:18 pm 1 

J35Y68744062      2023-05-31 11:56:54 pm 2023-05-31 11:56:53 pm 1 

J35Y68744041      2023-05-31 11:57:29 pm  2023-05-31 11:57:28 pm 1 

J35Y68744065      2023-05-31 11:58:02 pm  2023-05-31 11:58:01 pm 1 

J35Y68744045      2023-05-31 11:58:42 pm 2023-05-31 11:58:42 pm 0 

J35Y68744067      2023-05-31 11:59:18 pm 2023-05-31 11:59:18 pm 0 

J35Y68744050      2023-05-31 11:59:49 pm 2023-05-31 11:59:49 pm 0 

 

A similar process was conducted for the Head Load B machine, and in this case, the 

differences in completion timestamps between the physical and virtual environments were slightly 

larger (average of 11.7 seconds) compared to the Head Install machine, as shown in Table 55. 

However, according to the managers of this area, these differences were deemed sufficiently close 

for validation, as the primary focus was on the Head Install machine, where the times matched 

much more closely. 

Table 55 Completion Timestamp Comparison for Head Load B. 

Head Load B 

PALLET ID 
REAL COMPLETION 

TIMESTAMP 
SIMULATED TIMESTAMP 

ABSOLUTE ERRORS 

(SECONDS) 

J35Y76073539      2023-05-31 6:09:50 am 2023-05-31 6:09:14 am 36 

J35Y76073540      2023-05-31 6:15:10 am 2023-05-31 6:14:43 am 29 

J35Y76073541      2023-05-31 6:15:42 am 2023-05-31 6:15:30 am 12 

J35Y76073542      2023-05-31 6.16.40 am 2023-05-31 6:16:35 am 5 

J35Y76073543      2023-05-31 6.17.10 am 2023-05-31 6:17:19 am 9 

J35Y76073544      2023-05-31 6.17.51 am 2023-05-31 6:17:51 am 0 

J35Y76073545      2023-05-31 6.18.24 am 2023-05-31 6:18:27 am 3 
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J35Y76073546      2023-05-31 6.19.02 am 2023-05-31 6:18:55 am 7 

…
 

…
 

…
 

…
 

J35Y81054572      2023-05-31 2:09:28 pm 2023-05-31 2:09:24 pm 4 

J35Y81054573      2023-05-31 2:10:01 pm 2023-05-31 2:09:57 pm 4 

J35Y81054574      2023-05-31 2:10:33 pm 2023-05-31 2:10:30 pm 3 

J35Y81054575      2023-05-31 2:11:04 pm 2023-05-31 2:11:03 pm 1 

J35Y81054576      2023-05-31 2:11:39 pm 2023-05-31 2:11:37 pm 2 

J35Y81054577      2023-05-31 2:12:09 pm 2023-05-31 2:12:18 pm 9 

J35Y81054578      2023-05-31 2:12:41 pm 2023-05-31 2:12:44 pm 3 

J35Y81054579      2023-05-31 2:13:14 pm 2023-05-31 2:13:16 pm 2 

…
 

…
 

…
 

…
 

J35Y68744081      2023-05-31 11:56:26 pm 2023-05-31 11:56:00 pm 26 

J35Y68744082      2023-05-31 11:56:54 pm 2023-05-31 11:56:31 pm 23 

J35Y68744083      2023-05-31 11:57:24 pm 2023-05-31 11:57:04 pm 20 

J35Y68744084      2023-05-31 11:57:54 pm 2023-05-31 11:57:35 pm 19 

J35Y68744085      2023-05-31 11:58:24 pm 2023-05-31 11:58:10 pm 14 

J35Y68744086      2023-05-31 11:58:54 pm 2023-05-31 11:58:35 pm 19 

J35Y68744087      2023-05-31 11:59:25 pm 2023-05-31 11:58:55 pm 20 

J35Y68744088      2023-05-31 11:59:56 pm 2023-05-31 11:59:59 pm 3 

 

Table 56 provides a comparison of starved timestamps for the Head Install machine, 

showcasing the comparison between real data from the physical system and simulated data from 

the model. The simulated data start times (highlighted in blue) occur a few seconds ahead of the 

expected data (highlighted in grey). The reason for this variation, once again, stems from the 

presence of static data elements in the model, namely the processing times for machines, elevator 

operations, and conveyor speed. Despite the slight time difference, the managers of the area have 

validated this result. They have agreed that the duration of the starved times remains nearly 

identical, as evidenced by the data in Table 56. It is worth noting that there were additional starting 
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events with durations as short as between 1 and 10 seconds. Despite the small differences in their 

durations, the overall trend and consistency of the starting events align between the simulated data 

and the real data from the physical system. This reinforces the validation of the model's 

performance and its ability to capture the general behavior of the system accurately.  

Table 56 Head Install Starved Timestamp Comparison. 

Real Data Start Time  Duration (Sec) Simulated Data Start Time  Duration (Sec) 
Relative 

Error (%) 

5/31/2023  6:23:40 am 49 5/31/2023  6:23:11 am 40 18% 

5/31/2023  6:24:57 am 30 5/31/2023  6:24:19 am 30 0% 

5/31/2023  6:25:56 am 54 5/31/2023  6:25:18 am 51 6% 

5/31/2023  6:35:49 am 25 5/31/2023  6:35:20 am 15 40% 

5/31/2023  6:46:34 am 70 5/31/2023  6:45:57 am 69 1% 

5/31/2023  6:49:14 am 13 5/31/2023  6:48:44 am 13 0% 

…
 

…
 

…
 

…
 

…
 

5/31/2023  7:38:06 am 106.00 5/31/2023  7:37:28 am 107 1% 

…
 

…
 

…
 

…
 

…
 

5/31/2023  11:56:27 am 18 5/31/2023  11:56:10 pm 18 0% 

5/31/2023  4:43:45 pm 29 5/31/2023  4:43:21 pm 33 14% 

5/31/2023  4:49:34 pm 31 5/31/2023  4:48:58 pm 40 29% 

5/31/2023  4:53:30 pm 7 5/31/2023  4:53:23 pm 7 0% 

…
 

…
 

…
 

…
 

…
 

 

After showing these results to the managers in the area, they acknowledged that the current 

replication is satisfactory. Although practical purposes have been achieved and there are no major 

issues, it cannot be claimed that a 100% R2 level has been attained since the recorded times do not 

align perfectly. Unfortunately, with the current sensing capabilities in this area, these minor 

differences between the physical and digital models cannot be fully eliminated. Therefore, this 

system falls somewhere between an R2 level DT and a data-generated simulation.  
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6.4.3 Reality (R3) and Relational (R4) 

The goal of this research was to achieve as many levels of DT as possible. Implementing 

R1 and R2 was relatively straightforward using an existing DES. However, as mentioned above, 

some roadblocks were encountered getting exact replication at the R2 level. Furthermore, 

accomplishing R3 and R4 posed significant technological challenges that require further 

investigation. As a result, this research concluded after completing R1 and R2, with the potential 

for pursuing R3 and R4 as future research endeavors. 

From the beginning, it was understood that task R4 could not be achieved using Simio, the 

chosen DES software, for this specific case study. Unfortunately, throughout the research process, 

specific technological limitations were encountered that restricted the scope to accomplishing only 

R1 and R2. It is important to note that Simio is widely recognized as one of the leading DES 

software solutions available. Nevertheless, at present, starting from DES software like Simio does 

not allow for progress beyond the R2 level, at least within the context of this case study. This 

limitation arises from the fact that Simio does not provide support for real-time interaction, it still 

requires a speed run approach, and it is unable to update tables while it is running. However, 

insightful discussions with Simio executives revealed that they are actively addressing these 

limitations. The upcoming release of Simio will incorporate modifications, such as the inclusion 

of real-time execution options instead of simply selecting the run speed. As a result, it is expected 

that within a few years, achieving R3 using Simio as a DES platform will be possible. R4, however, 

may require a solution with a more medium-term outlook. 
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6.5 Considerations and Drawbacks 

In this specific system, it is important to acknowledge certain limitations regarding the 

connectivity and data retrieval processes. While automated connectivity is technically feasible, the 

automotive manufacturing company involved in this research has opted for manual data retrieval 

from the PLCs and cloud service using the designated software mentioned earlier. This manual 

data retrieval involves inputting the desired period and process into the software, which then 

generates an Excel file containing the requested data. It is important to highlight that despite this 

limitation, once the data is retrieved, the subsequent flow of data from the physical environment 

to the virtual environment occurs automatically. The collected data from the PLCs, sensors, and 

other sources is seamlessly transferred to the digital system. While this manual data retrieval 

approach may be suitable for the company’s current needs and preferences and may not be as time-

consuming as initially described, it still involves certain limitations and considerations: 

• Human involvement: The process still relies on human intervention to initiate and execute 

the data retrieval request. While the time required may not be significant, it still necessitates 

the availability of personnel to perform these tasks. 

• Delayed data availability: Depending on the urgency of data requirements, there may be a 

potential delay between the time the request is made and when the data is received. This 

delay could impact real-time or time-sensitive analyses and decision-making processes. 

• Potential for errors: Human error can still occur during the manual data retrieval process. 

Mistakes in inputting parameters or executing the request may lead to inaccurate or 

incomplete data being retrieved. 

 Another limitation encountered is related to the simulation software, Simio. It requires 

configuring the run speed, which does not precisely match real-time seconds and may run slightly 
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faster or slower. Although this is an existing limitation of the software, efforts were made to 

address it by reaching out to the Simio software team. They have indicated that a new edition of 

Simio will be released, featuring a button to simulate in real-time, eliminating the need for manual 

run speed setup. 

Another drawback that arises when striving for higher levels of DT, specifically R3 and 

R4, is the need to configure a starting time and end time at the beginning of each simulation run. 

This requirement poses a constraint as it hinders the seamless integration and continuous 

synchronization between the DT and the physical system. Achieving the desired levels of real-

time, dynamic interaction and feedback between the DT and the physical system becomes 

challenging due to this setup limitation. 

One crucial observation to highlight is that achieving Representation (R1) and Replication 

(R2) levels in a DT only required the first two levels of simulation capabilities: Modeling (S1) and 

Analyzing (S2). This leads to the conjecture that in general, DES models that attain capability 

levels S1 and S2 are likely to be suitable candidates for conversion into DTs that can achieve levels 

R1 and R2. However, it's important to note that the connection between these levels is not one-to-

one. Furthermore, the question of how higher simulation capability levels, such as S3 and S4, will 

prove useful in creating DTs at R3 and R4 levels remains an open topic. 

6.6 Generalized Approach for Transforming a DES to DT 

In this research, a generalized approach for transforming DES to DT is proposed based on 

the steps undertaken in the case study. The aim of this approach is to provide a systematic and 

replicable method for converting a DES into a DT. However, it is important to note that the 

inductive approach used in this research limits the applicability of this generalized framework. We 
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conjecture that this framework would easily apply to processes in assembly lines within the 

automotive manufacturing sector, but may not be directly applicable, for example, in a continuous 

manufacturing context. Despite this limitation, this approach remains valuable as it provides 

insights and a strong foundation for understanding the transformation from a DES to a DT. The 

steps involved in the transformation process, as demonstrated in the pallet elevator case study, 

serve as a guideline for organizations seeking to implement similar transformations. Additionally, 

this research can offer a starting point for future research and be a crucial stepping stone toward 

developing more comprehensive frameworks that encompass a broader range of industries and 

manufacturing processes. 

6.6.1 Generalized Approach for Achieving Representation (R1) from a DES 

The process of transforming a DES to achieve the R1 level of DT is illustrated in Table 57. 

It encompasses four main steps.  

Table 57 General Steps for Achieving R1 from a DES. 

 Achieving R1 from a DES 

 
1. Purpose and Scope Definition 

2. Data Mapping 

3. System Architecture Design 

4. Data Collection 

 

Step 1 – Purpose and Scope Definition: The first step involves establishing a clear and 

precise purpose and scope of the transformation. This entails identifying the project's specific goals 
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and objectives, as well as outlining the boundaries and constraints of the system that will undergo 

the transition from a DES to a DT.  Furthermore, it is crucial to identify the specific insights, 

enhancements, or capabilities that are sought through this transition. By clearly defining the 

purpose and scope, it becomes easier to align the transformation process with the desired 

outcomes. 

Step 2 – Data Mapping: The next step is to understand the existing data used in the DES 

and map and classify the data elements that require modification or additional capture to effectively 

represent and integrate real-time data. This involves identifying the different types of data that are 

relevant to the system and determining whether they are static or dynamic in nature. Static data 

remains unchanged throughout the simulation, while dynamic data needs to be updated with real-

time inputs. Additionally, it involves identifying the data sources required to collect real-time data, 

such as sensors or other monitoring devices. By mapping and classifying the data, it becomes 

possible to understand which elements are necessary for achieving the desired representation in 

the virtual environment. 

Step 3 – System Architecture Design: The next step is to design the system architecture, 

which includes the physical environment, digital environment, cloud service, and digital interface. 

The physical environment involves the identification of the real-world components and processes 

that the DT aims to replicate. The digital environment involves identifying the virtual counterparts 

that will be utilized to represent the physical system. The cloud service component provides 

necessary infrastructure for storing and processing large amounts of data generated by the system. 

The digital interface involves establishing the means by which data will be collected from 

identified components, machines, the process, and the environment. This digital interface serves 

as the communication and interaction medium between the physical and digital components of the 
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system. The system architecture should provide a structured and formal description of the system, 

highlighting its structure and behaviors. It should also consider the integration of sensors, 

applications, and digital interface tools to facilitate data collection and storage. 

Step 4 – Data Collection: With the system architecture in place, the data collection plan 

can be implemented. This involves accessing the data sources, such as sensors or PLCs, and 

collecting the relevant data.  During the data collection process, it is essential to ensure that the 

data formats obtained from the sources are compatible with the intended data analysis software or 

tools. This compatibility facilitates seamless processing and interpretation of the collected data. 

Additionally, adequate computer storage capacity should be available to accommodate the 

collected data, ensuring that it can be effectively managed and utilized throughout the DT 

implementation. 

6.6.2 Generalized Approach for Achieving Replication (R2) from a DES 

The process of transforming a DES to achieve the R2 level of DT is illustrated in Table 58. 

It encompass three main steps. 

Table 58 General Steps for Achieving R2 from a DES. 

 
Achieving R2 from a DES 

 

1. Map the Virtual Environment Elements 

2. Integrate the Simulation Model and Data Sources 

 

3. Verification and Validation of the DT  
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Step 1 – Map the Virtual Environment Elements: The initial step involves evaluating and 

mapping the current elements present in the virtual system of the DES to determine their suitability 

in representing the desired aspects of the DT. If the mapping process indicates that the existing 

elements in the virtual system align with the key variables and characteristics of the desired system, 

it indicates that the DES can serve as a solid foundation for the representation of the DT, requiring 

no additional modifications or components. However, in most cases, certain changes may be 

necessary to enable the required functionality for replicating and representing the behavior and 

performance of the physical system within the virtual environment. Regardless, the existing DES 

can be leveraged as a dependable basis for constructing and operating the DT, facilitating a smooth 

transition from the physical system to the virtual system. 

Step 2 – Integrate the Simulation Models and Data Sources: This step focuses on the 

integration of the simulation model with real-time data sources. It entails incorporating the 

identified data types from the previous level, which is the representation phase, into the virtual 

system to replicate the behavior of the physical system. During this integration process, the data 

that was defined in the data architecture phase is incorporated into the simulation model. This 

integration involves establishing connections and interfaces between the simulation model and the 

real-time data sources. It enables the flow of data from the physical system to the virtual 

environment, allowing the DT to interact and respond to real-time inputs and events. This 

integration enables the DT to incorporate dynamic and up-to-date information, enhancing its 

ability to simulate and predict real-world scenarios accurately. 

Step 3 – Verification and Validation of the DT:  In this step, the verification and validation 

of the transformed DT occurs by comparing its behavior and performance to that of the real system. 
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The main goal is to ensure that the DT generates identical outputs when presented with the same 

inputs as the physical system, and accurately represents the behavior of the real system. This 

involves inputting specific conditions or events to observe and analyze how the DT responds. By 

carefully carrying out verification and validation activities, any discrepancies between the DT and 

the physical system can be identified and resolved. This step is crucial for ensuring the reliability 

and fidelity of the DT, instilling confidence in its ability to simulate and predict real-world 

scenarios. 

Given that the case study presented did not achieve the R3 and R4 levels of the DT, this 

research does not provide a generalized approach for these levels. The absence of a generalized 

approach implies that further research and development are necessary to explore and define 

techniques specific to attaining R3 and R4 levels from a DES. It highlights the need for future 

investigations and experimentation to unlock the full potential of using DES as the basis for DT in 

relation to these advanced levels of DT capabilities. 

6.7 Chapter Summary 

This research aimed to explore and document the process of transforming a fully capable 

DES into a DT using the 4S and 4R frameworks. This research contributes to a clearer 

understanding of DT application by offering two main contributions: 

• Identification and summarization of the key steps involved in the transformation from a 

DES to a DT in a general and comprehensive manner. 

• Practical demonstration of bridging the gap between DES and DT, fully achieving R1 level 

and partially achieving R2 level,  highlighting the potential benefits for the advancement 

of simulation and modeling. 
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Overall, this research provides valuable insights into the transformation process and 

demonstrates the potential advantages of adopting DT approaches in simulation and modeling. By 

bridging the gap between simulation and DT, this research endeavors to unlock new possibilities 

for system modeling, analysis, and optimization. The systematic transformation of simulations into 

DTs will facilitate real-time monitoring, advanced analytics, and decision-making based on 

accurate representations of physical systems. This research aims to contribute to the advancement 

of simulation and modeling practices, enabling the widespread adoption of DT technology across 

various industries. 

Additionally, it's worth noting that reaching the Representation (R1) and Replication (R2) 

in a DT only required the first two levels of simulation capabilities: Modeling (S1) and Analyzing 

(S2). The existing knowledge gained from the DES during the S1 and S2 levels served as a 

foundation for developing the DT, providing essential information about the system’s behavior. 

Therefore, it can be conjectured, that in general, DES models that achieve capability levels S1 and 

S2 are suitable for conversion to DT that achieve levels R1 and R2. Note however, that it is not a 

one-to-one connection, to achieve R1, a simulation that achieved level S2 was necessary. The 

question of whether capability levels S3 and S4 will be useful for creating DTs at levels R3 and 

R4 remains open. 

In summary, the existing understanding of the physical system's behavior, acquired through 

the development of the DES, plays a crucial role in the transformation to a DT. It provides a solid 

foundation for developing a more advanced and dynamic simulation model that incorporates real-

time data, enabling a higher level of accuracy and responsiveness in the DT. 
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Chapter 7 

Conclusion and Future Work 

7.1 Conclusion 

This research unveiled the distinctions between simulation and DT models, emphasizing 

that they should be recognized as separate technologies with unique capabilities. It enhanced the 

understanding of these domains for academia and industry, facilitating the pursuit of more 

impactful applications and research. This research also underscored the potential of simulation as 

a precursor to DT development, allowing researchers to leverage existing simulation capabilities 

and expand them to encompass DT capabilities. 

The first contribution of this research was the development and application of the 4S 

framework, which defines the levels of capability for simulation models. This framework 

demonstrated how to progressively enhance the capability of a simulation model, one level at a 

time. Through a successful simulation application based on the 4S framework, the effectiveness 

of this approach was demonstrated. This contribution addressed a gap in the existing literature by 

providing a clear understanding of the capability levels of simulation models that can be directly 

compared to the capability levels of DTs. Prior to this research, there was a lack of direct 

comparison and understanding in this regard. Additionally, existing frameworks did not offer a 

clear demonstration of how to sequentially add capabilities to a simulation model. 

The second contribution was a systematic literature review to investigate the application of 

simulation-based DT in journal publications. By utilizing the 4R and 4S frameworks, this research 

classified the works based on their capabilities, allowing for a clear distinction between simulation 

and DT. This analysis helped to address the confusion that arises when simulation models are 
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misclassified as DT and vice versa. The impact of this contribution is twofold. First, it enhances 

the knowledge and awareness of researchers, practitioners, and decision-makers about the proper 

classification and differentiation of simulation models and DTs. This understanding is crucial for 

effectively utilizing and implementing these technologies in various domains. Second, by 

addressing the confusion and providing clear distinctions, this research enables researchers and 

practitioners to make informed decisions about the appropriate tools and techniques to employ in 

their specific contexts. It helps in avoiding misinterpretations of simulation models as DTs. 

The third contribution aimed to bridge the gap between simulation and DT by providing a 

practical guideline for researchers to transform a fully capable simulation into a DT. By 

demonstrating the specific steps involved in this transformation process, this research 

demonstrated how simulations can serve as a foundation for building DTs. The guideline provided 

researchers with a clear roadmap to follow, enabling them to bridge the gap and leverage the 

advantages of both simulation and DT technologies. This contribution provides practical assistance 

in translating the capabilities of a simulation model into the context of a DT, allowing researchers 

and manufacturers to explore the benefits of DTs without starting from scratch. Additionally, it's 

worth noting that reaching the Representation (R1) and Replication (R2) in a DT only required the 

first two levels of simulation capabilities: Modeling (S1) and Analyzing (S2). The existing 

knowledge gained from the DES during the S1 and S2 levels served as a foundation for developing 

the DT, providing essential information about the system’s behavior.  

Overall, this research has significant implications for academia and industry. It provides a 

clearer understanding of the differences in capabilities between simulation and DT, helping to 

prevent misunderstandings and ensure the appropriate classification of models. The findings of 
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this research contribute to achieving consistency in DT implementations and enable more effective 

and relevant applications in the future. 

7.2 Future Work  

Future research should expand upon the guideline developed in this study to transform DES 

into DT with the focus on developing higher levels of DT capabilities. This involves identifying 

and incorporating additional features and functionalities into the transformed simulation model to 

enhance its accuracy and utility as a DT. Advanced data integration and analysis techniques can 

be explored to enable real-time data processing and decision-making within the DT. This would 

contribute to a more dynamic and responsive virtual representation of the physical system. 

Furthermore, future research should investigate the impact of DT implementation on 

various industrial sectors. By conducting case studies that deploy DTs in real production 

environments, researchers can assess the performance and effectiveness of the DTs and identify 

areas for improvement. This would provide valuable insights into the practical implications and 

benefits of DTs in different industry settings. 

To advance the understanding and utilization of both simulation and DT, future research 

should also focus on refining the capability frameworks introduced in this study. This may involve 

incorporating additional levels of capability or refining the existing levels to better align with the 

evolving needs of DT implementations.  

Exploring the integration of advanced technologies with DTs is another important avenue 

for future research. This includes investigating how emerging technologies such as AI, ML, IoT, 

and big data analytics can be integrated into DTs to enhance their capabilities and provide more 

comprehensive insights. Additionally, efforts should be made to establish standardization efforts 
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and best practices for DT implementation, promoting interoperability and consistency across 

different applications and industries. 

By addressing these research directions, the academic and industrial communities can 

advance the understanding and utilization of both simulation and DT. This will foster the 

development of more robust and accurate models, enabling researchers and practitioners to harness 

the full potential of these technologies and drive innovation in various domains.  
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