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Abstract

Determining the location of Low Earth Orbit (LEO) satellites in orbit is an important

aspect when using them for navigation and performing reentry analysis. A large perturba-

tion in LEO satellite orbits is atmospheric drag due to its orbiting altitude. This variable,

unlike gravity, can be difficult to model accurately due to the variations in density and the

ballistic coefficient. While in orbit, a satellite equipped with an on-board GPS receiver can

malfunction and no longer receive measurements. In this case, the satellite would have to

use a dynamic model to propagate its position forward in time to relay to a ground user.

Out of the two deterministic terms in the drag equation, the ballistic coefficient is the

larger variable and has many terms that are difficult to determine explicitly. Due to this, it

would be advantageous to estimate the ballistic coefficient while in orbit in the case that

the satellite loses GPS measurements. From the estimation, the satellite could use that term

when calculating atmospheric drag during propagation. This would allow the positioning

solution of the satellite to increase in accuracy. With a more accurate satellite position, the

ground user’s navigation solution would also improve.

This thesis determines the effect the atmospheric drag has on the satellite’s orbit by

inducing error on the ballistic coefficient. Atmospheric drag is the second-largest perturba-

tion affecting LEO satellites. It is important to understand how LEO satellites behave in the

absence of correcting measurements to know the error when using LEO satellite signals for

positioning. Throughout this research it was found that while the atmospheric drag is the

second-largest perturbation, the gravitational forces are magnitudes larger causing meters

of error on the propagation solution. This error in the satellite’s orbit translates into meter

level error at the ground receiver.

Once the error on the ballistic coefficient was studied, it was decided to attempt to

estimate using the GPS measurements. Estimation of the ballistic coefficient has been

performed on two-line element data, but has not been performed on GPS measurements.
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Through this estimation process, it was determined that noise of the GPS measurements

greatly outweighed the impact of the ballistic coefficient on the overall position accuracy.

With the amount of noise reduced and accurate pole placement, it was indeed found to be

possible to estimate the ballistic coefficient to an accuracy of 10% of the true coefficient.
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Chapter 1

Introduction

1.1 Motivation

Low Earth orbit (LEO) satellites have been around since the beginning of the space race

starting with the first artificial satellite, Sputnik 1. Since then, LEO satellites have only

increased in number because of their use in communication, Earth observation, and signal

monitoring [1]–[5]. A large benefit of LEO satellites is their proximity to Earth compared

to satellites in medium Earth orbit (MEO), such as Global Navigation Satellite System

(GNSS) systems, and satellites in geostationary Earth orbit [1], [6].

Other benefits of LEO satellites include decreasing the size and therefore power re-

quirement of the satellite, decreasing launch costs by launching multiple satellites from the

same space vehicle, increasing throughput, and having low latency [1]–[4], [7]. Because

LEO satellites are closer to Earth, their signals are sometimes used as signals of opportu-

nity (SOP) by augmenting GNSS signals to improve positioning performance for end users.

SOPs are alternate forms of navigation that do not require the user to use GNSS signals for

navigation purposes. A special case of an SOP is called a cooperative signal of opportu-

nity. In the case of a cooperative SOP, the satellite is used to improve the performance of

GNSS navigation solutions. LEO satellites signals are very attractive for their use as SOPS

because of their stronger signals [1], diverse signal direction [6], orbital rate, and greater

number of satellites to use as SOPs [4].

Recently, LEO satellites have been launched as megaconstellations which is defined as

hundreds of satellites launched in a single satellite constellation allowing for better global
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coverage for the primary purpose of communication and internet needs [2]. Some exam-

ples of megaconstellations and their number of satellites are: Samsung (4200+), SpaceX

(4000+), Boeing (1300+), OneWeb (720+), and LeoSat (100+) [1]–[4]. The need for mega-

constellations points back to LEO satellite’s orbit proximity to Earth. Because LEO satel-

lites orbit within a range of 100 to 2000 km [2], they only cover a small percentage of the

Earth at any given instant [1]. To improve coverage, there needs to be more satellites in a

single constellation. While improving coverage, the growth in the number of LEO satel-

lites causes an inability to reliably predict a satellite’s future states by increasing the risk

of collision [2]. This, along with using LEO satellites for navigation, calls for the need to

accurately predict a LEO satellite’s orbit. In addition to decreasing the collision risk and

unpredictability factor, there are other benefits of predicting a satellite’s orbit such as aiding

mission planning, improving communication, and analyzing scientific data [8].

Some LEO satellites use a on-board GNSS receiver to obtain a navigation solution.

These satellites are able to determine their location from 4+ Global Positioning System

(GPS) signals, the United States’ GNSS system, and then transmit the navigation solution

in a signal down to a ground user. On-board orbit determination can know a satellite’s po-

sition to centimeter level accuracy [9], but an issue arises when the satellite’s GPS receiver

is unable to track at least 4 satellites. This has been observed due to effects such as solar

storms in the atmosphere [9]. Once this happens, the satellite must use a dynamic model to

integrate its position until GPS signal is received again. A satellite propagates its position

by integrating an acceleration model to determine its position and velocity.

The major challenge to predicting a satellite’s orbit is the inability to model the LEO

satellite’s environment accurately. Much of the uncertainty of a LEO satellite orbit comes

from measurement errors, imperfectly known physical quantities, internal dissipated forces,

and the unpredictable space environment [8]. Errors caused by the space environment

consist mainly of perturbations (disturbances of motion). Besides the gravitational pull of

the Earth, air drag is the largest perturbation effecting LEO satellite’s orbits that are under

500 km [2], [5], [10]–[16].
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Air drag, defined in Equation (1.1), is an encounter of a LEO satellite with the upper

atmosphere of Earth that alters the satellite’s orbit and attitude [8].

a⃗D = −1

2
Bρ|v⃗rel|2

v⃗rel
|v⃗rel|

(1.1)

It acts in the opposite direction of the satellite’s motion. Because of this, the predic-

tion error is applied mostly to the “in-track” direction of motion [8], [17]. This allows the

satellite’s orbit to be well known, but the satellite’s position along the orbit to be uncertain

[2], [17]. Not including the atmospheric drag in the prediction model will cause an under-

estimation of the satellite’s position in the orbit [8]. Within the atmospheric drag, there are

two terms that are not known to any accuracy, density of the atmosphere (Eq. (1.2)) and

the ballistic coefficient (Eq. (1.3)).

ρ = ρ0exp
[
−h− h0

H

]
(1.2)

B =
Acd
m

(1.3)

The atmospheric models are difficult to estimate because the parameters used are dif-

ficult to measure directly [13], [18], [19]. While the velocity is four times larger than the

next largest variable in the drag equation, it is highly dependent on the results from any

orbit determination process such as through an EKF [18].

In some fields, the ballistic coefficient is often seen as the reciprocal of Equation

(1.3). To stay congruent with former satellite literature, in this paper, it will be referred to

as shown. The ballistic coefficient is comprised of stochastic terms.

• coefficient of drag (cd): The non-dimensional drag coefficient is related to the shape

of the satellite but is better defined as a complex interaction of the atmosphere [18].

In reality, it can only be known by experimentation in a wind tunnel environment

which can lead to other errors due to lack of atmospheric replication [2]. Research
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states that the drag coefficient will vary while in orbit [2]. Over time, the value will

change minimally allowing for the assumption that it is a constant [18].

• cross-sectional area normal to velocity (A): The cross-sectional area can change

due to the changing nature of the satellite’s attitude. Depending on the specific shape

of the satellite, the cross-sectional area can change by a factor of 10 or more [18].

Depending in the attitude relative to the direction of motion, the area will vary. For

example, when a satellite is turned to point towards a ground receiver, the velocity

vector will be exposed to more or less surface area [8].

• mass (m): Satellite mass is either a known, constant, or unknown value [18]. The

mass, to an extent, is known by the operator but can fluctuate during orbit from events

like fuel consumption [8]. This value is the most well known value out of the three

terms that compose the ballistic coefficient.

These quantities are all physical quantities and thus are effected by how the air flows

over the surface of the satellite. Therefore, the ballistic coefficient is defined as a sensitiv-

ity factor that “gauges the level of responsivity of the space object to a change in density

and/or relative velocity [2].” Because of the nature of the variables that compose the bal-

listic coefficient, it will vary with time [18], [20]; however, for the duration of time used

in this research, the ballistic coefficient is not expected to change drastically. Therefore,

it is assumed the ballistic coefficient will remain constant for the duration of all studies

discussed in this thesis.

The original operator of the satellite would know many of these terms, but a third

party operator would have little to none of this information making the ballistic coefficient

an unknown and often times assumed value. This makes modeling and determining the

effect of the ballistic coefficient a vital asset in possibly improving the atmospheric drag

model and thereby improving the satellite’s orbit prediction.

4



1.2 Related Work

1.2.1 Prediction of Satellite Orbit and Ballistic Coefficient using TLE data

A two line element (TLE) can be used to make predictions about satellite’s orbit. The files

contain data of Keplerian orbital elements written on two lines of ASCII text formatted in

80 columns [1], [21]. These must be used with certain algorithms containing the simpli-

fied general perturbation (SGP) model, most commonly which is the SGP4 algorithm [1],

[21]. A TLE is most beneficial when there is a memory constraint on the satellite. This is

because the ground station propagates the LEO’s TLE through the SGP model and is able

to determine a satellite’s location and pointing angles without any a priori knowledge [1].

While TLEs can be used to propagate an orbit using a SGP model, these simplified models

are known to have initial epoch errors around three kilometers [6], [11], [22]–[24], up to

ten kilometers after 24 hours of the TLE being produced [25], and 100 kilometers using a

one-week-old TLE [23].

While there is a large initial error, TLEs are still a standard for describing the orbital

elements of a LEO satellite. This is largely because the US government still provides

regular updates of satellite TLEs [23] which can be found at [26] and [27]. TLEs can be

used to estimate the ballistic coefficient using a term called “B*”, seen in Equation (1.4),

which is included in the TLE data.

B∗ =
ρ0B

2
(1.4)

B* and the ballistic coefficient are not the same term because the B* is used as a fitting

parameter when producing a TLE [28]. Although it cannot be used as a replacement for

the ballistic coefficient, it can be used to derive the coefficient as done in [28].

For more work done using TLE data to obtain the ballistic coefficient, see these

sources: [29]–[31]. Besides using TLEs, another option is to use an on-board GNSS re-

ceiver for determining a satellite’s position in space. It has been shown in [23] that using
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an on-board GPS receiver can mitigate the errors associated with TLE use and reach pre-

cision up to tens of meters. The research in this thesis will use GPS receiver data for orbit

propagation and ballistic coefficient estimation.

1.2.2 On-Board LEO GNSS Receivers

LEO satellites have the advantage of being a variety of sizes depending on the mission

objectives. Recently LEO satellites have been able to decrease in size because of the tech-

nological advances in size of GNSS receivers. This allows for less of a power requirement

during operation, less of an expense to build, and a decrease in launch costs [1].

An example of this is that GNSS receivers are now being manufactured small enough

to function on LEO satellites. One such example is the piNAV system used in [23] that

was implemented on a 1U class CubeSat. From this study, it was shown that the position

error magnitude between the GPS and TLE data was between 0-4 km and the radius error

as a function of time varied within 500 m [23]. The availability of new low-cost GPS

receivers that can be applied to small satellite missions creates a need for better on-board

orbit determination [32]–[34].

The benefit of on-board GNSS receivers for real-time navigation is that it is cost-

effective [35]. It reduces the need for costly ground stations for the calculation of TLEs.

The success of on-board GNSS receivers is seen in the GRACE, CHAMP, SWARM, and

TOPEX satellites among others [9], [35]–[38].

Through the use of an on-board GPS receiver, precise orbit determination (POD)

would be able to define the exact motion of a satellite and then a Kalman filter would

be used to estimate the position, allowing for centimeter level accuracy of a LEO’s position

[35], [39]. This completely removes the need for ground tracking stations.

1.3 Contributions

This research captures the effect that error in modeling the ballistic coefficient has on a

LEO satellite’s location. The satellite’s error is then translated into a ground receiver’s

error to show the impact of modeling incorrectly. It is shown that the ballistic coefficient
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error creates meter level error for the ground receiver. The largest effect for the end user is

determined by the accuracy of the measurements being used.

A modeling technique to determine the ballistic coefficient was created. It was found

that using this technique, the measurements being used to supply velocity must have a

standard deviation less than 1e-4 meters and 1e-4 meters per second. Because of this, it is

not feasible to try to capture the ballistic coefficient while in orbit. This work captures the

affect that the ballistic coefficient has on a LEO satellite’s and a ground users position.

1.4 Outline

Chapter 2 will cover technical background related to the procedure of the experiment as

well as history on orbit determination. Chapter 3 covers a brief visibility analysis to de-

termine the maximum amount of time the satellite will be in view of the receiver. Next,

Chapter 4 will look at the acceleration model accuracy by propagating the satellite and

measuring accuracy. Chapter 5 will model a loss of GPS signal on a satellite. Chapter 6

determines if the ballistic coefficient can be estimated from a GPS receiver. After, Chapter

7 will look at how the error of the ballistic coefficient effects the propagation error. Chapter

8 will then compare the ballistic coefficient error on the simulated GPS outage error. Chap-

ter 9 showcases a GPS outage simulation where the gravity model is completely known.

Finally, Chapter 10 will cover conclusions and future work.
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Chapter 2

Technical Background

2.1 Introduction

A background on orbit determination and the different techniques used today is discussed.

Orbit determination has been used since the space race and several techniques are still

performed today. The way an orbit is determined is dependent on the orbital height of the

satellite. Since the satellite simulated in this thesis is a LEO satellite, an on-board GPS

receiver is studied as these are becoming more common on LEO satellite orbits.

The experimental set-up is discussed in detail as well as assumption made for the the-

sis. The testing for this thesis is performed by using hardware in the loop. A Novatel GPS

receiver is simulated as being an on-board GPS by taking measurements from a simulated

satellite. The satellite is simulated using a Spirent GSS9000.

The model using for integrate is also developed in this section. Spherical harmonics

are used as the basis for the gravitational model while the atmospheric drag and the force

due to the rotation of the Earth are added to the gravity to form the model. Several other

forces are discussed but were not added to the equation to decrease the computation time.

2.2 Notation

Notation of this paper will be as follows. Scalar variables will be denoted by a lowercase

letter such as m while vector values will be shown with a right facing arrow like m⃗. Matri-

ces throughout this thesis will be portrayed as capital bold letters with Equation (2.1) being
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a matrix made up of scalar values. A matrix or vector that is transposed will be represented

by a superscript T .

M =

m11 m12

m21 m22

 (2.1)

The position will be referred to using r, the velocity v, and the acceleration a. The

difference types of accelerations can be differentiated by the subscripts used such as a⃗D

will represent atmospheric drag while a⃗ will represent total acceleration of the satellite.

2.3 Experimentation Setup

An Iridium satellite with the characteristic listed in Table 2.1 is studied in this thesis. This

satellite was developed by Motorola Corporation [40] in the 1990’s for use as a satellite

phone communication network. As seen in Figure 2.1, it has the standard appearance

of a satellite with a central body with solar panels extending outward. In this case the

Iridium satellite has four solar panels total that rotate to the best capture the sunlight. The

constellation consists of six planes with eleven satellites in each plane orbiting the Earth

every 100 minutes which can be seen in Figure 2.2. These satellites have an altitude of

approximately 780 kilometers in a polar orbit [40].

Figure 2.1: Iridium Satellite [41]
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Figure 2.2: Iridium Satellite Constellation [41]

The satellite studied in this research, unlike the real Iridium satellite, will be studied

using an altitude of around 400 kilometers and a near circular orbit. These changes cause

a few expected consequences such as the satellite decreasing in orbit at a faster rate than at

780 kilometers and having a larger atmospheric drag force acting upon it. The simulation

starts on 12 February 2023 at UTC time 00:00:00. When determining the ballistic coef-

ficient, these values (Table 2.1) are used along with a coefficient of drag of 2.2 which is

shown to be a standard used throughout satellite research [2].

Iridium

mass [kg] 820

surface area [m2] 18.48

Table 2.1: Satellite Characteristics
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Satellite constants used throughout literature are defined in Table 2.2. These constants

will be used in simulation of the Earth’s gravity field, modeling the effects of the Earth’s

rotation, and determining the atmospheric density.

Variable Value

Radius of the Earth (Re) 6378.137 [km]

Gravitational Constant (µ) 3.9860e5 [km3/s2]

Rotation Rate of Earth (ω) 7.292115e-5 [rad/s]

Scale Height (H) 58.2 [km]

Reference Density (ρ0) 0.0105 [kg/km]

Reference Height (h0) 400 [km]

Table 2.2: Constants

A Spirent GSS9000 is used to simulate the satellite’s orbit. It can simulate several

types of GNSS satellite signals [35], but GPS is used for this research. The GPS mea-

surements will be obtained using a Novatel GPS receiver. For more information about the

abilities of the Spirent simulator or a more in-depth knowledge of how it works please view

[37].

2.3.1 Assumptions

While analyzing the data, some assumptions were made. Firstly, it is assumed that the

satellite has only gravity and air drag acting on it. It was decided to omit the effects of

solar-radiation pressure (SRP) and third-body effects because these effects satellite would

be negligible compared to air drag for a orbiting LEO satellite altitude. If the satellite

increased in altitude above 1000 kilometers, the SRP effects would overpower the atmo-

spheric drag effects and need to be included in the acceleration.

Secondly, the density model was set as constant value. The value was found by using

an exponential density model (Eq. (1.2)) which the constants were obtained from [42] and

displayed in Table 2.2. The standard deviation of the density was very small throughout
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the orbit of the satellite. From this observation, it was chosen to leave the density as a

constant value rather than to continuously calculate the exponential model to simplify the

calculations and computation time. Which [8] states that while uncertainties in the density

and ballistic coefficient are correlated, they can be estimated and considered separately

because of work done by [43]. This statement allows for the freedom to separate the two

variables for estimation thereby holding one constant while the other is estimated.

The third and final assumption made was that the receiver outputs positioning updates

at a rate of 1 Hz which is a common value for GPS receiver sampling frequency [23]. This

creates some difficulty with propagation as the time step is significantly large compared

to the velocity rate of change. Because of their proximity to Earth, LEO satellites orbit

at a faster period of around 1.5 hours compared to MEO and GEO satellites which could

have a period between 12 and 24 hours. Because of this LEO satellites are only visible to

a ground receiver from 10 to 30 minutes at a time depending on their orbiting altitude [1].

This leads to a larger change in velocity between each time step which creates uncertainties

when predicting the satellites future states which causes errors to accumulate over time [2].

2.4 History of Orbit Determination

Orbit determination for many years was the process of determining the classical orbital

elements (Keplerian elements) of a planet or comet [44]. The observations started as optical

data, which had errors in the kilometer range. This progressed to photographic and Doppler

techniques which improved the error to meter level accuracy. Next, laser ranging was

introduced which bettered the observation of the Doppler techniques but only by a few

meters. The last and largest improvement came with advances to the laser technology, radio

tracking, and force modeling which improved the determination results to centimeter level

accuracy [45]. With the introduction of the space race and satellites, this process needed to

be expanded to determining the position and velocity of an orbiting object by means of a

state vector or ephemeris [45]. The next three sections will discuss the differences in orbit

determination tactics on satellites of different orbiting altitudes: GEO (above 36,000 km),

MEO (2000 km - 36,000 km), and LEO (100 km - 2000 km).
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There are many tactics for precise orbit determination (POD) : satellite laser ranging

(SLR) , ground station tracking of satellite radio waves, and on-board GNSS receivers.

According to [45] there are three requirements for orbit determination to work properly

which include knowing the force model acting on the satellite, understanding observational

data, and improving computational techniques. To determine where a satellite is located, an

initial measurement is taken at some epoch which then can be used to estimate the satellite’s

state. To be able to support navigation, centimeter to meter level accuracy is a requirement

[46]. Ways to improve the orbit determination solution are improved force model, correct

GPS orbits and GPS satellite antenna offsets, and by fixing ambiguity parameters [47].

Orbit determination, as opposed to orbit propagation, processes observational data to

help determine the orbit [18]. Orbit determination is the process of using observational data

to predict the future states of the satellite while orbit propagation does not use measure-

ments to update the states. Instead, this method requires numerical integration of precise

equations of motion and force models to determine the satellite states at a future moment

in time [45], [48]. The last way to determine an orbit is called orbit prediction which com-

bines the two methods to predict the future states of the satellite beyond what is determined

using POD.

2.4.1 The Two Methods of Orbit Determination

Two of the estimation techniques most often used for orbit determination are batched least

squares and Kalman filter. Batched least squares is most often used when post-processing

is required while the Kalman filter, most commonly an extended Kalman filter (EKF) , is

used in real-time scenarios [6], [7], [11], [12], [37], [49], [50]. Batch least squares is the

process of collecting and processing the data for a fixed period in a single step. As the batch

size grows larger, the averaging of the observations reduces the amount of information that

can be obtained from the solution [18]. This can cause errors to accumulate over a large

batch size.

The Kalman filter uses process noise to update the state covariance matrix and pro-

duce a better estimate through a sequential update of the state vector [18], [49]. This
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process is best used when the dynamic model of the satellite is not completely known. Fig-

ure 2.3 shows the process and equations of a linear Kalman filter. On the other hand, an

EKF is implemented on a nonlinear system using a first order linearization of the nonlin-

ear functions [39]. The act of using a linearized form of the equations can cause errors to

accumulate in the covariance. To mitigate these errors sometimes an unscented Kalman

filter (UKF) is used instead. The UKF, instead of linearizing the equations, uses a deter-

ministic sampling approach [39], [50]. Instead of propagating the state vector through the

nonlinear functions, sigma points are propagated to help capture the true covariance of the

system [51]. Normally in orbit determination, there is very little need to use a UKF versus

an EKF because the performance is very similar to both for small initial errors or short

measurement sampling periods. Overall much of the orbit determination errors come from

reference system maintenance, measurement modeling, and dynamic modeling [52].

Figure 2.3: Linear Kalman Filter Algorithm [53]

2.4.2 Orbit Determination On Geostationary Orbit (GEO) Satellites

Because of a GEO satellite’s orbital attitude, there is a limited amount of tactics to use

in orbit determination. To determine the orbit on a GEO satellite, the most traditional

method is to use ground-based ranging such as unified S-band ranging [54], [55]. Over
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the years, more research has been done on the feasibility of other ranging tactics on GEO

satellites which will be discussed in this section. Because of the poor performance of S-

band ranging systems, a more accurate mode of POD for GEO satellites would need to be

developed to use them for navigation purposes. Research in 2010 was presented by [46]

on a new POD method. This method combines SLR with C-band transfer ranging for GEO

satellites allowing for accuracies better than 5 meters. Unlike other satellite altitudes, GEO

satellite orbits are difficult to determine to meter or centimeter level accuracy. This is due to

the nature of the satellite being geostationary causing the tracking geometry determination

difficulty. Another reason is that the errors may not be separated from the radial component

errors [46]. Before [46], using previous methods of POD which involved united S-band

ranging systems achieved only hundred meter level accuracy with a bias between three and

five meters [46], [56].

Another alternate method is satellite laser ranging (SLR) which can be difficult to

implement and expensive to own and operate. SLR has the potential to reach accuracies of

millimeter to centimeter level accuracy [46]. This method has been tested on GPS satellites

in MEO orbit, but is difficult to apply to GEO satellites. Since GEO satellites orbit at

such a high altitude, it is difficult for the SLR telescopes and laser systems to reach the

satellite, but it is proven that if a SLR measurement can be obtained then an accuracy of

three centimeters can be achieved [46].

[54] proposes using a GNSS receiver on-board a GEO satellite could improve the

determination result and also eliminate the need for ground tracking stations. Because of

the orbiting altitude of GEO satellites in relation to GNSS satellites the GEO satellite is

not able to acquire the entire GNSS transmit beam. The GNSS receiver antenna on-board

the GEO satellite would need to point toward the Earth so that the GNSS and main lobes

of the GNSS signal can be received [54], [57]. Figure 2.4 shows how the GEO satellite

can only receive part of the GPS transmit beam. Several simulation studies have been

done on the feasibility of a GNSS receiver on GEO satellites with results showing an orbit

determination solution of better than 20 meters [58]. Simulation studies show the feasibility

of the objective, but [57] implements this strategy on an orbiting satellite in GEO. Using
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this procedure, the GNSS pseudorange data is collected on-board the satellite, an ephemeris

is produced and then transmitted to a ground station for processing.

Figure 2.4: GPS Visibility from GEO Orbit [57]

2.4.3 Orbit Determination On Medium Earth Orbit (MEO) Satellites

The most common type of satellites orbiting in MEO are GNSS satellites which are pri-

marily used for navigation. Each country has their own system with different orbital pa-

rameters. In the United States, the satellite system is called GPS, but there are several other

satellite systems run by other countries. In Europe, the system is called Galileo, in China

BeiDou Navigation Satellite System (BDS) , and Russia’s system is called GLONASS.

Each system is tailored for the best navigation over that region. GPS satellites determine

their orbit through the use of ground tracking stations. The ground stations use radar, signal

doppler, or laser reflectors to locate the satellite. From there, the classical orbital elements

are determined and then transmitted to the satellite. Once the GPS satellite has obtained

its precise location from the ground station, it transmits its position and current clock time

to GPS receivers. The GPS receiver can then calculate the position of itself once it has

received four GPS satellite’s positions [59].

The rest of this section will focus on China’s navigation system due to differences from

the way that GPS determination is performed. [52] studies the orbit determination proce-

dure for China’s BDS system of satellites. This system is compiled of 3 GEO satellites,

3 Inclined GEO satellites, and 24 MEO satellites. For comparison, the GPS constellation
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deployed by the United States is comprised of 24 MEO satellites on six orbital planes [52].

BeiDou, unlike GPS, relies on a regional tracking network that is limited to within China’s

border [60]. Because at the time of [60] the regional network was still in development, the

orbit determination procedure is slightly different and a radial orbit accuracy of 3 meters

can be achieved. The reason for this inaccuracy is the inability to accurately represent the

clock error model due to no support of time synchronization due to the limited amount of

ground tracking stations [52]. On the other hand, GPS determination of centimeter level ac-

curacy can be obtained using international ground tracking stations such as the work done

by International GNSS Services (IGS) [61].

The main reason for the accuracy difference of GPS and BDS is that BDS uses a sin-

gle satellite orbit determination method while IGS uses multi-satellite orbit determination

which allows for the elimination of the time synchronization issue. Figure 2.5 shows the

difference before 2010 between the amount of ground tracking stations of IGS and BDS.

Before 2010, China had not expanded outside of the regional tracking network and there-

fore had not tested a multi-tracking satellite system [52]. Since 2010, the amount of data

BDS uses to determine their orbit has increased to include International GNSS Monitor-

ing and Assessment System and the IGS Multi-GNSS Monitoring Experiment which has

allowed precise BDS orbits and clock errors to be determined. While the increase in data

has improved the positioning performance of BDS, it is still around 2 times worse than the

GPS or Galileo systems [62].
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Figure 2.5: (Top) Global Network Distribution (Bottom) Regional Network Distribution
[52]

Another way BDS satellites communicate is through an inter-satellite linkage. This is

represented visually in Figure 2.6 where the red lines represent a continuous link and the

blue dashed lines represents a discontinuous link. Used specifically on BDS-3, the system

is called Concurrent Spatial Time Division which means that one satellite forms links with

other satellites in the constellation at one instant in time [62]. This process was studied

to improve the satellite system’s positioning results to aid in navigation and precise orbit

determination. Using this method, a single satellite can create links with up to 20 satellites

18



within one minute and the whole constellation in a short time period. This method can

also be employed between MEO satellites and GEO satellites creating discontinuous links

between each other which is important in the BDS system as it is not comprised solely of

MEO satellites.

Figure 2.6: Representation of Inter-Satellite Linkage [62]

2.4.4 Orbit Determination On Low Earth Orbit (LEO) Satellites

While GPS satellites in MEO orbit openly broadcast their ephemeris, LEO satellites typi-

cally do not share information about their position especially if their original purpose was

not navigation [63]. The only publicly available data is the TLEs generated and published

by North American Aerospace Defense Command (NORAD) daily which can be found

at [27]. These TLEs can then be propagated forward but only by using special general

perturbation models (commonly the SGP4 model [63], [64]). The TLE elements are mean

values obtained by removing periodic variations which must be reconstructed in the same

way they were removed. After TLE propagation, there can be large errors on the orders of
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kilometers. To mitigate these errors, other ways of orbit determination have been studied,

primarily by adding an on-board GNSS receiver.

On-board GNSS receivers can be single frequency GPS receivers, like on Quickbird

and KOMP-SAT-1, or dual frequency, like on CHAMP and GRACE [65]. The same way

a GPS receiver would work on Earth, the on-board receiver would need four satellites in

view to be able to calculate the LEO satellite’s position. Typically LEO satellites see four

or more GPS satellites 99% of the time [38]. Once the observational data is obtained from

the GPS, the LEO can transmit its position to a ground user. An issue arises when the

LEO’s location is required in near real time. The GPS data would need to be downloaded

from the satellite, processed by the LEO, and distributed to a ground user in under an hour

of original download [49]. The solution is precise orbit determination which is the act of

accurately determining the position and velocity vectors of an orbiting satellite as well as

orbit propagation that would allow the ground user or the satellite to predict the satellite’s

future location. POD on a LEO satellite consists of making estimates of the states based

on observations usually made by integrating the equations of motion of the satellite. These

results are the predicted observations that can be implemented into a least squares algorithm

to minimize the observation residuals.

There are three methods for determining LEO satellite orbits. The first is the dynamic

method which uses accurate force models and the adjustment of parameters to achieve an

orbit solution [47]. The other method is called kinematic orbit determination. This method

uses only the geometric information within the GPS measurements [47] and requires no

acceleration model [66]. Unfortunately, this method relies significantly on the quality of

the GPS data. Using an on-board GPS accumulates error due to receiver noise, inaccuracies

of the broadcasting GPS orbit, and bias of the receiver clock [39]. The last method is called

the reduced dynamic method. Combing the previous two results, this method uses both

force models and geometric information [47]. In the reduced dynamic model, stochastic

accelerations are estimated to reduce the errors in the force models [67]. This method is

very effective with the availability of GPS data.
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Two satellites, CHAMP and GRACE, are equipped with accelerometers and a dual

frequency GPS receiver on-board [68]. With the use of the accelerometers on the satellite,

the measured accelerations can replace the non-gravitational force models during precise

orbit determination. Because of this, the orbit determination becomes a dynamic orbit

determination problem instead of including pseudo-stochastic parameters in the estimation.

The study done on the CHAMP and GRACE satellites determined a root-mean-square

position error of less than 9 centimeters for the whole satellite period [68]. Using real

data from a GRACE satellite with no accelerometer data [47] was able to achieve less than

3 centimeter level accuracy in the radial, along-track, and cross-track directions.

An example of an on-board GNSS receiver that is not GPS is the LING QIAO satellite

which was launched in 2014. This was China’s first LEO communication experimental

satellite and had two GPS receivers for navigation and one BDS receiver on-board. The

BDS receiver did not preform as well as expected because of a lower acquisition efficiency

since it was only a single-frequency BDS receiver [62]. Another satellite was launched

in 2013 that had a dual-frequency GPS/BDS receiver on board and calculated centimeter

level accuracy using those signals [62]. The other methods previously mentioned can be

used on LEO satellites for orbit determination, but with the accessibility recently of GNSS

receivers, implementing one on-board a satellite has become a reliable location solution.

2.5 Coordinate Transformations

Results will be presented in the Earth-centered Earth-fixed (ECEF) coordinate frame. De-

riving the acceleration from gravity in spherical coordinates is most convenient but doing

so requires the coordinates to be transformed into ECEF data for comparison. One way to

do this is to transform the acceleration from spherical coordinates to Earth-centered iner-

tial (ECI) coordinates. Once the ECI coordinates are found, these can be transformed into

ECEF coordinates as long as the epoch time is known.

It is important to note that these coordinate transforms go by many other names such

as Tessestrial Reference Frame (TRF) or body-fixed for the ECEF frame and Celestial

Reference Frame (CRF) or inertial for the ECI frame. Both of these reference frames have
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the origin at the Earth’s center of mass. The ECEF frame as seen in Figure 2.7 has the

X-axis located at the Prime Meridian which is at 0◦ longitude, the Z axis extends through

the North Pole at 90◦ latitude, and the Y axis completes a right hand coordinate frame by

pointing at 90◦ longitude [69]. These axes rotate with the Earth. The ECI frame uses the

same axis but is fixed and does not rotate [70].

Figure 2.7: ECEF frame [69]

The first step to finding the gravity in Earth-fixed spherical coordinates at any given

instant in time is to take the gradient of the gravity potential as seen in Equation (2.2) [71].

The formation of this potential will be discussed in Section 2.6.1, but the basis that needs

to be known now is that the gravity is formed from spherical harmonics. Because of this,

the output of the acceleration is in spherical coordinates which ur, uϕ, and uλ represent

unit vectors in the spherical frame.

a⃗g = ∇V =
δV

δr
u⃗r +

1

r

δV

δϕ
u⃗ϕ +

1

r cos(ϕ)

δV

δλ
u⃗λ (2.2)

Like discussed before, the acceleration cannot be left in the spherical frame for this

research. The next step will be transforming the spherical coordinates (r, ϕ, λ) into the ECI

frame (x, y, z) by way of Equation (2.3) where ar = δV
δr

, aϕ = 1
r
δV
δϕ

, aλ = 1
r cos(ϕ)

δV
δλ

[71].
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ax

ay

az

 =


cos(ϕ) cos(λ) − sin(ϕ) cos(λ) − sin(λ)

cos(ϕ) sin(λ) − sin(ϕ) sin(λ) cos(λ)

sin(ϕ) cos(ϕ) 0



ar

aϕ

aλ

 (2.3)

Lastly, the rotation from ECI to ECEF (X , Y , Z) will occur. The rotation in Equation

(2.4) is the simplest form for the transformation only accounting for the Earth’s rotation

(ω) in which the value from Table 2.2 is used [71].


aX

aY

aZ

 =


cos(ω) − sin(ω) 0

sin(ω) cos(ω) 0

0 0 1



ax

ay

az

 (2.4)

Using this method can decrease accuracy by ignoring the precession, nutation, and po-

lar motion, but if extreme precision is not necessary, this simple rotation will be sufficient.

If additional accuracy is needed, the process of calculating the additional terms needed will

be seen in the following paragraphs.

There are many ways to represent time: Julian Date, Universal Time Coordinated

(UTC) , GPS Time, Greenwich Mean Time, etc. Therefore, to be clear with the trans-

formation of the coordinate systems, the time system needs to be clear. With the coordi-

nate transforms, the time used for calculations will be Julian Date although the start time

(tstart) for this system will be UTC time of 12 February 2022 at 00:00:00 hours. This will

need to be converted into a Julian Date of 2,459,622.5 days. The difference between the

start time of the simulation and the J2000 epoch (tJ2000) is needed. The J2000 epoch is

defined as starting at noon on 1 January 2000 which when converted into Julian date is

tJ2000 = 2, 451, 545 days. The difference between simulation start time and J2000 epcoh

(t0) can be seen in Equation (2.5). This equation also shows the conversion of Julian days

to Julian centuries (t) which will be used in later calculations.

t0 = tstart − tJ2000

t = t0/36, 525

(2.5)
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For the coordinate transformations, several rotation matrices are used for calculations

as seen in Equations (2.6) - (2.8).

R1(α) =


1 0 0

0 cos(α) sin(α)

0 − sin(α) cos(α)

 (2.6)

R2(α) =


cos(α) 0 − sin(α)

0 1 0

sin(α) 0 cos(α)

 (2.7)

R3(α) =


cos(α) sin(α) 0

− sin(α) cos(α) 0

0 0 1

 (2.8)

These rotation matrices are based on the rotation around one axis. For example, Equa-

tion (2.6) displays what the rotation matrix would appear like if there was rotation around

the x axis for α degrees. Therefore, Equation (2.6) is rotation around the x axis, Equation

(2.7) is around the y axis, and Equation (2.8) is around the z axis. A visual representation

of this can be seen in Figure 2.8.

Figure 2.8: Rotation Around Each Axis

The coordinate transformation process can be seen visually in Figure 2.9. Each box

represents a matrix that is formed through the processes described below. Therefore, to
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convert from ECI to ECEF the ECI position vector is multiplied by each of the different

boxes such as r⃗ECEF = PNRSRMr⃗ECI . To convert from ECEF to ECI the reverse process

is performed.

Figure 2.9: Coordinate Transformation Process

Precession [P]

The first matrix is the Precession Matrix which is formed in Equation (2.9).

P = R3(−z)R2(θ)R3(−ζ) (2.9)

The precession “converts a vector in the [ECEF] system, having a mean equinox at

J2000, to a vector having the mean equinox of date (MOD) [42].” This is the rotation to

align the equator at the epoch time with the equator at J2000. The angles (displayed in dec-

imal degrees) in Equation (2.10) represent the effects of this precession and are calculated

using the Julian century. The formation of the precession matrix (Eq. (2.9)) is created using

the rotation matrices and these angles.
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ζ = 0.640616t+ 0.00008839t2 + (5e− 6)t3

θ = 0.556753t− 0.000118t2 − (1.16e− 5)t3

z = 0.640616t+ 0.000304t2 + (5.1e− 6)t3

(2.10)

Nutation [N]

The nutation matrix takes into account the periodic effects of the Moon and transforms the

true equator of date (TOD) to the MOD [42]. The angles in Equation (2.12) like the ones

for the Precession define the transformation.

N = R1(−(ē+ δe))R3(δψ)R1(ē) (2.11)

Note that the first term in ē of Equation (2.12) represents the obliquity of the ecliptic at

J2000. These equations are also in decimal degree and the formation of the nutation matrix

can be seen by the rotations in Equation (2.11).

δe = 0.0026 cos(125− 0.05295t0) + 0.0002 cos(200.9 + 1.97129t0)

δψ = −0.0048 sin(125− 0.05295t0)− 0.0004 sin(200.9 + 1.97129t0)

ē = 23.439291− 0.0130042T − (1.64e− 7)t2 + (5.04e− 7)t3

(2.12)

Diurnal [RS]

The diurnal matrix is also referred to as the sidereal time. This transformation is responsible

for the time dependency of the vector components. This transformation transforms the

non-rotating frame to a rotating frame [42]. This is the matrix that is used when only the

simplest form of the rotation needs to be used (Eq. (2.13)).

RS = R3(ΘGAST ) (2.13)
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The variables used when performing this rotation are the Greenwich apparent side-

real time (GAST) (ΘGAST ), the Greenwich mean sidereal time (GMST) (θGMST ), and the

equation of equinoxes (α) which can be approximated using two variables from the nutation

matrix seen in 2.14. There is a key difference between GAST and GMST is which equinox

is being used to measure the true equinox. GAST uses the true equinox while GMST uses

the mean equinox [42]. The difference between them is how the equation of equinoxes is

formed. Once GAST is found, the diurnal matrix can be calculated using Equation (2.13).

θGMST = 280.46061837 + 360.98564726629t0 + 0.0003875T 2 − (2.6e− 8)t3

α = arctan(N(1, 2)/N(1, 1))

ΘGAST = θGMST + α

(2.14)

Polar [RM]

The polar motion is how the Earth’s rotational axis (Z) moves along its crust. These values

are normally small in nature, but two observations have been made. The first is that the

values which are normally small change a significant amount over a week to need updating.

The second is that polar motion is not fully understand. This does not allow for high

accuracy over very long periods of time. Because of these observations, xp and yp are set to

zero creating an identity matrix for this research. The xp and the yp is how much the motion

has caused a shift in the rotational axis and are measured in radians. The final rotation then

is displayed in Equation (2.15).

RM = R2(−xp)R1(−yp) (2.15)

Coordinate Transformation

The final task is to combine all the above matrices and equations to complete the trans-

formation. The rotation rate of the Earth is needed for the velocity and acceleration terms

which can be found in Table 2.2. The rotation rate is expressed in vector form as ωe =
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[
0 0 ω̇

]T
because the Earth rotates about the z axis. The transformation from ECI to

ECEF can be found in Equation (2.16) while the opposite transformation from ECEF to

ECI are in Equation (2.17).

r⃗ECEF = RMRSNPr⃗ECI

v⃗ECEF = RM(RSNPv⃗ECI − ωe ×RSNPr⃗ECI)

a⃗ECEF = RM(RSNPa⃗ECI − 2(ωe ×RSNPv⃗ECI) + ωe × ωe ×RSNPr⃗ECI)

(2.16)

r⃗ECI = PTNTRT
SR

T
Mr⃗ECEF

v⃗ECI = PTNTRT
S (R

T
Mv⃗ECEF + ωe ×RT

Mr⃗ECEF )

a⃗ECI = PTNTRT
S (R

T
Ma⃗ECEF + 2(ωe ×RT

Mv⃗ECEF ) + ωe × ωe ×RT
Mr⃗ECEF )

(2.17)

2.6 Perturbations

Perturbations, as Vallado writes in [42], “are deviations from a normal, idealized, or undis-

turbed motion.” One of Newton’s fundamental laws is the Law of Gravitational Force.

This can be simplified to the two-body problem with the Earth and the satellite being the

two bodies. This two body problem is the “idealized motion” while perturbations such as

Earth’s mass distribution, atmospheric drag, third body effects, solar radiation pressure,

thrust, magnetic fields, and ocean tides disturb this motion in the form of perturbations

[42]. These perturbations can be categorized as conservative and non-conservative. This

section will focus on the differences of each and which affect LEO satellites most.

In order to propagate the satellite’s perturbations, a choice of propagation method

(analytical or numerical) must be chosen. Analytical propagators have the added benefit

of being faster computationally, but because they reduce model fidelity, they also can be

less accurate [4], [8]. Numerical propagators can model physical phenomena through the

use of large integrations which increases the accuracy of the model but slows down the
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computation speed [4], [8]. As higher order terms are integrated, this effect is seen. The

model used in this research has sufficient accuracy using lower order terms and therefore

allows for faster computation time when the numerical method is used.

The following sections will describe the differences in the types of perturbations. The

types of perturbations include gravity, third body, atmospheric drag, solar radiation pres-

sure, and various others. The total acceleration on the body of a satellite can be seen in

Equation (2.18).

a⃗ = a⃗g + a⃗3B + a⃗D + a⃗SRP + a⃗other (2.18)

Overall, effect of each perturbation relies on various factors such as orbital height,

atmospheric effects, and sun visibility. Therefore, depending on the needed accuracy of the

orbit, many of these perturbations can be ignored. For this research, the perturbations for

gravity and atmospheric drag will be included in propagation.

2.6.1 Conservative

A conservative force is when the total energy is constant, no energy is gained or lost during

the movement of a particle. The conservative forces with satellites are the mass distribution

in the form of spherical harmonics and third-body forces.

Mass Distribution (Spherical Harmonics)

The largest of the perturbations effecting the satellite in LEO is gravity [72]. The gravity

perturbation is caused primarily by Earth’s oblateness [71]. The Spirent simulator (the sim-

ulator used for analysis in this thesis) uses a spherical harmonic representation of gravity

which is found widely in literature [71]. This gravity potential, seen in Equation (2.19),

is the basis for the estimation method for the ballistic coefficient which will be discussed

later.
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V =
µ

r

∞∑
l=0

(ae
r

)l
l∑

m=0

Pl,m(sin(ϕ))[Cl,m cos(mλ) + Sl,m sin(mλ)] (2.19)

Because of this, it is crucial that the gravity model be replicated with extreme accuracy.

Spherical harmonics are used to describe how a quantity varies across the surface of

a sphere which all planets in the solar system are assumed to be [73]. This is the most

accurate way to represent the gravity field of the Earth. As more research is done on the

gravity field, more spherical harmonic coefficients are added creating more accurate gravity

models. It is shown in [6], when comparing three different propagation models using a

higher order model increases accuracy without trading off computation time. The gravity

model used in the Spirent is set to a degree of 4 which allows for accurate replication of the

gravity field when propagating.

In Equation (2.19), the spherical coordinates are r, ϕ, and λ. ϕ represents the geocen-

tric latitude and λ is the longitude angle [74]. Within Equation (2.19), there are Legrendre

coefficients (Cl,m and Sl,m) that correspond to the mathematical modeling of the Earth’s

oblateness [42]. As the order (m) and degree (l) increases, the harmonic terms represent

finer variations in the potential [71]. Therefore, the largest gravitational effects are felt

when the degree and order are lowest. The gravitational zones are:

• zonal (m = 0): Corresponds to degrees of latitude with the largest being at the

equator (l = 2) [6], [42], [71], [73], [74]. This Legrendre coefficient is commonly

represented with the J notation such that Jl = −Cl,0 [74].

• tesseral (l ̸= m ̸= 0): These harmonics include both the latitude and longitude

variations of the Earth’s oblateness. These divide the Earth up into a checkerboard

type pattern [42], [73].

• sectoral (l = m): These harmonics focus only on longitudinal variations which at the

poles equals zero [42], [74].
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Each of these harmonic terms can be seen visually in Figure 2.10. The zonal harmon-

ics are the largest coefficients acting in the spherical harmonic model. If a high degree

of accuracy is not required, the zonal harmonics are sometimes the only values calculated

thereby simplifying the calculations [6], [71].

Figure 2.10: Spherical Harmonic Types [73]

The gravity potential can be broken down to represent each of the harmonic terms as

well. In Equation (2.21), the first term is the potential from representing the Earth as a

point mass [71].

V =
µ

r

[
1−

∞∑
l=2

Jl

(
RE

r

)l

Pl[sin(ϕ)]+

∞∑
l=2

l∑
m=1

(
RE

r

)l

Pl,m [sin(ϕ)]

{
Cl,m cos(mλ) + Sl,m sin(mλ)

}]
(2.20)

The second term in equation is the zonal terms which shows the substitution of Jl =

−Cl,0. Lastly, the third term is the tesseral harmonics. This term represents both the tesseral

and the sectoral terms because it is commonly regarded that the sectoral terms are only a

special case of the tesseral harmonics [42]. If only the zonal terms are used in analysis, the

longitudinal component of acceleration will be zero [71].
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V =
µ

r

[
1−

∞∑
l=2

Jl

(
RE

r

)l

Pl[sin(ϕ)]+

∞∑
l=2

l∑
m=1

(
RE

r

)l

Pl,m [sin(ϕ)]

{
Cl,m cos(mλ) + Sl,m sin(mλ)

}]
(2.21)

The equation for the psuedo-potential function (Eq. (2.21)) includes the conventional

Legendre polynomial (Eq. (2.22)) and associated Legendre polynomials (Eq. (2.23)) and

coefficients of spherical harmonics (Eq. (2.24)).

Pl[γ] =
1

2ll!

dl(γ2 − 1)l

dγl
(2.22)

Pl,m[γ] =
1

2ll!
(1− γ2)m/2 d

l+m

dγl+m
(γ2 − 1)l (2.23)

C ′
l,m =

∫
body

rl
(l −m)!

(l +m)!
Pl,m[sin(ϕ)] cos(mλ) dmE

S ′
l,m =

∫
body

rl
(l −m)!

(l +m)!
Pl,m[sin(ϕ)] sin(mλ) dmE

(2.24)

The associated Legendre polynomial can be used for all cases, but the conventional

Legendre polynomial is a simplified version to be used with zonal terms only [42]. A list

of coefficients for the JGM-3 gravity model can be found in Appendix D of [74].

To find the gravity in Earth-fixed spherical coordinates at any given time, the gradient

of the potential (Eq. (2.19)) must be taken as seen in Equation (2.25) where ur, uϕ, and uλ

are unit vectors in the spherical frame [71].

a⃗g = ∇V =
δV

δr
u⃗r +

1

r

δV

δϕ
u⃗ϕ +

1

r cos(ϕ)

δV

δλ
u⃗λ (2.25)
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Third-Body

Depending on how accurate the solution must be and the orbiting altitude of the satellite,

a useful term to include is the third body effects of the Sun, Moon, and any other bodies

thought to perturb the satellite seen in Equation (2.26).

a⃗3B = µ3

(
r⃗S3
r3S3

− r⃗E3

r3E3

)
(2.26)

These effects are greater as the effects of the atmospheric drag decreases [42]. There-

fore, this term will be omitted during propagation based on the orbiting altitude of the

satellites being studied.

The subscript 3 refers to the third body that is doing the perturbing. If the Sun is the

perturbing third body the gravitational constant (µ3) is 1.32712440018e20 m3/s2. If the

Moon is the third body, then µ3 is 4.9048695e12 m3/s2. r⃗S3 refers to the vector from the

satellite to the perturbing body with r3S3 being the Euclidean norm of that vector. r⃗E3 is the

vector from the Earth to the perturbing body with rE3 being the norm of the vector. The

first term in Equation (2.26) is known as the direct effect and the second term as the indirect

effect showing that this is independent of the satellite’s location [74].

2.6.2 Non-conservative

A non-conservative perturbation is defined as a force that may lose or gain energy such as

through friction or thrust. While gravity is the largest force effecting the satellite, the non-

conservative forces must be included or the propagated position solution will be incorrect

over time.

Atmospheric Drag

The atmospheric drag is the largest non-gravitational force acting on the satellite and after

gravity, it is the second-largest force acting on satellites below 500 km [2], [42], [67].

This is an issue because with satellites at that altitude, the amount of atmospheric drag

can greatly influence the orbital decay of the satellite by reducing the orbital energy of the
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satellite [2]. The atmospheric drag reiterated from earlier in Equation (2.27) is comprised

of physical attributes of the satellite (area (A), mass (m), and drag coefficient (cd) and

environmental attributes (relative velocity and density).

a⃗D = −1

2

Acd
m

ρ|v⃗rel|2
v⃗rel
|v⃗rel|

(2.27)

Within the atmospheric drag, certain quantities can be difficult to determine alone and

are combined to form the term ‘ballistic coefficient.’ This comprises the satellite’s mass,

coefficient of drag, and cross-sectional area. The ballistic coefficient is deterministically

unknown quantity especially when the satellite is in orbit.

Solar Radiation Pressure (SRP)

This perturbation is influenced by the Sun and is the result of a “transfer of momentum

through impact, reflection, absorption, and re-emission of photons” [74]. This perturbation

seen in Equation (2.28) increases as the orbiting altitude of the satellite increases.

a⃗SRP = −P νA
m
CRu⃗ (2.28)

One aspect of this perturbation is the difficulty of modeling the solar cycles and vari-

ations [42]. When there is a large solar storm, the effect of SRP is can be very pronounced

compared to the other perturbations and the opposite is true for a period of low solar storm

activity.

The value for the eclipse factor (v) is either 0 or 1 depending on the expose of the

satellite to the Sun. The variable CR is the reflectivity coefficient which is approximated

at 1 but can fluctuate between 0 and 2. This variable shows how the satellite reflects the

incoming radiation with 0 being no radiation reflection, 1 is all the radiation being absorbed,

and a value of 2 represents all radiation as reflected. u⃗ is the unit vector pointing from the

satellite to the Sun. P is the momentum flux from the Sun at the satellite’s location. For

Earth orbiting satellites, this value is set at a constant 4.56e-6 N/m2 [74]. One variable

difficult to determine in Equation (2.28) is the cross-sectional area (A) exposed to the sun.
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The area is vital piece in determining how much force the Sun’s radiation is exerting on the

satellite and cannot be known with extreme certainty and therefore an average is used [42].

Other

Perturbations that are included in the category “other” are ones that influence a satellite’s

orbit but are so small that they are often times neglected unless the most extreme accuracy

is required [42]. The list below will briefly explain what types of perturbations would be

included in this category and a more complex definition can be found in [42], [74].

• Tides

Tides are being included in the gravitational models as computational resources grow.

Most often times when tides are mentioned the primary tide being discussed is the

ocean tides, but the term tides can also refer to solid Earth tides, pole tides, and

atmospheric tides [42]. Overall, the definition for a tide is the gravitational distortion

caused by an external body.

• Magnetic Field Effects

Magnetic field effects are calculated to determine the effects of charged particles

on the satellite [42]. A spherical harmonic representation is chosen to denote the

magnetic-potential field.

• Thrust

It might seem counter-intuitive to include thrust because it can be a large perturba-

tion. The difference is that thrust is often planned and the perturbation effect of it can

be known [42]. Being a function of mass-flow rate and specific impulse of fuel, the

thrust can be modeled easily. A numerical propagation method can be used to predict

the change in velocity from the thrust maneuver [42]. This change in velocity can be

added to the original velocity vector and propagation of the satellite can continue as

normal.
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Chapter 3

Visibility Analysis

3.1 Background

A visibility analysis was conducted to determine the length of time the satellite would be in

view of a ground receiver. The theory is that if the LEO satellite had a loss of GPS signal

during the time of view, the satellite would need to propagate its trajectory forward in order

to relay to the ground user an accurate position.

The analysis was done for a mask angle of 0 degrees, which is achieved only in open

water, 10 degrees, which is the average mask angle for a LEO satellite, and 20 degrees,

which for optimal visibility should be the largest mask angle set. The difference in what

each mask angle looks like can be seen in Figure 3.1 with 0◦ level with the horizon.

Figure 3.1: Visual Mask Angle

The satellite orbit was simulated on Spirent for 72 hours at an increment of one sec-

ond. The orbiting altitude of the satellite was approximately 400 kilometers and almost
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completely circular. A base station was placed arbitrarily at latitude of 28.689524◦ and

longitude of 47.840452◦. The simulated orbit (red) and base station location (yellow star)

can be seen in Figure 3.2.

Figure 3.2: Simulated Satellite Orbit for 72 Hour Duration

3.2 Comparison of Mask Angles

The satellite visibility was observed over a 72-hour period and the visibility duration was

compared for the different mask angles. This was done by determining the azimuth and

elevation angles of the satellite, and if the satellite was below the mask angle value, the

satellite was set to “not visible.” Using this method, it is relatively easy as long as the

receiver’s position and the satellite’s azimuth and elevation are available to determine if a

satellite is currently visible. The differences for each mask angle can be seen in Figures

3.3-3.5 as well as in Table 3.1.
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Figure 3.3: 0◦ Mask Angle

Figure 3.4: 10◦ Mask Angle
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Figure 3.5: 20◦ Mask Angle

0◦ 10◦ 20◦

Total Time in View 145.0 min 54.9 min 24.0 min

Maximum Time in View 10.7 min 6.5 min 4.2 min

Times Visible 19 11 7

Table 3.1: Results of Different Mask Angles

As expected, the longest maximum time in view was found at the 0◦ mask angle and

the shortest amount of time was at the 20◦ mask angle. From this analysis, it was found

that the maximum amount of time that a satellite orbiting at 400 kilometers would be in

view would be at around 10 minutes, with the commonly used mask angle of 10◦ having

a maximum time in view of only 6.5 minutes. Since the satellite is in view for 10 minutes

or less, propagation would only need to occur for a maximum of 10 minutes to obtain an

estimate of the amount of error accumulated.
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Chapter 4

Propagation Analysis

4.1 Background

When propagating the satellite in orbit, it is important to have the correct gravity model.

One way to do this is through the use of numerically propagating the satellite. For the

Spirent orbit, the final acceleration model included the combined effects of gravity, at-

mospheric drag, and the effect of Earth’s rotation which can be seen in Equation (4.1).

Therefore, the final acceleration model becomes a⃗ = a⃗g + a⃗e − a⃗D.

a⃗e =


2ωvy + ω2rx

−2ωvx + ω2ry

0

 (4.1)

Using the developed acceleration model, the satellite’s position and velocity is fed

through a Runge-Kutta integration scheme. For this research, ode45 in Matlab was used

with tolerances of relative error at 1e-9 and absolute error as 1e-10. With the derivative

of position being the velocity value and the derivative of velocity being the acceleration

model, which can be seen in Equation (4.2). This model was found to be the best fit for the

Spirent data as the Spirent gravity model is not freely published.

˙⃗r = v⃗

˙⃗v = a⃗g + a⃗e − a⃗D

(4.2)
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4.2 Propagation Error Over One Orbit

A Monte Carlo simulation was performed for the Iridium satellite which will be presented

here. The following figures will show the effect of the propagation duration on final posi-

tion error of the satellite. The simulation covered a total of 720 iterations which represented

one orbit and approximately 90 minutes. Using the Runge-Kutta method mentioned in 4.1,

the position and velocity values were integrated for a set amount of time. At the end of

this time span, the position error was obtained and this is what is seen in Figure 4.1. This

figure shows the position error at the end of the propagation time while Figure 4.2 shows

the velocity error at the end of propagation.

Figure 4.1: Position Propagation Error Over One Orbit
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Figure 4.2: Velocity Propagation Error After One Orbit

Figure 4.3 shows the cumulative distribution function (CDF) for the entire 90-minute

orbit propagation. The bars represent 10 meters of propagation error. For 50% of the orbit

duration, the final propagation was below 60 meters of error. During the entire orbit, all the

error was less than 380 meters of error which can also be seen in Figure 4.1. The velocity

CDF in Figure 4.4 shows that the total velocity error for each iteration stays below 0.4

meters per second for one orbit.
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Figure 4.3: CDF Distribution of Position Propagation Error After One Orbit

Figure 4.4: CDF Distribution of Velocity Propagation Error After One Orbit

4.3 Propagation Error After 10 Minutes

Next, the error was determined after 10 minutes of propagation. As stated in Section 3.2,

having a propagation time of 10 minutes would be sufficient if the satellite were to lose

GPS signal right before being in view or during time in view. Figures 4.5 and 4.6 display
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the CDF distribution for all 720 Monte Carlo runs after 10 minutes of propagating. All runs

at 10 minutes stayed below 1.595 meters of error which would be sufficient for navigation

purposes. The velocity error at 10 minutes is even smaller at less than 6e-3 meters per

second.

Figure 4.5: CDF Distribution of Position Propagation Error After 10 Minutes

Figure 4.6: CDF Distribution of Velocity Propagation Error After 10 minutes
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Chapter 5

Modeling GPS Loss Over Time

5.1 Background

Modeling the GPS outages helps the end user understand how accurate the propagation

solution over time will be at different points in the orbit. The results from this section will

be compared to the results in 4 to show the impact the ballistic coefficient has on position

and velocity error.

5.2 Procedure

First, to understand how the GPS outage is simulated, the procedure of orbit determination

and propagation must be understood. To simulate an on-board real time orbit determination,

an extended Kalman filter was used while measurements were active. During this process

the state vector, x⃗ = [r⃗ v⃗]T , was fed through time update where the state transition matrix

was formed using Equation (5.1).

A =

 03x3 I3x3

δa/δr δa/δv

 (5.1)

The partial derivative matrices in Equation (5.2) and (5.3) were formed using the equa-

tion developed for acceleration, a⃗ = a⃗g + a⃗e − a⃗D where the gravity component (⃗ag) was

only a function of position, drag (⃗aD) was only a function of velocity, but the acceleration

due to Earth’s rotation (⃗ae) is a function of both position and velocity.
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δa

δr
=


δax/δrx δax/δry δax/δrz

δay/δrx δay/δry δay/δrz

δaz/δrx δaz/δry δaz/δrz

 (5.2)

δa

δv
=


δax/δvx δax/δvy δax/δvz

δay/δvx δay/δvy δay/δvz

δaz/δvx δaz/δvy δaz/δvz

 (5.3)

Once the state transition matrix was formed, time update was performed. This was

performed by integrating the state vector to the next time step. To do this, the time deriva-

tive was formed by ˙⃗x = [r⃗ a⃗g + a⃗e − a⃗D]
T . The covariance was then integrated by first

performing the time derivative as well using this equation: Ṗ = AP + PAT +Q. Q was

tuned arbitrarily to produce the best results. P was integrated using the same procedure as

x⃗.

Next, the measurement update was performed. First, the observation matrix was

formed. Since this is an extended Kalman filter, the partial derivatives of the observation

equations were taken to create the observation matrix. In this case, the measurement vector,

z⃗ = [r⃗ v⃗]T , is the same as the state vector. This, therefore, produces the measurement

matrix seen in Equation (5.4).

H =

I3x3 03x3

03x3 I3x3

 (5.4)

Once the observation matrix is formed, the Kalman Filter gain is found through K =

PHT(HPHT +R
−1
). R was tuned using the variance values produced from the Novatel.

After this, the correction equations were performed through the use of Equation (5.5) where

ˆ⃗z was formed from the position and velocity estimates from x⃗k+1.

x⃗ = x⃗k+1 +K(z⃗ − ˆ⃗z)

P = (I−KH)Pk+1

(5.5)

46



After the orbit determination (EKF) section was run, a GPS outage was simulated by

completely stopping the measurements. From there, the last known position and velocity

were input into a Runge-Kutta scheme to propagate the solution forward in time. A Runge-

Kutta scheme was chosen because it had the ability to increase accuracy of the propagated

solution as well as control the tolerances better than if the measurement update section

of the Kalman filter was avoided. To understand more about the equations used in the

Runge-Kutta scheme please refer to Section 4.1.

5.3 GPS Outage Simulation Results

A GPS outage was simulated at different parts in the orbit for different amounts of time.

In Figure 5.1 and 5.2 each line represents a different GPS outage occurrence at a different

section of the orbit. This was repeated for 720 iterations which would be 12 hours of an

orbiting satellite. The black dotted line in each figure represents one sigma bounds.

Figure 5.1 has a maximum error of less than 35 kilometers over 8 orbits of a satellite.

35 kilometers of error would not be sufficient to be used as navigation, but if the amount

of error was known, it could then be corrected. For the first 200 iterations, the satellite

stays below 5 kilometers of error and has a relatively low error point. This is believed to be

because once the satellite starts accumulating error, the error starts to grow quickly.
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Figure 5.1: Position Error of GPS Loss

This phenomenon can also be seen in the velocity errors in Figure 5.2. As the velocity

error starts to grow significantly large, it is translated into error on the position.

Figure 5.2: Velocity Error of GPS Loss
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5.4 Statistical Distribution of Error

The next few graphs will show the statistics for the propagation error. Figure 5.3 shows

the position error over the entire GPS loss events. 50% of the time the orbit is below 5000

meters of error. Referring back to Figure 5.1, the position error stays below 5000 meters of

error for 300 iterations which is approximately equivalent to three orbits.

Figure 5.3: CDF of Position Propagation Error

Figure 5.4 shows the velocity error where 50% of the time, the error is below five

meters per second of error at the end of the propagation period. This, like the position

error, is also equivalent to three orbits. Therefore, the expected accuracy after three orbits

is around three kilometers and five meters per second.
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Figure 5.4: CDF of Velocity Propagation Error
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Chapter 6

Ballistic Coefficient Estimation

6.1 Background

One variable in the drag equation that would be beneficial to estimate and model would

be the ballistic coefficient. To estimate the ballistic coefficient, the drag equation must be

rearranged to solve for the coefficient, seen in Equation (6.1).

B =
2a⃗D
ρ|v⃗|v⃗

(6.1)

An issue arises because both the velocity and the drag are 3x1 vectors. Normally, the

components could be separated and each solved individually to obtain the same ballistic

coefficient by choosing any of the equations in Equation (6.2).

B =
2aDx

ρ|v⃗|vx

B =
2aDy

ρ|v⃗|vy

B =
2aDz

ρ|v⃗|vz

(6.2)

This would work until the individual velocity components approaches zero as it changes

from a positive to negative value or vice versa. One solution is to create a weighted aver-

age of all the individual components, but the other more effective route is to perform the

pseudo-inverse on the velocity vector.

The pseudo-inverse which is also called the Moore-Penrose inverse (Eq. (6.3)).
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B = (v⃗T v⃗)−1v⃗
2a⃗D
ρ|v⃗|

(6.3)

The pseudo-inverse is a useful tool when trying to find the solution of a scalar variable

from two vectors. For the case here, the velocity and acceleration are both vectors while

the ballistic coefficient is a scalar quantity. The oscillation the occurs is due to the velocity

and acceleration vectors having both positive and negative values. As one value approaches

zero, the other values in the inverse will compensate by becoming larger causing oscillation

to be seen. While this oscillation repeats, it does eventually converge to a common solution.

6.2 Estimation Procedure

The process for estimating the ballistic coefficient can be seen in the block diagram in

Figure 6.1.

Figure 6.1: Ballistic Coefficient Estimation Block Diagram

The first step is to determine the total acceleration acting on the satellite (a). To do

this, the Luenberger estimator in the shaded gray area is performed. The initial conditions

are set to the initial states of the satellite with the state vector being x⃗ = [r⃗ v⃗ a⃗ j⃗]T .

This is fed through the model which is of type ˙⃗x = Ax⃗ with A being shown in Equation
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(6.4) as a 12 x 12 matrix where I3x3 represents an identity matrix that has the dimensions

3x3.

A =



I3x3 T I3x3
1
2
T 2I3x3

1
6
T 6I3x3

03x3 I3x3 T I3x3
1
2
T 2I3x3

03x3 03x3 I3x3 T I3x3

03x3 03x3 03x3 I3x3


(6.4)

03x3 represents a matrix of zeros with the dimensions of 3x3. The timestep, T , for

this research is 1 second due to the GPS receiver having a 1 Hz update rate. Once going

through the model, the estimates are multiplied by the C matrix (Eq. (6.5)) to develop the

measurement estimates (ˆ⃗y).

C =

I3x3 03x3 03x3 03x3

03x3 I3x3 03x3 03x3

 (6.5)

This estimate is then subtracted from the true measurements which are y⃗ = [r⃗ v⃗]T

from the receiver. The error between the measurements and the estimations is found by

using this equation: e⃗ = y⃗ − ˆ⃗y = y⃗ −Cˆ⃗x. These are then multiplied by the gain matrix L

which is developed using the poles in Figure 6.2. This can be seen here: ˙⃗x = Aˆ⃗x+ L(y⃗ −

Cˆ⃗x).

Once the estimation of the total acceleration, the next stage was to estimate the ballistic

coefficient which can be seen in the dotted line area of the Figure 6.1. The gravity and

acceleration of the earth were calculated using the position and velocity vectors from the

measurement vector (y⃗). These were then subtracted from the total estimated acceleration

to obtain an estimate of the drag. Using the drag estimate, measurements of position and

velocity, and Equation (6.3), a coefficient within 10% error was found using the truth data

as measurements.
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6.2.1 Tuning Gain Matrix

As a discrete system, these poles needed to be inside the unit circle to be asymptotically

stable. As seen in Figure 6.2, two of the poles were chosen to be real numbers while the

other two were complex conjugates. The poles chosen gave results within 10% of the true

value when truth data was used in place of measurements. They were 0.8±0.5i, 0.3, and

0.85.

Figure 6.2: Pole Locations of L Matrix

Only four poles were chosen even though there were 12 states total. This is because it

was assumed that each component was independent of each other as seen in Equation (6.4).

Therefore, to choose the poles and develop the gain matrix, the one dimensional poles were

found using the A and C matrix in Equations (6.6) and (6.7).

A1D =



1 T 1
2
T 2 1

6
T 3

0 1 T 1
2
T 2

0 0 1 T

0 0 0 1


(6.6)
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C1D =

1 0 0 0

0 1 0 0

 (6.7)

A four by two-dimensional L⃗1D matrix was found with gains seen in Equation (6.8)

by using the poles from Figure 6.2. This was then duplicated into a three-dimensional L

matrix with dimensions of 12 by 6 in Equation (6.9). Using this method allowed for easier

tuning of the poles.

L1D =



l11 l12

l21 l22

l31 l32

l41 l42


(6.8)

L =



l11 0 0 l12 0 0

0 l11 0 0 l12 0

0 0 l11 0 0 l12

l21 0 0 l22 0 0

0 l21 0 0 l22 0

0 0 l21 0 0 l22

l31 0 0 l32 0 0

0 l31 0 0 l32 0

0 0 l31 0 0 l32

l41 0 0 l42 0 0

0 l41 0 0 l42 0

0 0 l41 0 0 l42



(6.9)

6.3 Estimation Results

In simulation, the true ballistic coefficient for the Iridium data set was 0.050 m2/kg which

will be shown as a thick black line on all figures in this section. To exceed prior literature
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work done on TLE data estimation, the ballistic coefficient estimation should have an error

better than 14%. A comparison between the truth and Novatel measurements will be ex-

amined in this section. This data was taken over 24 hours to give enough time to develop a

good estimate of the ballistic coefficient and to determine if any outliers were present.

The first results in Figure 6.3 shows the results of the estimation procedure when

inputting the true position and velocity. There is obvious oscillation and this is thought to

be due to the way the velocity is calculated in the Moore-Penrose inverse as one or two

components approach zero. With the pole locations chosen, it can be observed that over the

24-hour period, the ballistic coefficient estimate is approaching a stable solution, if rather

slowly. The mean of this estimation set seen by the thick red line was 0.0546 m2/kg which

falls within the 10% error bound requirement as the true coefficient is 0.0496 m2/kg. It

is assumed over time, that the ballistic coefficient would approach the mean value of the

estimation meaning there is an estimation bias.

Figure 6.3: Estimation of the Ballistic Coefficient with Truth Data

The above test was run to ensure proper tuning of the gain matrix as well as to insure

viability that the coefficient could be estimated in the absence of noise. Next, using the

same poles as the truth data, the receiver measurements replaced the true data in the mea-

surement vector. These measurements were discovered to have noise that was too large to
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estimate the drag and subsequently the ballistic coefficient to a reasonable tolerance. Figure

6.4a shows the ballistic coefficient estimation from the furthest data point. The estimation

at the beginning overshoots the truth by a large amount. The overshoot can be decreased

using different pole amounts but often at the expense of the mean value meaning that in

most cases with this data set, as the overshoot decreased, the mean (bias) increased. Upon

closer examination of Figure 6.4b, it can be seen how noisy the estimation is. The mean

across the whole data set is 14.328 m2/kg which falls well outside the 10% error range.

Through this analysis, it is determined that the measurement noise is too large to be able to

estimate the ballistic coefficient accurately.

(a) Zoomed Out (b) Zoomed In

Figure 6.4: Estimation of Ballistic Coefficient with Receiver Data

6.4 Atmospheric Drag Noise

Because acceleration is not a measurement, the atmospheric drag must be estimated. The

process to estimate this is explained above in Figure 6.1. A study on the estimation of

the drag was performed because of the amount of noise observed on the ballistic coefficient

estimation. The true atmospheric drag using the constant density value and the true ballistic

coefficient was determined using the drag equation (Eq. (1.1)). This was then compared

to the estimated drag during the ballistic coefficient estimation process. When estimating

the ballistic coefficient, it is important to determine the amount of noise that is on the

atmospheric drag estimation. This noise will translate onto the noise of the coefficient

estimation as seen from the results in Section 6.3.
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Figure 6.5: Atmospheric Drag Estimation Error of Truth

Figure 6.5 shows the error from the calculated true atmospheric drag and the estimated

atmospheric drag with the true measurements. This figure shows that the error in the differ-

ence is relatively small. This is what leads to the estimation within 10% of the true ballistic

coefficient. While the error is small, there is still some error that could be effecting the drag

estimation. The z component of the acceleration error is largely uniform in appearance with

the x and y components oscillating in a repeating pattern. This is most likely due to some

unmodeled force in the Earth’s rotation or a small error in one of the variables.

Figure 6.6 now shows the error when using the noisy measurements. Both the position

and velocity measurements are used when estimating the atmospheric drag. This causes

an error magnitude forty times larger than the error when using the true measurements.

The difference in this drag error is what likely leads to the large difference in estimating

the ballistic coefficient. While this error might seem small when comparing to the total

acceleration values, this size error on the atmospheric drag (which is around the range of

1e-5) can cause significant error in positioning propagation.
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Figure 6.6: Atmospheric Drag Estimation Error of Novatel Data

Figure 6.7 - 6.8b will highlight the error norm of the ballistic coefficient to showcase

the overall difference in the error between the truth estimation and using the measurements.

Figure 6.7 shows the error norm of the truth measurements. While not completely zero, the

error oscillates around the 3.5e-5 amount. The small oscillation around the 15-hour mark

most likely shows when the error for each component is similar to the error in the other

components.
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Figure 6.7: Atmospheric Drag Estimation Error Norm of Truth

The error for the Novatel data is shown in Figure 6.8a and Figure 6.8b. Figure 6.8a is

zoomed out to show the magnitude of that initial error caused by the Novatel not obtaining

a good positioning solution. Figure 6.8b is zoomed in to highlight the magnitude of error

across the entire estimation process. There are large peaks in the data and overall the data

does not follow a consistent pattern.

(a) Zoomed Out (b) Zoomed In

Figure 6.8: Atmospheric Drag Estimation Error Norm of Receiver Data

In conclusion, to display how the noise on the atmospheric drag influences the ballistic

coefficient estimation the error is show side by side in Figure 6.9. From this comparison,
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the pattern in the error of the atmospheric drag and the ballistic coefficient are very similar.

This leads to the overall conclusion that if there is too much noise on the measurements,

then it is not possible to estimate the ballistic coefficient accurately.

(a) Ballistic Coefficient (b) Atmospheric Drag

Figure 6.9: Estimation Comparison of Novatel Data
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Chapter 7

Error Influence of Ballistic Coefficient on Orbit Determination

7.1 Background

The effect of the ballistic coefficient error on the propagation of position and velocity was

studied. Over 12-hours of simulated data was used. Much like the process in Chapter 5 the

orbit determination portion was run using an EKF to simulate how on-board orbit deter-

mination is performed. Next, a GPS measurement outage was simulated and the satellite’s

position was propagated forward in time for 10 minutes. After 10 minutes, the resulting

propagation error was calculated and then compared against each ballistic coefficient.

This section will show that the ballistic coefficient has a small affect on the overall

error of the orbit. A normal ballistic coefficient is on the order of magnitude of 1e-2 which

is below the noise floor of the GPS measurements. Using truth data, the ballistic coefficient

can be measured to within 10% of the true value. As more noise is added to the data, as seen

in Section 6.3 it becomes increasingly more difficult to determine the actual coefficient.

This section will show that because the ballistic coefficient error is magnitudes lower than

other forces, it does not have a significant effect on the end propagation result. Once the

noise of the ballistic coefficient increases to allow for the drag to have a significant impact

on the propagation, then the error increases significantly.

The results are derived following the technique specified in Section 6.2. For each

run, the ballistic coefficient had error added to the value during the propagation. The final

position error was compared between runs to determine the affect of the ballistic coefficient.
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The same was also repeated with velocity to determine how the ballistic coefficient affects

the integration error.

7.2 Propagation Error Results

Figure 7.1 shows the position error norm and Figure 7.2 shows the velocity error norm at

the end of the 10-minute propagation for the Monte Carlo simulations. As the error was

added to the ballistic coefficient to the same orbit, the pattern for each end position and

velocity follows roughly the same path with slightly different values. As it will be shown

later in this section, the variation of the error is very small and cannot be seen in these

figures.

Figure 7.1: Position Error Norm for ±100% Ballistic Coefficient Error
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Figure 7.2: Velocity Error Norm for ±100% Ballistic Coefficient Error

To analyze the error, the propagation results without any ballistic coefficient error was

separated. This is what Figure 7.3 and 7.4 shows. As Figure 7.3 shows, the majority of

the error is below 40 meters of error at the end of 10 minutes. These two figures show a

correlation between the final position error and the final velocity error. The initial velocity

and acceleration error is large which causes the errors to be extrapolated over time thereby

effecting the position solution.
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Figure 7.3: Monte Carlo Simulation With No Error

Figure 7.4: Monte Carlo Simulation With No Error

The next figures will show the initial position and velocity error. Acceleration error

was not an output of the Runge-Kutta scheme. Unlike Figure 7.3, Figure 7.5 has a sinu-

soidal pattern which can be attributed to the error output from the EKF. There is likely

an error in the Novatel measurements that is causing this error. Figure 7.6 shows that the

initial velocity error under 0.1 meters per second.
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Figure 7.5: Initial Position Error

Figure 7.6: Initial Velocity Error

Looking at Figure 7.7 shows the mean propagation error for ± 100% of error added

to the ballistic coefficient. The true ballistic coefficient for this data set is 0.0496 m2/kg

and has 19 meters of error. Between -100% and 100%, the error only changes by 0.3851

meters. Figure 7.8 includes values up to 1200 % error on the ballistic coefficient. These

results show that the error in propagation, at this altitude and 10 minute duration, is not
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largely influenced by atmospheric drag. Once the error in the atmospheric drag estimate

outweighs the noise of the GPS measurements, the propagation error becomes significantly

larger which can be seen in Figure 7.8.

Figure 7.7: Mean Position Error of Propagation

Figure 7.8: Mean Position Error of Propagation (All Values)
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Now to view the error in velocity without the error bars to better show the velocity

error between each different ballistic coefficient. The velocity error between the largest

error and the smallest error is only 3.633e-4 meters per second.

Figure 7.9: Mean Velocity Error of Propagation (100%)

These results show that the error in propagation, at this altitude, is not largely influ-

enced by atmospheric drag. Once the error in the atmospheric drag error outweighs the

noise of the GPS measurements, the propagation error becomes significantly larger.

7.3 Statistical Distribution of Propagation Error

Below are the two histograms approximating the probability density functions (PDF) for

position and velocity. Figure 7.10 shows the position error PDF curve and Figure 7.11

shows the velocity PDF. The PDF of random variables shows the chance that the value will

fall within a certain value range. For a Gaussian normal distribution, the graph would be

a bell curve with the mean and median being at the same point. The figures below are

right skewed graphs meaning that the median of the data set is located towards the smaller

values. This means that this data set has a higher probability of lower error occurring after

10 minutes of propagation.
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For example, the position data in Figure 7.10 has a larger chance of the error being

around 15 meters at the end of the propagation than if the data had no skew. If the data

was symmetric on the range zero to 30 meters, the highest probability of error would be

twice what it is now at 35 meters. The same can be seen in Figure 7.11 with the highest

probability of the data occurring towards the lower ranges of error.

Figure 7.10: PDF Distribution of Position Propagation Error After 10 minutes

Figure 7.11: PDF Distribution of Velocity Propagation Error After 10 minutes

69



The following figures will show the CDF of the data. This shows the likelihood of the

data being at or below a value a certain percentage of the time. Figure 7.12 shows that for

90% of the time, the error stay below 35 meters of error. The same can be applied to Figure

7.13 as the velocity error stays below 0.09 meters per second for 90% of the time. These

graphs are useful for visualizing the error impact of the data sets.

Figure 7.12: CDF Distribution of Position Propagation Error After 10 minutes

Figure 7.13: CDF Distribution of Velocity Propagation Error After 10 minutes
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Chapter 8

Simulation Study

8.1 Introduction

A satellite orbit was simulated to study the effects different ballistic coefficients had under

known conditions. As with the Spirent satellite orbit, the same acceleration model was

used to develop the position and velocity vectors. Unlike the Spirent satellite, these were

the only accelerations that were included in the model. It is not known entirely how the

Spirent simulator produced their acceleration model so the best fit model was found. This

allowed un-modeled forces to be included when trying to estimate the ballistic coefficient.

For the simulation, a satellite orbit was simulated in Matlab by using ode45 and the

acceleration model that was developed for this thesis. The outputs from the simulation was

position and velocity vectors over a 24 hour time span. GPS measurements were created

by taking the taking the simulation output and adding normally distributed random noise.

The standard deviation for this noise is seen in Table 8.1.
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Position [m] Velocity [m/s]

Test 1 5e-1 1e-2

Test 2 5e-2 1e-3

Test 3 5e-3 1e-4

Test 4 5e-4 1e-5

Test 5 5e-5 1e-6

Test 6 5e-6 1e-7

Test 7 5e-7 1e-8

Test 8 5e-8 1e-9

Test 9 5e-9 1e-10

Test 10 5e-10 1e-11

Test 11 5e-11 1e-12

Table 8.1: Standard Deviation of Measurements

These standard deviations were chosen arbitrarily but tried to mimic the same stan-

dard deviations as actual GPS measurements. The simulated satellite position and velocity

vectors and the simulated GPS measurements were then used as the input to the process

described in Section 6.2. The results will show in this section the amount of standard de-

viation that needs to be allowed in the measurements before a considerable affect of the

ballistic coefficient estimation is shown.

8.2 Test Results

The results shown will comprise the test results from each of the standard deviations in

Table 8.1. First, the position in the X-direction will be shown from each of the tests and

then all directions will be compared for the smallest standard deviations and the largest. The

same will also be done for velocity showing only the X-direction and then a comparison of

all three. A graph on a logarithmic scale will be shown for each of the positions that shows

the impact that the measurement noise has on the ballistic coefficient when compared.
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From Figures 8.4a - 8.5e, the progression of how the ballistic coefficient influences the

satellite’s final position error is shown. Between the first three values of standard deviation,

the graphs change largely in value and more of an effect of the error is seen. Once the stan-

dard deviation of the measurements passes 5e-4 m, the impact of the error on the ballistic

coefficient can be seen more. The more error that is added to the ballistic coefficient when

the measurements have a standard deviation of 5e-4 or lower impacts the height and shape

of the histogram.

As the standard deviation lowers, the graphs become more non-Gaussian, especially

as the ballistic coefficient error increases. This type of curve represented in the data is

called a bimodal distribution. When this occurs, the maximum value no longer is zero, but

instead is at either of the peaks. The data is now being classified more into two groups, one

negative and one positive error.

This change in Gaussian curves can really be seen in Figures 8.2 and Figures 8.3.

The Z-direction graph changes drastically between a standard deviation of 5e-1 meters and

5e-11 meters. The graph has become significantly nonlinear and has separated into a multi-

modal distribution. This is likely due to the Z direction not having a Coriolis acceleration

term included in the equation.

Comparing all the X position standard deviations on one graph as in Figure 8.1 shows

the effect a smaller standard deviation on the measurements has on the end propagation

error. Figure 8.1 displays only the truth values with not error on the ballistic coefficient.

As the measurement standard deviations approach 5e-4, they decrease in error range. After

5e-4 sigma, the standard deviations do not change drastically as they did with the first four

standard deviations. The difference from one deviation to the next is so miniscule that it

cannot be observed.
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Figure 8.1

(a) X direction (b) Y direction (c) Z direction

Figure 8.2: Iridium Standard Deviation of 5e-1 [m] for Position

(a) X direction (b) Y direction (c) Z direction

Figure 8.3: Iridium Standard Deviation of 5e-11 [m] for Position
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(a) Standard Deviation: 5e-1 [m] (b) Standard Deviation: 5e-2 [m]

(c) Standard Deviation: 5e-3 [m] (d) Standard Deviation: 5e-4 [m]

(e) Standard Deviation: 5e-5 [m] (f) Standard Deviation: 5e-6 [m]

Figure 8.4: Iridium X Position Error With Different Measurement Noise Values (Part 1)
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(a) Standard Deviation: 5e-7 [m] (b) Standard Deviation: 5e-8 [m]

(c) Standard Deviation: 5e-9 [m] (d) Standard Deviation: 5e-10 [m]

(e) Standard Deviation: 5e-11 [m]

Figure 8.5: Iridium X Position Error With Different Measurement Noise Values (Part 2)

Much like the position, the velocity error also becomes bimodal. This happens much

quicker at a standard deviation of 5e-2 as seen in Figure 8.9a. As with position error, the

change becomes non-existent between the standard deviation values of 5e-5 to 5e-11. At

these measurement standard deviations, the values are so close to truth that there is not

much error during estimation to correct.
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Comparing the standard deviations of 5e-1 meters to 5e-11 meters between the three

directions in Figures 8.7 and 8.8. Not much of an effect due to ballistic coefficient error

can be seen in Figure 8.7. This is not the case in Figure 8.8 as a visible change in error

distribution can be seen between each of the different ballistic coefficients.

Finally, all the ballistic coefficient values for the X direction velocity were compared

on a logarithmic scale in Figure 8.6. Same as with position, error difference cannot be seen

after the standard deviation of 5e-4 sigma. This leads to two conclusions: (1) That beyond

5e-4 standard deviation, the difference between truth and measurements is so miniscule that

any error between them becomes unobservable to the filter, (2) For the ballistic coefficient

error effect to be seen, the error on the measurements must be at a standard deviation of

5e-3 or lower, preferably smaller than 5e-4.

Figure 8.6: All Standard Deviations For Truth Velocity Data
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(a) X direction (b) Y direction (c) Z direction

Figure 8.7: Iridium Standard Deviation of 5e-1 [m/s] for Velocity

(a) X direction (b) Y direction (c) Z direction

Figure 8.8: Iridium Standard Deviation of 5e-11 [m/s] for Velocity
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(a) Standard Deviation: 5e-1 [m/s] (b) Standard Deviation: 5e-2 [m/s]

(c) Standard Deviation: 5e-3 [m/s] (d) Standard Deviation: 5e-4 [m/s]

(e) Standard Deviation: 5e-5 [m/s] (f) Standard Deviation: 5e-6 [m/s]

Figure 8.9: Iridium X Velocity Error With Different Measurement Noise Values (Part 1)

79



(a) Standard Deviation: 5e-7 [m/s] (b) Standard Deviation: 5e-8 [m/s]

(c) Standard Deviation: 5e-9 [m/s] (d) Standard Deviation: 5e-10 [m/s]

(e) Standard Deviation: 5e-11 [m/s]

Figure 8.10: Iridium X Velocity Error With Different Measurement Noise Values (Part 2)
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Chapter 9

Receiver Position Error Due to Satellite Error

9.1 Introduction

To determine how the error in the satellite position calculation affects the receiver position-

ing solution, a receiver positioning algorithm was created. This algorithm can be seen in

Figure 9.1 showing the process used to determine the final estimated receiver position. The

tolerance was set arbitrarily to 0.01 and no increase in accuracy was observed when the

tolerance was increased.

Figure 9.1: Receiver Positioning Algorithm
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First, 4 satellite positions and a receiver position was picked somewhere on Earth. To

stay consistent with the research done in this thesis, the satellite’s altitude was picked for

the range to be around 400 kilometers. The longitude, latitude, and altitude (LLA) positions

of each satellite and the GPS receiver can be seen in Table 9.1. A skyplot of the satellites

in view of the receiver is depicted in Figure 9.2. The receiver position here was assumed a

perfectly known clock as well to help simplify the solution and because there was no access

to clock data during research.

Name Latitude [deg] Longitude [deg] Altitude [km]

Satellite 1 26.9751 37.9535 300

Satellite 2 29.5414 44.7771 300

Satellite 3 30.8865 39.4907 300

GPS Receiver 28.1029 43.3941 0.6

Table 9.1: Satellite and Receiver Position

Figure 9.2: Sky Plot

To determine how the ballistic coefficient error effects the satellite error, error between

-70 meters and 70 meters was added to each of the satellites during an iteration to create
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new positions (r’ = [x’, y’, z’]). After this, pseudoranges were created by taking the new

positions and adding error with standard deviation of 0.5 to it which can be seen in Equation

9.1.

ρk = |r′|+ 0.5ν (9.1)

After the pseudoranges were created, the estimated pseudorange (δρ) and the geometry

matrix (G) were created. The estimated pseudorange can be found in Equation 9.2 where

x, y, and z are the previously estimated receiver values. The geometry matrix can only

be found after the estimated pseudorange is calculated and this can be seen in Equation

9.3. To find the estimated error between the receiver and the estimate, the equation δr =

(GTG)−1GT δρ. These errors were used to then correct the receiver position estimate by

r = rk + δr. This process was then run through a 1000 run Monte Carlo for each satellite

error between -70 and 70 meters.

ρ̂k =
√
(sat′x − xk)2 + (sat′y − yk)2 + (sat′z − zk)2 (9.2)

G =

[
−(sat′x − x)/r −(sat′y − y)/r −(sat′z − z)/r

]
(9.3)

9.2 Results

The Position Dilution of Precision (PDOP) is a measurement of the quality of the receiver-

satellite geometry. The smaller the PDOP value, the better the satellite geometry used for

positioning. Ideally, the PDOP would be below 1 but anywhere from 1 to 5 is considered

a reliable PDOP value. Figure 9.3 shows how the PDOP changes with the satellite error.

At -70 meters, the satellites are -70 meters further from the receiver value while adding a

positive 70 meters of error brings the satellites more overhead allowing for a larger PDOP.

For all satellite errors, the PDOP stayed below 1.41 and only fluctuated 0.0004 meters. The
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PDOP increases because as all the satellites move to a more overhead value, it allows for

less diversity in satellite positions.

Figure 9.3: PDOP Error [m]

Total variance in the solution error is σmeasPDOP where σmeas is the measured vari-

ance. Therefore the solution variance can remain the same as the PDOP increases as long

as the σmeas decreases. This can be seen in Figures 9.4 - 9.6. The ideal satellite geometry

for the best position results is one satellite directly overhead with three satellites on the

horizon. While 70 meters will give a worse satellite geometry, the satellites are now more

directly overhead leading to a better positioning solution.
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Figure 9.4: X ECEF Error [m]

Figure 9.5: Y ECEF Error [m]
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Figure 9.6: Z ECEF Error [m]

The values given in Figures 9.4 - 9.6 are in ECEF which is hard to conceptionalize.

The ECEF values were therefore converted into LLA coordinates and compared to the true

receiver position to see how much the error effects the solution. Figure 9.7 shows the

satellite geoplot of each of the Monte Carlo means for each satellite error. The change

between each satellite is so miniscule that it is not visible on the map and therefore only

displays as one point. The difference between these two points is a latitude error of 0.1016

degrees and a longitude error of -0.3272 degrees. This corresponds to 11.2776 kilometers

of displacement in the latitude direction and 36.3192 kilometers of displacement in the

longitude direction. Between each satellite position error there was displacement of 30

meters of latitude and 14 meters of longitude.
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Figure 9.7: Satellite Plot of Receiver Error

Two major conclusions can be drawn from this. One, the satellite’s at this altitude must

have very precise measurements to be used for estimation as even smaller error during es-

timation can cause a large displacement to occur. Two, there was meter level displacement

between the satellite position error leading to the conclusion that the error in the satellite

position did not affect the positioning solution that much. Therefore, adding under 100

meters of error, whether through the ballistic coefficent or atmospheric drag, will cause

only meter level displacement from the receiver depending on how well the estimation is

performed.
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Chapter 10

Conclusions and Future Work

10.1 Conclusions

With the increase of LEO satellites over the decade, the need for precise orbit determination

is crucial. One large error of orbit determination at LEO altitude is atmospheric drag.

Gravity models, while continuously improving, are fairly accurate at this time for most

cases. Drag is difficult to model because of the effect of deterministic quantities that have

not been modeled explicitly. One of these terms is the ballistic coefficient. Due to the

variables that make up the ballistic coefficient, many may not be known by third-party

operators or can change over the lifetime of the orbit. This makes it a vital component in

drag estimation. While previous work has been done on estimating the ballistic coefficient,

these have all involved estimating the ballistic coefficient from TLE data which already

includes a drag term. Estimating the ballistic coefficient from on-board GPS receiver has

not been studied at the time of the publication of this thesis to the knowledge of this author.

In conclusion, the satellite orbiting at this altitude is only in view for around 10 min-

utes at an optimal mask angle. If the on-board GPS receiver fails during this time, the

satellite would be able to propagate its position and transmit it to a ground receiver with

less than 70 meters of error after determining its orbit for 10 minutes. If the GPS receiver

loses connection while not in view, the satellite would be able to propagate with less than

5000 meters of error over 300 minutes.

During the orbit determination process, the theory is that the satellite would be able to

calculate its ballistic coefficient to then use during the orbit propagation segment allowing

88



for a more accurate drag estimation. The estimation accuracy was found to be dependent

on the amount of noise in the GPS measurements, something that is not seen in TLE data

as the received drag term is a singular value and not changed over time. Estimating the

ballistic coefficient over time using truth data resulted in an accuracy of 10% of the true

ballistic coefficient, but with noise the error in the ballistic coefficient was above 100% and

therefore not useful at all.

Overall, adding error to the ballistic coefficient did not increase the effectivity of the

propagation model. This is due to the insignificant amount that the ballistic coefficient

effects the atmospheric drag. The drag in turn is much smaller than the gravitational ac-

celeration and therefore a large error needs to be applied to it before any effect is seen.

Therefore, in conclusion, the ballistic coefficient is important to model correctly, but a

significant amount of error can be applied to it before becoming ineffective to model at all.

Until measurements drop below a standard deviation of 5e-4, the ballistic coefficient

will stay below the noise floor. If this happens, the ballistic coefficient will not be able to be

estimated. This requirement for measurements would require receivers to be very precise

potentially costing a large amount of money or engineering time and would be out of reach

for most situations.

Depending on the accuracy need of the estimation, it is feasible for the satellite posi-

tion to be estimated within 70 meters of error and still maintain accuracy under 30 meters

depending on the estimation algorithm. This shows that the error from wrongly estimating

the ballistic coefficient would not affect the final position results.

10.2 Future Work

Future work includes seeing the effect of the ballistic coefficient over several days. This

would allow a larger view of how the atmospheric drag effects the LEO’s orbit. Using the

above method over several days would possibly allow for a more accurate estimation of

the ballistic coefficient. Possibly adding a different measurement device to more accurate

estimate the satellite’s total acceleration could be used to estimate the atmospheric drag

better leading to a better ballistic coefficient estimation result. It can also be studied how
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the atmospheric density estimation effects the ballistic coefficient estimation as well over

time.

One of the issues with inaccurately predicting the ballistic coefficient is when estimat-

ing the total acceleration of the satellite. With the GPS receiver used for this research only

position and velocity measurements were available for use of estimation. To improve the

acceleration, it would be ideal to have an IMU on-board the satellite. In theory, this would

improve the estimation of the ballistic coefficient, and it would be possible to estimate it

within a shorter time frame.
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