
Resilient and Reliable Communication for First Responders with Ad Hoc Network and
MPTCP

by

Yue Cui

A dissertation submitted to the Graduate Faculty of
Auburn University

in partial fulfillment of the
requirements for the Degree of

Doctor of Philosophy

Auburn, Alabama
Dec, 9, 2023

Keywords: OLSR, MPTCP, MANET

Copyright 2023 by Yue Cui

Approved by

Dr. Alvin Lim, Chair, Professor of Computer Science and Software Engineering
Dr. Shiwen Mao, Professor of Electrical and Computer Engineering

Dr. Cheryl Seals, Professor of Computer Science and Software Engineering
Dr. Xiao Qin, Professor of Computer Science and Software Engineering

Dr. Xiaowen Gong, Assistant Professor of Electrical and Computer Engineering



Abstract

In severe hazardous situations, reliable network communication is an important infras-

tructure for conveying vital real-time information from sensors embedded in first responders.

Important communications and emergency information must be received quickly to make crit-

ical decisions, improve situation awareness, and save lives. It is always challenging to en-

sure that the network is continuously available. To ensure seamless, fault-tolerant, and secure

communication, we propose a new communication system: Next-Generation First Responder

Communication Hubs (NGFR Communication Hubs). In this novel architecture, we improve

the reliability of our communication networks using Multi-Path TCP (MPTCP), Optimized

Linked State Routing Protocol (OLSR), and Message Queuing Telemetry Transport (MQTT)

for portable devices and cloud services. MPTCP enables rapid recovery when a TCP connec-

tion fails while maintaining an end-to-end connection feature. OLSR, as a proactive routing

protocol in Ad Hoc networks, provides an infrastructure-less architecture in MANET. MQTT

enables efficient transmission of sensor data. We also give solutions on solving the dynamic

gateway switch problem in the OLSR network by utilizing a TCP Fast Open packet. We have

implemented the above reliable communication hub and conducted extensive experiments in

different configurations. The results show that our proposed architecture can be quickly de-

ployed and provides the reliability of the communication network despite the failure of some

network infrastructures.
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Chapter 1

Introduction

Reliable communication in networks is of importance, particularly in extreme hazardous en-

vironments such as conflagrations, earthquakes, hurricanes, and other emergencies[26]. The

ability to transmit vital real-time information becomes crucial in these situations as important

messages and emergency information are time-sensitive and essential for making critical deci-

sions, enhancing real-time situation awareness, and ultimately, saving lives. However, ensuring

that the network is always available in such challenging circumstances can be a significant

obstacle [37].

With the evolution of technologies like Internet of Things (IoT) and smart cities, modern

critical infrastructure networks are progressively relying more on communication networks.

The advancement of these technologies has resulted in heightened interdependence among net-

works, as indicated in [22], where the failure of one network can lead to the failure of other in-

terconnected networks. Noteworthy examples of such interdependence include the 2003 North

American blackout[20], [67], the 2003 Italian blackout[46], and the 2012 Hurricane Sandy[28].

During the 2003 U.S. Northeastern power outage, abnormal connectivity outages affected 3,175

communication networks[20]. Undoubtedly, the role of reliable communication systems in to-

day’s critical infrastructure networks has gained increasing significance. One example that

highlights the importance of reliable communication is the unprecedented winter storm that

struck Texas, USA, on 16 February 2021[5]. The storm caused widespread disruptions, lead-

ing to cellular outages for all major carriers in the affected area. These outages not only resulted

in a loss of communication but also inflicted irreparable economic damages.
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To address the challenges of ensuring continuous and dependable communication during

emergencies, we propose a novel network system architecture named Next Generation First Re-

sponders Communication Hubs (NGFR Communication Hubs). The primary objective of the

communication hubs is to provide self-deployment, fault-tolerant, and secure communications

in extreme and hazardous environments.

To achieve this goal, we employ several technologies and protocols within this novel net-

work architecture. Multi-path TCP (MPTCP) is utilized to enhance network reliability by dis-

tributing data across multiple paths. This approach allows for improved fault tolerance and

robustness, ensuring that even if one path fails, communication can continue through alternate

paths.

Additionally, Optimized Linked State Routing Protocol (OLSR) is implemented to opti-

mize the routing process within the network. OLSR is a proactive routing protocol that estab-

lishes and maintains routing tables, enabling efficient and reliable data transmission between

network nodes. By leveraging OLSR, the NGFR Communication Hubs can dynamically adapt

to changes in the network topology, ensuring that data reaches its intended destination promptly.

Furthermore, Message Queuing Telemetry Transport (MQTT) protocol is utilized to en-

hance the efficiency and reliability of message delivery. MQTT is a lightweight, publish-

subscribe messaging protocol that enables reliable communication between devices, even in

constrained network environments. By employing MQTT, the NGFR Communication Hubs

can efficiently transmit critical messages and emergency information, ensuring that they reach

the intended recipients in a timely manner.

A key aspect of our proposed network system architecture is its self-configuring nature,

requiring minimal user involvement. The NGFR Communication Hubs are designed to auto-

matically adapt and reconfigure themselves in response to changes in the network environment.

This self-reconfiguration capability ensures that the network remains functional and reliable,

even as conditions evolve during hazardous situations.

In summary, the Next Generation First Responders Communication Hubs (NGFR Com-

munication Hubs) provide a novel network system architecture that aims to deliver seamless,

2



fault-tolerant, and secure communication in extreme and hazardous environments. By incorpo-

rating technologies such as Multi-path TCP (MPTCP), Optimized Linked State Routing Pro-

tocol (OLSR), and Message Queuing Telemetry Transport (MQTT), we enhance the reliability

of networks using portable devices. Our ultimate objective is to create multi-path networks that

require minimal user involvement while ensuring continuous and dependable communication,

ultimately aiding first responders in their life-saving efforts.

1.1 Background

1.1.1 MultiPath-TCP

Nowadays, the majority of communication devices are equipped with multiple communication

interfaces, such as 802.3 and WiFi[53]. Typically, these devices utilize a single communi-

cation interface for data exchange. However, the simultaneous utilization of multiple com-

munication interfaces is anticipated to offer enhanced performance in terms of both through-

put and delay[87]. This becomes particularly crucial in emergency situations. Multi-path

TCP(MPTCP) is an extension of regular TCP which provides multiple TCP flows simultane-

ously. An Multipath-TCP capable device can partition a single TCP datastream among multiple

subflows while remaining the regular TCP socket API to the application[9]. MPTCP begins its

connection similarly to a regular TCP. The first established link will be the main flow of an

MPTCP connection. If extra paths are available, it creates subflows for these paths.Figure 1.1

shows the comparison between a regular TCP and an MPTCP protocol stack.

Initiation of MPTCP Connection

When initiating a new connection, an option MP CAPABLE will be carried in SYN, SYN/ACK,

and ACK packets. This verifies whether the remote host supports MPTCP, as well as exchanges

authentication information for establishing other subflows. After the main flow has started, fur-

ther sub-flows can be added to the connection. The new subflow is also started as a regular

TCP connection with the SYN/ACK exchange. MP JOIN is used to identify the connection to

be joined by the new subflow. Figure 1.2 shows the initiation of a main flow and a sublow

3



Figure 1.1: Comparison on TCP and MPTCP Protocol Stack
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Figure 1.2: Initiation Process of a main flow and a subflow in MPTCP
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in MPTCP. From the perspective of middle-boxes, each subflow is a normal TCP connection.

MPTCP is responsible for splitting the data flows over these sub-flows at the source and re-

assembling them at the destination. MPTCP is transparent to applications that use a regular

TCP socket for communication. If the destination does not support MPTCP, the sender will use

regular TCP for data transmission over the established connection.

MPTCP Scheduler in Heterogeneous Network

A heterogeneous network is a network that connects different types of devices with multi-

ple protocols or service providers[75]. With MPTCP in heterogeneous networks, users can

transport the connections between several subflows, benefiting from the best available services.

Therefore, the core element of the MPTCP design is the scheduler, which is used for two

tasks:first, choose a subflow among all the available TCP subflows and; second, decide how

to distribute packets in subflows. There are three main scheduling policy implementations for

MPTCP in Linux: Round-Robin, minRTT, and Redundant[79].

Round-Robin scheduler allocates data packets on a circular way among the available

subflows[8]. As shown in Figure 1.5, there are two subflows available. The first one has

an RTT of 1ms with a bandwidth of 1 packet/second. The second subflow has an RTT of 10ms

with a bandwidth of 1 packet/second. With the Round-Robin scheduler, packets are assigned to

one subflow after another. This scheduler ensures that each subflow’s capacity is fully utilized

as an equal distribution across all subflows. However, it does not consider the heterogeneous

networks and not take into consideration of the bandwidth dissimilarity among subflows[25].

minRTT is the default scheduler for MPTCP in Linux to date[70],[71]. It sends packets

first through the available path with the smallest estimated Round Trip Time (RTT) until the

congestion window is full. Then it starts transmitting on the subflow with the next lowest RTT.

Figure 1.3 shows the sending and receiving process with minRTT scheduler. There are two

subflows available. The first one has an RTT of 1ms with a bandwidth of 1 packet/second.

The second subflow has an RTT of 10ms with a bandwidth of 1 packet/second. With minRTT

scheduler, subflow 1 will be chosen first before its congestion window is filled up. Then, data

is sent on the subflow 2 since it has the next lowest RTT.

6



Figure 1.3: Default Scheduler in MPTCP

Figure 1.4: Redundant Scheduler in MPTCP

Figure 1.5: Round-Robin Scheduler in MPTCP
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Redundant scheduler is another MPTCP scheduler. As shown in Figure 1.4, in this sched-

uler, traffics are sent on all available subflows in a redundant way[60]. There are two subflows

available. The first one has an RTT of 1ms with a bandwidth of 1 packet/second. The second

subflow has an RTT of 10ms with a bandwidth of 1 packet/second. With redundant scheduler,

all packets will be duplicated and sent through both subflows regardless of the link quality. Re-

dundant schedulers ensure reliable communication by delivering all segments redundantly[31].

It is anticipated that redundant schedulers can equalize the differences among subflows[27].In

this redundant scheduler, the lowest possible latency is achieved by sacrificing bandwidth.

However, this can be beneficial in some scenarios such ensuring the reliability of data delivery

or dealing with unstable subflows.

1.1.2 MANET

Introduction

A Mobile Ad Hoc Network (MANET) [92] is a dynamic assembly of wireless mobile nodes

and routers that autonomously establish and evolve a network, eliminating the necessity for

pre-existing infrastructure or centralized management. This decentralized network architecture

facilitates connectivity in environments devoid of traditional network infrastructure, making

MANETs particularly advantageous in remote or emergency scenarios where rapid deployment

is imperative [56]. As shown in Figure 1.6, MANETs allow for the seamless interconnection of

devices, forming an Ad Hoc network that adapts to the dynamic movements and configurations

of its constituent nodes.

Notably, MANETs serve as an ideal solution in situations such as catastrophes or emer-

gencies where conventional infrastructures are absent or impractical due to geographical or

temporal constraints [69]. The inherent ability of MANETs to spontaneously create a func-

tional network without reliance on existing infrastructure makes them invaluable for first re-

sponders and emergency services, enabling fast and efficient communication in challenging

environments.

8



Figure 1.6: Conceptual representation of a MANET

Figure 1.7: MANET extending to the Internet
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Moreover, the versatility of MANETs extends beyond standalone scenarios, as illustrated

in Figure 1.7. MANETs can seamlessly integrate with larger network environments, bridging

the gap between isolated Ad Hoc networks and the broader Internet. This enhances the scalabil-

ity and applicability of MANETs, making them adaptable to a variety of use cases and network

architectures.

The significance of MANETs is further underscored by their role in shaping emerging

applications in the realm of Smart Cities and the Internet of Things (IoT) [88, 44, 13]. As cities

and IoT ecosystems embrace innovative connectivity solutions, MANETs provide a foundation

for dynamic and responsive networks that can intelligently adapt to the evolving needs of these

complex environments.

In summary, MANETs are increasingly becoming an integral part of the Internet due

to their remarkable attributes. Their flexibility, self-configuration capabilities, independence

from traditional infrastructure, ease of maintenance, self-administration capabilities, and cost-

effectiveness collectively position MANETs as a transformative force in networking. As tech-

nological landscapes evolve, MANETs are poised to play an important role in enabling re-

silient, adaptive, and fast deployable wireless networks across a spectrum of applications and

scenarios.

Routing Protocols in MANET

In MANET, the frequent and unpredictable joining and leaving of nodes introduces a consider-

able challenge when it comes to devising efficient routing strategies within MANETs[16]. The

establishment of efficient communication pathways relies on the deployment of specialized

routing protocols. These protocols can be broadly categorized into two main types: table-

driven, commonly referred to as proactive protocols [3], and demand-driven, known as reactive

protocols. Each type offers a distinct approach to handling the dynamic nature of MANETs.

Proactive protocols, exemplified by Destination Sequenced Distance Vector (DSDV) [73]

and Optimized Link State Routing (OLSR) [45], operate on a constant quest for up-to-date

routing information. In these protocols, each node diligently maintains comprehensive routing

10



tables, ensuring a continuous flow of information regarding network topology and node con-

nectivity. However, this dedication to real-time information comes at a cost – the perpetual

exchange of control packets throughout the network introduces a consistent overhead. While

proactive protocols provide the advantage of readily available routing information, their con-

stant information dissemination can lead to increased network traffic and potential resource

utilization challenges[66].

On the contrary, reactive protocols, such as Ad Hoc On-demand Distance Vector (AODV)

[72] and Dynamic Source Routing (DSR) [47], adopt a more selective and responsive strat-

egy. In reactive protocols, routing information is only propagated when triggered by a specific

request from the source to the destination. While this approach minimizes control packet over-

head, it introduces latency when establishing new routes or adapting to changes in network

topology. Reactive protocols excel in scenarios where resource conservation and reduced net-

work traffic are critical considerations, but they may experience delays in route setup due to

their on-demand nature[38].

The choice between proactive and reactive protocols in MANETs depends on the specific

requirements of the network and the trade-offs that align with its operational goals[50]. The

decision hinges on factors such as the frequency of topology changes, the need for real-time

information, and the tolerance for latency in route establishment. Consequently, the exploration

and refinement of both proactive and reactive routing protocols continue to be at the forefront of

MANET research, seeking to strike an optimal balance between timely information availability

and resource-efficient network operations.

OLSR in MANET

Optimized Link State Routing Protocol (OLSR) [17] is a proactive IP routing protocol op-

timized for MANET. In the OLSR network, nodes engage in periodic exchanges of HELLO

messages and topology control (TC) messages to calculate local link and neighborhood in-

formation. This continuous information exchange forms the basis for maintaining an updated

understanding of the network’s topology[33]. Additionally, each node maintains a copy of

routes to all destinations within the network. To minimize the overhead of flooding messages
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and reduce redundant re-transmissions in the OLSR network, each node(n) is required to select

a subset of its symmetric one-hop neighbors known as Multipoint Relay(MPR) nodes as shown

in Figure 1.8. This selection is pivotal, as MPRs are strategically chosen to collectively cover

all strict symmetric two-hop neighbors of the node(n)[68]. Notably, only MPRs can re-transmit

packets received from node n, thereby minimizing the occurrence of redundant transmissions

and reducing the likelihood of duplicate messages circulating within the network. This strate-

gic selection of MPRs adds an efficiency layer to the OLSR protocol, optimizing the utilization

of control message dissemination while ensuring a well-managed and responsive network.

There are two phases in the message propagation process in OLSR network. Initial Phase

(Link Sensing): Each node in the network initiates the process by transmitting HELLO mes-

sages to its immediate neighbors. This broadcast occurs every 2 seconds and serves the purpose

of assessing the status of links. Importantly, these HELLO messages only occurred between

immediate neighbors and cannot be propagated to nodes further down the network hierarchy.

A HELLO message encompasses various details, including message types, originator address,

valid time, and the one-hop neighbors of the originator. Utilizing the neighbor list provided

in received HELLO messages, nodes can effectively identify their two-hop neighbors. The in-

formation empowers each node to construct a neighbor table, often referred to as the MPR set.

Within this set, each node makes selections to designate a subset of neighbors as multi-point re-

lays (MPR(n)), enabling them to forward control packets originating from the node N[74]. The

selection of MPR(n) involves satisfying two conditions: (1) possessing the transmission range

to reach all two-hop neighbors, and (2) minimizing the number of MPRs to prevent unneces-

sary overhead in the network[64]. Additionally, the MPR set undergoes recalculation whenever

a change in one-hop or two-hop neighbors is detected.

Second Phase (Topology Sensing): Topology sensing involves the dissemination of topol-

ogy control (TC) messages every 5 seconds. These messages are broadcasted to construct

an intra-forwarding table and are exclusively forwarded by the MPR nodes. The information

embedded in TC messages allows each node to independently create a topology table, also en-

abling the selection of a set of MPR selectors. From this set, one node is chosen as an MPR,

and details of the MPR selectors are added to the TC packet. Using the information derived
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Figure 1.8: Broadcast packets forward by MPR
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from TC packets, each node constructs a topology table that includes details such as possible

destinations, the last-hop node to the destination, and MPR Selector Set sequence numbers.

This mechanism facilitates the creation of paths to destination nodes by the originator of the

TC message.

Multiple Interfaces in an OLSR Node

Multiple interfaces could exist in one OLSR node, only some of which participate in the OLSR

network. These nonparticipating interfaces may connect to different networks. If a node in

the OLSR network announces itself as a gateway to specific networks with Host and Network

Association (HNA) messages, other nodes in the OLSR network will have the ability to access

this network by setting up an internet route based on the HNA information. The gateway node

generates an HNA message containing pairs of (network address, network) corresponding to

the connected hosts and network. Upon receiving an HNA message, the node should update its

current A network address. Using this feature, the nodes in the OLSR network have the

ability to connect to a desired network through this gateway node.

1.1.3 MQTT

Message Queuing Telemetry Transport (MQTT) [85]is a lightweight publish-subscribe net-

work protocol for the IoT. There are three components, subscriber, publisher and broker. The

publish/subscribe communication model operates on the principle that components expressing

interest in specific information register their interest, a process known as subscription, thereby

becoming subscribers. On the other hand, components wishing to disseminate particular infor-

mation become publishers. There could be multiple publishers and subscribers on one network.

For each publisher/subscriber, it could publish/subscribe to multiple topics. The intermediary

responsible for facilitating the transmission of data from publishers to subscribers is known

as the broker. The broker plays a crucial role in coordinating subscriptions, with subscribers

typically required to explicitly contact the broker to subscribe. In this model, the seamless flow

of information between publishers and subscribers is coordinated by the broker, ensuring effi-

cient communication within the system. Messages exchanged between the publisher and the
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Figure 1.9: An example of MQTT publish/subscribe architecture

subscriber are often topic-based. Subscription and publications are restricted to a predefined

set of topics. 1.9 is an example architecture with multiple publishers and multiple subscribers

with topic publication and subscription.

The MQTT protocol, renowned for its lightweight nature and publish/subscribe architec-

ture, is well-suited for deployment in Wireless Sensor Networks. This suitability arises from

its compatibility with low-end, battery-operated sensor devices and its ability to function seam-

lessly over networks with limited bandwidth.[40]

The initiation of an MQTT connection always starts by an MQTT client, which could

be either a publisher or a subscriber, sending a CONNECT message to the broker and the bro-

ker responds with a CONNECT message. The connection remains open until the client sends

a DISCONNECT message. Once the connection is established, an MQTT client is able to

publish/subscribe topics. Transport Layer Security(TLS) is used to encrypt the whole MQTT

communication. Port 8883 is standardized for a secured MQTT connection whereas port 1883

is used for a non-secured MQTT connection.

1.1.4 TCP Fast Open

TCP Fast Open (TFO) [76] stands as an extension of the traditional TCP protocol, introducing

a mechanism aimed at expediting the establishment of TCP connections between clients and
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servers. The primary objective of TFO is to mitigate the latency associated with the standard

TCP three-way handshake, the process integral to establishing a TCP connection.

In the conventional TCP connection setup, the client and server engage in the exchange

of three packets (SYN, SYN-ACK, ACK) before actual data transmission can commence. This

sequence introduces a degree of delay, particularly noticeable in scenarios involving short-lived

connections or connections to servers characterized by high latency.

TCP Fast Open revolutionizes this process by enabling the server to embed data directly

within the SYN-ACK packet. This innovative approach essentially merges the initial connec-

tion request with the transmission of data. Consequently, the client gains the ability to initiate

data transmission immediately after the handshake is completed, bypassing the need to await a

separate ACK (acknowledgment) packet from the server.

By circumventing the traditional sequential exchange of packets, TCP Fast Open signifi-

cantly accelerates the initiation of data transfer[90], proving especially beneficial for scenarios

where reducing latency is paramount. This extension optimizes the efficiency of TCP connec-

tions, particularly for short-lived connections or situations involving servers with inherently

high latency, contributing to an enhanced and more responsive networking experience.

Initiation of TCP Fast Open Connection

Client sends a TCP SYN packet to the server, including a TFO cookie option indicating support

for TFO. Server receives the SYN packet and checks if it supports TFO. If TFO is supported,

the server generates a TFO cookie and includes it in the SYN-ACK packet. Server sends the

SYN-ACK packet back to the client, containing the TFO cookie and the initial data payload

requested by the client (if any). Client receives the SYN-ACK packet, verifies the TFO cookie,

and sends an ACK packet back to the server. Server receives the ACK packet and completes

the connection establishment. At this point, the client can start sending data immediately.

By eliminating the need for a separate round-trip for data transmission, TCP Fast Open can

significantly reduce latency for certain types of connections. This is particularly beneficial for

protocols or applications that establish short-lived connections or rely on frequent connections

to the same server.
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Chapter 2

Related work

2.1 MPTCP Based Transmission Scheme

Regular Transmission Control Protocol (TCP) was initially designed for wired networks but

has been modified for use in wireless networks, leading to challenges like increased packet

loss and delays[91].This stems from the attributes of wireless channels, including a high er-

ror rate, interference, fading, obstructions, and more issues[86]. Although many algorithms

have been proposed to improve TCP performance. When path failure occurs, data loss is in-

evitable, causing TCP to re-establish a new connection. Additionally, TCP lacks support for

multi-homed terminals, such as smartphones, tablets, and laptops equipped with multiple het-

erogeneous interfaces for transmission. This limitation motivated the Internet Engineering Task

Force (IETF) to introduce the Multi-Path Transmission Control Protocol (MPTCP), which fa-

cilitates concurrent traffic forwarding on various paths through multiple network interfaces like

Wi-Fi, 5G/LTE, and Ethernet.

The MPTCP architecture is introduced in RFC 6182 [43] and has been published as an

experimental standard in RFC 6824 [29] in 2013. In 2020, MPTCP has been pushed to the

standard track in RFC 8684 [30]. Since its publication, there has been a wealth of research

related to the design, implementation, and performance of MPTCP. [62] evaluated the perfor-

mance of MPTCP with 4G and 5G network situations using a simulation test-bed. [14] In

particular, [97] proposes a solution for streaming high quality mobile video with MPTCP in

heterogeneous wireless network. [19] proposed a cross-layer scheduler for video streaming
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over MPTCP. This scheduler utilizes information from both the application and transport lay-

ers to rearrange data transmission, prioritizing the critical segments of the video.[101] proposes

an improved algorithms for multi-hop routing and establishing subpaths in MANETs. MPTCP

has gained widespread popularity due to its ability to enhance performance, including seamless

handover between network interfaces to support user mobility, resilience to link failures, and

the aggregation of bandwidth from multiple paths[77], [54], [99].[7] proposed an multi-pathing

community WiFi networks that are self-configuring with Wireless Mesh Networks(WMNs). In

the proposed design, they used OLSR as an IP routing protocol for mobile Ad Hoc networks

for WMNs. However, the solution still requires a private DHCP for WMNs and does not fully

utilize the feature of Ad Hoc networks.[24] analyzes LTE and WiFi for up-link and down-link

traffics and concludes that MPTCP can be beneficial with longer flows in the transmission.

There are works aiming to improve the packet transmission reliability of control packets

in MPTCP. [84] provided numerical evaluation of different schedulers of MPTCP in comparing

their throughput and reliability. Authors in [51] proposed a packet scheduling mechanism to re-

duce the out-of-ordered packet in the receiver buffer by adding a reordering considering mech-

anisms to each packet. [6] proposed an Opportunistic Routing technique to reduce MPTCP

delay by reducing the number of transmissions. The Opportunistic Routing is a routing model

employed to enhance the delivery rate and reliability of data transmission in wireless networks

through the broadcasting method, allowing multiple relays to deliver data for each subflow.

Authors in [58] proposed a novel framework for gathering scheduling information from di-

verse network entities and performing optimization from a global perspective. The framework

leverages existing or easily accessible MPTCP parameters. Within this framework, we present

a centralized optimization algorithm designed to achieve general proportional fairness in user

throughput. [41] developed a packet scheduling protocol that confers benefits not only to long-

lived flows but also to shorter ones. More precisely, the protocol initiates the classification of

MPTCP paths into fast and slow paths. Subsequently, it temporarily halts the slow path when a

substantial divergence in path performance exists between the fast and slow paths. This strate-

gic freezing of the slow path facilitates the rapid transmission of small amount of data via the
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expeditious fast path. [98] proposed a low latency MPTCP Scheduler for live video streaming

in mobile networks.

2.2 Real-time Data Transmission in Ad Hoc Networks with Internet

Due to the expanding number of connected devices brought about by the widespread use of

the Internet of Things(IoT), the amount of data being generated are growing exponentially[36],

[15], [102], [89]. Scholars in [32], [61], [55] have proposed solutions for delivering massive

real time data generated from these devices. However, these solutions are heavily rely on

the current Internet structure and assume that the Internet is always reliable and capable for

transmitting massive real time data. The capacity of wireless links is usually limited due to the

interference and high transmission overhead [21]. Additionally, the ability to quickly adjust to

the new topology of the network as well as maintaining the reliable transmission brings another

challenge [11].

The characteristics of Ad Hoc Network provides the possibility to extend the Ad Hoc Net-

work in the wireless sensor transmission. An Ad Hoc sensor network not only faces challenges

in hardware design, but also in communication protocols and application design of the sensor

network[94]. The dynamically changed network topology brings the challenge in designing

such architecture. CodeBlue[63], designed for emergency medical care, presents a novel net-

work architecture employing Ad Hoc networks for the deployment and transmission of mul-

tiple sensors. Nevertheless, the inherent limitations of Ad Hoc networks pose challenges to

maintaining reliable transmission and adapting to rapidly changing network topology. Another

design hurdle involves the transmission overhead within the Ad Hoc network. In CodeBlue, a

substantial volume of information is exchanged among the Ad Hoc network, potentially leading

to a reduction in the transmission rate within this network.

Integration of the Ad Hoc Network with other types network is another important research

topics that many scholars have addressed before. [39] proposed a wireless networking architec-

ture by connecting the MANETs to a Cellular network via a Terrestrial gateway. The proposed

architecture reduces the network deployment expenses while delivering voice, messaging and
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low-rate data services to mobile users. [10] also proposed an integration heterogeneous net-

work called CAMA, a cellular aided mobile Ad Hoc network. CAMA utilizes a CAMA agent

to manage the control information in the cellular network. They also proposed a position-based

routing protocol for exploring the reachable neighbors. [96] proposed an iCAR system for

integrating the cellular and Ad Hoc relaying system.

Improving Quality of Experience (QoE) for real-time data transmission in Mobile Ad

Hoc Networks (MANETs) poses a significant and complex challenge.[35] proposed an optimal

bandwidth allocation strategy in MANETs, minimizing the loss-induced distortion associated

with a video source. [34] identified major factors that affect the QoE of voice communication

in MANETs.

2.3 Routing in Ad Hoc Networks

Due to mobility of the MANET, it is inevitable to have nodes join and leave in the network

frequently[83]. To have the gateways adapt to the change and maintain the connectivity of

the MANET is of importance. Several techniques have been proposed for interconnecting

MANET with the Internet. While most papers concentrate on integrating MANETS with the

internet without being tied to any specific protocol, some also describe the fixed gateway dis-

covery mechanism. [48] introduced the MIPMANET approach, designed to furnish MANET

nodes with Internet access and Mobile IP mobility services.This involves the utilization of Mo-

bile IP with a foreign agent care-of address and reverse tunneling. MIPMANET employs Ad

Hoc on-demand distance vector (AODV) for the transmission of packets between a Mobile IP

foreign agent and a visiting node seeking to establish an Internet connection. Notably, MIP-

MANET allows a visiting node to transition from its current foreign agent to a new one, a

process referred to as handoff, only if the new agent is at least two hops closer.In[93], scholars

proposed an implementation for integrating MANET and Internet architectures. Their approach

considers diverse MANETs interacting with the fixed Internet, each characterized by its own

Time-To-Live (TTL). The proposed architecture involves two network-layer programs, DSDVd

and MIPd, which interact with the system kernel through socket interfaces. [12] proposed a so-

lution for integrating MANET with Mobile IP, introducing the concept of a border router with
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two interfaces. The interface connected to the Internet is configured to use normal IP routing

mechanisms for incoming and outgoing packets in MANET. Meanwhile, the interface con-

nected to MANET utilizes the dynamic source routing (DSR) protocol to route packets within

the MANET.[80] proposed an efficient and load balancing gateway switch method using IP

tunnelling. [100] provides a solution of Ad Hoc dynamic gateway based on mobile IP.[65]

proposed a method to reach the network gateway by selecting paths based on trusted nodes

and uncongested routes. In this instance, a hybrid gateway selection scheme is introduced that

relies on trust, incorporating parameters such as node trust, route trust, and residual route load

capacity in MANET.
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Chapter 3

Problem Statement and Motivation

3.1 Problem Statement

In hazardous situations, the ability to maintain a reliable network transmission is crucial for first

responders to make time-sensitive decisions and effectively respond to emergencies. Unfortu-

nately, when an emergency occurs, it is not uncommon for power outages and breakdowns in

cable services to cause network infrastructures to fail, rendering WiFi access points and cellular

networks unavailable.

Modern wireless and mobile devices are often equipped with multiple interfaces, allowing

them to connect to different networks simultaneously[81]. The network manager of an operat-

ing system can switch between these interfaces to establish a connection with the best available

link when the current connection goes down. However, accomplishing this is not a easy task.

As an end-to-end protocol, each TCP connection is uniquely defined by [source-IP-address,

source port, destination-IP-address, destination port][82]. If the current interface is disabled,

TCP does not have the ability to maintain the connection with a different interface. It is in-

evitable to break the current end-to-end connection in order to switch to a different interface.

To perform a seamless switch with TCP, we create a controller to oversee all available

interfaces in TCP. The controller uses a round-robin scheduler with a priority queue for link

switching as shown in Algorithm 1. Initially, all the available interfaces are stored in a queue

with a priority value. The priority is calculated based on the round trip time of each link. The

link with the lowest round trip time has the highest priority. If the current interface is disabled,

switch to the interface with the next highest priority and update the current queue.

22



Figure 3.1: TCP interface switch controller

Figure 3.1 shows an example of the interface controller with three interfaces, two WiFi

interfaces and one OLSR interface respectively. Initially, three interfaces are all available with

WiFi 1 having the highest priority value. When WiFi 1 is not available, the interface controller

switches to WiFi 2 and updates the priority value for both WiFi 1 and WiFi 2. If WiFi 2 is

disabled, the interface controller switches the current interface to OLSR.

Algorithm 1 TCP Weighted Round Robin Switch
Q: list contains all the UP interfaces
n: length of Q
i: from 0 to n -1
while Q is not empty do

if i is not UP then
Q[i].dequeue()
i++
switch(i)
updateQueue() ▷ re-calculate RTT for all interfaces

end if
end while

Such design breaks the end-to-end connection and introduces a controller in the network

stack which introduces more overhead in the network. Additionally, such frequent switching

between links can lead to longer disconnections and disruptions in communication. Therefore,

it is essential to prioritize maintaining a stable and uninterrupted connection during critical

situations.

In emergency scenarios, data integrity is of importance. Any loss of data can have severe

consequences, potentially resulting in life-threatening situations. To ensure data integrity, it is
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recommended to use TCP over UDP. TCP provides reliable and ordered data delivery, making it

more suitable for transmitting critical information. This is especially crucial when transmitting

various types of data, such as real-time video, audio, and text messages, to multiple receivers

simultaneously. Accomplishing this task requires powerful hardware resources and a network

infrastructure with high-quality connectivity. Integrating different types of data transmission

among a large number of devices poses significant challenges.

3.2 Motivation

The aforementioned problems make it difficult for first responders to react quickly and effi-

ciently in emergency situations. Moreover, civilians in the affected areas also suffer from the

loss of Internet connectivity, amplifies the difficulties encountered during emergencies. It is

imperative to develop a resilient and rapidly deployable communication hub that utilizes all

available wireless and mobile devices in the area. Such a hub would enhance the reliability

of real-time data transmission, enabling first responders to receive critical information without

disruption and allowing civilians to maintain essential connectivity in emergency situations.

By leveraging the collective resources of wireless and mobile devices, this communica-

tion hub would establish a decentralized network that can adapt to changing conditions and

provide seamless connectivity. The hub would intelligently allocate network resources, prior-

itize critical data, and optimize the utilization of available bandwidth. Through this approach,

the communication hub would improve the reliability and efficiency of real-time data transmis-

sion, enabling first responders to make informed decisions promptly and ensuring that civilians

have access to vital information and assistance.

In summary, the creation of a resilient and fast-deploying communication hub that har-

nesses the capabilities of wireless and mobile devices is crucial in hazardous situations. By

addressing challenges such as maintaining a stable connection, preserving data integrity, and

integrating various types of data transmission, this communication hub would significantly en-

hance the reliability of real-time data transmission. This, in turn, empowers first responders

to effectively respond to emergencies and enables affected civilians to stay connected and in-

formed during critical situations.
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Chapter 4

Conceptual Overview

4.1 Overview

The proposed Next Generation First Responder (NGFR) Communication Hub aims to en-

hance the reliability of the network by enabling rapid deployment, self-organization, and self-

connection capabilities. This communication hub possess the ability to automatically select

the most optimal and secure communication links without interrupting the current connection.

Furthermore, the NGFR Communication Hub is equipped with the capability to efficiently pull

and push real-time sensor data from sensors that can be dynamically attached to first respon-

ders. This adaptability in communication and sensing functionalities is made possible by the

innovative self-organizing and secure communication hub network architecture, illustrated in

Figure 4.1. This architecture not only ensures robust connectivity but also enables the dynamic

integration of diverse sensor inputs, enhancing the overall responsiveness and effectiveness of

first responders in critical situations.

4.2 NGFR Communication Hub in Network Stack

The NGFR Communication Hub is intricately designed following the principles of the current

TCP/IP stacks, as depicted in Figure 4.3. In this structure, sensor data is generated and gath-

ered at the application layer. The Message Queuing Telemetry Transport (MQTT) protocol

protocol serves as the interface between mobile devices and Internet-connected devices. Multi-

path TCP (MPTCP), operating at the transport layer, enhances the stability and reliability of

communication hubs. Meanwhile, the Optimized Link State Routing (OLSR) protocol acts
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Figure 4.1: Network Architecture in NGFR Communication Hubs
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as the routing protocol for mobile devices within the network. The proposed design for the

NGFR Communication Hubs is illustrated in Figure 4.2, providing the potential deployment

and interaction within a Mobile Ad Hoc Network (MANET).

Within the MANET, a dynamic network is formed by wireless and mobile devices such

as laptops, Raspberry Pis, and mobile phones. The OLSR protocol takes charge of establishing

connections between these devices and identifying gateways for efficient communication. No-

tably, some devices exhibit multiple interfaces with potentially unstable wireless connections,

while others lack direct Internet access. Nevertheless, these devices can still connect to the

Internet through the gateways selected by the OLSR protocol.

All devices operating within the MANET demonstrate the capability to function as both

publishers and subscribers, facilitating a bidirectional flow of information. The central broker,

hosted on a cloud server, plays a pivotal role in maintaining a stable Internet connection. Multi-

ple publishers and subscribers connected to the Internet can seamlessly interact with the broker,

establishing a robust communication ecosystem within the NGFR network. This comprehen-

sive design ensures adaptability, reliability, and effective communication across a diverse array

of devices and network conditions.
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Figure 4.2: Prototype in NGFR Communication Hubs
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Figure 4.3: NGFR Communication Hubs in TCP/IP Stack
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Chapter 5

Resilient and Reliable Communication Hub

5.1 Motivation

With the aforementioned conceptual design, we developed and implemented the NGFR Com-

munication Hubs. The Communication Hub enhances network reliability through switching to

the most efficient and secure links without disrupting the existing connection. It employs rapid

deployment, self-organization, and self-connection functionalities, ensuring a resilient connec-

tion. Furthermore, it is equipped to seamlessly retrieve and transmit real-time sensor data from

a variety of sensors that can be dynamically connected to first responders. The self-organizing

and secure communication hub network architecture facilitates these adaptive communication

and sensing capabilities.

To obtain the desired authenticity of the results, we designed extensive experiments in var-

ious network configurations to verify the design and implementation of our NGFR Communi-

cation Hubs. The design of the experiment should aim to accomplish the following objectives:

Various types of data transmission - The system should aim to support the transmission

of various types of data with minimal bandwidth requirements. This capability is crucial in

emergency situations where real-time communication and information exchange play a vital

role.

Smooth Switch with MPTCP - For devices with multiple interfaces, disabling any interface

in order would force it to switch to a different one. With MPTCP enabled, the switch should

not cause any disconnect in data transmission. Additionally, the switch should not require user

interaction.
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Impact on number of hops in MANET - A gateway is considered as the last hop of an

OLSR network. Thus, the number of hops is defined by the hops between the node itself and

the gateway. In above-mentioned different configurations in MANET, the less number of hops,

the better the performance should be.

Impact on number of publishers in MANET - More publishers in the MANET requires

more bandwidth and also could increase overheads in the network. Thus, the more publisher-

s/subscribers in the network, the worse the performance should be.

The rest of the chapters are arranged as follows: we introduce the set up of the experiment,

various configurations for different scenarios, experimental data selection, stress testing and

performance metrics for evaluation.

5.2 Experiment Set Up

The experimental procedures take place within the confines of an indoor setting, where a care-

fully configured private network setup has been established. This network is consist of three

distinct subnets, each controlled by a corresponding router, as illustrated in Figure 5.1. Within

this framework, Wireless 1 and Wireless 2 are independent subnets, each assigned unique IP

addresses to ensure segregation and facilitate efficient data management. The interconnection

of these subnets is achieved through the collaboration of three routers—Router 1, Router 2, and

Router 3—which are seamlessly linked via a network switch. This structured network archi-

tecture provides a conducive environment for conducting systematic experiments, allowing for

the exploration and evaluation of various aspects related to connectivity, data transmission, and

overall network performance.

5.3 Experiment Configurations

Figures 5.3, 5.4 and 5.2 are the three selected configurations for the OLSR network. We use an

open-source implementation of OLSR OLSRd for the routing algorithm in MANET. The pub-

lisher (P) is the node that designed to publish sensor data. It has three IEEE 802.11 interfaces,
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Figure 5.1: Network Partition in a Private Network Setup

Figure 5.2: 3 publishers with a maximum of 3 hops
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Figure 5.3: 2 publishers with a maximum of 4 hops
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Figure 5.4: 2 publishers with a maximum of 5 hops
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all USB connected. The gateway (G) has two interfaces, IEEE 802.11 and IEEE 802.3, respec-

tively. Both the publisher and the gateway use an x86 64 Linux kernel 4.19.126 with mptcp

extension v0.95.1. Paho MQTT is used in the application layer to publish and subscribe to sen-

sor data. The solid line in the figures indicates the path taken in the OLSR network. The dotted

nodes in the figures represent the existing nodes in the OLSR network yet not be selected.

5.4 Experiment Design

There are 25 executions in each configuration, separated into 5 groups. The average values are

calculated every 0.1 seconds. At the beginning of each experiment, all interfaces are up, and

each is assigned with an IP address to a different network. MPTCP will choose one or more

paths to transmit data.

There are 3 phases in each execution as shown in Table 5.1. The first 60 seconds is the

first phrase. Devices send data for 30 seconds from the beginning without any disruption. At

30th second, one WiFi AP mode interface is brought down. The devices continue to send data

for another 30 seconds. The second phrase comes at 60th seconds, when the second WiFi AP

mode interface is removed, leaving only the Ad Hoc network. At 90th seconds, we come to

the third phrase, when one of the WiFi AP mode interfaces is brought up. After 30 seconds

of communication, the second WiFi AP mode interface is brought up. At this point, all three

interfaces are available. The execution continues for the last 30 seconds and ends at 150th

seconds.

Status
Time Interface I(WiFi) Interface II (WiFi) Interface III(OLSR)
0-30 up up up

30-60 down up up
60-90 down down up

90-120 up down up
120-150 up up up

Table 5.1: Experiment design
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5.5 Experiment Data Selection

To achieve the goal of sending various types of sensor data and to better simulate the real-world

situation, we selected three types of data for testing: live audio, live video, and text messages.

The audio was captured via an USB sound card and processed by an open source python library

PyAudio with a sampling rate of 44100, and chunk size of 1024 bytes. The video frames were

captured via an USB camera and encoded with H.264. The text message was generated with

1024 bytes per second.

5.6 Stress Testing

Stress testing serves as a critical method for evaluating the robustness and reliability of a sys-

tem. In the context of NGFR Communication Hubs, stress tests are systematically conducted

for each configuration to evaluate their performance under challenging conditions. To execute

these stress tests, the widely adopted open-source tool, iperf3, is employed. iperf3 is

renowned for its capability to actively measure the maximum achievable bandwidth on IP net-

works, making it a valuable asset in assessing the NGFR Communication Hubs’ capabilities.

The stress tests align with the experiment design detailed in Table 5.1, ensuring a stan-

dardized and consistent approach to the evaluation process. By subjecting the NGFR Com-

munication Hubs to stress tests under various configurations, we not only verify their ability

to withstand adverse conditions but also gain a comprehensive understanding of their perfor-

mance limits and capabilities across different scenarios. This methodical approach contributes

to a thorough assessment of the NGFR Communication Hubs’ functionality and reliability in

diverse operational contexts.

5.7 Performance Metrics

Round Trip Time (RTT)is the duration from a packet being sent to when it receives a acknowl-

edgement (ACK) from the broker. It is used to measure the latency of the network. The RTT

can be calculated by:
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Latency = avgRTT Server + avgRTT Client

avgRTT_Server is the average time between the broker receives the packet and the

receiver sends the ACK of that packet back to the client. avgRTT_Client is the average

time between the client sends the packet and the client receives the ACK from the broker.

Packet Delivery Ratio (PDR) defined as the ratio of successfully delivered packets com-

pared to the total transmitted packets in the network.

PDR =

∑
Number of packet receive∑
Number of packet send

Throughput is defined as the rate at which the data is delivered successfully in a given

period of time. It is calculated to show the reliability of the network during the experiment

time. It is calculated as the total size of the payload in data packets divided by time, which is a

period of 10 seconds.

Throughput =

∑
Total size of data

time

The switch time for each link is defined by the average period of time between the initiation

of one link break and the switch to another link. It indicates how fast the data transmission can

be switched between different links.

Timeswitch =

∑
Switch time

number of runs

5.8 Implementation and Result Analysis

NGFR Communication Hub Publisher is implemented in Python with the ability to collect

real-time audio, video and text data, and publish to the broker. NGFR Communication Hub

Subscriber has the similar design of the software interface, and is able to subscribe to real-time

audio, video and text data with the topic. Figures 5.5 and 5.6 show the GUI of the implemented

program and the running screenshot of the NGFR Communication Hub, respectively.
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(a) Publisher

(b) Subscriber

Figure 5.5: Implementation of NGFR Communication Hubs
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Figure 5.6: Screenshot of the running interface
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5.8.1 One Publisher with MPTCP

We test with only one publisher in the OLSR network to see different performance when in-

creasing the number of hops. The publisher is equipped with three USB 802.11 interfaces and

is implemented with the MPTCP default scheduler. We use the default MPTCP congestion

control algorithm, LIA[78] for all the experiments.

Result from the Broker

At 0th second, three interfaces are available. There is no latency in transmission. The through-

put is stable with a high packet delivery ratio.

At 30th second, the first WiFi AP mode interface is brought down. The latency and packet

deliver ratio of both setups do not change a lot as shown in Figure 5.7 and in Figure 5.8.

Packet delivery ratios are close to 100% before 60th second. Figure 5.9 also shows that the

throughput is similar.

At 60th second, the second WiFi AP mode interface is brought down, leaving only the Ad

Hoc network interface. The publisher will have to use the Ad Hoc mode with OLSR routing

algorithm to route all data packets to the gateway. Unlike WiFi AP mode where packets are

directly delivered to the gateway, nodes selected by OLSR algorithm in the Ad Hoc network

need to relay the packets. Latency begins to dramatically increase, and packet delivery ratio

drops a lot with an increasing number of hops. As a result, throughput drops as well. However,

the connection has still remained. Some glitches are observed during the experiment for 8

and a higher number of hops in the MANET setup, especially for video transmission. The

performance of text transmission has no problem when delivering data.

At 90th second, a WiFi AP mode interface is brought up. It takes a few seconds for

MPTCP to adjust its flow to a less congested path. After 100th second, the performance begins

to improve. There is a large increase in throughput in 8 and a higher number of hops, indicating

that with only the OLSR interface, a larger number of hops may introduce more congestion in

the MANET. When a less congested link is available again, MPTCP balances the load. Thus,
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latency becomes lower and fewer retransmissions occur. The quality of the video is improved

by observation during the experiment.

At 120th second, the second WiFi AP mode interface is brought up. The latency and

packet delivery ratio are stable as before.

Result from the Publisher

Regarding the publisher’s perspective, we categorized throughput based on interfaces. An il-

lustration of this is depicted in Figure 5.10, showcasing the results with a 3-hop distance to

the gateway. Throughout the 0th to 30th second period, all interfaces effectively transmit data,

with WiFi1 handling the majority of the traffic. At the 30th second mark, WiFi1 is deactivated,

leading to an immediate surge in throughput through WiFi2. By the 60th second, WiFi2 is also

disabled, leaving only the Ad Hoc network interface operational. Subsequently, from the 90th

second to the 120th second, WiFi1 and WiFi2 are reactivated, respectively. Notably, there are

no transmission disconnections during the experiment, and the transitions between different

interfaces are seamless, maintaining an uninterrupted end-to-end connection. The accumulated

throughput is calculated as the sum of all possible interfaces. Figure 5.11 provides another

instance of the results in a 6-hop scenario.

5.8.2 Multiple publishers in MPTCP

Subsequently, we conducted tests using multiple publishers to assess the performance of the

NGFR Communication Hubs. Each publisher is equipped with three network interfaces, com-

prising two WiFi interfaces and one OLSR interface, respectively. All publishers adhere to the

identical experimental schedule outlined in 5.1.

From 0th second to 30th second, three interfaces are actively available. The throughput,

as shown in Figure 5.13, indicates an increase along with an increasing number of publishers.

At 30th second, there is a slight drop in throughput due to interface switching. However, the

throughput recovers immediately. The latency and the packet delivery ratio exhibit minimal

changes in both configurations as evident in Figure 5.14 and in Figure 5.12. Packet delivery

ratios are close to 100% before 60th second.
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Figure 5.7: Comparison of round trip time in different number of hops with one publisher

42



Figure 5.8: Comparison of packet delivery ratios in different number of hops with one publisher
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Figure 5.9: Comparison of throughput in different numbers of hops with one publisher
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Figure 5.10: Throughput split in publisher with 3 hops
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Figure 5.11: Throughput split in publisher with 6 hops
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Figure 5.12: Comparison of packet delivery ratio with 3 hops
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Figure 5.13: Comparison of throughput with 3 hops
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Figure 5.14: Comparison of round trip time with 3 hops
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Upon reaching the 60th second, the second WiFi AP mode interface is deactivated, leaving

only the Ad Hoc network interface. The publishers are then compelled to use the Ad Hoc

mode with OLSR routing algorithm to route all data packets to the gateway. With a solitary

publisher in the network, latency remains low, and the packet delivery ratio remains close

100%. Although the throughput experiences minimal change, introducing more publishers

leads to a substantial increase in latency and a subsequent drop in throughput, indicative of

heightened congestion within the network. Nevertheless, the connection remains intact.

By the 90th second, a WiFi AP mode interface is reactivated, resulting in increased through-

put in scenarios with multiple publishers. The increase is due to congestion with only the

OLSR interface in the publisher. After 100th second, the performance recovers. Thus, latency

becomes lower and fewer retransmissions occur. Observations during the experiment indicate

an enhancement in video quality.

At 120th second, the second WiFi AP mode interface is brought back. Latency and the

packet delivery ratio maintain stability, and the throughput achieves a steady state as well.

MPTCP Scheduler

The scheduling decision is crucial in MPTCP because it can impact performance and quality

of experience[57]. In the current implementation of Multipath TCP in the Linux kernel, the

scheduler always prefers the subflow with the smallest round-trip time to send data. There

is another implementation with a redundant scheduler where it sends duplicate data over all

the subflows. Figures 5.15, 5.16, and 5.17 show the comparison of the throughput, round-trip

time and packet delivery ratio between a default scheduler and a redundant scheduler. It is

obvious that throughput increases with the redundant scheduler, since all subflows are sending

duplicated data. However, in Figure 5.17 we see that with a redundant scheduler, the packet

delivery ratio is always higher than the default scheduler.

5.8.3 Link Switch in TCP

Furthermore, we executed a comparative analysis by conducting a test employing the regular

TCP protocol, and the results are depicted in Figure 5.21. This experiment followed the same
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Figure 5.15: Comparison of throughput in 3 hops
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Figure 5.16: Comparison of round trip time in 3 hops
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Figure 5.17: Comparison of packet delivery ratio in 3 hops
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Figure 5.18: Stress test for comparison of round trip time in 3 hops
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Figure 5.19: Stress test for comparison of packet delivery ratio in 3 hops
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Figure 5.20: Stress test for comparison of throughput in 3 hops
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scheme and setup as the previous one. Initially, all interfaces were accessible from the 0th

second to the 30th second, with the transmission primarily utilizing a single WiFi AP mode

interface.

At the 30th second, we disabled this specific interface, leading to a complete breakdown

of the connection and resulting in the loss of all transmitted data. Despite the presence of two

additional interfaces, the conventional TCP protocol encountered difficulties in re-establishing

the connection through alternative interfaces, mirroring the challenges identified in the previous

test.

This scenario underscores the significance of the MPTCP as the transport layer protocol,

particularly in emergency situations where infrastructure vulnerabilities may disrupt connectiv-

ity. The extended disconnection observed in the TCP protocol test, lasting until the same WiFi

AP mode interface became operational again at the 90th second, emphasizes the potential risks

associated with relying on a single interface. In contrast, the proposed connection hub aims

to mitigate such risks by facilitating seamless interface transitions, minimizing disconnection

durations, and ensuring the continuous flow of critical data even in adverse conditions.

By employing the TCP interface controller proposed in 1, we have the capability to emu-

late a seamless transition among all interfaces, and the outcomes of this simulation are depicted

in Figure 5.22.

We apply the identical experimental framework and configurations, where all interfaces

remain accessible from the 0th second to the 30th second.

At 30th second, when the initial WiFi AP mode interface is disabled, the link switch con-

troller detects the disconnection and efficiently re-establishes the connection utilizing the sec-

ond WiFi AP mode interface. Similarly, at the 60th second, when the second WiFi AP mode

interface undergoes disconnection, the link switch controller breaks the connection from the

server and adeptly re-establishes the connection, utilizing the OLSR interface. The average

duration for the switch between interfaces is measured at 350 ms.

The incorporation of the link switch controller empowers TCP to seamlessly navigate

between interfaces, providing a valuable adaptive mechanism. However, it is essential to note

a trade-off in this process. While TCP gains the ability to switch between links, this dynamic
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Figure 5.21: Regular TCP splits in the publisher
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Figure 5.22: TCP with link detection splits in publisher
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operation results in the disruption of the end-to-end connection. Furthermore, the protocol is

unable to leverage the simultaneous availability of multiple interfaces, showcasing a limitation

in its ability to harness the full potential of diverse network pathways.

5.9 Summary

The proposed NGFR Communication Hub design is validated by implementing a prototype

and testing it in an indoor environment. Introducing MPTCP provides smooth switch between

different interfaces while maintaining an end-to-end connection. Compared to the traditional

MANET application used with regular TCP, the NGFR Communication Hub provides a reliable

and resilient transmission. We complete extensive tests with different network configurations.

The test result shows that the NGFR Communication Hub is capable of self-connecting, self-

organizing, and rapidly deployed.

Although the proposed method combining MPTCP into MANET helped to improve the

reliability of network communication, this design still suffer from several limitations, such as

bandwidth-constrained, variable capacity links and energy-constrained operations. Due to the

natural of MANET, the performance is always limited by the wireless channel, the interference

of nearby nodes and the computation capability of the device. Furthermore, the dynamic topol-

ogy causes frequent link failures and high error rates, which makes it difficult to maintain a

desired degree of Quality of Service(QoS). In addition, live streaming video always requires

high bandwidth and low transmission latency. Therefore, providing a robust and low-latency

video streaming solution is a challenge.
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Chapter 6

Multiple Gateways in NGFR Communication Hub

Based on the results obtained from the previous experiment, it is evident that as the number

of hops in the network increases, it leads to higher latency, decreased throughput, and a lower

packet delivery ratio. Thus, a potential solution to mitigate these issues is to introduce addi-

tional gateways to the OLSR network. By strategically placing more gateways, it is possible

to alleviate the problems associated with excessive hops, thereby improving overall network

efficiency and enhancing the transmission of data packets.

6.1 Motivation

Drawing insights from the outcomes of the preceding experiment, a discernible trend emerges:

an increase in the number of hops within the network correlates with heightened latency, dimin-

ished throughput, and a decreased packet delivery ratio. The observed relationship underscores

the impact of network topology on performance metrics, where an augmented number of hops

introduces additional traversal points, contributing to the observed adverse effects on latency,

throughput, and packet delivery.

As the data reveals, each additional hop introduces a potential point of delay and a subse-

quent increase in the time taken for data to traverse the network. This cumulative effect mani-

fests in elevated latency, as the signals encounter multiple intermediary nodes before reaching

their intended destination. Consequently, the latency metric exhibits an upward trend as the

network’s hop count escalates.

Simultaneously, the experiment highlights a decrease in throughput as the number of hops

increases. The throughput reduction is attributable to the increased complexity and extended
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route length, resulting in a slower overall data transfer rate. The inefficiencies introduced by

additional hops contribute to a diminished capacity for the network to transmit data efficiently.

Moreover, the packet delivery ratio experiences a decline with an expanding number of

hops. This decline is indicative of a heightened likelihood of packet loss or delivery failures.

The intricate nature of routing through multiple hops introduces complexities that can lead to

packet drops, resulting in an overall reduction in the packet delivery ratio.

6.2 Proposed Solution

One viable strategy to address the challenges posed by the observed issues is the introduction

of additional gateways to the Optimized Link State Routing (OLSR) network. This proactive

approach involves strategically deploying extra gateways within the network topology, with the

overarching goal of mitigating the problems associated with an excessive number of hops. This

strategic placement aims to enhance overall network efficiency and optimize the transmission

of data packets.

By introducing supplementary gateways, the network architecture undergoes a beneficial

transformation. The strategic placement of these gateways serves to reduce the average number

of hops that data packets need to traverse to reach their destination. This reduction is pivotal in

curtailing the detrimental impact on latency, throughput, and packet delivery ratio, as previously

identified. The additional gateways create alternative and potentially shorter paths for data,

circumventing the need for extensive and convoluted routes.

Furthermore, the strategic deployment of gateways facilitates load balancing within the

network. With multiple gateways, the network can distribute traffic more evenly, preventing

congestion on specific routes and ensuring a more equitable utilization of resources. This load-

balancing effect contributes to enhanced network resilience and responsiveness, particularly in

scenarios where nodes frequently connect and disconnect.

In summary, the introduction of additional gateways to the OLSR network represents a

proactive and effective solution to mitigate the challenges associated with an elevated number

of hops. This approach not only optimizes network efficiency but also bolsters overall perfor-

mance, offering a robust foundation for the seamless transmission of data packets within the
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network. As network designs evolve, the strategic placement of gateways emerges as a crucial

element in enhancing the agility and responsiveness of OLSR networks.

6.3 Experiment Configuration

Figures 6.1 and 6.2 are the selected configurations for the experiment design. To ensure a

stable connection for more nodes in the OLSR network, an extra gateway is introduced into the

OLSR network. The network comprises two publishers (P) and two gateways (G), with each

publisher specifically configured to connect to a designated gateway.

6.4 Experiment Design

We extend the same experiment scheme from the previous experiment design. In each con-

figuration, there are a total of 25 executions divided into 5 groups. The average values are

computed at intervals of 0.1 seconds. At the beginning of each experiment, all interfaces are

activated and assigned unique IP addresses corresponding to different networks.

Each execution consists of three phases, as indicated in Table 6.1. The initial phase lasts

for 60 seconds, during which devices transmit data continuously without any interruptions. At

the 30th second, one of the WiFi AP mode interfaces is deactivated, and data transmission con-

tinues for another 30 seconds. The second phase begins at the 60th mark, where the second

WiFi AP mode interface is deactivated, leaving only the Ad Hoc network active. The third

phase starts at the 90th second mark, where one of the WiFi AP mode interfaces is reactivated.

Following 30 seconds of communication, the second WiFi AP mode interface is also reacti-

vated, resulting in all three interfaces becoming available simultaneously. Within the network,

there exists multiple gateways to choose from. Each publisher establishes a connection with

a specific gateway, and this assigned gateway remains stable throughout the duration of the

connection.
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Status
Time Interface I(WiFi) Interface II (WiFi) Interface III(OLSR) Gateway Switch
0-30 up up up -

30-60 down up up -
60-90 down down up -
90-120 up down up -

120-150 up up up -

Table 6.1: Experiment Design with Multiple Gateways

Figure 6.1: 2 publishers and 2 gateways with a maximum of 3 hops
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Figure 6.2: 2 publishers and 2 gateways with a maximum of 5 hops
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6.5 Result Analysis

All the publishers are equipped with three network interfaces, two WiFi interfaces and one

OLSR interface respectively. All the publishers follow the same experiment schedule as showed

in Table 6.1.

At 0th second, three interfaces are available. There is no latency in transmission. The

throughput is stable with a high packet delivery ratio.

At 30th second, the first WiFi AP mode interface is deactivated. However, the latency and

packet delivery ratio remain relatively stable, as shown in Figure 6.3 and Figure 6.4. The

packet delivery ratios remain close to 100% until the 60th second, and Figure 6.5 illustrates

that the throughput in different configurations are similar.

At the 60th second, the second WiFi AP mode interface is taken offline, leaving only the

Ad Hoc network interface. To transmit data packets to the gateway, the publisher must utilize

the Ad Hoc mode with the OLSR routing algorithm. While there is a noticeable increase in

latency, the decrease in packet delivery ratio and throughput is relatively minimal compared to

single gateway experiment.Additionally, during the experiment, fewer glitches are observed in

video transmission compared with the single gateway configuration.

At the 90th second, a WiFi AP mode interface is brought up, requiring MPTCP to adapt its

flow to a less congested path, which takes a few seconds. Subsequently, from the 100th second

onward, there is a discernible improvement in performance, specially in terms of latency. This

observation provides evidence that introducing an additional gateway in the OLSR network

effectively mitigates congestion levels, especially when dealing with a higher number of hops

and multiple publishers in the MANET.

At the 120th second, the second WiFi AP mode interface is activated, without affecting

the stable latency and packet delivery ratio observed previously.
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Figure 6.3: Comparison of round trip time in different number of hops with two publishers and
two gateways
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Figure 6.4: Comparison of packet delivery ratios in different number of hops with two publish-
ers and two gateways
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Figure 6.5: Comparison of throughput in different number of hops with two publishers and two
gateways
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6.6 Summary

By introducing more gateways in the system, we can create a more robust and efficient network

infrastructure. Multiple gateways act as entry points for the OLSR network helps creating a

more stable network environment.

Partitioning the OLSR network into smaller sub-networks offers several advantages. Firstly,

it enables us to isolate different segments of the network, ensuring that issues in one area do

not affect the entire system.

Additionally, this partitioning enhances throughput stability, meaning the network can

sustain a steady and reliable data transfer rate, even with multiple publishers sending data.

Reducing latency is another crucial benefit. With multiple gateways, more publishers are

capable of sending packets simultaneously, leading to a reduction in communication delays.

This is especially crucial for real-time applications such as real-time video, audio, and crucial

messages.

Overall, the experiment proves that introducing multiple gateways improves the packet

deliver ratio, alleviating the high latency time in long number of hops scenario.

70



Chapter 7

Dynamic Gateway Switch in OLSR network

7.1 Motivation

From the previous test result, we notice that with the increasing of the publishers in the network

or the increasing of the number of hops, the throughput drops dramatically and also brings the

latency to the network. Introducing new gateways to the system and partition the network into

different sub networks will help to solve the problem. However, it is inevitable for nodes in

the MANET to be mobile and causing the connection and disconnection with the gateway fre-

quently. It is easy to switch to the best gateway for nodes in MANET. However, for routing

packets outside the MANET via gateway, disconnecting the current gateway will bring prob-

lems to the routing table. Figure 7.1 shows an example of multiple gateways in one OLSR

network. Nodes are partitioned into two small sub-nets to get the best performance by utilizing

the nearest gateway. If Gateway 1 is not available anymore, nodes in OLSR 1 will automati-

cally route to find Gateway2 as their gateways. However, the cloud server is not aware of this

switch and keeps sending acknowledgements back to Gateway 1 as shown in Figure 7.2.

7.2 Proposed Solution

In addressing the challenge of managing multiple gateways within the Optimized Link State

Routing (OLSR) protocol, we have proposed an innovative solution that leverages TCP Fast

Open (TFO) to efficiently transmit the current selected gateway information to the cloud server.

Traditionally, the TCP handshake incurs a substantial delay, equivalent to one full Round-

Trip Time (RTT). The RTT, representing the time taken for a packet to travel from the sender to
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Figure 7.1: Multiple gateways MANET

Figure 7.2: Gateway failure
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the receiver and back, becomes a critical factor, particularly for traffic characterized as ’short-

lived’ and ’time-sensitive.’ Examples of such traffic include web browsing, where users visit

websites. In scenarios where the propagation delay is high or the mobile network exhibits slug-

gish performance, the impact of one RTT can significantly degrade the overall user experience.

For ’short-lived’ and ’time-sensitive’ traffic, one RTT becomes a substantial duration, and

its overhead can be particularly notable. Although in conventional scenarios, one RTT might

not drastically impact transmission performance, the situation is different in a Mobile Ad Hoc

Network (MANET). In a dynamic MANET environment characterized by rapid node move-

ments, frequent connection, and disconnection events, minimizing RTT assumes paramount

importance. This reduction in RTT is crucial for enhancing the throughput of the MANET,

ensuring a more responsive and efficient communication network.

By introducing TFO into the solution for managing multiple gateways in OLSR, we aim to

expedite the communication process and reduce the latency associated with the TCP handshake.

This optimization becomes especially pertinent in the context of MANETs, where the agility

and responsiveness of the network are paramount. Through the incorporation of TFO, our

proposed solution seeks to minimize the impact of RTT, fostering improved throughput and

performance in dynamic MANET scenarios marked by frequent node mobility and connectivity

changes.

TCP Fast Open (TFO) emerges as an innovative transport layer solution designed to cir-

cumvent the overhead associated with one full Round-Trip Time (RTT) between a client and

a server. Specifically, it targets the elimination of the TCP three-way handshake for repetitive

connections, a process that traditionally consumes one complete RTT before the actual data

exchange begins.

In a standard TCP connection, the initial round-trip involves the establishment of the con-

nection, with the true communication initiating only from the third packet onward. TFO comes

into play when dealing with repeated connections, leveraging a cryptographic cookie require-

ment to streamline the process. During the initial interaction between the client and the server, a

traditional three-way handshake occurs, during which the server shares a cryptographic cookie

with the client.
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For subsequent connections, the client optimizes the process by encapsulating both the

request and the cryptographic cookie within the SYN packet itself. By doing so, the client

effectively piggybacks this information onto the initial packet, negating the need for a full

three-way handshake. Upon receiving this SYN packet, the server authenticates the client

using the embedded cookie, promptly accepts the connection request, and even initiates data

transmission in the subsequent ACK packet.

In essence, TCP Fast Open introduces a clever mechanism to expedite connection estab-

lishment for repeated connections, leveraging the sharing and reuse of cryptographic cookies.

By doing away with the necessity for a full three-way handshake for each connection, TFO

significantly enhances the efficiency of communication between clients and servers, especially

in scenarios involving repetitive interactions. This optimization contributes to a reduction in

latency and an overall improvement in the responsiveness of the network.

In situations where nodes within the Optimized Link State Routing (OLSR) protocol need

to transition to a new gateway, the implementation of TCP Fast Open (TFO) presents a valuable

solution for efficiently communicating this change to the server. During the initiation of the

connection between the publisher and the server, the server distributes a connection cookie

to the publisher. This cookie serves as a crucial element in the subsequent communication

process.

Given the table-driven nature of the OLSR routing protocol, each node in the network

maintains a gateway table. In the event of a gateway change, the publisher utilizes TFO to trans-

mit the updated gateway information to the cloud server. This mechanism ensures a streamlined

and rapid exchange of information without relying on traditional connection establishment pro-

cedures.

Upon receiving the new gateway information, the server initiates a verification process

by scrutinizing the cryptographic cookie, as depicted in Figure 7.3. If the cookie is validated

successfully, the cloud server proceeds to decode the received message and promptly updates

the existing routing table with the new gateway information. This seamless process enables

the maintenance of end-to-end connections without necessitating substantial alterations to the

current network architecture.
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Figure 7.3: Dynamic gateway selection with TFO

The proposed approach, leveraging TFO in conjunction with the distribution and vali-

dation of connection cookies, provides an efficient means of handling gateway transitions in

OLSR networks. By facilitating swift communication between nodes and the cloud server, this

method ensures the continuity of connections while minimizing disruption and maintaining the

integrity of the overall network structure.

7.3 Implementation

The HNA (Host and Network Association) message serves as a periodic broadcast within an

OLSR network. It is generated when a node’s non-OLSR interface establishes a connection

with another network, indicating that the node can act as a gateway to that network. This

message plays a crucial role in informing other nodes within the network about the availability

of external networks and their associated network addresses and netmasks.

When nodes within the OLSR network intend to connect to an external network, they rely

on the HNA messages to determine the appropriate gateway. The node sending the relevant

HNA message for the desired destination network is selected as the gateway. In cases where

multiple gateways are available, the node with the highest link quality is chosen.

The format of an HNA message is shown in Figure 7.4. For each publisher, with such

information, we can retrieve the gateway node information and save for the next step.
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Figure 7.4: HNA message format

The implementation of HNA message is accomplished by sending a ICMP packet to the

desired destination. We define an interval of 1 second for each ICMP check. By default, the

interval for an HNA message is the same as a TC message, which is 2 seconds. The validation

time for an HNA message is 3 times of the interval. To adapt the mobility of the OLSR network,

we define an interval of 2 seconds for each HNA message and 2 seconds for validation time.

We also implement an ETX protection method to avoid frequent change in the gateway switch.

ETX [23] is calculated to by:

ETX =
1

NLQ ∗ LQ

LQ (Link Quality) is the probability for a successful packet transmission from this neigh-

bor to current node[59]. Whereas the NLQ (Neighbor Link Quality) is the bidirectional Link

Quality. A good link is considered as have an ETX of 1.0. An ETX protection method will keep

checking the ETX of the gateway. If a new gateway joins the network and has a higher ETX

value, even it has less number of hops to the publisher, it will not be selected as the gateway.

7.4 Experiment Set Up

We adopt the same experimental framework as in the previous experiment design. Each con-

figuration comprises a total of 25 executions distributed across 5 groups. Average values are

computed at intervals of 0.1 seconds. At the initiation of each experiment, all interfaces are

activated, and unique IP addresses corresponding to different networks are assigned. Each

publisher is linked to a distinct gateway.
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Every execution unfolds in three phases, delineated in Table 7.1. There are 4 switches

in the experiment. The initial phase spans 30 seconds, during which devices transmit data

continuously without any interruptions. At the 30th second, gateway 1 disconnects from the

desired network, resulting an initiation of a gateway switch. The traffic that used to go through

from gateway 1 has shifted to gateway 2. The second switch begins at the 60th mark, where

gateway 2 is disconnected from the network and gateway 1 is brought back. The third switch

starts at the 90th second mark, where the interface that connects to the desired network on

gateway 1 is brought down and the interface on gateway 2 is brought back. Following 30

seconds of communication, the last switch begins at 120th second, where the interface that

connects tot he desired network on gateway 1 is brought back.

Status
Time Interface I(WiFi) Interface II (WiFi) Interface III(OLSR) Gateway Switch
0-30 up up up -

30-60 down up up on
60-90 down down up on
90-120 up down up on

120-150 up up up on

Table 7.1: Experiment Design with Switch in Multiple Gateways

7.5 Result Analysis

We test our solutions with 3 hops, 4 hops and 5 hops of OLSR, respectively. The results are

shown as in Figure 7.5, Figure 7.6 and Figure 7.7.

Initially, at the 0th second, each publisher establishes a connection to a gateway, and the

traffic distribution through each gateway is approximately even. At 30th second, a significant

event unfolds: the first gateway is disconnected. This prompts all the nodes in OLSR 1 to

swiftly transition from relying on gateway 1 to utilizing gateway 2. Remarkably, this switch

does not result in any disruption to the ongoing traffic flow; instead, the throughput in gate-

way 2 experiences an immediate boost.

At 60th second, another pivotal switch occurs – gateway 2 is disconnected, and gateway 1

is seamlessly reconnected. All nodes in OLSR 2 now establish connections with gateway 1.
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The 90th second marks another noteworthy development, where gateway 1 is deliberately de-

activated, and the interface on gateway 2 is reactivated. This prompts the traffic to once again

switch its route, this time reverting back to traversing via gateway 2.

Upon reaching the 120th second, both gateways are concurrently activated. Nodes in

OLSR 1 and OLSR 2 select the least ETX node as their gateways. However, in experiments

involving 3 hops and 4 hops, illustrated in Figure 7.5 and Figure 7.6, the traffic exhibits

no inclination to switch from gateway 2 to gateway 1. This lack of switching is attributed to

the similar cost associated with both gateways, emphasizing the stability and balance in the

network’s routing decisions.

7.6 Summary

Due to the dynamic nature of Mobile Ad Hoc Networks (MANETs), where nodes are frequently

mobile and experience frequent connection and disconnection events, presented challenges in

routing with multiple gateways. To overcome the gateway disconnection problem, we proposed

a solution centered around the integration of TCP Fast Open (TFO) within the Optimized Link

State Routing (OLSR) protocol. The motivation behind this approach stemmed from the need

to efficiently transmit selected gateway information to the server, particularly during dynamic

gateway switches.

In the context of OLSR networks, where gateway transitions pose a challenge to rout-

ing tables and connection stability, the proposed approach seamlessly integrates TFO with the

distribution and validation of connection cookies. This integration ensures fast communication

between nodes and the server during gateway switches, maintaining the continuous connections

without compromising the overall network structure.

We have done extension experiments to validate our proposed solution.The proposed ap-

proach demonstrates its effectiveness in managing multiple gateways in a dynamic MANET

environments, offering a practical solution for real-world applications.
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Figure 7.5: Throughput Comparison on Gateways with 3 Hops
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Figure 7.6: Throughput Comparison on Gateways with 4 hops
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Figure 7.7: Throughput Comparison on Gateways with 5 hops
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

The Next Generation First Responders Communication Hubs (NGFR Communication Hubs)

represents a cutting-edge and innovative network system architecture, designed to revolution-

ize communication in extreme and hazardous environments. Our primary goal is to establish a

seamless, fault-tolerant, and secure communication infrastructure that can support first respon-

ders in their critical missions.

At the core of the NGFR Communication Hubs lies three advanced technologies that work

in harmony to enhance network reliability on portable devices. First, we utilize Multi-path

TCP (MPTCP), a groundbreaking approach that enables simultaneous data transmission over

multiple network paths which ensures that even in the face of network disruptions or failures,

communication remains uninterrupted.

Additionally, the Optimized Linked State Routing Protocol (OLSR) plays a vital role in

the NGFR Communication Hubs. OLSR is a proactive routing protocol that constantly up-

dates and maintains the network topology, allowing for efficient and dynamic path selection.

This proactive nature minimizes delays in data transmission, crucial in time-sensitive scenarios

where every second counts.

Furthermore, to facilitate a seamless transition between gateways within the OLSR net-

work, we have introduced a solution that actively retrieves the current gateway information

from the routing table. This information is then disseminated to the server using a TCP Fast

Open packet. This approach effectively addresses the issue of gateway switching failures by
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preserving the existing connection while enabling a rapid and transparent switch between dif-

ferent gateways.

We employ the Message Queuing Telemetry Transport (MQTT) protocol for efficient and

lightweight data transfer. This protocol optimizes communication between devices by utilizing

a publish-subscribe model, reducing overhead and ensuring rapid data delivery to the intended

recipients.

The NGFR Communication Hubs aims to be user-friendly and require minimal user in-

volvement during operation. First responders can focus entirely on their life-saving efforts

without worrying about complex network configurations. Through extensive experiments, it

shows that out design handles the network’s dynamic management, adaptability, and fault tol-

erance, allowing sensor data to be transmitted on continuous and dependable communication,

regardless of the challenges posed by the environment.

In summary, the NGFR Communication Hubs represent an innovative network architec-

ture designed to augment the communication capabilities of first responders in emergency sit-

uations. This infrastructure is specifically engineered to scale efficiently in densely populated

networks with large amount of devices, even in the highly unstable network conditions. The

NGFR Communication Hubs offer support for reliable sensor data delivery in Ad Hoc network,

a versatile node discovery scheme, and a decentralized security model, thereby enhancing the

resilience and reliability of communication for first responders operating in challenging envi-

ronments.

We believe that such network architecture designed for emergency and disaster response

poses various significant research challenges. Through NGFR Communication Hubs, our aim is

to integrate these challenges into a cohesive system that offers routing, addressing, security, and

data prioritization. Establishing such an infrastructure is imperative for unlocking the potential

advantages associated with these next-generation wireless devices.
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8.2 Future Work

8.2.1 Security Challenges

The challenge of securing MANET arises from its self-organized nature and the limitations of

conventional security solutions, a topic not extensively addressed in this work. Specifically,

any device within the transmission range can join the Communication Hub, participating in

the exchange of published or subscribed data. This behavior poses a potential threat[49] to

our design, capable of disrupting ongoing communication or compromising the routing tables

of other devices. The latter issue presents a significant drawback in our design. While most

research assumes that messages containing topological information are sufficiently secured and

resistant to compromise[2], our design heavily relies on reading and modifying the routing

table. Therefore, it is imperative to consider solutions that ensure the integrity of the routing

table.

Many works have proposed solutions dealing with the compromised routing tables. Most

of the works are based on cryptography to secure messages containing the topology information

essential fro calculating the routing tables. [1] proposed a secured version of OLSR named

SOLSR. Their approach relies on the signature and timestamp of each OLSR control message.

A signature is generated for each control message and transmitted with the message to thwart

malicious nodes from altering or falsifying topology information. Additionally, a timestamp is

associated with each signature to estimate the freshness of the message.

8.2.2 Other Multiple-path Based Scheme

Recently, the networking community and the IETF have worked on the design and implemen-

tation of the QUIC[4] protocol aiming at providing the services of TCP, TLS and HTTP atop

UDP. QUIC is being finalized within the IETF[42]. QUIC is a transport layer network protocol.

In addition to HTTP, it may accommodate other types of traffic. An initial design for Multipath

QUIC[18] has already been proposed. Similarly to Multipath TCP, Multipath QUIC allows the

simultaneous usage of multiple network paths for a given connection. When an application

requests a new connection to be established, the Path Manager module in MPQUIC is engaged.

84



This module is responsible for adding and removing paths during the connection lifetime un-

related to the actual data transfer. As a consequence, MPQUIC engages Stream Scheduler. By

default, it runs under a round-robin policy, but the actual policy may be adjusted to specific

needs[95].

QUIC is a stream based protocol. Using parallel streams in the same connection to carry

different topics from MQTT makes publishing/subscribing process paralleled with different

priorities and mitigate the HOL (Head Of Line) blocking issue.Researchers in [52] have stud-

ied the performance of MQTT integrating with wireless, wired, and long-distance test-beds

constructed using Raspberry Pi 3B devices. The result indicates that MQTT with QUIC sur-

passes MQTT with TCP in processor usage, memory usage, and latency. It will be another

interesting and challenge topic to apply the NGFR Communication Hub with QUIC for a more

secured and fast transport layer protocol.
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