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Abstract

Due to their low received signal power, Global Navigation Satellite Systems (GNSS) are

easily subject to radio frequency interference (RFI). Subsequently, extensive research regarding

advanced receiver designs that mitigate RFI is ubiquitous. Among these designs is the Direct

Position Estimation (DPE) architecture, which addresses the shortcomings of conventional re-

ceivers by jointly processing all channels and estimating the receiver state in a single step.

Combining each channel’s received power, this single-step methodology proves more robust

than receivers that fuse measurements from independently processed channels in two steps.

Despite this robustness, DPE can still succumb to the effects of RFI. This thesis discusses the

performance capabilities of two DPE architectures that utilize dedicated and opportunistic low

Earth orbit (LEO) positioning, navigation, and timing (PNT) sources, respectively, to supple-

ment the Global Positioning System (GPS) in various RFI scenarios. Specifically, a Bayesian

DPE approach is applied to each architecture, and necessary modifications are introduced for

each LEO source. Furthermore, a methodology that prevents the obfuscation of GNSS infor-

mation by high-powered LEO signals is presented.

Each architecture’s performance is evaluated using a Monte Carlo analysis that employs

a correlator-level simulation of GPS L1 C/A. It is shown that including dedicated and oppor-

tunistic LEO sources substantially reduces the root mean square errors (RMSE) associated

with the estimated position, velocity, and timing (PVT) states in high GPS attenuation regimes

compared to other architectures. Specifically, the proposed architectures are compared to stan-

dalone GPS DPE, LEO-aided GPS Vector Processing (VP), and standalone GPS VP. The VP

comparisons are included to gauge performance against a two-step methodology. The results

also indicate that the probability of tracking GPS in the scenario with the highest RFI increases

by up to 85.12 % compared to the additional architectures. Furthermore, a simple computa-

tional efficiency study assesses the benefits of aiding the naturally computationally expensive
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DPE architecture with dedicated LEO signals. Lastly, an open-source satellite navigation sim-

ulation environment is introduced.
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as it sounds, I would not be the person I am today without their continued guidance. Next, I

would like to thank Dr. Howard Chen for convincing me to join the GAVLAB and helping me

get up to speed in my first few months. Further, I would like to thank Dr. David Bevly and Dr.

Scott Martin for their guidance and trust over my tenure. And the many basketball games with

Noah Miller and the usual crew. Also, I would like to thank Kelly Bates for making our jobs

easier as GRAs and being a friend. Next, I want to thank my close friends Mike, Justin, and

Andy, who keep me sane and love to give me a hard time about how much I work. Last but

definitely not least, I’d like to thank Samuel Morgan, Anderson Givhan, and Blake Baker for

teaching me something new daily. They have successfully converted a mechanical engineer to

a navigation/electrical/software engineer and have helped lay the foundation for my future in

positioning, navigation, and timing.

iv



Table of Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

1 Introduction and Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Research Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Prior Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3.1 LEO Positioning, Navigation, and Timing . . . . . . . . . . . . . . . . 3

1.3.2 Direct Position Estimation . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 The Global Positioning System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Overview of GPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.1 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.2 Current Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 The GPS L1 C/A Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.1 Carrier Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.2 Coarse/Acquisition Code . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.3 Legacy Navigation Message . . . . . . . . . . . . . . . . . . . . . . . 16

v



3 Principles of GNSS Software-Defined Receivers . . . . . . . . . . . . . . . . . . . . 18

3.1 Software-Defined Receivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.1.1 Signal Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1.2 Signal Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1.3 Position, Velocity, and Timing Estimation . . . . . . . . . . . . . . . . 27

3.2 Vector Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.1 Vector Delay-Frequency Lock Loop . . . . . . . . . . . . . . . . . . . 35

4 Direct Position Estimation and Proposed LEO Augmentation . . . . . . . . . . . . . 39

4.1 Direct Position Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.1.1 Theoretical Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.2 DPE for GNSS Signals . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.1.3 Practical Considerations . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Proposed LEO Augmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.2.1 General Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.2.2 Dedicated LEO PNT Modifications . . . . . . . . . . . . . . . . . . . 50

4.2.3 Opportunistic LEO PNT Modifications . . . . . . . . . . . . . . . . . . 54

5 Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1 Satellite Emitter Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.2 Measurement-Level Simulation Module . . . . . . . . . . . . . . . . . . . . . 60

5.2.1 Atmospheric Error Models . . . . . . . . . . . . . . . . . . . . . . . . 61

5.2.2 Two-State Clock Error Model . . . . . . . . . . . . . . . . . . . . . . 61

5.2.3 Received Power Model . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.3 Correlator-Level Simulation Module . . . . . . . . . . . . . . . . . . . . . . . 65

5.4 Assumptions for Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . 66

5.4.1 Dedicated LEO PNT Simulations . . . . . . . . . . . . . . . . . . . . 66

vi



5.4.2 Opportunistic LEO PNT Simulations . . . . . . . . . . . . . . . . . . . 66

6 Simulation Studies and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.1 Commercial Airliner Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.1.1 Scenario Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6.2 Ground Vehicle Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.2.1 Scenario Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.3 Computational Efficiency Study . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.3.1 Scenario Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

A Commercial Airliner Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

A.1 Static Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

A.2 Orbcomm Proxy LEO Constellation Scenario . . . . . . . . . . . . . . . . . . 106

B Ground Vehicle Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

B.1 Static Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

B.2 Orbcomm Proxy LEO Constellation Scenario . . . . . . . . . . . . . . . . . . 111

vii



List of Figures

1.1 GNSS and LEO Orbital Altitude Comparison . . . . . . . . . . . . . . . . . . 3

2.1 GPS Architecture Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 GPS Control Segment Global Infrastructure [46] . . . . . . . . . . . . . . . . . 10

2.3 Commercial Industries Implementing GPS Features [48] . . . . . . . . . . . . 12

2.4 GPS Signal Plan and Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5 C/A Code Autocorrelation Function . . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Power Spectral Density of C/A Code Modulation on L1 Carrier Signal . . . . . 16

2.7 Legacy Navigation Message Structure [51] . . . . . . . . . . . . . . . . . . . . 17

3.1 SDR Hardware Configuration and Internal Data Transmission . . . . . . . . . . 19

3.2 Parallel Code Phase Search Algorithm . . . . . . . . . . . . . . . . . . . . . . 21

3.3 Acquisition CAF for Received GPS Satellite . . . . . . . . . . . . . . . . . . . 22

3.4 Acquisition CAF for Obscured GPS Satellite . . . . . . . . . . . . . . . . . . . 23

3.5 Generalized DLL/PLL Structure . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.6 Generalized GNSS Tracking Loop . . . . . . . . . . . . . . . . . . . . . . . . 27

3.7 Generalized Vector Processing Loop . . . . . . . . . . . . . . . . . . . . . . . 34

3.8 Maximum and Minimum Performance Gain in C/N0 from Vector Processing [54] 35

4.1 Conventional Two-Step Receiver Approach . . . . . . . . . . . . . . . . . . . 39

4.2 DPE One-Step Receiver Approach . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3 Example DPE Manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.4 Combined Code and Carrier Phase Probability Density . . . . . . . . . . . . . 46

4.5 Example DPE Manifold with Carrier Phase Information . . . . . . . . . . . . . 47

viii



4.6 DPE Sequential Importance Resampling Particle Filter Architecture . . . . . . 48

4.7 Direct Summation Manifold for a GNSS-LEO Scenario . . . . . . . . . . . . . 51

4.8 Likelihood Combination Manifold for a GNSS-LEO Scenario . . . . . . . . . . 52

4.9 DPE Manifold for a GPS High RFI Scenario . . . . . . . . . . . . . . . . . . . 53

4.10 DPE Manifold for a GPS-LEO High RFI Scenario . . . . . . . . . . . . . . . . 53

4.11 Likelihood Update and Sample Impoverishment Relationship . . . . . . . . . . 55

5.1 Navsim Environment Architecture . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2 Example Navsim Satellite Emitter Module Scenario . . . . . . . . . . . . . . . 60

5.3 Simulated High-Quality TCXO Clock Bias . . . . . . . . . . . . . . . . . . . . 63

5.4 Simulated High-Quality TCXO Clock Drift . . . . . . . . . . . . . . . . . . . 63

5.5 3D Position State Error Magnitudes of TLE and STL-2600 Comparison . . . . 67

5.6 3D Velocity State Error Magnitudes of TLE and STL-2600 Comparison . . . . 67

5.7 Simulated 3D Position State Error Magnitudes with FOGM Model . . . . . . . 68

5.8 Simulated 3D Velocity State Error Magnitudes with FOGM Model . . . . . . . 69

6.1 Dynamic Commercial Airliner Trajectory in Sydney, Australia . . . . . . . . . 73

6.2 GPS and LEO Skyplot for Commercial Airliner Study . . . . . . . . . . . . . . 74

6.3 Position and Velocity State RMSEs for Dynamic Commercial Airliner Study . . 75

6.4 Clock Bias and Clock Drift State RMSEs for Dynamic Commercial Airliner
Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.5 Clock State Observability Monte Carlo Analysis for 12001 Particles . . . . . . 77

6.6 Clock State Observability Monte Carlo Analysis for an OCXO . . . . . . . . . 77

6.7 Probability of Tracking GPS for Dynamic Commercial Airliner Study . . . . . 78

6.8 Dynamic Ground Vehicle Trajectory in Miyanoshimo, Japan . . . . . . . . . . 80

6.9 GPS and LEO Skyplot for Ground Vehicle Study . . . . . . . . . . . . . . . . 81

6.10 Position and Velocity State RMSEs for Dynamic Ground Vehicle Study . . . . 82

6.11 Clock Bias and Clock Drift State RMSEs for Dynamic Ground Vehicle Study . 83

ix



6.12 Probability of Tracking GPS for Dynamic Ground Vehicle Study . . . . . . . . 84

6.13 Position and Velocity State RMSEs for Dynamic Computational Efficiency Study 87

6.14 Clock Bias and Clock Drift State RMSEs for Dynamic Computational Effi-
ciency Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

A.1 Position and Velocity State RMSEs for Static Commercial Airliner Study . . . 104

A.2 Clock Bias and Clock Drift State RMSEs for Static Commercial Airliner Study 104

A.3 Probability of Tracking GPS for Static Commercial Airliner Study . . . . . . . 105

A.4 GPS and LEO (Orbcomm) Skyplot for Commercial Airliner Study . . . . . . . 106

A.5 Position and Velocity State RMSEs for Orbcomm Dynamic Commercial Air-
liner Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

A.6 Clock Bias and Clock Drift State RMSEs for Orbcomm Dynamic Commercial
Airliner Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

A.7 Probability of Tracking GPS for Orbcomm Dynamic Commercial Airliner Study 108

B.1 Position and Velocity State RMSEs for Static Ground Vehicle Study . . . . . . 109

B.2 Clock Bias and Clock Drift State RMSEs for Static Ground Vehicle Study . . . 110

B.3 Probability of Tracking GPS for Static Ground Vehicle Study . . . . . . . . . . 110

B.4 GPS and LEO Skyplot (Orbcomm) for Ground Vehicle Study . . . . . . . . . . 111

B.5 Position and Velocity State RMSEs for Orbcomm Dynamic Ground Vehicle Study112

B.6 Clock Bias and Clock Drift State RMSEs for Orbcomm Dynamic Ground Ve-
hicle Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

B.7 Probability of Tracking GPS for Orbcomm Dynamic Ground Vehicle Study . . 113

x



List of Tables

1.1 Comparison of Typical LEO and MEO Systems for Navigation . . . . . . . . . 4

5.1 Navsim’s Supported Constellations . . . . . . . . . . . . . . . . . . . . . . . . 58

5.2 Allan Variance Coefficients for Navsim Clock Types . . . . . . . . . . . . . . 62

6.1 Commercial Airliner Study GPS Dilution of Precision . . . . . . . . . . . . . . 74

6.2 Commercial Airliner Study GPS and LEO Dilution of Precision . . . . . . . . 74

6.3 Probability of Tracking GPS in High RFI for Dynamic Commercial Airliner
Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.4 Ground Vehicle Study GPS Dilution of Precision . . . . . . . . . . . . . . . . 81

6.5 Ground Vehicle Study GPS and LEO Dilution of Precision . . . . . . . . . . . 81

6.6 Probability of Tracking GPS in High RFI for Dynamic Ground Vehicle Study . 84

A.1 Probability of Tracking GPS in High RFI for Static Commercial Airliner Study 105

A.2 Commercial Airliner Study GPS and LEO (Orbcomm) Dilution of Precision . . 106

A.3 Probability of Tracking GPS in High RFI for Orbcomm Dynamic Commercial
Airliner Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

B.1 Probability of Tracking GPS in High RFI for Static Ground Vehicle Study . . . 110

B.2 Ground Vehicle Study GPS and LEO (Orbcomm) Dilution of Precision . . . . . 111

B.3 Probability of Tracking GPS in High RFI for Orbcomm Dynamic Ground Ve-
hicle Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

xi



List of Abbreviations

ADC Analog-to-Digital Converter

AWGN Additive White Gaussian Noise

BPSK Binary Phase Shift Keying

C/A Coarse/Acquisition

C/N0 Carrier-to-Noise Density Ratio

CAF Cross-Ambiguity Function

CDMA Code-Division Multiple Access

CPU Central Processing Unit

DLL Delay Lock Loop

DoD Department of Defense

DOP Dilution of Precision

DPE Direct Position Estimation

DSSS Direct-Sequence Spread Spectrum

ECEF Earth-Centered Earth-Fixed

EIRP Effective Isotropic Radiated Power

EKF Extended Kalman Filter

xii



FDE Fault Detection and Exclusion

FFT Fast Fourier Transform

FLL Frequency Lock Loop

FPGA Field-Programmable Gate Array

FSPL Free-Space Path Loss

GNSS Global Navigation Satellite Systems

GPS Global Positioning System

GPST GPS Time

GPU Graphics Processing Unit

IFFT Inverse Fast Fourier Transform

ISA International Standard Atmosphere

LEO Low Earth Orbit

LNAV Legacy Navigation

LOS Line-of-Sight

MEO Medium Earth Orbit

MLE Maximum Likelihood Estimation

PLL Phase Lock Loop

PNT Positioning, Navigation, and Timing

PPS Precise Positioning Service

PRN Pseudorandom Noise

PSD Power Spectral Density

xiii



PVT Position, Velocity, and Timing

RF Radio Frequency

RFI Radio Frequency Interference

RMSE Root Mean Square Error

SA Selective Availability

SDR Software-Defined Receiver

SGP4 Simplified General Perturbations 4

SIR Sequential Importance Resampling

SNR Signal-to-Noise Ratio

SOP Signal of Opportunity

SP3 Extended Standard Product 3

SPS Standard Positioning Service

STL Satellite, Timing, and Location

SWaP-C Size, Weight, Power, and Cost

TCXO Temperature-Compensated Crystal Oscillator

TDMA Time Division Multiple Access

TEC Total Electron Count

TLE Two-Line Element

UE User Equipment

VDFLL Vector Delay-Frequency Lock Loop

VDLL Vector Delay Lock Loop

xiv



VP Vector Processing

WNLS Weighted Nonlinear Least Squares

xv



Chapter 1

Introduction and Background

1.1 Motivation

The emergence of new-age technologies requires unprecedented positioning, navigation, and

timing (PNT) accuracy across the globe [1]. For decades, Global Navigation Satellite Systems

(GNSS) have been the standard for position, velocity, and timing (PVT) solutions in various

applications, such as high-precision agriculture and stock exchange synchronization. However,

the quality of these standalone solutions is becoming insufficient as state-of-the-art services,

such as urban air mobility and autonomous ride-sharing, demand better performance [2, 3].

In addition, the widespread reliance on low-powered GNSS signals threatens existing mass-

market civil, industrial, and military applications. Specifically, sustained signal degradation or

loss could significantly jeopardize public safety and global financial stability. In fact, O’Connor

et al. [4] estimates the United States economy would suffer daily losses of $1 billion during a

Global Positioning System (GPS) outage. Therefore, recent research aims to maximize GNSS

capabilities while reducing their exposure as singular points of failure.

The limitations of GNSS can be attributed to various factors, many of which are readily

addressed. However, the effects of natural and malicious radio frequency interference (RFI)

are challenging to handle. Hence, RFI frequently disrupts the standard operation of GNSS

user equipment (UE). This disruption stems from the significant power diffusion of GNSS

signals from medium Earth orbit (MEO). Specifically, adverse propagation conditions, such

as multi-path, atmospheric scintillation, and jamming, can easily overwhelm these signals and

render GNSS UE useless [5]. This thesis is motivated by the impact of such conditions and the

benefits of mitigating their influence on GNSS performance and resilience.
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1.2 Research Statement

The research presented in this thesis focuses on bolstering GNSS performance with low Earth

orbit (LEO) satellite constellations and advanced receiver architectures. Although each has

been studied in detail, the intersection of these domains is largely unexplored in the literature,

leaving much to be researched regarding modern GNSS augmentation.

The present realization of broadband mega-constellations in LEO has significantly influ-

enced the exploration of GNSS alternatives. This influence results from the high received

power and geometric diversity of these constellations, which directly address the shortcomings

of GNSS in MEO. This thesis explores using the signals from such constellations to augment

an advanced GNSS receiver architecture. The considered architecture uses the principles of

Direct Position Estimation (DPE) to maximize solution accuracy in environments with signif-

icant GNSS RFI. Coupling the benefits of broadband LEO constellations and DPE promises

increased performance of GNSS solutions in unfavorable signal conditions.

The studies conducted in this thesis evaluate the performance of LEO-aided DPE receiver

architectures for GPS in degraded signal environments. GPS is selected because it is the most

prevalent GNSS. The studies assume dedicated and opportunistic LEO PNT sources to address

the current state of such aiding. These aiding sources are considered to be operating in ideal

signal conditions. Additionally, a comparison to other advanced architectures is conducted to

illustrate relative performance gains.

1.3 Prior Art

This section presents an overview of recent literature addressing the adverse impact of RFI

on GNSS signals. Given the broad scope of this problem, publications relevant to the research

domains discussed in Section 1.2 are solely included. Hence, the highlighted works are detailed

in two subsections: LEO Positioning, Navigation, and Timing and Direct Position Estimation.
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1.3.1 LEO Positioning, Navigation, and Timing

Historically, considerable production and launch costs have forced satellite constellations to

use the expansive coverage of high orbital altitudes. High altitudes are attractive as fewer

satellites are required to achieve global service, reducing overall expenses. For this reason,

GNSS have been placed in MEO (∼20,000 km) instead of LEO (<2000 km), allowing for

smaller constellations of less than 50 satellites. Figure 1.1 illustrates the difference in satellite

coverage from these orbits.

Figure 1.1: GNSS and LEO Orbital Altitude Comparison

Limiting the size of GNSS is important as current generation satellites (e.g., GPS Block

III) cost upward of $500 million to produce and launch [6]. Thus, GNSS are discouraged

from joining LEO—eliminating the possibility of higher received power and resulting perfor-

mance gains. However, a new paradigm in the space industry is prioritizing practices that

3



allow for a 10 to 100 fold reduction in the price per kilogram of orbital launch [7]. This re-

cent initiative—named New Space—has enabled broadband mega-constellations in LEO whose

spreading losses are up to 28 dB less than GNSS [8]. This benefit, among others, has sparked

interest in using LEO constellations to handle or avoid the effects of GNSS RFI. For further

context, Table 1.1 compares the trade-offs between GNSS and LEO.

Table 1.1: Comparison of Typical LEO and MEO Systems for Navigation

MEO (GPS) LEO (Iridium) LEO-to-MEO Ratio

Altitude 20,200 km 780 km 1: 25

Spreading Loss at Zenith −97 dB −69 dB 28 dB

Coverage Area 1.73× 108 km2 1.93× 107 km2 1: 9

Coverage Radius 7900 km 2500 km 1: 3

Mean Motion 0.008 ◦/s 0.06 ◦/s 7 : 1

Orbital Period 12 h 100min 1: 7

Multi-Path

Decorrelation Time
10min 1min 1: 10

Note. Adapted from Reid et al. [8]

Today, notable names in New Space have prioritized delivering broadband communica-

tions with mega-constellations in LEO (e.g., Starlink, OneWeb, and Kuiper). For this reason,

equipping these systems with PNT capabilities has been of little importance or entirely disre-

garded. This emphasis on communications service has motivated considerable research into

using LEO mega-constellations as signal of opportunity (SOP) sources. This section presents

a brief overview of PNT approaches using LEO SOPs. In addition, the few existing and future

constellations that address the shortage of dedicated LEO PNT are highlighted.

Signals of Opportunity

In practice, SOPs are ambient, non-cooperative signals that can offer PNT capabilities despite

being designed for other applications. They are openly available and generally maintain func-

tionality in environments with significant GNSS RFI. Typical sources of SOPs include cellular

networks, radio broadcasts, and LEO constellations, the last of which is detailed in this section.
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The literature regarding LEO SOPs is fairly extensive, as there are a few approaches to

using them. Most approaches utilize measurements of the received signal’s carrier frequency

(i.e., Doppler shift) and batch them over time to compute PVT solutions using a limited number

of satellites [9–12]. In addition, methods of blind tracking LEO SOPs can produce range

measurements used in a trilateration problem that determines a receiver’s PVT states [13, 14].

Similar to this thesis, there is a subset of the literature that looks to use these methods to directly

aid GNSS [15–17].

Although these opportunistic methods are promising, they are still heavily limited by the

non-cooperative nature of LEO SOPs. Specifically, the main problems associated with LEO

SOPs are their unknown satellite states [18] and signal structures [19]. Also, the observability

of these systems is typically poor, reducing their potential as PNT sources [20]. This motivates

the dissemination of dedicated LEO PNT signals through commercial constellations.

Dedicated LEO PNT

The idea of dedicated LEO PNT is not entirely new. In fact, it predates modern GNSS [21],

but had been cast away for decades in favor of systems in MEO. However, the emergence

of New Space and LEO mega-constellations has inspired commercial entities to revisit the

idea. Specifically, these entities want to implement LEO PNT signals into existing and new

constellations to provide performance that can supplant GNSS. This section briefly highlights

some of the projects pursuing dedicated LEO PNT today.

Iridium NEXT is a constellation that has been at the forefront of bringing PNT to LEO.

Traditionally used for communications, this constellation added a navigation signal in 2016 that

reports nanosecond timing accuracy and position accuracy of 10 meters [22]. Unfortunately,

this constellation can only guarantee one satellite in view at a time for all users, preventing it

from achieving GNSS PNT quality. In addition, other existing communications constellations

like OneWeb [23] and Globalstar [24] look to venture into the PNT space.

Conversely, other projects are prioritizing PNT by launching constellations whose sole

purpose is to transmit navigation signals. These projects include constellations from Xona
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Space Systems [25] and TrustPoint [26], which have recently received additional funding to

pursue their respective LEO PNT systems [27, 28].

1.3.2 Direct Position Estimation

DPE improves upon conventional receiver architectures by processing received channels and

estimating a receiver’s state in a single step. This single-step approach is more robust in high

RFI environments than conventional methods that independently process received channels and

fuse the resulting measurements in a separate processing stage. DPE’s robustness results from

combining the received signal power from all considered satellites. This combination facilitates

aiding between channels and allows for the ongoing processing of signals subjected to RFI, an

unachievable outcome in most conventional architectures.

The idea of DPE was introduced for GNSS in [29] and has been built upon the last few

years. Much literature has focused on establishing the theoretical foundations of this method

[30–32]. Conversely, other work has assessed the practical implications and applications of

DPE [33–37]. This thesis aims to build upon the idea of Bayesian DPE by exploiting the

methodologies presented in [38–40].

1.4 Research Contributions

This research seeks to initiate the exploration of advanced LEO-aided GNSS receiver architec-

tures that employ Direct Position Estimation. Considering this, several academic contributions

have been made and are summarized as follows.

• A description of a DPE architecture that utilizes dedicated LEO PNT signals to aid GPS

is provided.

• A description of a DPE architecture that utilizes opportunistic LEO PNT Doppler shift

measurements to aid GPS is provided.

• An algorithm for fusing LEO and GNSS signals with vastly different nominal received

powers.
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• A Monte Carlo analysis is conducted across various interference scenarios to evaluate

the performance of the dedicated and opportunistic LEO PNT GPS DPE architectures

relative to other advanced architectures.

• A simple computational efficiency study is performed to assess the benefits of dedicated

LEO PNT aiding in a DPE architecture.

• An open-source satellite navigation simulation environment called Navsim is introduced.

1.5 Thesis Outline

The remainder of this thesis is organized as follows. Chapter 2 introduces GPS with a brief

history of the system, an explanation of the architecture, and examples of its modern applica-

tions. In addition, the components of the GPS L1 C/A signal structure are presented. Chapter

3 defines the foundations of GNSS software-defined receivers and offers a brief description of

the vector processing architecture used for comparison. Chapter 4 outlines the investigated Di-

rect Position Estimation architectures and modifications needed to incorporate assistance from

LEO. Chapter 5 details the open-source simulation environment developed to perform this re-

search. Chapter 6 provides the results of three studies that evaluate the performance of the

proposed architectures. Finally, Chapter 7 discusses conclusions and offers future work.
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Chapter 2

The Global Positioning System

The creation of GPS in the late 20th century revolutionized PNT across the globe. Upon its

inception, GPS delivered positioning and timing capabilities previously unattainable, ushering

in the new age of GNSS. The resulting proliferation of GNSS (e.g., Galileo, GLONASS, Bei-

Dou) has reduced the technological advantage of GPS. Nonetheless, GPS maintains its status

as the most widely used GNSS. For this reason, this thesis considers GPS when assessing the

performance of LEO-aided DPE receiver architectures.

This chapter provides a brief overview of the GPS constellation. Specifically, the history,

architecture, and current applications of GPS are highlighted in Section 2.1. In addition, the

GPS L1 C/A signal structure is detailed in Section 2.2. The GPS L1 C/A signal is chosen

for its pervasiveness—i.e., it is transmitted by all operational satellites and utilized by most

commercial receivers. The context supplied in this chapter provides the reader with a general

understanding of GNSS by explaining GPS and its legacy civilian signal.

2.1 Overview of GPS

The Global Positioning System, formally known as the NAVSTAR Global Positioning System,

was approved by the United States Department of Defense (DoD) in 1973. The primary pur-

pose of this system was to provide the military with PNT that was accurate and globally avail-

able. Over two decades, the initial system was developed and deployed, with the first satellite

launched in 1978 and global operation declared in 1995. In addition to military service, GPS

was approved for civil use to benefit industries such as commercial aviation. Therefore, GPS

was divided into two standardized services to maintain better performance for military use:

the Precise Positioning Service (PPS) and the Standard Positioning Service (SPS). GPS’s full
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capabilities were available in the PPS, but access to this service required DoD authorization.

This authorization forced civil users to employ the SPS, which was intentionally degraded to

an accuracy of 100 meters [41]. Throughout the 1990s, these services coexisted until a study

sponsored by Congress determined the degradation of the SPS was unnecessary and should

be discontinued [42]. Hence, the so-called Selective Availability (SA) was deactivated by a

Presidential Order on May 2, 2000 [43, 44]. The dismantling of SA allowed civilian GPS

applications to thrive, creating a global dependence on GNSS.

2.1.1 System Architecture

The GPS architecture comprises three main components or segments—the space segment, the

control segment, and the user segment. Figure 2.1 illustrates these segments in a simplified

operational setting.

Figure 2.1: GPS Architecture Segmentation
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The space segment consists of up to 32 satellites, with a minimum of 24 being operational

at all times. Currently, 31 operational satellites exist in six orbital planes. These orbital planes

are defined by inclination angles of 55 degrees and altitudes near 20,200 kilometers, resulting in

orbital periods of nearly 12 hours [45]. These orbital characteristics allow at least four satellites

in view at a time, satisfying the minimum number needed to compute a PVT solution anywhere

in the world.

The control segment—managed by the U.S. Space Force in Colorado Springs, Colorado—

comprises a master control station, multiple monitoring stations, and a group of ground anten-

nas worldwide. The monitoring stations collect and send ranging information to the master

control station to compute precise satellite orbits. This information is then sent to each satellite

from the ground antennas and broadcasted in a navigation message used by GPS UE. In ad-

dition, the control segment maintains GPS time (GPST) and computes parameters that convey

the state of each satellite’s atomic clock. GPST is a time reference that enables the computa-

tion of nanosecond-level transit times from multiple satellites, allowing GPS to have standard

meter-level accuracy. Figure 2.2 provides a world map of the control segment’s infrastructure.
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Figure 2.2: GPS Control Segment Global Infrastructure [46]
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The user segment is simply the collection of all UE that utilizes GPS. This includes all

commercial and military technology (i.e., receivers, processors, and antennas) used to deter-

mine signal observables and their corresponding position, velocity, and timing.

2.1.2 Current Applications

Over the years, GPS has been applied to many civil applications, causing tremendous growth in

technologies comprising the user segment and its affiliated platforms. These applications can

be broadly organized into four categories:

• consumer products for everyday use,

• precise timing dissemination,

• precise (sub-meter-level) positioning,

• highly specialized applications (e.g., commercial aviation and space navigation).

The ubiquity of smartphones in the consumer space has enabled GNSS—and GPS—to

become part of daily operations for almost six billion devices [47]. In addition to navigation

applications (e.g., Google Maps, Apple Maps, Waze), GPS has found its way into new location-

based services such as ride-sharing, delivery services, and mobile gaming. The combination

of GPS and other technologies (e.g., wireless communications) has catalyzed many commer-

cial industries, promoting the growth of GPS as a technology that enables practical services,

convenience, and leisure. In fact, the European Union Agency for the Space Programme [47]

estimates GPS and GNSS global revenues will rise from more than C260 billion (∼$283 bil-

lion) in 2023 to roughly C580 billion (∼$632 billion) in 2033. Figure 2.3 presents commercial

industries that use GPS.

Despite being often disregarded, GPS is just as crucial in synchronizing system times as it

is for positioning worldwide. The ability to synchronize to GPST allows governments and busi-

nesses access to nanosecond-level timing without the cost of maintaining atomic clocks. This

synchronization is critical to systems such as communications networks, financial institutions,
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Figure 2.3: Commercial Industries Implementing GPS Features [48]

and electrical power grids, which would otherwise require extensive timing infrastructures spe-

cific to each application. The use of timing from GPS has proven cost-effective as it supplied

the telecommunications and electrical sectors with benefits of $685.990 billion and $15.730

billion, respectively, from 1984 to 2017 [4].

In addition, GPS is being used to achieve precise positioning in many demanding ap-

plications. GPS carrier phase measurements and augmentation infrastructures have allowed

real-time and post-process position determination with centimeter-level accuracy. This accu-

racy has proven beneficial to many technical disciplines (e.g., agriculture and geodesy) where

precise control and knowledge of small position changes are imperative.

GPS currently enables many highly specialized applications. The most critical of these

applications is found within the commercial aviation industry. Before GPS became globally

available, commercial pilots relied on strapdown inertial navigation systems and ground-based

radio navigation aids to maintain assigned flight paths. Now, GPS supplements these systems

to provide consistent safety and efficiency that was previously intermittent or unachievable.
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Furthermore, the space industry presents a specialized application of GPS that is especially

relevant to this thesis. The orbit determination of LEO satellites with GPS UE has allowed

the New Space initiative to take hold, significantly reducing operating costs in LEO. For this

reason, the LEO mega-constellations that have inspired this research can be realized.

2.2 The GPS L1 C/A Signal

GPS currently broadcasts multiple signals from the space segment. As demand for better per-

formance has grown, GPS has introduced these signals with new generations, or blocks, of

satellites. The available signals span three subsections of the L-band (1 GHz to 2 GHz) in the

radio spectrum and are depicted with their spreading modulations in Figure 2.4.

Figure 2.4: GPS Signal Plan and Spectrum

GPS L1 C/A, the legacy civilian signal, has been chosen for this thesis as it is available on

all satellite blocks. The L1 C/A signal consists of three main components that are detailed in

this section—the carrier signal, the Coarse/Acquisition (C/A) code, and the navigation message
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created by the control segment. The combination of these components can be seen in the GPS

L1 C/A signal model given by the following

s(j)(t) =
√
2Px(j)D(j) cos(2πfL1t+ θ) (2.1)

where P is the signal power, x(j) is the current C/A code value for the jth satellite, D(j) is the

current bit value of the jth satellite’s navigation message, fL1 is the L1 carrier signal frequency

in Hertz, and θ is the carrier signal phase in radians.

2.2.1 Carrier Signal

The L1 C/A carrier signal is a sinusoidal signal centered at a frequency of 1575.42 MHz in

the L-band. This frequency and band are selected to allow the signal to penetrate the Earth’s

ionosphere and troposphere with minimal delays. All GNSS currently exist in the L-band for

this reason. Further, high-frequency L-band carrier signals allow for high-bandwidth spreading

sequences like the C/A code.

2.2.2 Coarse/Acquisition Code

The C/A code is a Pseudorandom Noise (PRN) code that allows for each satellite to be simul-

taneously received by GPS UE without any cross-channel interference. This type of channel

access method is called Code-Division Multiple Access (CDMA) and is standard across most

GNSS. A set of PRN codes called Gold codes enable CDMA through specific correlation prop-

erties [49]. Specifically, the autocorrelation function of a Gold code resembles that of Gaussian

noise, solely correlating with a phase-matched replica of itself. In other words, the autocorre-

lation value is only significant at a sequence delay of less than one bit (or chip). Further, the

resemblance to Gaussian noise reduces any cross-correlation with the codes of other satellites.

The autocorrelation function of a GPS L1 C/A Gold code is depicted in Figure 2.5.
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Figure 2.5: C/A Code Autocorrelation Function

The C/A code is a spreading sequence of data called chips that repeats every millisec-

ond. Each code comprises 1023 chips transmitted from each satellite at a rate of 1.023 MHz.

Often called the ranging code, the C/A code can provide knowledge of each satellite’s timing

through these chips, which can be converted to ranging information. This timing is conveyed

through tracking the code phase (i.e., sub-chip sequence position) on each received channel.

The designation of the C/A code as a spreading sequence comes from the effect of Binary

Phase Shift Keying (BPSK) modulation. BPSK is implemented by multiplying the C/A code

and carrier signal, causing sudden phase transitions of π radians that allow data transmission

on a constant frequency signal. As a result of this rapid phase modulation, the carrier signal

is effectively spread across the frequency domain, increasing the bandwidth and decreasing

the signal’s power. This decrease in signal power, coupled with the transmission from MEO,

causes GPS L1 C/A to be received below the thermal noise floor. The spreading effects can be

seen by the modulation shown in Figure 2.6.
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Figure 2.6: Power Spectral Density of C/A Code Modulation on L1 Carrier Signal

2.2.3 Legacy Navigation Message

In addition to the C/A code, a low-rate data message is modulated on the carrier signal. This

message is called the legacy navigation (LNAV) message and is sent at a bit rate of 50 Hz.

This rate corresponds to a bit period of 20 milliseconds, allowing for 20 C/A code repetitions

per bit transmitted. Each bit is part of 25 frames that last 30 seconds, forming a master frame

transmitted over 12.5 minutes. Each frame comprises five sub-frames of 10 words, with 30 bits

per word.

The sub-frames encompass details concerning the clock parameters and orbital informa-

tion, referred to as ephemeris, of the respective satellite alongside atmospheric model pa-

rameters and constellation-wide information. Sub-frames 1, 2, and 3 contain the clock and

ephemeris information regarding the transmitting satellite and are repeated in each frame. This

repetition allows GPS UE to obtain the information required to form a PVT solution within 30

seconds despite the longer master frame duration. Sub-frames 4 and 5 transmit data regarding

the entire constellation and are the same across all satellites. The data transmitted in these
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sub-frames is spread over the 25 frames comprising the master frame, defining the total mes-

sage period. Figure 2.7 presents the general structure of the LNAV message. More information

regarding the LNAV message can be found in the latest GPS Interface Control Document [50].

Figure 2.7: Legacy Navigation Message Structure [51]
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Chapter 3

Principles of GNSS Software-Defined Receivers

Generally, GNSS receivers operate by attempting to replicate received signals to produce ob-

servables related to the receiver’s PVT states. Initially, this operation was exclusively im-

plemented with hardware optimized for low-cost and real-time operation, as general-purpose

computational resources were insufficient. Despite being beneficial for fielded systems, such

implementation prevents easy modification of the underlying PNT algorithms, which proves

unfavorable for rapid development and analysis. This immutable nature and the evolution

of computing hardware have motivated the creation of software-defined receivers (SDR) for

GNSS.

The benefit of SDRs comes from the ability to process GNSS signals with the same ac-

curacy as hardware receivers while being rapidly reprogrammable. This characteristic enables

many new PNT algorithms that would otherwise be difficult to develop, warranting the explana-

tion of an SDR’s operational principles. This chapter explains the general hardware configura-

tion and underlying PNT algorithms that comprise a GNSS SDR to contextualize the advanced

receiver architectures presented in this thesis. In addition, information regarding an advanced

vector processing SDR architecture is provided for later comparison.

3.1 Software-Defined Receivers

GNSS SDRs, widely introduced for GPS and Galileo in [52], are post-process or real-time

GNSS receivers that aim to facilitate the rapid development of PNT algorithms. Commonly,

SDRs consist of four hardware/interfacing components: an antenna, a front end, a processing

unit, and a user interface. Once received by the antenna, radio frequency (RF) signals are mixed

down to an intermediate or baseband frequency by the front end. Then, these mixed signals are
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filtered with a bandpass filter (BPF) and amplified with a low-noise amplifier (LNA). Finally,

the front end’s analog-to-digital converter (ADC) transforms the RF signals into discrete sam-

ples. The processing unit—often a Central Processing Unit (CPU), Graphics Processing Unit

(GPU), or Field-Programmable Gate Array (FPGA)—applies three general processing stages

to produce a PVT solution from the discrete samples. This PVT solution is then displayed

through a user interface. This description of an SDR’s hardware configuration and internal data

transmission, illustrated in Figure 3.1, is oversimplified as it is not the focus of this thesis. The

reader is referred to Chapter 8 in [53] for further information. The rest of this section focuses

on the processing stages used to determine a PVT solution, the first being signal acquisition.

BPF

LNA ADC

Antenna

Processing
Unit

Front End

User
Interface

Figure 3.1: SDR Hardware Configuration and Internal Data Transmission

3.1.1 Signal Acquisition

After front end sampling, the processing unit must determine which satellite transmissions

are found in the resulting discrete samples through signal acquisition. The purpose of signal
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acquisition is to begin the continuous processing of each received channel by identifying three

channel parameters: the identity of each transmitting satellite, the signal’s code phase, and

the signal’s Doppler shift. This identification is accomplished using the correlation of the

received samples with various local signal replicas. Considering the Direct-Sequence Spread

Spectrum (DSSS) signal model given in the previous chapter (Equation 2.1) for GPS L1 C/A,

the baseband local signal replicas can be written as

s(j)(t) =
√
2Px(t− τ)(j)D(t− τ)(j) cos(2πfdt+ θ) (3.1)

where P is the signal power, τ is the time delay associated with the transit time and system

clock biases, fd is the baseband Doppler shift associated with the relative dynamics and system

clock drifts, x(j) is the current C/A code value for the j th satellite, D(j) is the current bit value

of the j th satellite’s navigation message, and θ is the carrier replica phase in radians.

The significant distinction between Equation 2.1 and Equation 3.1 is the inclusion of the

unknown signal parameters τ and fd. A local signal replica represented by Equation 3.1 only

resembles the received signal when the τ and fd of each signal match. In other words, when the

correlation between the replica and received samples is maximized. The ability to distinguish a

maximum comes from the correlation properties of a DSSS signal’s ranging code. Specifically,

the autocorrelation function of these codes (e.g., GPS L1 C/A Code in Section 2.2.2) solely

allows significant correlation at a τ whose corresponding code phase nearly matches a received

signal’s code phase. During acquisition, a receiver must generate a replica for all satellites and

potential τ (i.e., all code phases) to resolve each channel’s identity and received code phase. As

this section continues, τ will be used interchangeably to refer to a received signal’s time delay

or code phase.

In addition, the correlations are only discernible when each channel’s fd is known within

a range (or bin) of 1
2TPDI

Hz, where TPDI is the pre-detection integration period in seconds.

Considering an extensive range of Doppler shifts can be produced by the relative satellite and

receiver motion (e.g., around ±5 kHz in a static scenario), a concurrent search for each channel’s

τ and fd bin must be performed.
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Two main acquisition algorithms can be used to search across the τ and fd domains for

each satellite. The first algorithm is a serial search that successively checks each possible code

phase and Doppler bin. This algorithm is excessively slow with a computational complexity

of O(n2), prohibiting its use in many SDR acquisition schemes. The second algorithm is a

parallel search that utilizes the Fast Fourier Transform (FFT) and Inverse FFT (IFFT) to reduce

the computational complexity to O(n log n). Specifically, the parallel search algorithm uses the

FFT to test all code phases simultaneously in each successive Doppler bin. A block diagram of

this algorithm is depicted in Figure 3.2.

Discrete
Signal

NCO

FFT IFFT

PRN Code
Generator

FFT

Complex
Conjugate

Correlation
Output

Figure 3.2: Parallel Code Phase Search Algorithm

For both algorithms, the length of time used to correlate (i.e., the pre-detection integra-

tion period) is pivotal in reducing the effect of noise in weak GNSS signals. The longer the

correlation, the larger the effective signal-to-noise ratio (SNR), which is the basis for most de-

tection criteria. However, there are limitations to the selection of TPDI . In the case of GPS

L1 C/A, coherent pre-detection integration periods are limited to 10 milliseconds because of

the 20-millisecond LNAV message bit period. This integration constraint is necessary as phase

coherence can only be guaranteed in one of two consecutive 10-millisecond integration periods

before LNAV message synchronization. On the other hand, the lower limit of integration for

conventional receivers is restricted by the ranging code period duration, which is one millisec-

ond for GPS L1 C/A. It should be noted that the complex in-phase and quadrature correlation
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outputs (or correlators) for multiple coherent integration periods can be non-coherently com-

bined to increase the resulting correlation. This methodology is typically used in GNSS signals

with higher navigation message data rates. Yet, a drawback of this methodology is a raised

noise floor, given the noise no longer destructively adds across integration periods.

The output of a GNSS signal acquisition algorithm is a Cross-Ambiguity Function (CAF)

that can be visualized as a manifold of correlator power in the τ and fd plane. The location

of any significant peak in this manifold indicates the τ and fd needed to begin signal tracking

for a successfully acquired satellite. Figures 3.3 and 3.4 show an example CAF for a received

and obscured GPS satellite, respectively. For additional information regarding the presented

acquisition algorithms, the reader is referred to [41, 52, 53].
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Figure 3.3: Acquisition CAF for Received GPS Satellite
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Figure 3.4: Acquisition CAF for Obscured GPS Satellite

3.1.2 Signal Tracking

After determining the current code phase and Doppler shift for each received satellite, the

receiver must update these values as they change with relative satellite and receiver motion.

The process of continually updating these parameters is called signal tracking. Although signal

tracking can be accomplished through repeated acquisition (i.e., in a snapshot receiver), a much

more efficient process that uses similar principles is available. In general, this process corre-

lates local signal replicas with the received signals, generates signal parameter errors using

the resulting correlators, and filters these errors to update the local signal replicas’ parame-

ters. Through signal tracking, the receiver can continually measure the signal’s transit time and

Doppler shift. Then, these measurements can be used in an estimation architecture to provide

a PVT solution. In addition, the phase reversals imparted by the navigation message can be

observed and decoded to extract the ephemeris needed to locate the transmitting satellites.
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The conventional method of signal tracking is based on simple control theory. Feedback

controllers update local replica Doppler shifts to reduce phase and frequency errors determined

by discriminator functions. Specifically, two types of controllers called Delay Lock Loops

(DLL) and Phase Lock Loops (PLL) are used to track the received code phase and carrier

phase, respectively. In the case of code tracking, the DLL uses the code phase determined in

acquisition to begin. However, for the PLL, there is no initial phase estimate. For this rea-

son, the PLL uses the acquired Doppler shift, whose quality determines whether an additional

tracking stage is needed. This extra stage is unnecessary if the Doppler shift estimate from

acquisition is accurate. However, if the estimate is inadequate, a Frequency Lock Loop (FLL)

must be used to refine the Doppler shift before precise phase tracking. This refinement may

also be done in the acquisition stage using FFT methods [52]. An accurate initial Doppler

shift is needed to achieve carrier phase lock, which allows a receiver to extract the modulated

navigation message.

Figure 3.5 illustrates the generalized structure that the DLL and PLL share. It comprises

a discriminator that determines the code or carrier phase error, a loop filter that low-pass filters

the error, and a Numerically-Controlled Oscillator (NCO) that integrates the code or carrier

frequency correction output from the loop filter. The resulting phase correction updates the

local signal replicas before the process is repeated.

Discrete
Signal

Discriminator Loop Filter

NCO

Correlator

Local
Replica

Figure 3.5: Generalized DLL/PLL Structure

The multiplication informing the discriminator in Figure 3.5 indicates a correlation—often

called an integrate and dump period—with the received signal. The result of this correlation, as
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mentioned in Section 3.1.1, is called a correlator. In most GNSS receivers, six correlators are

used to maintain code and carrier signal tracking, which means three complex signal replicas

divided into their in-phase and quadrature components are needed. For this reason, tracking in

this manner is highly efficient compared to repeated acquisition.

The three replicas are distinguished by their respective code phase offsets. The first replica

is called a prompt replica, whose code phase is the current best estimate of the received signal’s

code phase. The following two replicas are called the early and late replicas, whose code phases

are typically advanced or delayed within half of a chip of the prompt replica. The in-phase and

quadrature components of the prompt replica are used in the PLL discriminator to determine

the current carrier phase error. In contrast, the DLL discriminator uses the early and late replica

complex components to update the code phase error. The model for the correlator that results

from each of the local replica correlations is given by the following from [54]

IPj = AR(ϵ)Dj cos(πferrTPDI + θerr) + ηIPj

QPj = AR(ϵ)Dj sin(πferrTPDI + θerr) + ηQPj

IEj = AR(ϵ+∆)Dj cos(πferrTPDI + θerr) + ηIEj

QEj = AR(ϵ+∆)Dj sin(πferrTPDI + θerr) + ηQEj

ILj = AR(ϵ−∆)Dj cos(πferrTPDI + θerr) + ηILj

QLj = AR(ϵ−∆)Dj sin(πferrTPDI + θerr) + ηQLj

(3.2)

A =
√

2T (C/N0) sinc(πferrTPDI)

η ∼ N (0, 1)

where A defines the signal amplitude scale factor, R is the autocorrelation function of the j th

satellite’s ranging code, ∆ is the magnitude of the replica code phase offset, Dj is the constant

data bit value over the integration period, and C/N0 is the carrier-to-noise density ratio. The

variables ϵ, ferr, and θerr define the code error in chips, frequency error in Hertz, and phase
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error in radians between the locally generated replica and the j th satellite’s received signal,

respectively. In the case of GPS L1 C/A, the autocorrelation function is defined as

R(ϵ) =


1− |ϵ|, for |ϵ| < 1

0, for |ϵ| ≥ 1

(3.3)

Discriminator functions for the DLL and PLL are abundant in the literature, with many be-

ing presented in [53]. The difference in these discriminators is their prioritization of efficiency

and accuracy. Typically, greater accuracy implies a more significant computational burden,

which may be essential to consider for an SDR. However, the following discriminators prior-

itize accuracy. Equations 3.4 and 3.5 define a commonly used code phase and carrier phase

discriminator, respectively, as

ϵ̂ = (1−∆)

√
IE2 +QE2 −

√
IL2 +QL2√

IE2 +QE2 +
√

IL2 +QL2
(3.4)

θ̂err = arctan

(
QP

IP

)
(3.5)

where ˆ indicates these errors are only estimates of the actual errors and ∆ is the magnitude of

the replica code phase offset. It is worth mentioning that Equation 3.5 is one of the Costas loop

discriminators, which are notable for their immunity to phase transitions imparted by a signal’s

navigation message.

The combination of the six correlators and lock loops can be seen in Figure 3.6 as a

complete GNSS tracking loop. For the GPS L1 C/A signal, this tracking loop is considered

successful if the resulting values of the in-phase prompt IPj correlator depict the navigation

message for each satellite. Once the beginning of an LNAV sub-frame—described in Section

2.2.3—is found, the data can be decoded and used for navigation. Once again, the reader is

referred to [41, 52, 53] for additional information regarding signal tracking.
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Figure 3.6: Generalized GNSS Tracking Loop

3.1.3 Position, Velocity, and Timing Estimation

Once the received signals are successfully tracked, a conventional GNSS receiver passes mea-

surements of the tracked channels to an estimator (or navigator) to determine the corresponding

PVT states. These measurements are called observables and are comprised of the following:

pseudoranges, pseudorange rates, and carrier-to-noise density ratios.

Pseudorange Measurements

The pseudorange is the observed transit time of the signal from a transmitting satellite. It is

defined as

ρj = (tr − tjt)c (3.6)

where ρj is the observed transit time expressed as a range, tr is the received time, tjr is the

transmit time of the j th satellite, and c is the speed of light in a vacuum. The pseudorange

measurement appears relatively straightforward to obtain, as the transmit time is easily acquired

from the navigation message. However, the received time is ambiguous, which requires the
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receiver to determine a delta received time using the ranging code instead. Given the transmit

time is scheduled and corrected for GNSS, the change in the transmit time for each satellite can

be considered constant. This allows the change in transit time to be approximated as

∆tjk = tjk − tjk−1 (3.7a)

∆tjk = ∆tjrk (3.7b)

where tjk is the transit time at time k for the j th satellite and ∆tjrk is the change in received

time at time k or the j th satellite. Since the change in transit time is known between update

periods by measuring the code phase of the ranging code, an initial transit time is all that is

needed to begin measuring pseudoranges. This initial transit time can be approximated using

knowledge of GNSS orbital altitudes. Assuming an average range of ∼20,000 kilometers,

the average transit time would be 67 milliseconds. However, given that this approximation is

inherently invalid, a different clock bias would be applied to each measurement if this was

assumed for all channels, resulting in an unobservable system. This observability issue can be

avoided by solely applying the transit time assumption to the closest satellite. This satellite

is determined by finding the channel with the earliest decoded navigation message sub-frame.

Once the closest satellite is determined, the transit time of every other channel is updated using

the time difference of the subsequent decoded sub-frames.

Equation 3.6 is a simplistic representation of the pseudorange measurement as it is just

expressed as a function of transit time. However, the transit time is a function of many error

sources that must be modeled to achieve the most accurate measurement. These errors are

represented in the pseudorange measurement model as

ρj = rju + c(δtu − δtjs) + Iju + T j
u +M j

u + ηρj (3.8)

rju =

√
(xj

s − xu)2 + (yjs − yu)2 + (zjs − zu)2
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where rju is the geometric range from the user u to the j th satellite s, δtu is the clock bias of the

user’s receiver, δtjs is the clock bias of the j th satellite, Iju is the ionospheric delay associated

with the user and satellite positions, T j
u is the tropospheric delay associated with the user and

satellite positions, M j
u is the multi-path delay associated with the user and satellite positions,

and ηρj is independent, identically distributed Gaussian noise.

Given the model presented in Equation 3.8, it is easy to see why this measurement is

called a pseudorange. The geometric range is obscured by transmission path errors of which

the receiver has little or no knowledge. More precise solutions can be obtained by remov-

ing ionospheric and tropospheric errors with an accurate model [55, 56]. Whether corrected

or not, these measurements are used in a trilateration problem to determine a user’s position.

Traditionally, this requires only three pseudorange measurements. However, the GNSS prob-

lem contains a clock bias state imparted by the transit time assumption (i.e., 67 ms) and the

receiver’s clock dynamics. This requires at least a fourth pseudorange (i.e., received satellite)

to estimate a receiver’s position and clock states.

Pseudorange Rate Measurements

In addition to positioning, GNSS provides exceptional velocity estimation by measuring the

time derivative of the pseudorange. This measurement is called the pseudorange rate and is

modeled similarly to Equation 3.8 as

ρ̇j = ṙju + c(δṫu − δṫjs) + İju + Ṫ j
u + ηρ̇j (3.9)

In Equation 3.9, the pseudorange rate ρ̇j is a function of the delay time derivatives from

the pseudorange measurement model, excluding the multi-path delay. The derivatives of these

delays are called drifts and can mostly be ignored as they are small or easily modeled. The only

exception to this case is δṫu as the receiver’s clock stability is often sacrificed to maintain a low

size, weight, power, and cost (SWaP-C) for the user.
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The pseudorange rate measurement can be directly extracted from the Doppler shift mea-

sured by the receiver on each channel. This measurement of the line-of-sight (LOS) velocity is

related to Doppler shift by the following

f j
d = ρ̇j

fc
c

(3.10)

where fc is the center frequency of the transmitted signal. In addition to estimating velocity,

this measurement can be integrated to generate an accurate carrier phase measurement that can

be converted to a carrier-based pseudorange. This carrier-based pseudorange can provide more

precise positioning than code-based pseudoranges, but it is relatively difficult to determine. The

difficulty stems from the ambiguous number of carrier signal cycles between the user and the

satellite. Although techniques exist for estimating this ambiguity, they are excluded from this

thesis as they fall outside its scope.

Carrier-to-Noise Density Ratio

The carrier-to-noise density ratio (C/N0) is a measurement of the ratio of the carrier power

and the noise power per unit bandwidth [57]. In other words, C/N0 provides the same type

of information as SNR but is independent of the receiver’s bandwidth. This measurement can

quantify the quality of the measurements mentioned above and is determined using correlators

from each channel. This thesis uses Beaulieu’s method of determining C/N0, which is given in

[58] as the following

SNR =

[
1

N

N∑
k=1

P̂n,k

P̂c,k

]−1

C/N0 =
SNR

TPDI

(3.11)

P̂c,k =
1

2

[
IP (k)2 + IP (k − 1)2

]
,

P̂n,k =
[
|IP (k)| − |IP (k − 1)|

]2
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where k indicates the current pre-detection integration period, P̂c,k is the carrier power estimate,

P̂n,k is the noise power estimate, and N is the number of pre-detection integration periods to

average in the estimation of C/N0.

Navigation State Estimation

Finally, a state estimation technique can determine the PVT states associated with the above-

mentioned measurements. The estimated PVT states are defined as

γ = [xu, ẋu, yu, ẏu, zu, żu, cδtu, cδṫu ]
T (3.12)

where xu, yu, and zu and their derivatives are the user positions and velocities in the Earth-

Centered Earth-Fixed (ECEF) reference frame, respectively. The two remaining states are the

user clock bias and clock drift. The states in Equation 3.12 are directly related to the pseu-

dorange and pseudorange rate measurements using Equations 3.8 and 3.9 and can be directly

estimated if the satellite, atmospheric, and multi-path error sources are omitted. This omission

results in reduced state observation models expressed as

h(γ)ρj =

√
(xj

s − xu)2 + (yjs − yu)2 + (zjs − zu)2 + cδtu (3.13)

h(γ)ρ̇j = (ẋj
s − ẋu)a

j
x + (ẏjs − ẏu)a

j
y + (żjs − żu)a

j
z + cδṫu (3.14)

where ajx, ajy, ajz are the unit vector components from the user to the j th satellite in the ECEF

frame.

Conventionally, the Weighted Nonlinear Least Squares (WNLS) estimation technique is

used in the GNSS problem. WNLS is necessary because of the nonlinear term that defines the

geometric range in Equation 3.13. This term requires Equation 3.13 to be linearized for use in

the WNLS observation matrix. The observation matrix (or geometry matrix) for m channels is

given by the Jacobian of h(γ) with respect to each state as
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H =



ax1 0 ay1 0 az1 0 1 0

...
...

...
...

...
...

...
...

axm 0 aym 0 azm 0 1 0

0 ax1 0 ay1 0 az1 0 1

...
...

...
...

...
...

...
...

0 axm 0 aym 0 azm 0 1


(3.15)

where axm, aym, azm are the unit vector components from the mth channel’s satellite to the user in

the ECEF frame.

The nonlinear nature of trilateration requires an iterative estimation of the error between

the actual state and the current estimate of the state. This is accomplished using the residuals of

the receiver’s measurements with predicted measurements. The resulting measurement residual

vector is given as

z = [ρ̃1 − ρ̂1, . . . , ρ̃m − ρ̂m, ˜̇ρ1 − ˆ̇ρ1, . . . , ˜̇ρm − ˆ̇ρm]
T (3.16)

where the ˜ and ˆ indicate a receiver’s measurement and a predicted measurement, respectively.

In addition, WNLS utilizes a weighting matrix R−1 that is a function of the measured C/N0

for each satellite. This matrix prioritizes measurements from channels with better tracking

performance (i.e., higher C/N0) during state estimation. This is accomplished for GPS L1 C/A

and similar signals by creating a diagonal measurement covariance matrix using the analytical

pseudorange and pseudorange rate residuals given by [59] as

σ2
δρ =

β2

2T 2
PDI(C/N0)2

+
β2

4TPDI(C/N0)
(3.17)

σ2
δρ̇ = K

(
λ

πTPDI

)2(
2

T 2
PDI(C/N0)2

+
2

TPDI(C/N0)

)
(3.18)

R = diag
(
[σ2

δρ1
, . . . , σ2

δρm , σ
2
δρ̇1

, . . . , σ2
δρ̇m ]

)
(3.19)
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where β is the ranging code wavelength, λ is the carrier signal wavelength, and C/N0 is the

carrier-to-noise density ratio in dB-Hz.

WNLS updates are conducted with the measurement residuals and the following equa-

tions, which are given as

δγ̂ = (HTR−1H)−1HTR−1z (3.20)

γ̂+ = γ̂− + δγ̂ (3.21)

WNLS requires an a priori estimate of γ to begin its iterative process. This estimate

can be provided by another PVT solution or set as a vector of zeros if a previous estimate is

unavailable. For greater accuracy, Equation 3.20 can be iterated until δγ̂ is sufficiently small.

In addition, the geometry matrix and residual vector must be recalculated upon each iteration

using the latest γ estimate.

3.2 Vector Processing

The processing stages outlined in Section 3.1 describe the conventional approach to PVT deter-

mination that has been used since the inception of GNSS. For decades, this type of processing

has proven valuable and efficient in ideal signal conditions. However, the fixed noise equiv-

alent bandwidth tracking loops employed by this approach leave much to be desired. This is

because the optimal bandwidth for such tracking loops needs to be known a priori, which is

nearly never the case. As a result, unnecessary noise can be let into the system, and changes in

dynamics can be overlooked, which can prove detrimental to a receiver in a high RFI scenario.

One general approach to tracking GNSS signals with an adaptive bandwidth involves using

an Extended Kalman Filter (EKF) [60–62]. An EKF offers adaptive bandwidth determination

using the measurement residuals from the code and carrier phase discriminators. However, it

still tracks each channel individually, posing robustness issues as signals subjected to harsh

transmission paths can be lost without the aid of unaffected signals.
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The method of vector processing (VP) improves upon the EKF approach by allowing

channels to be processed in aggregate, as illustrated in Figure 3.7. This is accomplished by

referencing each channel’s local replica to the same PVT estimate. As a result, the adaptive

bandwidth filtering benefits of the EKF are combined with the benefits of a filtered navigation

solution, allowing for successful tracking of channels with low C/N0 values. VP has been

the standard for advanced receiver architectures for decades; therefore, it is used as a point of

comparison for the DPE architectures outlined in this thesis.

Satellite
Ephemeris

Front
End

Discriminators

Navigation
Processor

NCO

PVT

Channels

Discrete 
Signal

Local
Replica

Correlators

Figure 3.7: Generalized Vector Processing Loop

As an example of VP performance gains, Figure 3.8 compares a VP receiver to a con-

ventional receiver. Specifically, live-sky GPS data was recorded over the course of 18 hours

and evaluated using conventional processing and vector processing. It is shown in [54] that

the average maximum and minimum vector processing performance gains over this duration

were 5.20 dB and 1.54 dB, respectively, when considering each channel’s C/N0. For the perfor-

mance gain derivations and additional information regarding this study, the reader is referred to
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Chapter 6 in [54]. The rest of this section discusses a specific VP architecture called the Vector

Delay-Frequency Lock Loop (VDFLL).

Figure 3.8: Maximum and Minimum Performance Gain in C/N0 from Vector Processing [54]

3.2.1 Vector Delay-Frequency Lock Loop

The origins of the VDFLL can be traced back to the Vector Delay Lock Loop (VDLL) , which

was introduced by [63]. The VDLL updates the local replica ranging code frequency with

an EKF that jointly estimates the navigation solution. A simple extension of this algorithm,

introduced in [64], saw the addition of carrier frequency tracking, creating the modern VDFLL.

As a result, the VDFLL has shown great performance gains over conventional tracking methods

in scenarios with high dynamics and GNSS RFI [65–67]. The rest of this section outlines

the structure of the VDFLL. For more information regarding the VDFLL and additional VP

architectures, the reader is referred to [54, 68].

Initialization of a VDFLL requires an a priori state estimate from a conventional receiver

and each channel’s corresponding ephemeris. The state estimate is provided in the same form

defined in Equation 3.12 with the units of position indicated in meters, units of velocity indi-

cated in meters per second, clock bias indicated in meters, and clock drift in meters per second.

In addition, the initial state estimate is accompanied by a corresponding covariance Pk.
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Time Update

The dynamic model and process noise covariance propagate the state and covariance in time to

the ensuing measurement update. The dynamic model employs a constant velocity assumption

and is defined as

γ̂k+1 = F γ̂k (3.22)

F =



A 0 0 0

0 A 0 0

0 0 A 0

0 0 0 A


A =

1 T

0 1



where F is the state transition matrix and T is the integration period. The process noise covari-

ance is defined as

Q =



Qx 0 0 0

0 Qy 0 0

0 0 Qz 0

0 0 0 Qclock


(3.23)

Qxyz =

σ2
xyz

T 3

3
σ2
xyz

T 2

2

σ2
xyz

T 2

2
σ2
xyzT

 Qclock =

σ2
bT + σ2

r
T 3

3
σ2
r
T 2

2

σ2
r
T 2

2
σ2
rT


where σ2

xyz is the variance of the noise processes for the x, y, and z velocity errors in m2/s3, σ2
b

is the variance of the noise process for the clock phase error in m2/s, and σ2
r is the variance of

the noise process for the clock frequency error in m2/s3. The σ2
xyz values are considered tuning

parameters that are selected based on the expected dynamics. This selection can be informed

by the following given by [69]
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δvxyz ≈ σxyz

√
T (3.24)

where δvxyz is the largest expected change in velocity in each direction over an integration

period. The clock covariance values σ2
b and σ2

r for a variety of clock qualities can be found in

[70].

Given the above state transition and covariance matrices, the EKF time update is defined

as

γ̂−
k+1 = F γ̂+

ik
(3.25)

P−
k+1 = FP+

k F T +Q (3.26)

Measurement Update

The model that relates γ to the observations is defined as

yk = h(γk) + ηk (3.27)

where yk is the observation vector, h is the nonlinear function that relates the states to the

measurements, and ηk is independent, identically distributed Gaussian noise drawn from the

covariance R given in Equation 3.19. Once again, the linearized observation matrix given in

Equation 3.15 can be used to relate the states to measurement residuals. These measurement

residuals are defined in the same manner as Equation 3.16 and can simply be denoted as δρm

and δρ̇m.

Despite being defined the same way, the δρm and δρ̇m residuals for the VDFLL are ob-

tained in a different manner than explained in Section 3.1.3. In the VDFLL, direct measure-

ments of the pseudoranges and pseudorange rates are not used. Instead, the residuals them-

selves are directly observable using code phase and Doppler shift discriminators. For the

pseudorange residuals, the code phase error output from Equation 3.4 can be converted to a

pseudorange error using the respective signal’s ranging code wavelength. For the pseudorange
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rate residuals, a new discriminator must be defined for the Doppler shift error before it can be

converted. A common frequency-tracking discriminator is given as

cross = IP1QP2 − IP2QP1

dot = IP1IP2 +QP1QP2

f̂err =
arctan2(cross, dot)

πT

(3.28)

where the prompt correlator subscripts indicate different integration periods. The resulting

errors from Equations 3.4 and 3.28 are converted to pseudorange and pseudorange rate residuals

using the following

δρm = βϵ̂ (3.29)

δρ̇m = −λf̂err (3.30)

where β is the ranging code wavelength and λ is the carrier signal wavelength. For GPS L1

C/A, the corresponding wavelengths are β = 293.05m and λ = 0.1905m.

Given H , z, and R are defined by Equations 3.15, 3.16, and 3.19, respectively, the EKF

measurement update is defined as

K = P−
k+1H

T (HP−
k+1H

T +R) (3.31)

γ̂+
k+1 = γ̂−

k+1 +Kz (3.32)

P+
k+1 = (I −KH)P−

k+1(I −KH)T +KRKT (3.33)

where I is the identity matrix.
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Chapter 4

Direct Position Estimation and Proposed LEO Augmentation

This chapter presents Direct Position Estimation (DPE) as an alternative to the conventional and

vector processing techniques discussed in Chapter 3. Introduced for GNSS in [29], DPE aims to

overcome some of the critical challenges of traditional PNT processing techniques by directly

computing a PVT solution from a sampled signal. The techniques offered in Chapter 3 differ

from DPE as they operate in two consecutive steps, classifying them as two-step architectures.

The first step generates intermediate measurements of each received signal’s parameters with

tracking loops. Then, these measurements are used in a navigation filter by the second step,

which estimates the corresponding PVT solution, as described in Figure 4.1.

Estimate
Channel

Observables

Step oneStep oneStep one

Fuse
Observables

in Navigation
Filter

Step TwoStep TwoStep Two

Conventional two-step ApproachConventional two-step ApproachConventional two-step Approach

Figure 4.1: Conventional Two-Step Receiver Approach
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For conventional and vector processing architectures, the intermediate measurements are

recorded across independently processed channels. If subjected to degraded signal conditions

(e.g., a high RFI scenario), these measurements are often rejected by the ensuing navigation fil-

ter update through covariance weighting or fault detection and exclusion (FDE). Alternatively,

DPE can preserve the information from these degraded measurements and perform better in

more challenging conditions than two-step architectures [71] with the approach described by

Figure 4.2. The rest of this chapter introduces the principles of DPE and discusses two methods

for augmenting a GNSS DPE architecture with LEO PNT sources.

Generate
Correlator
Manifold

Step oneStep oneStep one

Maximize
COrrelator
Manifold

DPE ONE-stepDPE ONE-stepDPE ONE-step   
ApproachApproachApproach

Figure 4.2: DPE One-Step Receiver Approach

4.1 Direct Position Estimation

The central idea of DPE lies in understanding that the time delays (i.e., code phases) and

Doppler shifts of all GNSS signals are directly coupled through a receiver’s state γ, which

is defined in Equation 3.12. As a result of being received at the same time and location, GNSS
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signals can be directly processed in a single step to bypass the generation of measurements for

each channel. In essence, this is done by selecting a collection of candidate receiver states,

generating a local signal replica for each candidate, and determining which states maximize

the replica and signal correlation.

Observing the measurement models in Equations 3.8, 3.9, and 3.10, the time delay and

Doppler shift can be identified as τ ≜ τ(γ) and fd ≜ fd(γ), respectively, assuming the satellite

states and atmospheric errors are known. For this reason, the PVT states represented by γ can

directly generate every satellite’s replica without explicitly estimating τ and fd. This notion is

used in vector processing as explained in Chapter 3. However, it can be further exploited to

perform a simultaneous joint optimization of all received signal CAFs instead of optimizing

on a channel-by-channel basis. This idea of joint optimization is further communicated in the

following theoretical overview of DPE.

4.1.1 Theoretical Overview

Consider a subset of N received complex signal samples y = [y0, . . . , yN−1]
T . If M satellites

are received, then y may be represented as the sum of their respective signals and thermal noise

with the following

y =
M−1∑
i=0

aidi + η (4.1)

where ai is the amplitude of signal i and di is the modulated signal data, excluding the nav-

igation message. For GNSS, this data comprises ranging codes and phase reversals due to

satellite and receiver relative motion and clock errors. In addition, η is a noise vector of inde-

pendent, identically distributed Gaussian noise with variance σ2
η. For clarity, Equation 4.1 can

be expressed as

y = Da+ η (4.2)

where D = [d0, ... ,dM−1] and a = [a0, ... , aM−1]
T . Regarding two-step architectures, each

signal di is tracked individually and used in the geometric problem discussed in Section 3.1.3
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to estimate γ. In contrast, DPE exploits the fact that D is a function of γ, allowing for the

maximum likelihood estimation (MLE) of γ using Equation 4.2 and the following Gaussian

probability density function

p(y | γ,a, ση) = (2πσ2
η)

−N
2 exp

(
− 1

2σ2
η

∥y −D(γ)a∥2
)

(4.3)

Using Equation 4.3, the MLE of γ and a can be performed with the following given by

[29]

γ̂, â = argmin
γ,a

{
∥y −D(γ)a∥2

}
(4.4)

Considering the case where the correlation between any two signals is minimal, it is as-

sumed dH
i dj = 0, where i ̸= j and H denotes the Hermitian transpose. As a result of this

assumption, the MLE for γ may be reformulated as the following given by [72]

γ̂ = argmax
γ

{
∥DH(γ)y∥2

}
(4.5)

where a is considered constant for the subset of received samples.

4.1.2 DPE for GNSS Signals

Understanding how the previous section’s theoretical overview directly applies to GNSS signals

is critical. For this reason, Equation 4.5 is alternatively defined using the complex baseband

received signal model for M GNSS satellites. This model assumes a DSSS signal structure and

is described as

s(t) = aisi(t− τi) exp(2πjfdit) + η(t) (4.6)

where si(t) is a navigation signal spread by the ranging code of the ith satellite, ai is its complex

amplitude, τi is the time delay, fdi is the Doppler shift, and η(t) is zero-mean AWGN with

variance N0/2, where N0 is an assumed noise density for all channels.
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Given the model in Equation 4.6, the MLE for each received channel’s τ and fd can be

represented as the following given by [73]

τ̂i, f̂di = argmax
τi,fdi

{
1

Nnc

Nnc−1∑
k=0

∣∣∣∣∫ tk+1

tk

s(t)si(t− τi) exp(−2πjfdit)

∣∣∣∣2
}

(4.7)

tk = kTcodeNc

tk+1 = (k + 1)TcodeNc

where Tcode is the ranging code duration, Nc is the number of coherently integrated ranging

code periods, and Nnc is the number of non-coherently averaged CAFs resulting from the co-

herent integrations. The objective function within the braces of this MLE is referred to as

Λi(τi(γ), fdi(γ), Nc, Nnc) for convenience.

Using the MLE for τ and fd in Equation 4.7, the MLE for γ in Equation 4.5 can be

rewritten as

γ̂ = argmax
γ

{
M∑
i=1

Λi(τi(γ), fdi(γ), Nc, Nnc)

}
(4.8)

where M is the number of received satellites, and the argument is the objective function for γ.

In practice, Equation 4.8 is realized by maximizing a manifold defined by the summation of

each received channel’s objective function—i.e., Λi(τi(γ), fdi(γ), Nc, Nnc)—for a selection of

strategically placed γ candidates. Figure 4.3 illustrates an example of this manifold for γ can-

didates whose position states vary across the local North-East plane. The resulting correlation

power for each candidate has been scaled to unity and is referred to as a weight. It can be seen

that the most likely estimate for this example is located at the center of this plane.

In this thesis, an alternate definition for the objective function in Equation 4.8 is used to

preserve carrier phase information in the summation across each channel. This preservation

allows for more precise positioning at the cost of initialization robustness. The definition of

this alternative excludes the use of non-coherent CAF averaging Nnc and is given as
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Figure 4.3: Example DPE Manifold

Ω =

∣∣∣∣∣
M∑
i=1

∫ tk+1

tk

s(t)si(t− τi) exp(−2πjfdit)

∣∣∣∣∣
2

(4.9)

tk = kTcodeNc

tk+1 = (k + 1)TcodeNc

with its corresponding MLE for γ defined by

γ̂ = argmax
γ

{Ω} (4.10)

The objective function in Equation 4.9 differs from
∑M

i=1Λi(τi(γ), fdi(γ), Nc, Nnc) as

it sums the correlators for each channel before computing the correlation power (i.e., | |2).

This order of operations maintains correlator-based carrier phase information for each channel,
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effectively reducing the peak variance seen in Figure 4.3. The relative precision between code-

based and carrier-based pseudoranges explains this reduction in variance despite not being

measured in DPE. As with the carrier-based pseudorange, the carrier signal’s shorter wave-

length offers higher precision than the ranging code in the resulting manifold. However, the

issue of carrier phase ambiguity must still be considered.

Carrier phase ambiguity stems from the fact that a receiver can only measure the fractional

phase of a signal’s most recently received carrier cycle. As a result, the remaining integer

number of cycles N to the satellite is unknown. In the case of DPE, carrier phase ambiguity

manifests itself as multiple peaks in the manifold resulting from the candidate γ evaluations

of Equation 4.9. Specifically, each peak indicates where the cosine function argument in the

correlator model from Equation 3.2 is zero. The presence of multiple peaks would seemingly

reduce overall certainty when maximizing the manifold, but this is not true. This is because

Equation 4.9 still considers code-based information, utilizing the relationship seen in Figure

4.4. In this figure, the low relative precision but absolute ranging nature of the code can aid in

resolving the carrier-based range’s ambiguity. This aiding is evident as the probability density

of the combined range provides a precise and absolute maximum, unlike the carrier-based

range. It should be noted that many local maxima still exist in the combined case, but can

be avoided in DPE if initializing with an accurate estimate of γ. In addition, the presence of

code/carrier divergence is ignored.

Figure 4.5 illustrates an example manifold that retains carrier phase information for the

same scenario depicted in Figure 4.3. The reader should note the large difference in scale

between these two manifolds. Figure 4.5 is drastically zoomed in to include the absolute max-

imum and a few local maxima that would be difficult to see because of the centimeter-scale

wavelengths of L-band carrier signals.

4.1.3 Practical Considerations

DPE’s one-step approach is proven to estimate γ with asymptotically lower, or equal, mean

square errors than two-step architectures [74, 75]. However, this comes at the potential cost

of being computationally prohibitive. This is because a signal replica must be generated and
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correlated for every candidate. Compared to two-step methods, DPE could potentially require

orders of magnitude more correlations depending on its configuration. However, the recent ad-

vancement of digital signal processing hardware has significantly increased the computational

efficiency of GNSS receivers [76], paving the way for resource-intensive architectures like

DPE. Specifically, the use of GPUs for parallelization has been applied to DPE [37] and other

architectures for computational performance increases [77–79]. The next section discusses the

general DPE architecture used in this thesis and details how LEO PNT sources can be included

to increase DPE performance.
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Figure 4.5: Example DPE Manifold with Carrier Phase Information

4.2 Proposed LEO Augmentation

As discussed in Chapter 1, this thesis explores the combination of DPE and LEO PNT to

increase the performance of GNSS in high RFI scenarios. Specifically, two types of LEO aug-

mentation sources are considered to acknowledge current and future capabilities. This section

first looks to the future by explaining how a dedicated LEO PNT source can be integrated

into a GNSS DPE architecture. Then, this integration is slightly modified to consider current

opportunistic LEO PNT capabilities.

4.2.1 General Architecture

The proposed LEO-aided GNSS DPE architectures offered in this thesis are derived from the

architecture presented in [38] and [39]. This architecture employs a Bayesian approach to

DPE for added robustness. Specifically, the architecture is implemented as a Sequential Monte

Carlo method or particle filter, as it is commonly known. This architecture was chosen, among

others, for its high sensitivity to multi-modal probability distribution (i.e., manifolds), such as
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those produced by Equation 4.3. For information regarding other iterative or grid-based DPE

approaches, the reader is referred to the survey provided by [37].

Figure 4.6 illustrates the Sequential Importance Resampling (SIR) particle filter algorithm

used by the abovementioned architecture. This algorithm is described for a single GNSS con-

stellation as follows.

GridGridGrid
InitializationInitializationInitialization

ResamplingResamplingResampling

DynamicDynamicDynamic   
ModelModelModel

Process NoiseProcess NoiseProcess Noise
ModelModelModel LikelihoodLikelihoodLikelihood

UpdateUpdateUpdate

Particle PropagationParticle PropagationParticle Propagation

ReplicaReplicaReplica
Generation &Generation &Generation &
CorrelationCorrelationCorrelation

PredictedPredictedPredicted
ObservablesObservablesObservables

CorrelatorCorrelatorCorrelator   
outputsoutputsoutputs

Two-Step RXTwo-Step RXTwo-Step RX
HandoverHandoverHandover

Figure 4.6: DPE Sequential Importance Resampling Particle Filter Architecture

Initialization

First, a grid of uniform particles representing γ candidates is centered at a two-step receiver’s

current estimate. Along with an initial state estimate, a two-step receiver handover process pro-

vides the necessary satellite ephemerides and data message synchronization for each channel.

The initial grid is chosen to evenly spread particles around the current estimate, with its bounds

based on the maximum expected errors in the τ and fd domains for any given channel [39].

The grid spacing in each domain is defined by a user-specified standard deviation whose ±3-σ

values serve as the bounds. For the architectures in this thesis, a στ = 15m and σfd = 3m/s

were chosen with an initial resolution of 0.075 in their respective units. When transformed to

the γ domain, this grid corresponds to 1201 particles for the position and clock bias states, with
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1200 spread around a single particle at the current estimate. The resulting velocity and clock

drift states are then interpolated to match the number of position and clock bias particles.

Time Update

Next, a dynamic model and process noise covariance propagate the particles in time to the

ensuing likelihood update. The specific model and covariance used in this architecture are

the same as those defined for the VDFLL in Equations 3.22 and 3.23, respectively. Once

again, the dynamic model employs a constant velocity assumption. In addition, it should be

noted that choosing an accurate process noise covariance is essential to preventing sample

impoverishment over time [80] as random noise samples are added to each particle. In general,

[80] is an excellent source for understanding the principles and limitations of modern particle

filters.

Likelihood Update

After propagation, the particle states and satellite ephemerides are used to predict the observ-

ables (i.e., pseudoranges and pseudorange rates) that inform each candidate’s corresponding

correlator value. In practice, these values are obtained by correlating the received signal with

the local replicas described by the predicted observables. Then, Equation 4.9 is employed to

produce the objective function or manifold. For the rest of this thesis, this method will be called

direct summation.

The manifold resulting from direct summation is normalized to create a likelihood func-

tion that weighs each particle. The resulting weights determine the new state estimate through

a weighted sum of all particle states. The particles and weights are also used to determine the

sample covariance associated with this estimate. After updating the state, the number of effec-

tive particles is computed and compared to a threshold, determining whether the particles need

resampling. The resampling algorithm used in this thesis is called Multinomial Resampling and

is detailed in [81]. Finally, the entire process is repeated over subsequent coherent integration

periods. For more information on this architecture, the reader is referred to [38, 39].
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LEO Augmentation Considerations

The general architecture outlined in this section provides a useful approach for GNSS DPE but

needs to be modified to accommodate LEO augmentation. For dedicated LEO PNT sources,

it is assumed this augmentation will be performed at the signal level for the best performance.

However, this introduces a power obfuscation issue. Essentially, the higher received power of

LEO sources (i.e., ∼30 dB stronger) renders all GNSS information inconsequential by dras-

tically increasing the relative weight of LEO in the generated objective function. This result

is notably problematic in scenarios with less than four LEO satellites, like those presented in

Chapter 6.

Alternatively, an additional likelihood update is needed for opportunistic LEO sources

whose Doppler shift can be measured. Fortunately, this update is relatively easy to include for

a SIR particle filter. However, slight modifications to this update are necessary to aid when

using a minimal number of candidate particles.

4.2.2 Dedicated LEO PNT Modifications

Direct summation provides a manifold that can be used to successfully estimate γ for stan-

dalone GNSS scenarios. However, it shows diminished performance when augmented with

dedicated LEO PNT signals. Specifically, this performance reduction is a product of the high

received power of LEO signals. Although it seems counterintuitive, this observation can be

easily explained.

When combining correlators across channels, those from LEO signals will dominate the

resultant sum because their magnitudes are much greater than those from GNSS. This is ap-

parent when inspecting the definition of A in the correlator model given by Equation 3.2. As

a result, the information provided by GNSS correlators is less influential in the estimate of γ.

The obfuscation of GNSS information can be seen as an ambiguous manifold in Figure 4.7 for

a direct summation LEO-aided GNSS scenario. It should be noted that the scenario depicted by

this manifold utilizes less than four LEO satellites per likelihood update. Compared to Figure
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4.5, it can be seen that higher-powered signals can conceal any refining information gained

from lower-powered signals.
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Figure 4.7: Direct Summation Manifold for a GNSS-LEO Scenario

Despite seeming complicated, this issue is relatively straightforward to address. Direct

summation manifolds can be generated for each constellation and multiplied to produce a com-

posite likelihood that doesn’t obfuscate GNSS. This combination is possible given each direct

summation manifold is an independently observed likelihood function. The rest of this thesis

refers to this method as Likelihood Combination. Further, it is defined as follows

Γ =
L∏
i=1

[Ωi] (4.11)

where Γ becomes the new argument in Equation 4.10, and L is the number of considered

constellations. An example of this combination is shown in Figure 4.8, where the benefits of

high-powered LEO signals are clear in the reduced peak variance compared to the manifold in

Figure 4.5.
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Figure 4.8: Likelihood Combination Manifold for a GNSS-LEO Scenario

The advantages of dedicated LEO PNT augmentation can also be seen in Figures 4.9 and

4.10. In these scenarios, GPS signals are subjected to 25 dB of nominal C/N0 attenuation to

simulate a high RFI environment. Specifically, these signals are received at C/N0 values around

22 dB-Hz, where signals in ideal conditions are received near 47 dB-Hz. It is assumed that the

LEO signals are not subjected to any attenuation given their relative power.

Once again, the reduction in manifold peak variance indicates the performance gain pro-

vided by LEO augmentation. In addition, less than 4 LEO satellites are available in the scenario

depicted by Figure 4.10, which communicates that the degraded GPS signals are still being

used. Otherwise, the resulting manifold would look similar to Figure 4.7, where the standalone

LEO solution would be underdetermined.
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Figure 4.9: DPE Manifold for a GPS High RFI Scenario

Figure 4.10: DPE Manifold for a GPS-LEO High RFI Scenario
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4.2.3 Opportunistic LEO PNT Modifications

For opportunistic LEO PNT sources, an additional likelihood update is needed in the SIR par-

ticle filter to consider Doppler shift measurements. This new update is necessary because the

DPE likelihood update is conducted at the signal level. In other words, the update requires full

knowledge of each received signal’s structure to produce the correlators that construct a likeli-

hood manifold. Theoretically, opportunistic LEO signal structures can be inferred to allow for

traditional correlation [13, 14]; however, these blind tracking methods are outside the scope of

this thesis. Instead, it is assumed that Doppler shift measurements are provided through some

means of carrier frequency tracking or snapshot identification.

Unlike the previous section, the likelihood update used for Doppler shift measurements is

common in a particle filter architecture. Specifically, it is conducted with the exponential term

of a Gaussian probability density function, like the one shown in Equation 4.3. For the Doppler

shift update, this exponential term can be rewritten as

p(z | γ, σz) = exp

(
− 1

2σ2
z

[z − h(γj)]2
)

(4.12)

where z is a single opportunistic Doppler shift measurement, σz is the variance of that mea-

surement, and h(γj) is the function that relates the j th particle’s γ to the measurement. In this

case, h(γj) is equivalent to Equation 3.14 when z is converted to a pseudorange rate.

During a Doppler shift update, Equation 4.12 is applied to each candidate particle. The

resulting density is the assumed likelihood associated with each particle. Then, the weights of

the particles are updated with the following

ωj
k+1 = ωj

k p(z | γ, σz) (4.13)

where ωj
k is the weight associated with the j th particle at time k. In the same manner as the

DPE likelihood update, these weights are normalized before being used in a weighted sum to

estimate γ for the current time step.
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In the case of a minimal number of particles, the σz in Equation 4.12 must be modified

to reduce the chance of sample impoverishment. Although the time update’s process noise

covariance attempts to reduce this effect, it is inadequate. The idea of sample impoverishment

occurs when all particles are effectively resampled onto a single, highly-weighted particle.

Using Equation 4.12, sample impoverishment can occur if σz is too small, solely producing

a significant likelihood for one particle. Specifically, this hyper-focused weighting is possible

when the current states for the majority of particles are not within ±3σz, after σz has been

converted to the γ domain. This can be visualized in Figure 4.11 where the Gaussian resulting

from an accurate σz heavily weighs one particle, causing sample impoverishment.

Candidate Particles

True
 Measurement Variance

Inflated
 Measurement Variance

Sample Impoverishment

Figure 4.11: Likelihood Update and Sample Impoverishment Relationship

In the case of the proposed architecture, 1201 particles are not enough to prevent sample

impoverishment when an accurate σz is used. Therefore, σz is inflated to the variance of the
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predicted pseudorange rates for all particles after converting them to Doppler shifts. This in-

flation is also visualized in Figure 4.11. Unfortunately, this inflation degrades the theoretical

performance of a particle filter with infinite particles. However, it prevents sample impoverish-

ment in a particle filter with a sub-optimal number of particles and allows for continued aiding

from opportunistic LEO sources. The performance of this opportunistic aiding is detailed for

specific scenarios in Chapter 6.
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Chapter 5

Simulation Environment

Assessing the proposed DPE architectures in this thesis requires an environment capable of

simulating GPS L1 C/A, dedicated LEO PNT signals, and opportunistic LEO PNT signal mea-

surements. For this reason, a Python library called Navsim was developed. In essence, Navsim

allows users to simulate multiple constellations and their measurements for various RFI sce-

narios. This chapter overviews the Navsim environment and explains its additional capabilities

by describing its primary modules—the satellite emitter module, measurement-level simula-

tion module, and correlator-level simulation module. Figure 5.1 illustrates Navsim’s general

architecture.

Correlator-Level
Simulation ModuleSatellite

Emitter
Module

Measurement-Level
Simulation Module

Configuration
File Correlator Type

and Signal
Parameters

Error Sources
and Signal
Parameters 

Measurements Correlators

Figure 5.1: Navsim Environment Architecture
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5.1 Satellite Emitter Module

The satellite emitter module is the foundation of Navsim. It allows a user to simulate the orbital

states for most GNSS and a selection of broadband LEO constellations. Navsim’s supported

constellations are listed in Table 5.1.

Table 5.1: Navsim’s Supported Constellations

GNSS Broadband LEO

GPS

Galileo

GLONASS

BeiDou

QZSS

Iridium NEXT

Starlink

Orbcomm

Globalstar

OneWeb

Currently, the satellite emitter module depends upon two Python libraries to produce the

orbital states of a simulated constellation. The first library was developed by Comma.ai and is

called Laika [82]. Laika is intended to be used as an end-to-end GNSS measurement processing

library for fusion algorithm development, but Navsim only uses a subset of its features. One

of these features is the ability to retrieve the satellite states for the GNSS shown in Table 5.1.

Laika does this by downloading the Extended Standard Product 3 (SP3) precise ephemeris [83]

for a selected GNSS and propagating each satellite’s states in time for a specified day, duration,

and update rate. This propagation is performed with the user satellite position and velocity

algorithms specified in [50].

The propagation of the broadband LEO constellations is accomplished with the second

library called Skyfield [84]. Skyfield is generally used for locating celestial bodies but can also

determine states for Earth satellites. This feature utilizes Two-Line Element (TLE) ephemeris

sets for selected constellations and the Simplified General Perturbations 4 (SGP4) propagation
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model [85]. Like Laika, Skyfield can simulate these states for a specified day, duration, and

update rate.

The satellite emitter module is contained in a Python class with a simple interface called

SatelliteEmitters. At initialization, this class accepts the name of the constellations to

simulate and a desired mask angle. Then, the user can call a method that accepts a list of

Python datetime objects, an array of receiver positions, and an array of receiver velocities to

simulate a duration of time. This method is called from_datetimes(). The datetimes this

method accepts inform the satellite propagation for the abovementioned libraries, while the

receiver states allow the calculation of LOS range and range rate observables. Specifically,

once the method is called, the satellite ECEF position and velocity states are returned to the

user in a list with their corresponding reference observables. These reference observables are

calculated with the following

rju =

√
(xu − xj

s)2 + (yu − yjs)2 + (zu − zjs)2 (5.1)

ajxyz =
[(xu − xj

s), (yu − yjs), (zu − zjs)]

rju
(5.2)

ṙju = (ẋu − ẋj
s)a

x
j + (ẏu − ẏjs)a

y
j + (żu − żjs)a

z
j

(5.3)

where rju is the true geometric range to each satellite in meters and ṙju is the true range rate for

each satellite in meters per second. In addition, xu, yu, and zu and their derivatives are the user

ECEF positions and velocities, and axj , ayj , azj are the ECEF unit vector components from the

j th satellite s to the user u.

The from_datetimes() method is used throughout this thesis to produce the satellite

states and reference LOS observables that inform subsequent measurement- and correlator-

level simulations. Figure 5.2 illustrates an example satellite emitter module scenario using

GPS, Galileo, and Iridium NEXT for a receiver in Auburn, AL.
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Figure 5.2: Example Navsim Satellite Emitter Module Scenario

5.2 Measurement-Level Simulation Module

The measurement-level simulation module applies realistic transmission and thermal noise er-

rors to the reference observables returned by the satellite emitter module in the same manner

as Equations 3.8 and 3.9. These errors are configured in a YAML file whose path is accepted

during initialization of a Python class called MeasurementSimulation, where an instance

of SatelliteEmitters is dependency injected. To invoke the from_datetimes() method

outlined in Section 5.1, a method that accepts arrays of receiver positions and velocities named

generate_truth() is called. When called, the method retrieves the ephemeris for the con-

stellations in the configuration and simulates the satellite states for a specified day, duration,

and update rate. Once these states are simulated, the simulate() method is called to ap-

ply measurement errors to the reference observables. Then, the consequent code pseudorange,

carrier pseudorange, and pseudorange rate measurements are returned. The configurable errors

used by the measurement-level simulation module include atmospheric channel delays, satellite

clock errors, receiver clock errors, and thermal noise errors.
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5.2.1 Atmospheric Error Models

The configurable atmospheric errors include ionospheric and tropospheric errors. The iono-

spheric errors are applied using one of two techniques. The first technique uses a Total Electron

Count (TEC) map downloaded by Laika to determine the ionospheric delays that correspond

to the simulated day in question. Specifically, the delays are computed using the receiver-

to-emitter azimuth and elevation for all simulated time steps. The second technique uses the

Klobuchar model outlined in [55] with pre-defined α and β values and the same azimuths and

elevations used in the TEC map technique. Considering the ionosphere’s dispersive nature, the

resulting delays affect the ranging code and carrier signal differently. For this reason, a delayed

code pseudorange and an advanced carrier pseudorange are produced in the measurement-level

simulation module. The tropospheric errors are modeled using the International Standard At-

mosphere (ISA) [86] and hydrostatic delay Saastamoinen [87] models, which are a function of

the receiver position, emitter elevation, relative humidity, and the temperature at sea level.

5.2.2 Two-State Clock Error Model

The simulated clock errors for the satellite emitters and receiver utilize the two-state clock

model outlined by [88]. In the two-state clock model, a clock’s bias and drift are propagated

with the following

xk+1 = Φxk + νk (5.4)

x =
[
δt, δṫ

]
Φ =

1 T

0 1


where δt is the clock bias in seconds, δṫ is the clock drift in seconds per second, T is the

simulation update period in seconds, and νk is an additive white Gaussian noise (AWGN)

vector drawn from Qclock in Equation 3.23. The σ2
b and σ2

r variances that inform Qclock are

approximated as
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σ2
b ≈ h0

2
(5.5)

σ2
r ≈ 2π2h−2 (5.6)

where h0 and h−2 are Allan variance Power Spectral Density (PSD) coefficients for various

clock qualities in seconds.

The resulting clock errors from Equation 5.4 need to be converted to units of meters and

meters per second before being added to their corresponding reference observables. This is

accomplished by multiplying them by the speed of light in meters per second. The five clock

qualities available in Navsim and their h0 and h−2 values are provided in Table 5.2. The values

in this table are provided by [70]. In addition, further information regarding their Allan variance

PSD coefficient derivation can be found in [89].

Table 5.2: Allan Variance Coefficients for Navsim Clock Types

Clock Type h0 [s] h−2 [s]

Low-Quality TCXO 2× 10−19 2× 10−20

High-Quality TCXO 2× 10−21 3× 10−24

OCXO 2× 10−25 6× 10−25

Rubidium 2× 10−22 1× 10−30

Cesium 2× 10−22 1.5× 10−33
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Figures 5.3 and 5.4 show the simulated clock bias and clock drift for a High-Quality

Temperature-Compensated Crystal Oscillator (TCXO) over 5 minutes (300 s). This is the same

receiver clock type and duration used in the Chapter 6 simulation studies.
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Figure 5.3: Simulated High-Quality TCXO Clock Bias
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Figure 5.4: Simulated High-Quality TCXO Clock Drift
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5.2.3 Received Power Model

The thermal noise errors applied by the measurement-level simulation module are a function of

each emitter’s received power, indicated as a C/N0. The effective C/N0 for each emitter is de-

termined by a free-space path loss (FSPL) model and the nominal Effective Isotropic Radiated

Power (EIRP) of each constellation’s transmitting antennas. The FSPL model used by Navsim

was derived from [57, 90] and its resulting C/N0 for each emitter is given as

C/N0 = EIRP − FSPL−N0 − J/S − υ (5.7)

FSPL = 20 log10(4π
rju
λ
)

N0 = 10 log10(kTnoise)

where C/N0 is the carrier-to-noise density ratio in dB-Hz, EIRP is the transmitting antenna’s

Effective Isotropic Radiated Power in dB-W, FSPL is the free-space path loss in dB, N0 is

the thermal noise density in dB-W/Hz, J/S is the user-defined jamming-to-signal ratio (or

attenuation) in dB, and υ is an additional noise figure of 3 dB to account for band-limiting,

quantization, and cascaded noise in the receiver. In the FSPL calculation, rju is the true geomet-

ric range to the satellite emitter, and λ is the signal’s carrier wavelength. In the N0 calculation,

k is Boltzmann’s constant, and Tnoise is the noise temperature, which is assumed to be 290 K.

Given the true ranges to each emitter vary, the C/N0 for each emitter will be slightly

different using Equation 5.7. This difference provides realistic reception powers and is why the

various RFI scenarios in Chapter 6 are indicated by signal attenuation rather than a constant

C/N0. In addition, these RFI scenarios are controlled using the J/S parameter in Equation 5.7.

For the measurements returned by this module, the thermal noise is applied using loop filter

measurement variance models, outlined in [53, 91]. The following section will describe how

the thermal noise is applied to Navsim’s correlator-level simulation outputs.
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5.3 Correlator-Level Simulation Module

The correlator-level simulation module produces correlator outputs that effectively simulate the

correlation of a local signal replica with a received signal. The benefit of this type of simula-

tion is that it allows for the rapid testing of receiver architectures using a Monte Carlo analysis.

When considering a Monte Carlo analysis at the signal level, the multiplications required to

generate and process hundreds or thousands of baseband complex samples far exceed those

needed for a correlator-level simulation. This is because a correlator model (e.g., the BPSK

model in Equation 3.2) requires fewer than 20 multiplications for all integration period dura-

tions, while a signal sampled at 12.5 MHz, for example, requires 12,500 multiplications for a

0.001 s integration period.

The correlator model used in this thesis is found in Equation 3.2. As with the thermal noise

errors described in Section 5.2.3, the correlator model uses the C/N0 produced by Equation

5.7 to inform the scale factor A that determines the effect of the unit variance noise on each

correlator. This model is applied after signal parameter errors are computed by differencing

predicted measurements from a receiver with the outputs of the measurement-level simulation

module.

The interface for the correlator-level simulation module is similar to the measurement-

level simulation module. However, the correlator-level simulation is not entirely self-contained.

This is because feedback from the receiver is required to generate the next set of correlator out-

puts at each simulated time step. The class called CorrelatorSimulation contains the

correlator-level simulation and is initialized with the same configuration as the measurement-

level simulation. It utilizes two methods called compute_errors() and correlate(). The

compute_errors() method accepts the measurements from the measurement-level simula-

tion, the predicted measurements from a receiver, and true or perturbed satellite states from

the satellite emitter module. Once calculated, the resulting errors are buffered in memory until

the correlate() method is called. This method accepts a code phase offset to simulate any

early or late correlators, which is defined by ∆ in Equation 3.2. In addition, the number of sub-

correlators to return can be specified for use in a discriminator like Equation 3.28, for example.
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In practice, these two methods are called in a loop where each iteration indicates a new sim-

ulated time step (i.e., integration period). For more information regarding Navsim’s modules,

the reader is referred to the source code https://github.com/navsquad/navsim.

5.4 Assumptions for Simulation Studies

Despite being developed for this thesis, not all of Navsim’s features are used in the simulated

scenarios presented in Chapter 6. For all scenarios, atmospheric and satellite clock errors were

not simulated because they are not directly estimated in any of the considered receiver architec-

tures. For the simulations involving dedicated LEO PNT and opportunistic LEO PNT satellite

emitters, assumptions defined in the subsequent sections were made to simplify the relative

performance comparison of their corresponding architectures.

5.4.1 Dedicated LEO PNT Simulations

The LEO constellations simulated in this thesis that transmit dedicated LEO PNT signals are

considered proxy constellations. This means that these constellations are only used for their

satellite states and not their signal structures (e.g., Iridium NEXT’s Satellite, Time, and Lo-

cation (STL) signal). Instead, their signals are replaced with a custom signal simulated at a

frequency in the upper L-Band with the GPS L1 C/A BPSK modulation, allowing for the use

of Equation 3.2. As a result, the chipping and data rates of this signal are 1.023 MHz and

50 Hz, respectively. Subsequently, this data rate defines the maximum coherent integration pe-

riod as 20 ms for the dedicated LEO PNT signal, assuming no data message prediction. The

specific carrier frequency for this signal is 1856.27 MHz. In addition, the relationship between

the system times for GPS and the dedicated LEO PNT constellation is assumed to be known.

5.4.2 Opportunistic LEO PNT Simulations

The opportunistic LEO PNT scenarios simulated in this thesis make three assumptions. The

first assumption uses Iridium NEXT emitter states from a Jackson Labs STL-2600 [92] re-

ceiver to generate an assumed model of TLE propagation error. This error model is necessary

to achieve realistic results given opportunistic solutions do not have accurate knowledge of

66



emitter states. Emitter states from the STL-2600 were used to compute TLE errors for Iridium

NEXT over a 13-minute (800 s) scenario. The intermittent three-dimensional ECEF position

and velocity error magnitudes between the STL-2600 and TLE states can be seen in Figures

5.5 and 5.6, where each color indicates a different emitter’s errors.
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Figure 5.5: 3D Position State Error Magnitudes of TLE and STL-2600 Comparison
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Figure 5.6: 3D Velocity State Error Magnitudes of TLE and STL-2600 Comparison
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The results in Figure 5.6 indicate the velocity error behaves as a random walk. This allows

for practical TLE errors to be simulated using a simple model. Traditionally, modeling these

errors is not trivial [18, 93], but the random walk assumption is sufficient for comparing to

solutions whose ephemeris is more accurate. One model for a random walk is the First-Order

Gauss Markov (FOGM) process, which is described as

xk+1 = exp

(
−T

τ

)
xk + η

η ∼ N (0, σ2)

(5.8)

where τ is the time constant in seconds, T is the simulation update period in seconds, and σ2 is

the variance in the squared units of x.

Equation 5.8 was used to model each Cartesian ECEF velocity error to loosely approx-

imate the final error magnitude variance (near 800 s) indicated in Figure 5.6. These velocity

errors were then integrated to approximate the final position error magnitude variance in Figure

5.5. Through trial and error, it was determined that a σ of 0.0005 m/s and τ of 4000 s best ap-

proximated the final variances and general error growth. The results for 500 simulated FOGM

position and velocity error magnitudes can be seen in Figures 5.7 and 5.8.
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Figure 5.7: Simulated 3D Position State Error Magnitudes with FOGM Model
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Figure 5.8: Simulated 3D Velocity State Error Magnitudes with FOGM Model

The second assumption pertains to the update rate of the opportunistic Doppler shift mea-

surements used to aid GNSS. The update rate of the Jackson Labs STL-2600 was used for this

value. It was determined for the same scenario depicted in Figures 5.5 and 5.6 that the aver-

age update rate was approximately 2 Hz. This slow average update rate is due to the nature of

Iridium NEXT’s Time Division Multiple Access (TDMA) channel access method. As a result

of this method, only a single satellite emitter can be received at a time, causing variable up-

date rates that depend on which emitters are in view. Therefore, this thesis assumes only one

simulated opportunistic satellite can be received at a time in the studies presented in Chapter 6.

The third assumption regards the noise associated with the opportunistic Doppler shift

measurements. The measurement noise associated with these measurements was applied using

an FLL standard deviation model given by [91] as

σδf ≈ 1

πT

√
BL

C/N0

(5.9)

where BL is an assumed loop filter bandwidth of 18 Hz, T is the simulation update period—not

to be confused with the Doppler shift measurement update period—in seconds, and C/N0 is

the carrier-to-noise density ratio from Equation 5.7. This standard deviation is used to draw
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samples from a zero-mean Gaussian distribution, which are added to the true Doppler shift

measurements.
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Chapter 6

Simulation Studies and Results

This chapter evaluates the performance of the proposed LEO-aided GNSS DPE architectures

in three simulation studies. The first two studies evaluate the performance of the dedicated and

opportunistic LEO PNT-aided architectures in different dynamic scenarios. Then, the third fo-

cuses on evaluating the dedicated LEO PNT architecture’s computational efficiency compared

to a standalone GNSS DPE architecture.

All of the simulation studies are conducted using Navsim, the simulation environment out-

lined in Chapter 5. In the first two studies, each architecture is evaluated with the root mean

square error (RMSE) of its estimated position, velocity, and clock states. In addition, each

architecture’s probability of tracking a single GNSS constellation is examined. For all of the

studies, this constellation is simulated as GPS. For each architecture, the received GPS L1 C/A

signals are degraded by simulating the effective C/N0 for each received satellite, which is fur-

ther discussed in Section 5.3. The results for each of the proposed architectures are compared

to other advanced receiver architectures. Specifically, these architectures comprise a standalone

GPS DPE receiver, a LEO-aided GPS VDFLL receiver, and a standalone GPS VDFLL receiver.

The remainder of this chapter refers to these architectures as DPE-GPS, VP-GPS-LEO, and VP-

GPS, respectively. Finally, the dedicated and opportunistic LEO PNT-aided architectures are

referred to as DPE-GPS-LEO and ODPE, respectively.

In the third study, the computational efficiency of DPE-GPS-LEO is evaluated. This is

done by comparing its estimated position, velocity, and clock state RMSEs to those of DPE-

GPS for various scenarios. Specifically, these scenarios vary the number of particles each

architecture uses to show that fewer particles are required to achieve a specified accuracy for

DPE-GPS-LEO. Further, this study constrains the number of total received channels to eight.
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In addition, the number of LEO satellites is varied to determine how much each additional

satellite affects the accuracy of the estimated states.

The three studies are called the Commercial Airliner study, the Ground Vehicle study, and

the Computational Efficiency study, and are described in that order. The rest of this chapter

outlines the scenarios used in each before presenting and discussing the results.

6.1 Commercial Airliner Study

The Commercial Airliner study is a Monte Carlo analysis for the abovementioned architectures.

Specifically, 100 simulations are performed for the five architectures across nine dynamic GPS

RFI scenarios, resulting in 4500 simulations. The RFI scenarios are implemented as described

in Section 5.3 for a range of GPS C/N0 attenuation values. These values begin at 0 dB and

increase by increments of 5 dB of attenuation up to 40 dB. This corresponds to a C/N0 range

of approximately 47 dB-Hz to 7 dB-Hz for GPS, depending on the FSPL associated with each

satellite. Given the relative power of LEO constellations, the considered LEO signals and

measurements are assumed to be obtained in ideal conditions. In addition, a High-Quality

TCXO is simulated as the receiver clock, and its states are regenerated for each simulation.

6.1.1 Scenario Description

The Commercial Airliner study is simulated at the Sydney Airport (SYD) in Sydney, New

South Wales, Australia. Each simulation begins at 00:00:00 UTC on December 4th, 2023 (GPS

Time: Week 2291, TOW 86418.0) and lasts for five minutes (300 s). The update rate of each

simulation is 50 Hz. This corresponds to a coherent integration period of 20 ms for each ar-

chitecture. The assumed platform is an aerial vehicle. This vehicle is subjected to a dynamic

scenario that can be seen in Figure 6.1. Specifically, the simulated vehicle begins static, per-

forms a taxi maneuver, and takes off from its respective runway. The maximum speed achieved

throughout this trajectory is approximately 96 m/s (∼214 mph).
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Figure 6.1: Dynamic Commercial Airliner Trajectory in Sydney, Australia

In addition, the GPS and Iridium NEXT constellations are simulated for this scenario us-

ing Navsim. GPS is used as the GNSS constellation received by each architecture. Iridium

NEXT is used as a proxy constellation for each LEO-aided architecture. This proxy constel-

lation is solely used for its satellite states, as described in Section 5.4. These states determine

the transmission characteristics of a dedicated LEO PNT signal and opportunistic LEO PNT

Doppler shift measurements. Further details describing this signal and these Doppler shift

measurements can be found in Sections 5.4.1 and 5.4.2, respectively.

Figure 6.2 illustrates the geometry of the two simulated constellations. These constella-

tions are simulated at a mask angle of 10 degrees, yielding the dilution of precision (DOP)

values seen in Tables 6.1 and 6.2. Specifically, these tables provide the maximum and mini-

mum geometric, horizontal, vertical, and time DOP values for standalone GPS and GPS with

Iridium NEXT, respectively.
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Figure 6.2: GPS and LEO Skyplot for Commercial Airliner Study

Iridium NEXT was selected as the LEO proxy constellation in this scenario for its small

number of in-view satellites. Specifically, less than four LEO satellites can be seen for most of

the duration, with only ∼10 s where four are visible. This allows for a fair comparison between

the considered GPS and LEO-aided architectures by preventing a consistently valid standalone

LEO solution when GPS is heavily degraded. For the rest of this section, the GPS with Iridium

NEXT scenarios will be referred to as GPS-LEO.

Table 6.1: Commercial Airliner Study GPS Dilution of Precision

Min./Max. GDOP HDOP VDOP TDOP # GPS SV # LEO SV
Min. 2.40 0.69 2.10 0.95 8 0
Max. 2.63 0.70 2.32 1.03 8 0

Table 6.2: Commercial Airliner Study GPS and LEO Dilution of Precision

Min./Max. GDOP HDOP VDOP TDOP # GPS SV # LEO SV
Min. 1.15 0.36 1.04 0.33 8 1
Max. 2.36 0.61 2.09 0.91 8 4
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6.1.2 Results

In this study, each receiver architecture is initialized (or grid-centered for DPE) at the true

state. The position and velocity process noise is defined using Equation 3.24 with σxyz =

6m/s
3
2 . The clock process noise was defined by the PSD coefficients for the High-Quality

TCXO presented in Table 5.2. Figure 6.3 shows the resulting position and velocity RMSEs for

each simulated GPS C/N0 attenuation.
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(a) Position RMSE
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(b) Velocity RMSE

Figure 6.3: Position and Velocity State RMSEs for Dynamic Commercial Airliner Study

It can be seen that the DPE architectures are comparable to or better than the VP architec-

tures in low GPS RFI regimes. The most significant difference is apparent in position RMSE

performance, with nearly an order of magnitude difference between the DPE and VP architec-

tures. This stark difference results from the carrier phase preservation of Equation 4.9, which

is not possible using a VDFLL. Considering the high C/N0 attenuation regimes, the DPE archi-

tectures perform better than VP until the DPE-GPS receiver is overwhelmed at an attenuation

of 40 dB. The advantage of LEO-aiding is evident at this high C/N0 attenuation as the perfor-

mance of the aided architectures is superior to the standalone GPS architectures. Specifically,

the proposed architectures perform the best, with the DPE-GPS-LEO understandably outper-

forming ODPE.

The same all-around benefits in high GPS C/N0 attenuation regimes are seen in the clock

bias and clock drift RMSEs shown in Figure 6.4. However, there is a noticeable difference
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when observing the performance of the DPE architectures at low C/N0 attenuation. The RM-

SEs for all the DPE architectures are greater than VP until 20 dB of GPS C/N0 attenuation. This

observation is alarming as it is consistent across all DPE architectures, regardless of whether

they’re being aided. It almost seems the clock states are not entirely observable in DPE, but

this is false. These results are simply attributed to an insufficient number of particles. Specif-

ically, the dynamics of the High-Quality TCXO cannot be tracked well because the effective

bandwidth of the SIR particle filter is too small. In ideal signal conditions, 1201 particles can-

not resolve these states compared to the VDFLL. However, this number of particles prioritizes

computational efficiency while maintaining the desired performance in most high attenuation

regimes.
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(a) Clock Bias RMSE
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(b) Clock Drift RMSE

Figure 6.4: Clock Bias and Clock Drift State RMSEs for Dynamic Commercial Airliner Study

Two additional Monte Carlo analyses are performed to confirm the clock states are ob-

servable in DPE. The first analysis increases the number of particles to 12001 and reduces the

duration to 30 s to prevent a prohibitively long simulation time. For context, this analysis for

12001 particles lasts nearly 36 hours per architecture, whereas the 1201 particle simulations

last 12 hours per architecture. Figure 6.5 shows the clock state results for this analysis. The

ODPE architecture is not included as it is bounded by DPE-GPS and DPE-GPS-LEO, as seen

in Figure 6.4.

Compared to Figure 6.4, the DPE clock bias estimates in Figure 6.5 are more similar

to their VP counterparts in the low attenuation regimes. This confirms that the clock bias
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(b) Clock Drift RMSE

Figure 6.5: Clock State Observability Monte Carlo Analysis for 12001 Particles

is observable in DPE. However, the performance is still not ideal, implying that many more

particles are needed to close the gap between the VP and DPE estimates. In addition, there is

little discernible improvement in the clock drift, which motivates the second analysis.

The second analysis is performed over the same 30 s duration but returns to using 1201

particles. Besides the number of particles, the difference between this analysis and the first is

the simulated receiver clock type. A higher quality OCXO, detailed in Table 5.2, is simulated

to decrease the effective bandwidth requirement of the SIR particle filter in hopes of confirming

clock drift observability. In addition, this analysis was only conducted in the low attenuation

regime. Figure 6.6 illustrates the results of this analysis.
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Figure 6.6: Clock State Observability Monte Carlo Analysis for an OCXO
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Once again, the clock bias is observable. Unlike the first analysis, the clock drift is also

observable. This is concluded by the DPE clock drift RMSEs compared to each VP architec-

ture. Observing the scale of the RMSEs in Figure 6.6b, it can be seen that each estimate is

more or less the same for the low GPS RFI regimes.

Figure 6.7 further demonstrates the performance capabilities of ODPE and DPE-GPS-

LEO by presenting the probability of tracking GPS. The probability of tracking is computed as

the mean percentage of successfully tracked satellites for each attenuation’s 100 Monte Carlo

simulations. A satellite is considered successfully tracked if the code phase errors associ-

ated with the satellite do not exceed ±0.5 chips for the simulation’s final γ estimate. For the

Commercial Airliner study, these results indicate DPE-GPS-LEO increases the probability of

tracking by up to 85.12 % for 40 dB of GPS C/N0 attenuation. In addition, ODPE increases the

probability of tracking by up to 28.52 % at the same attenuation. Table 6.3 further illustrates

the probability of tracking GPS results for high GPS C/N0 attenuation. In this table, the red

entries indicate where the probability of tracking GPS is below 100%.
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Figure 6.7: Probability of Tracking GPS for Dynamic Commercial Airliner Study
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Table 6.3: Probability of Tracking GPS in High RFI for Dynamic Commercial Airliner Study

GPS C/N0
Attenuation DPE-GPS-LEO ODPE DPE-GPS VP-GPS-LEO VP-GPS

20 dB 100% 100% 100% 100% 100%
25 dB 100% 100% 100% 100% 83.3%
30 dB 100% 100% 100% 42.5% 0.25%
35 dB 100% 94.6% 85.3% 12.6% 0.63%
40 dB 86.0% 29.4% 1.50% 9.38% 0.88%

Further results for the Commercial Airliner study can be found in Appendix A. Specifi-

cally, a static scenario is considered at the initial position indicated in Figure 6.1. In addition,

the dynamic scenario is repeated where the LEO proxy constellation is changed to Orbcomm.

Overall, these additional results offer the same conclusions as this section but are included for

completeness.

6.2 Ground Vehicle Study

Like the previous study, the Ground Vehicle study is a Monte Carlo analysis performed for the

five considered architectures. Once again, 100 simulations are performed for each architecture

across nine dynamic GPS RFI scenarios, resulting in 4500 simulations. The RFI scenarios are

implemented as described in Section 5.3 for the same range of GPS C/N0 attenuation values

previously simulated. The considered LEO signals and measurements are assumed to be ob-

tained in ideal conditions. In addition, a High-Quality TCXO is simulated as the receiver clock,

and its states are regenerated for each simulation.

This study aims to analyze how the proposed DPE architectures’ performance changes

when applied to a platform with less consistent dynamics. In the previous study, the dynamics

of the aerial vehicle were fairly predictable once it began to take off. This is not the case in the

Ground Vehicle study, as the vehicle consistently stops before speeding up again. Therefore,

the effect of the constant velocity assumption would likely change. Specifically, this study

aims to see if the change in dynamics manifests itself differently in DPE compared to the VP

architectures.
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6.2.1 Scenario Description

The Ground Vehicle study is simulated in Miyanoshimo, Yamaguchi, Japan. Like the previous

study, each simulation begins at 00:00:00 UTC on December 4th, 2023 (GPS Time: Week

2291, TOW 86418.0) and lasts for five minutes (300 s). The update rate of each simulation is

50 Hz. This corresponds to a coherent integration period of 20 ms for each architecture. The

assumed platform is a ground vehicle. This vehicle is subjected to a dynamic scenario that can

be seen in Figure 6.8. Specifically, the simulated vehicle begins static and then drives a route

on a highway through two different cities, stopping occasionally at traffic signs. The maximum

speed achieved throughout this trajectory is approximately 31 m/s (∼69 mph).
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Figure 6.8: Dynamic Ground Vehicle Trajectory in Miyanoshimo, Japan

Once again, the GPS and Iridium NEXT constellations are simulated using Navsim for

the same reasons discussed in the previous section. Figure 6.9 illustrates the geometry of the

two simulated constellations. Like the Commercial Airliner study, these constellations are
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simulated at a mask angle of 10 degrees, yielding the DOP values seen in Tables 6.4 and 6.5.

One difference between this study and the previous is the number of visible LEO satellites.

Specifically, less than four LEO satellites can be seen for the entire duration. In fact, only a

maximum of two LEO satellites are ever visible simultaneously, lasting only ∼48 s. Again,

this allows for a fair comparison between the considered GPS and LEO-aided architectures

by preventing a consistently valid standalone LEO solution when GPS is heavily degraded. In

addition, the overall GPS DOP for this scenario is much worse than that seen in the Commercial

Airliner study.
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Figure 6.9: GPS and LEO Skyplot for Ground Vehicle Study

Table 6.4: Ground Vehicle Study GPS Dilution of Precision

Min./Max. GDOP HDOP VDOP TDOP # GPS SV # LEO SV
Min. 5.75 1.38 4.84 2.78 7 0
Max. 6.18 1.46 5.19 3.02 7 0

Table 6.5: Ground Vehicle Study GPS and LEO Dilution of Precision

Min./Max. GDOP HDOP VDOP TDOP # GPS SV # LEO SV
Min. 1.67 0.55 1.46 0.58 7 1
Max. 5.38 1.20 4.64 2.45 7 2
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6.2.2 Results

As before, each receiver architecture is initialized (or grid-centered for DPE) at the true γ,

which is defined in Equation 3.12. The position and velocity process noise is defined using

Equation 3.24 with σxyz = 6m/s
3
2 , the same value used in the previous study. The clock

process noise was defined by the PSD coefficients for the High-Quality TCXO presented in

Table 5.2. Figure 6.10 shows the resulting position and velocity RMSEs for each simulated

GPS C/N0 attenuation.
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(b) Velocity RMSE

Figure 6.10: Position and Velocity State RMSEs for Dynamic Ground Vehicle Study

For the most part, the relative performance results indicated in Figure 6.10 are consistent

with the previous study. There is no clear indication the change in dynamics affects the relative

performance of the DPE and VP architectures. However, there is one slight outlier at 25 dB of

attenuation for ODPE. Its position RMSE is slightly higher than that of DPE-GPS, but this is

insignificant given the scale of the errors. Despite being negligible, this is likely attributed to

ODPE’s lack of robustness given its opportunistic nature (i.e., unknown ephemeris and slow

update rate).

Considering the high attenuation regimes, each DPE architecture provides a more accurate

solution than VP. However, this accuracy appears to fall off quicker than in the previous study.

This is likely attributed to this scenario’s significant increase in maximum DOP. As a result, the

benefits of diverse satellite geometry cannot be exploited to reduce peak variance in the DPE
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manifold when correlator noise is high. This is even the case in the GPS-LEO architectures,

given only one LEO satellite is available for 252 s of the 300 s duration.

Once again, the same benefits seen in the position and velocity estimates appear in the

clock state estimates for high RFI shown in Figure 6.11. Conversely, the low attenuation

regimes possess the same RMSE discrepancies seen in the previous study. These discrepancies

are explained explicitly in Section 6.1.2. Despite performing relatively well in the high regimes,

an interesting observation for the DPE architectures can be made at 40 dB of GPS attenuation.

At this level of RFI, it is apparent that all of the RMSEs seemingly converge. Once again, this

is likely a result of the poor DOP relative to the Commercial Airliner study. Essentially, the

DOP combined with the low effective bandwidth of the SIR particle filter appears to diminish

the theoretical returns of each DPE architecture for the clock states.
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Figure 6.11: Clock Bias and Clock Drift State RMSEs for Dynamic Ground Vehicle Study

Figure 6.12 presents the probability of tracking GPS, whose definition is given in Sec-

tion 6.1.2, for each architecture. In terms of purely aiding GPS, DPE-GPS-LEO and ODPE

perform the best among the architectures, as expected. However, their respective increase in

the probability of tracking is less than depicted in the Commercial Airliner study. This is an

effect of the quicker estimate degradation at high GPS C/N0 attenuation, which results from

the higher DOP of the scenario. At the highest attenuation, DPE-GPS-LEO only provides a

13.99% maximum increase, while ODPE provides a 10.69% maximum increase. However, at

35 dB of attenuation, these performance increases jump to 99.29% and 96.19%, respectively,
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demonstrating the advantages of the LEO-aided DPE architectures. Table 6.6 further illustrates

the probability of tracking GPS results for high GPS C/N0 attenuation. In this table, the red

entries indicate where the probability of tracking GPS is below 100%.
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Figure 6.12: Probability of Tracking GPS for Dynamic Ground Vehicle Study

Table 6.6: Probability of Tracking GPS in High RFI for Dynamic Ground Vehicle Study

GPS C/N0
Attenuation DPE-GPS-LEO ODPE DPE-GPS VP-GPS-LEO VP-GPS

20 dB 100% 100% 100% 100% 100%
25 dB 100% 100% 100% 88.8% 53.6%
30 dB 100% 100% 100% 0.86% 0.86%
35 dB 100% 96.9% 92.0% 0.71% 0.86%
40 dB 14.7% 11.4% 0.71% 0.71% 1.14%

Further results for the Ground Vehicle study can be found in Appendix B. Specifically,

a static scenario is considered at the initial position indicated in Figure 6.8. In addition, the

dynamic scenario is repeated where the LEO proxy constellation is changed to Orbcomm.

Overall, these additional results offer the same conclusions as this section but are included for

completeness.
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6.3 Computational Efficiency Study

The Computational Efficiency study is a simple Monte Carlo analysis performed for DPE-

GPS-LEO and DPE-GPS. In this analysis, 200 simulations are performed for seven different

numbers of candidate particles in a single GPS RFI scenario, totaling 1400 simulations. The

specific RFI scenario subjects GPS to 25 dB of attenuation, corresponding to a received C/N0

near 22 dB-Hz for each satellite. Given the relative power of LEO constellations, the considered

LEO signals are assumed to be obtained in ideal conditions. In addition, a High-Quality TCXO

is simulated as the receiver clock, and its states are regenerated for each simulation.

This study aims to indirectly analyze the computational efficiency of DPE-GPS-LEO com-

pared to DPE-GPS. This analysis is important as it determines whether aiding from LEO can

reduce the computational burden of GNSS DPE. Specifically, this can be determined by com-

paring the RMSEs of DPE-GPS-LEO and DPE-GPS when evaluated with the same number

of particles and processed satellites. If the accuracy achieved by DPE-GPS-LEO is greater

than DPE-GPS for N particles, then it can be assumed that the accuracy of DPE-GPS can be

achieved with fewer than N particles for DPE-GPS-LEO. This is a valid characterization of ef-

ficiency as the number of particles DPE uses directly corresponds to the number of correlations

performed by a receiver. In addition, this characterization is agnostic to specific hardware used

to implement DPE in practice. The simulated scenario for this indirect analysis is outlined in

the next section.

6.3.1 Scenario Description

The scenario used by the Computational Efficiency study employs the same dynamic trajectory

from the Commercial Airliner study. However, only 30 s of the trajectory is considered to

prioritize simulation efficiency. Like the previous studies, each simulation begins at 00:00:00

UTC on December 4th, 2023 (GPS Time: Week 2291, TOW 86418.0). The update rate of

each simulation is 50 Hz. This corresponds to a coherent integration period of 20 ms for each

architecture.
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In addition, the GPS and OneWeb constellations are simulated for this scenario using

Navsim. GPS is used as the GNSS constellation received by each architecture. OneWeb is

used as a proxy constellation for DPE-GPS-LEO. Once again, this proxy constellation is used

in the same manner as the previous studies. To ensure valid efficiency comparisons, the total

number of received satellites is constrained to eight. In addition, the number of LEO satellites

used by DPE-GPS-LEO varies from one to three to provide a better understanding of how

each additional LEO satellite improves efficiency. This requires removing a GPS satellite for

each additional satellite, posing potential DOP-related issues. To mitigate these issues, only

LEO satellites above 30 degrees elevation are selected to ensure DOP does not decrease for

each successive LEO satellite added. This warrants the use of OneWeb as it possesses more

satellites than Iridium NEXT, guaranteeing at least three satellites above 30 degrees for the

duration of the trajectory. Also, only three additional LEO satellites are considered to prevent

a standalone LEO solution while GPS is degraded.

6.3.2 Results

As before, each receiver architecture is initialized (or grid-centered for DPE) at the true γ,

which is defined in Equation 3.12. The position and velocity process noise is defined using

Equation 3.24 with σxyz = 6m/s
3
2 , the same value used in the previous studies. The clock pro-

cess noise was defined by the PSD coefficients for the High-Quality TCXO presented in Table

5.2. In addition, the number of particles varied from 2000 to 6000 using the grid resolution

explained in Section 4.2.1. Figure 6.13 shows the resulting position and velocity RMSEs for

each simulated number of particles, where DPE-GPS is depicted as the zero LEO case.

It can be seen that for all numbers of particles and any number of LEO satellites that

DPE-GPS-LEO outperforms DPE-GPS in position estimation. This implies that adding LEO

satellites to a GNSS DPE architecture greatly reduces the computational burden required to

achieve a specified positioning accuracy. In fact, it can be seen that only 2000 particles are

needed to achieve the positioning accuracy provided by 6000 particles for DPE-GPS in all

LEO satellite cases. Virtually the same can be seen in the velocity RMSE results. In this case,

only 2000-3000 particles are needed for all LEO satellite configurations to achieve the same
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Figure 6.13: Position and Velocity State RMSEs for Dynamic Computational Efficiency Study

accuracy achieved by 6000 particles for DPE-GPS. Overall, it can be concluded that DPE-

GPS-LEO requires less computation to achieve the same accuracy as DPE-GPS in position and

velocity estimation.

The same general conclusions can be made for the clock state results as well. Figure 6.14

shows the resulting clock bias and clock drift RMSEs for each simulated number of particles,

where DPE-GPS is depicted as the zero LEO case. Although the differences between each LEO

case are not drastic, the relative performance of DPE-GPS-LEO and DPE-GPS is. It can be seen

that better clock state estimation accuracy is achieved using 2000 particles for DPE-GPS-LEO

compared to 6000 particles for DPE-GPS. This implies that the computational efficiency of

DPE receivers that only estimate clock states (i.e., have previous knowledge of position and

velocity) can be greatly improved with only one LEO satellite.
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Figure 6.14: Clock Bias and Clock Drift State RMSEs for Dynamic Computational Efficiency
Study

Although this study is fairly simple, it provides great insight into the potential computa-

tional gains of DPE-GPS-LEO. More studies must be conducted to better understand how spe-

cific hardware efficiency changes. However, this study generally concludes that LEO-aiding

of a GNSS DPE receiver can be more computationally efficient when considering a specified

accuracy.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis begins the exploration of aiding GNSS DPE receiver architectures with LEO PNT

sources. In the literature, DPE has been shown to outperform other advanced GNSS receivers

but is still susceptible to GNSS interference. This thesis extended the state of the art by further

increasing the performance and RFI resilience of DPE with LEO augmentation. Specifically,

this was done by modifying a Bayesian DPE approach to accept dedicated LEO PNT signals

and opportunistic LEO PNT measurements. The performance of the resulting architectures was

evaluated in simulation using a measurement-level and correlator-level simulation environment

called Navsim. It was determined that the LEO-aided DPE architectures outperformed all

other considered advanced GNSS architectures for various RFI scenarios. This was indicated

by the RMSEs associated with each architecture’s position, velocity, and clock state estimates.

For nearly all cases, these values were lower for the proposed architectures, indicating signif-

icant relative performance gains. Further, a probability of tracking metric indicated that these

LEO-aided architectures greatly preserve the integrity of received GNSS signals. In fact, the

probability of tracking GPS in the highest RFI scenario showed up to an 85.12% performance

increase. Considering a 70% probability of tracking threshold for all tested architectures, the

proposed DPE architectures survived nearly 10 dB to 15 dB more GPS attenuation compared

to the VP architectures. Additionally, the robustness of the architectures was illustrated in

scenarios with different dynamics and satellite geometries.

In addition, a simple computational efficiency study was conducted. This study concluded

that aiding GNSS DPE with dedicated LEO PNT signals can reduce the computational burden
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required to estimate a receiver’s state with a certain accuracy. Specifically, it was determined

that the number of evaluated candidate states and resulting correlations in a DPE architecture

could be limited when it is LEO-aided without affecting accuracy. In fact, results imply that

LEO-aided DPE architectures only require 1/3 of the candidate states used by a traditional DPE

architecture in the tested scenarios.

7.2 Future Work

Regarding future efforts, the author suggests implementing the proposed architectures at the

signal level to further understand the computational implications of each. These implementa-

tions should inform any modifications regarding parallelization and general receiver hardware

selection. In addition, the dedicated LEO PNT architecture should be tested with simulated

signals, given dedicated LEO PNT sources are not currently abundant. Regarding the oppor-

tunistic LEO PNT architecture, live-sky tests should be conducted. However, an additional

receiver must be implemented to measure opportunistic Doppler shift before this can be done.

Also, considerations for PNT signals outside of the L-band must be made as new LEO constel-

lations target higher frequency bands. Further, comparisons should be made to other advanced

receiver architectures using live-sky data when available.
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Appendix A

Commercial Airliner Study

A.1 Static Scenario

The same scenario outlined in Section 6.1 was repeated for a static aerial vehicle on the ground.

In this scenario, each receiver architecture is initialized (or grid-centered for DPE) at the true

γ. The position and velocity process noise is defined with σxyz = 6m/s
3
2 . This choice of σxyz

may seem peculiar given the vehicle is static; however, it is chosen because each architecture

is assumed to be incapable of dynamically tuning its process noise covariance. Therefore,

σxyz = 6m/s
3
2 can consider dynamic and static scenarios, whereas a small value could only be

used in static scenarios. The clock process noise was defined by the PSD coefficients for the

High-Quality TCXO presented in Table 5.2.
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Figure A.1 shows the resulting position and velocity RMSEs, Figure A.2 shows the result-

ing clock state RMSEs, and Figure A.3 and Table A.1 show the probability of tracking GPS for

each simulated GPS C/N0 attenuation.
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Figure A.1: Position and Velocity State RMSEs for Static Commercial Airliner Study

0 5 10 15 20 25 30 35 40

10 1

100

101

102

dpe-gps-leo
odpe
dpe-gps
vp-gps-leo
vp-gps

GPS C/N0 Attenuation [dB]

RM
S 

Cl
oc

k 
Bi

as
 E

rro
r [

m
]

(a) Clock Bias RMSE
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(b) Clock Drift RMSE

Figure A.2: Clock Bias and Clock Drift State RMSEs for Static Commercial Airliner Study
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Figure A.3: Probability of Tracking GPS for Static Commercial Airliner Study

Table A.1: Probability of Tracking GPS in High RFI for Static Commercial Airliner Study

GPS C/N0
Attenuation DPE-GPS-LEO ODPE DPE-GPS VP-GPS-LEO VP-GPS

20 dB 100% 100% 100% 100% 100%
25 dB 100% 100% 100% 100% 75.4%
30 dB 100% 100% 100% 59.1% 0.88%
35 dB 100% 94.5% 88.6% 12.4% 0.50%
40 dB 83.9% 49.1% 1.38% 8.50% 1.25%

105



A.2 Orbcomm Proxy LEO Constellation Scenario

The same scenario outlined in Section 6.1 was repeated for a dynamic aerial vehicle whose LEO

proxy constellation was changed to Orbcomm. Figure A.4 and Table A.2 depict the satellite

geometry characteristics resulting from this change.
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Figure A.4: GPS and LEO (Orbcomm) Skyplot for Commercial Airliner Study

Table A.2: Commercial Airliner Study GPS and LEO (Orbcomm) Dilution of Precision

Min./Max. GDOP HDOP VDOP TDOP # GPS SV # LEO SV
Min. 1.51 0.53 1.31 0.52 8 1
Max. 1.98 0.60 1.74 0.73 8 3
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Figure A.5 shows the resulting position and velocity RMSEs, Figure A.6 shows the result-

ing clock state RMSEs, and Figure A.7 and Table A.3 show the probability of tracking GPS for

each simulated GPS C/N0 attenuation.
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Figure A.5: Position and Velocity State RMSEs for Orbcomm Dynamic Commercial Airliner
Study
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(a) Clock Bias RMSE
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(b) Clock Drift RMSE

Figure A.6: Clock Bias and Clock Drift State RMSEs for Orbcomm Dynamic Commercial
Airliner Study
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Figure A.7: Probability of Tracking GPS for Orbcomm Dynamic Commercial Airliner Study

Table A.3: Probability of Tracking GPS in High RFI for Orbcomm Dynamic Commercial
Airliner Study

GPS C/N0
Attenuation DPE-GPS-LEO ODPE DPE-GPS VP-GPS-LEO VP-GPS

20 dB 100% 100% 100% 100% 100%
25 dB 100% 100% 100% 100% 83.3%
30 dB 100% 100% 100% 51.1% 0.25%
35 dB 100% 97.4% 85.3% 12.5% 0.63%
40 dB 74.8% 22.3% 1.50% 8.50% 0.88%
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Appendix B

Ground Vehicle Study

B.1 Static Scenario

The same scenario outlined in Section 6.2 was repeated for a static ground vehicle. In this

scenario, each receiver architecture is initialized (or grid-centered for DPE) at the true γ. The

position and velocity process noise is defined with σxyz = 6m/s
3
2 . This choice of σxyz is

explained in Section A.1. The clock process noise was defined by the PSD coefficients for the

High-Quality TCXO presented in Table 5.2.

Figure B.1 shows the resulting position and velocity RMSEs, Figure B.2 shows the result-

ing clock state RMSEs, and Figure B.3 and Table B.1 show the probability of tracking GPS for

each simulated GPS C/N0 attenuation.
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(b) Velocity RMSE

Figure B.1: Position and Velocity State RMSEs for Static Ground Vehicle Study
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(a) Clock Bias RMSE
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(b) Clock Drift RMSE

Figure B.2: Clock Bias and Clock Drift State RMSEs for Static Ground Vehicle Study
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Figure B.3: Probability of Tracking GPS for Static Ground Vehicle Study

Table B.1: Probability of Tracking GPS in High RFI for Static Ground Vehicle Study

GPS C/N0
Attenuation DPE-GPS-LEO ODPE DPE-GPS VP-GPS-LEO VP-GPS

20 dB 100% 100% 100% 100% 100%
25 dB 100% 100% 100% 95.0% 80.3%
30 dB 100% 100% 100% 1.14% 0.71%
35 dB 100% 98.1% 93.1% 1.00% 0.71%
40 dB 17.0% 18.6% 1.71% 1.14% 0.43%
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B.2 Orbcomm Proxy LEO Constellation Scenario

The same scenario outlined in Section 6.2 was repeated for a dynamic ground vehicle whose

LEO proxy constellation was changed to Orbcomm. Figure B.4 and Table B.2 depict the satel-

lite geometry characteristics resulting from this change.
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Figure B.4: GPS and LEO Skyplot (Orbcomm) for Ground Vehicle Study

Table B.2: Ground Vehicle Study GPS and LEO (Orbcomm) Dilution of Precision

Min./Max. GDOP HDOP VDOP TDOP # GPS SV # LEO SV
Min. 1.50 0.53 1.29 0.46 8 1
Max. 5.91 1.43 4.98 2.84 8 4
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Figure B.5 shows the resulting position and velocity RMSEs, Figure B.6 shows the result-

ing clock state RMSEs, and Figure B.7 and Table B.3 show the probability of tracking GPS for

each simulated GPS C/N0 attenuation.
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(b) Velocity RMSE

Figure B.5: Position and Velocity State RMSEs for Orbcomm Dynamic Ground Vehicle Study

0 5 10 15 20 25 30 35 40

10 1

100

101

102

dpe-gps-leo
odpe
dpe-gps
vp-gps-leo
vp-gps

GPS C/N0 Attenuation [dB]

RM
S 

Cl
oc

k 
Bi

as
 E

rro
r [

m
]

(a) Clock Bias RMSE
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(b) Clock Drift RMSE

Figure B.6: Clock Bias and Clock Drift State RMSEs for Orbcomm Dynamic Ground Vehicle
Study
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Figure B.7: Probability of Tracking GPS for Orbcomm Dynamic Ground Vehicle Study

Table B.3: Probability of Tracking GPS in High RFI for Orbcomm Dynamic Ground Vehicle
Study

GPS C/N0
Attenuation DPE-GPS-LEO ODPE DPE-GPS VP-GPS-LEO VP-GPS

20 dB 100% 100% 100% 100% 100%
25 dB 100% 100% 100% 100% 53.6%
30 dB 100% 100% 100% 30.6% 0.86%
35 dB 100% 97.3% 92.0% 2.57% 0.86%
40 dB 80.0% 55.0% 0.71% 1.00% 1.14%

113


