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Thesis Abstract

Node Placement, Routing and Localization Algorithms for Heterogeneous

Wireless Sensor Networks

Shaoqiang Dong

Master of Science, May 10, 2008
(Ph.D, University of Massachusetts, Amherst, MA, 2004)

73 Typed Pages

Directed by Prathima Agrawal

Wireless sensor network is a very promising technology for many military and civilian

applications. The network usually consists large number of nodes and many existing net-

work techonlogies can not be used directly in such networks. To deal with such problems,

heterogeneous and hierarchical network architecture have been proposed in recent years.

This thesis studies node placement, routing and localization problems in such network ar-

chitecture.

For node placement, we consider a two-tiered wireless sensor network where Lite Nodes

(LN, sensor nodes) are placed randomly to sense the environment and Sophisticated Nodes

(SN) are placed to aggregate data from LNs and send them to the sink. We intend to

minimize the number of SNs and make the SNs form a connected network. We formulate

this as an optimization problem and solve it with integer linear programming.

Routing algorithm for sensor networks must be scalable and energy-efficient due to

large-scale and resource-constraint characteristics of sensor networks. We proposes a re-

inforcement learning based geographic routing algorithm. The algorithm addresses several
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issues in traditional geographic routing and considers energy-efficiency. Simulations demon-

strate that the routing algorithm can significantly improve the network lifetime.

For node localization, we propose a hierarchical localization method for sensor node

localization. In addition to LNs and SNs, a small number of anchor nodes with known

locations are placed in the network. By using a hierarchical network architecture and

UWB technology, only a small number of anchor nodes is needed. Our localization method

works in two steps. First, SNs estimate their locations by using the built-in high-precision

distance measurement capabilities and locations of anchor nodes. Next, lite nodes use SNs as

references to estimate their locations. If a lite node has fewer than three neighboring SNs, it

uses SNs and other localized lite sensor nodes as references. Both iterative and non-iterative

methods are studied. Extensive MATLAB simulations are performed to study the resulting

error performance. It is observed that iterative method produces far lower localization

error. The effects of UWB node placement and other parameters such as measurement

noise, number of anchor nodes, and communication ranges on the resulting localization

error are also presented.
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Chapter 1

Introduction

1.1 Wireless Sensor Network and Its Applications

Wireless sensor network consist of large number of densely deployed sensor nodes to

monitor and control the environment. Sensor nodes are small, low-cost, low power devices

with sensing, computing and communication capabilities. A sensor node can only cover a

small area, but cooperation of many sensors can provide more reliable and better monitoring

of large areas. The sensor nodes can be deployed randomly and they can establish ad hoc

networkss to collect and send data to the remote base station.

Sensor networks have a variety of military and civilian applications [1]. The rapid

deployment, self-organization and fault tolerance characteristics of sensor networks make

them a very useful sensing technique for military applications such as battlefield surveillance,

damage assessment, biological and nuclear attack detection, equipment monitoring and

reconnaissance of opposing forces and terrain. For homeland security, sensor network can

be deployed for border surveillance.

For civilian applications, sensor networks can be used for environment monitoring,

including habitat monitoring (determining the plant and animal species population and

behavior), seismic detection, forest fire detection and flood detection. Sensor networks can

provide better precision and more information at lower cost than using satellite surveillance

for these purposes. Sensor network can also be used for city traffic and pollution monitor-

ing. For instance, Harvard University and BBN Technologies are working on a project to

cover Cambridge, MA, with wireless sensor nodes mounted to telephone poles to monitor
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pollutions and weather [2]. The network, called CitySense, will be an open testbed on which

anyone can run experiments.

Other applications include industrial process control and automation, machine health

monitoring and diagnosis, vehicle tracking and detection.

1.2 Sensor Network Architecture

In sensor networks, sensor nodes collect local data and send them to the base station

(sink). It is usually not practical for sensor nodes to transmit data directly the sink, because

the sink is usually far away from the sensors and sensor nodes have limited transmission

range. Two network architectures are used in recent research: multi-hop based architecture

and cluster-based architecture.

In multi-hop architecture, each node forwards data to the nodes closer to the sink. The

disadvantage is that data forwarding consumes large volume of the limited energy.

In the cluster-based network architecture, the nodes close to each other form clusters.

One of the nodes acts as clusterhead. Other nodes send data directly to the clusterhead.

The clusterhead is responsible for forwarding the data to the sink. Various schemes have

been proposed to select the clusterheads.

It is well know that the cluster-based architecture is more scalable. In earlier research,

the clusterhead nodes are selected from some of the sensor nodes [3]. The sensor nodes rotate

as cluserheads to prolong network lifetime. Recently, some papers proposed to placed some

more powerful nodes in the network to act as cluserheads. They nodes are called relay

nodes, gateway nodes or application nodes. The architecture can dramatically extend the

network lifetime and reduce network traffic. In this thesis, we use this network architecture.
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In the following sections, we provide a overview of the issues and proposed solutions in this

thesis.

1.3 Node Placement

As discussed in previous section, we consider a two-tiered hierarchical network ar-

chitecture. The sensor nodes (called Lite Nodes) are placed randomly in an area. Some

Sophisticated Nodes (SNs) which have more computation, energy and communication capa-

bilities, are placed as clusterheads. Assuming that the location of sensor nodes are known,

we intend to place minimum number of SNs to handle the traffic generated by LNs (traffic

constraint) and ensure that the SNs form a connected network (connectivity constraint).

The problem is formulated into an optimization problem and Binary Integer Linear Pro-

gramming (BILP) is proposed as one solution to the problem.

1.4 Reinforcement Learning and Position Based Routing Algorithm

Many routing protocol have been proposed for mobile and ad hoc networks. However,

they cannot be directly used in sensor networks due to high-energy cost and overhead. In

this thesis, we propose a reinforcement learning and position based routing algorithm. In

the network architecture, we assume that the sophisticated nodes are equipped with UWB

transceivers.

Ultra-Wide Band [4] has attracted research interests in recent years after FCC granted

unlicenced frequency bandwidth for UWB communication. UWB has several advantages

over narrow band systems, such as high data rate, low power cost, and high immunity to

multipath fading. The high-precision ranging capability of UWB can be used to estimate
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the location of UWB nodes [5, 6]. The location information is very useful for geographic

routing [7].

Geographic routing is very attractive for sensor networks because the nodes need only

local information and therefore improve algorithm scalability. Because the nodes in sensor

networks have limited energy, many routing protocols [6, 8, 9] attempt to improve energy

efficiency to increase network lifetime. Although UWB is more energy efficient than narrow

band radio, the routing protocol still needs to consider energy cost to maximize network

lifetime. This is because in the heterogeneous architecture, a UWB node is responsible for

collecting data from many sensor nodes in its range and forward data to the sink. The

failure of one UWB node can thus affect many sensor nodes.

We proposed a reinforcement learning [10] based routing algorithm. A new reward

function is proposed to consider energy efficiency, delay, routing failure and the local max-

imum problem in geographic routing. It is very suitable for sensor networks because the

algorithm considers node energy and network lifetime. It has learning capability to adapt to

the network topology changes. The proposed routing algorithm is evaluated in simulation

and compared with GPSR.

1.5 Hierarchical Localization for Heterogeneous Sensor Networks

Localization is the process of estimating locations of the nodes. In wireless sensor

networks (WSN), locations of the nodes are essential to many network functionalities and

applications. Node location is necessary for the geographic routing protocols discussed

in the previous section. For event detection and target tracking, location information is

indispensable.
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GPS is the mostly used localization method. However, GPS has several limitations

that affects its application in sensor networks. First, GPS can only be used in outdoor

environment. Second, nodes in WSN need to be low cost and small in size. Installing

GPS on sensor nodes increases node cost and size. The power consumption of GPS also

reduces battery life of the nodes. For these reasons, many localization algorithms have been

proposed specially for wireless sensor networks [11] without assuming using GPS on every

sensor node.

Several measurable parameters can be used for localization. The most popular methods

are Received Signal Strength (RSS), Time of Arrival (ToA), Angle of Arrival (AoA) and

Time Difference of Arrival (TDoA) [12]. ToA method uses the signal propagation time

to measure inter-node distance. It requires the nodes to be synchronized. TDoA method

measure the difference between propagation times and does not need node synchronization.

AoA method measures the angle of arrival of signals by using antenna array, which is not

very practical for WSN.

In many proposed localization algorithms, the sensor nodes use a small number of

anchor nodes with known locations to estimate their locations. These sensor nodes then

become anchor nodes for other sensor nodes. However, WSN usually consists large number

of nodes. One important problem with this method is error propagation. If RSS is used to

estimate distance between nodes, the accumulation of distance estimation error and location

error can cause significant localization error. In this thesis, we propose a hierarchical node

localization method. The clusterhead nodes are placed randomly. They are equipped with

UWB and RF radios. Their location can be estimated very accurately. The sensor nodes
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use the UWB nodes as anchor nodes to estimate their location. The performance of the

proposed localization scheme is evaluated through simulations.

1.6 Thesis Outline

In summary, we study three important issues in sensor network: sophisticated node

placement, energy-efficient routing and node localization. The remainder of the thesis is

organized as follows. Chapter 2 provides review of some related previous work in the three

areas. Chapter 3 discusses sophisticated node placement problem. Chapter 4 presents the

reinforcement based geographic routing algorithm and simulation results. Chapter 5 deals

with node localization. Finally, Chapter 6 provides conclusions of the thesis and suggests

future work.
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Chapter 2

Literature Review

2.1 Node Placement

In wireless sensor networks, the sensor nodes have limited energy and communication

range. Several algorithms have been proposed to place relay nodes or clusterhead nodes to

extend network lifetime or maintain network connectivity. In some proposed deployment

schemes, the nodes are assumed to be homogeneous. For example, in [13], an incremental

self-deployment method was proposed to determine the locations of sensor nodes that are

used as relay nodes in a homogeneous sensor network. One relay node is placed at each

step in the most energy-efficient way to solve the nonlinear non-convex optimization prob-

lem. However, the method can possibly result in a sub-optimal deployment. In [14], an

integer linear programming method was proposed for sensor deployment. The sensor nodes

belong to two different types with different costs. The objective is to find the number and

locations of each type of sensors to cover a grid area with minimum cost. In [15], sensor

nodes are deployed as relay nodes to maintain network connectivity. The minimum node

placement problem is modeled as a minimum Steiner tree with bounded edge length problem.

Several approximation algorithms were proposed to solve the optimization problem. These

algorithms do not consider a hierarchical architecture and the LN traffic constraints.

Several algorithms have been proposed for node placement in the two-tiered sensor

network architecture [16]. For example, in [17], the problem of finding minimum number

and locations of backbone nodes in a heterogeneous ad hoc network was formulated as a

constrained Steiner network problem. Three approximation methods were proposed to solve
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the problem. In [18], two algorithms were proposed for relay node placement in a two-tier

sensor network. The problem is formulated as a Minimum Geometry Disk Cover problem.

Different from the previous methods, this algorithm considers 2-connectivity to provide fault

tolerance. Each sensor node is connected to two relay nodes to form a 2-connected network.

The objective is minimize the number of relay nodes. Similarly, [19] studied fault-tolerant

minimum relay node placement problem in a two-tiered wireless sensor network. The first

step of the method solved a minimum disk cover problem so that the relay node can connect

the sensor nodes. The second step solves the minimum Steiner tree problem to add Steiner

nodes so that the relay nodes are connected. In these papers, the sensor nodes (LNs) are

assumed to reach the relay nodes (SNs) in single hop.

In addition to the connectivity constraint, some research work is concerned about net-

work life time. In [20], the joint problem of energy provisioning and relay node placement

was studied to increase network lifetime. The locations of clusterhead nodes are assumed

known. Additional relay nodes are deployed and their necessary energy provision are opti-

mized. An efficient heuristic algorithm was proposed to solve the formulated mixed integer

nonlinear programming problem. In [21], the problem of optimal placement of relay nodes

is modeled as a minimum set cover problem and a recursive algorithm is proposed to solve

the same. The objective is to deploy heterogeneous nodes so that the total network cost

is minimized and the constraints of lifetime, coverage and connectivity are satisfied. The

research in [22] and [23] extends the work in [21] and proposes a two-phase relay node

placement algorithm. The relay nodes placed in the first phase are directly connected to

sensor nodes. In the second phase, two strategies, Far-Near strategy and Max-Min strategy,

were proposed to place more relay nodes to satisfy the lifetime and connectivity constraints.
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However, the above papers consider a single hop from a LNs to SNs. This may not be cost

effective, especially when there is a greater disparity between the capabilities of LNs and

SNs.

2.2 Routing Algorithms in Sensor Network

Many routing protocols have been proposed for wireless sensor networks. Energy effi-

ciency is an important consideration when designing routing algorithm for sensor networks.

For example, in Geographical and Energy Aware Routing (GEAR) [8], a node uses both

location and energy information of its neighboring nodes to select the next hop to forward

a packet towards the target region. When the packet is in the destination region, restricted

flooding is used to disseminate the data to guarrantee geographic forwarding can terminate

when node density is low. The cost function considers both distance and consumed energy

at a node. However, GEAR is based only on local information and cannot consider the cost

along the path. An energy and latency aware routing protocol is proposed in [9] for sensor

networks. The algorithm tries to balance energy consumption from a global view. However,

it needs the base station to send sensing tasks to all the nodes through flooding. Each

node adds remaining energy and number of hops to the received flooding message. Such

piggybacked information is used by nodes to find a path with optimal energy and latency.

The sink node and the sensor nodes refresh the global information through periodic flood-

ing. Similarly, a probabilistic energy-efficient routing protocol is proposed in [24]. The sink

floods the sensing tasks through the network. The probability of choosing a neighboring

node is proportional to its residual energy and inversely proportional to the routing cost.
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However, flooding costs energy to all nodes in the network, even though they do not partic-

ipate in routing. The nodes also need memory to keep the path and costs. The scalability

of these routing protocols is a problem. Sasanka et al [25] proposed an energy band based

routing protocol for wireless sensor networks. The algorithm tries to balance loads across

the network to increase network lifetime. It divides the network into energy bands which

are ordered based on energies. Each node uses the energy band information of its neighbors

to forward packets. However, this protocol also uses flooding to calculate energy bands.

Geographical routing is very attractive for sensor networks and has been used in several

papers. Geographical routing only needs local information and does need to use flooding

for path searching or collecting global information. GPSR [26] is one of the most successful

geographic routing protocols for ad hoc networks. It tries to solve the local maximal prob-

lem, in which a node cannot find a neighboring node to the destination. However, GPSR is

not designed for sensor networks and did not consider energy efficiency. The probabilistic

geographic routing algorithm in [27] assigns probability to a node’s neighbor based on the

node’s residual energy and link reliability estimated based on the sent and received ”Hello”

packets. It can improve network lifetime compare to GPSR. However, it only searches

the region closer to the destination and never sends a packet backwards. This can avoid

loops but the algorithm fails if a node has no neighbor closer to the sink. Seungjoon et

al [28] proposed several link cost metrics including proximity, packet error rate, delay and

power consumption. However, the cost metrics were used individually in simulations. The

GEAR algorithm discussed above is also a geographic routing algorithm designed specially

for sensor networks.
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Reinforcement learning [10] is an unsupervised learning algorithm that can learn an op-

timal policy by interacting with the environment. Reinforcement learning was first proposed

in [29] for the static network routing problem to minimize delay. The simulation results

show that reinforcement learning-based routing algorithm can adapt to network topology

and traffic changes. In [30], reinforcement learning is used to build an adaptive spanning

tree with the sink as the root. The performance was evaluated in response to node fail-

ure and sink mobility. Reference [31] used the reinforcement learning algorithm proposed

in [32] to speed up the learning process. However, these algorithms did not consider other

performance metrics such as energy, network lifetime and delay, which are important for

sensor networks. Dowling et al [33] proposed a model-based collaborative reinforcement

learning routing algorithm for Mobile Adhoc Network (MANET). However, the process to

build the state transition model can is very time and energy consuming. It mainly focused

on network dynamics to improve throughput for ad hoc network and did not consider the

network lifetime problem of sensor networks.

2.3 Node Localization in Sensor Network

In recent years, there is tremendous research in node localization for sensor networks. A

comparison of several localization algorithms can be found in [11]. The existing algorithms

can be grouped according to several criteria: infrastructure-based and infrastructure-free

methods; centralized and distributed methods; range-based and range-free methods; one-

hop and multi-hop methods. These is some overlap among these categories and one algo-

rithm can possibly belong to several categories.
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In centralized algorithms, the entire network topology need to be collected at a certain

powerful server node to estimate locations of all nodes. In [34], the localization problem is

formulated a convex optimization problem. In this algorithm, known peer-to-peer commu-

nication in the network is modeled as a set of geometric constraints on the node positions.

The global solution of a feasibility problem for these constraints yields estimates for the

unknown positions of the nodes. One advantage of the method is that it can give opti-

mal solution. MDS-MAP proposed in [35] is a centralized localization method based on

multi-dimensional scaling (MDS). Similar to [34], it estimates node location based on con-

nectivity. The method can generate relative maps that represent the relative positions of

nodes when there are no anchor nodes. If there are 3 anchor nodes for 2-D and 4 anchor

nodes for 3-D localization, MDS-MAP can determines the absolute coordinates of all nodes

in the network. However, MDS-MAP does not work well on irregularly-shaped networks.

The disadvantage of centralized algorithm is the need of a powerful central server node and

the large communication and energy cost to collect the network topology information. It

also has problem to deal with node mobility.

Distributed localization algorithms do not need the central processing node. Most

localization algorithm for WSN belong to this category. In [36], a distributed algorithm

called AHLoS (Ad Hoc Localization System) is proposed for sensor nodes to discover their

locations. It require only a small fraction of nodes (beacons) to know their exact locations

(either through GPS or manual configuration). The nodes use the ranging information

and known beacon nodes to iteratively estimate their locations. Several multilateration

algorithm are described in the paper: atomic, iterative and collaborative multilateration.

The algorithm is tested with Medusa sensor nodes and a PC. The proposed cooperative
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multilateration can improve the percentage of nodes that can determine their locations.

Reference [37] proposed a robust distributed sensor node localization algorithm based on

noisy distance measurements. The localization problem is formulated as a graph realization

problem: given a planar graph with edges of known length, recover the position of each

vertex. One drawback of the algorithm is that when node connectivity is low or measurement

noise is high, the algorithm may be unable to localize a useful number of nodes. The

algorithm is implemented on a physical network to assess its performance. The scalability

of the algorithm is demonstrated through simulation. The ad hoc positioning system (APS)

proposed in [38, 39] is a hybrid of two concepts: distance vector (DV) routing and beacon

based positioning (GPS). The distance or other measurement information is forwarded in

a hop by hop fashion independently with respect to each landmark. Each node eventually

estimates its position based on landmark readings it gets. The method has been shown to

work using simple connectivity, range measurement, angle measurement and a combination

of them. The disadvantage of APS is that it requires a somewhat uniform distribution of

landmarks.The DV-based method fails for highly irregular network topologies.

Most of the above methods need to anchor nodes with known location. Reference [40]

proposed a distributed localization algorithm for ad hoc network without the support of

GPS. Each node first estimate their position in a local coordinate system. These local

coordinate systems are them combined to form a relative global coordinate system. However,

this algorithm is designed for mobile ad hoc network and the required communication

overhead and power consumption are not suitable for sensor network. A decentralized

anchor-free algorithm (AFL) is proposed in [41]. In AFL, nodes start from a random
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initial coordinate assignment and converge to a consistent solution using only local node

interactions.
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Chapter 3

Heterogeneous Sensor Network Node Placement

In the two-tiered sensor network architecture, the sophisticated nodes (SNs) placement

needs to satisfy several constraint. In most previous research, the LNs are assumed to reach

the SN via one hop. We consider a more practical case where the LNs can reach SN via

multiple hops. The number of hops is used as a design parameter. The SN placement

problem is first formulated as an optimization problem. We propose to use integer linear

programming to solve the optimization problem and compared the results with those of

greedy algorithm and genetic algorithm.

3.1 Problem Definition

In the heterogeneous sensor network, nodes have different capabilities such as commu-

nication ranges and data traffic. Considering the notations given in Table 3.1, we make the

following assumptions:

• Different LNs are used to measure different parameters such as temperature, humidity

and video feed and generate different amounts of traffic.

• Two LNs can communicate with each other if d(LNi, LNj) ≤ RLN .

• An SN (SNj) have two interfaces: one to communicate with neighboring LNi’s (if

d(LNi, SNj) ≤ RLN ) and the other to communicate with neighboring SNi’s (if

d(SNi, SNj) ≤ RSN ).
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Parameter Description

N(LN),
N(SN)

Number of lite nodes (LN) and sophisticated nodes
(SN) respectively

RLN , RSN Communication range of LN nodes and SN nodes
respectively

LNi,SNj The ith LN and jth SN respectively

d(Xi,Xj) Distance between node Xi and Xj

h(Xi,Xj) The minimum number of hops required for the
traffic from node Xj to reach node Xi

hmax The maximum hops of LN traffic that an SN will
handle (design parameter)

whi Weighing factor for ith hop LN traffic considered
at an SN (design parameter)

N(LNhi, SNj) The number of LN that are i hops away from SNj

T (LNi) The traffic generated (data rate) by node LNi

Of The overprovisioning factor for traffic generated by
LN

C(SNj) The capacity (data rate) of node (SNj)

C(LNk, SNj) The capacity of SNj offered to a single LNk

Table 3.1: Table of parameters and notations.
• All the SNs need to be connected to the sink directly or via other SNs to send data

to sink.

• The LNs can forward their data via multiple LN hops to the most feasible SN.

• The sensor network is static where the locations of LNs are known and do not change

after deployment.

The objective is to determine the locations of SNs to satisfy the traffic constraint and

connectivity constraint. The traffic constraint guarantees that all LN traffic can be handled

by SNs. This can be satisfied if an LN can reach at least one SN directly or via other LNs.

To avoid long paths from a LN to its closest SN, we limit the maximum number of hops

(hmax) from an LN to a SN. Mathematically, the set of LNs that a SNj can serve is given
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by ServeSNj
in equation (3.1)

ServeSNj
= {LNi|h(SNj , LNi) < hmax} (3.1)

where hmax the maximum number of LNs that can be connected to a SN. The greater the

hmax, the more LNs can be served by a single SN and fewer SNs will be required.

In a sensor network, due to packet collision and intermediate node failure, the proba-

bility for a packet to reach a destination decreases with the increase of number of hops [42].

To reflect this in our constraints, we assume that the reliability of an SN to handle traf-

fic generated by an LN, T (LN), decreases with the number of hops to reach the SN, i.e.,

whi > wh(i+1), where whi are weight indicating reliability of LN traffic reaching a SN in i

hops. The weights can cause LNs further from SNs to have access to multiple SNs within

hmax hops and hence increasing the robustness of the deployment.

The capacity of SNs is shared amongst LNs in ServeSNj
based on weights assigned

to LNs. Let C(SNj) denote the capacity of SNj in terms of data rate. This capacity is

allocated to different LNs. LNs with higher weights will be allocated greater proportion

of C(SNj). Let N(LNhi, SNj) denote the number of LNs that are i hops away from SNj .

We assume that traffic generated by each LN is equal to T (LN). These nodes will all

have weights whi assigned to them. The cumulative traffic generated by nodes i hops away

will be: N(LNhi, SNj) × whi × T (LN). If a LN cannot reach a SN directly, its traffic

is forwarded by LNs closer to SNj. Thus the effective traffic (Ei) from all ith hop LNs

includes the traffic generated by LNks in ServeSNj
and h(LNk, SNj) > i. This is given by
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equation 3.2.

Ei =
hmax
∑

k=i

(N(LNhk, SNj)× whk × T (LN)) (3.2)

The proportion of C(SNj) allocated to LN nodes which are i hops away is denoted by Phi

in equation 3.3.

Phi =
Ei

hmax
∑

i=1
Ei

=

hmax
∑

i=hi

N(LNhi
, SNi)× whi

hmax
∑

i=1
i×N(LNhi

, SNi)× whi

(3.3)

where Phi = 0 for hi > hhmax indicating that no portion of C(SNj) is allocated to LNs that

are further than hmax hops away. Also,
∑hmax

i=1 (Phi) = 1, indicating that the entire C(SNj)

is divided amongst the LNs in ServeSNj
.

Based on the above equations, the capacity (C(LNk, SNj)) of SNj allocated to a single

LNk of i hops away is expressed in equation 3.4:

C(LNk, SNj) =
1

N(LNhi, SNj)
× Phi ×C(SNj) (3.4)

Considering the above constraints, the placement problem can be formulated as the fol-

lowing optimization problem. Find the minimum number and locations of all SNs denoted

by

min{N(SN)} (3.5)

subject to,

N(SN)
∑

j=1

C(LNk, SNj) ≥ Of × T (LNk),∀k = {1, 2, . . . , N(LN)} (3.6)
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and

All SNj are connected (3.7)

The traffic constraint in equation (3.6) specifies that the capacity allocated to LNk via

different SNs, which is represented as C(LNk) =
∑N(SN)

j=1 C(LNk, SNj), is sufficient to

handle the over provisioned traffic (Of × T (LNk)) of LNk. The overprovisioning factor

(Of ) gives additional control over design by accommodating the possibility of higher LN

traffic loads. The connectivity constraint in equation 3.7 specifies that the SNs have to

form a connected network to forward data to the sink via multi-hops.

3.2 Binary Integer Linear Programming Solution

We formulate the node placement problem as a binary integer linear programming

(BILP) problem. The LNs are randomly distributed throughout the RoI. The SNs are to

be placed at grid intersection of an assumed grid over RoI. These placements are obtained

by solving a BILP problem. Let N(G) be the total number of grid points. The binary

variable Xi represents whether an SN is placed at the ith point of this grid.

Consider the binary variable Xi where i = {1, 2, ..., N(LN)}. Here Xi = 1 indicates

that a SN is placed at the location of LNi and vice versa. Thus the problem in (3.5)

and (3.6) can be re-written as

min







N(LN)
∑

i=1

(Xi)







(3.8)

subject to,

C ×X ≥ Of × T (3.9)
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where

C =

























C(LN1, SN1) · · · C(LN1, SNN(LN))

C(LN2, SN1) · · · C(LN2, SNN(LN))

...
. . .

...

C(LNN(LN), SN1) · · · C(LNN(LN), SNN(LN))

























(3.10)

Here, C(LNi, SNj) indicates the capacity provisioned to node LNi by SNj. Although

this would result in optimal solution (for the grid deployment) with respect to the traffic

constraint, it does not consider the connectivity constraint of equation (3.7).

In order to find the locations of additional SNs to connect the SN nodes obtained by

BILP method, we use a greedy implementation of Steiner tree problem as proposed in [43].

Unlike the implementation of [43], we add a single edge at a time and re-evaluate the various

distances after adding additional Steiner nodes along the edge. This modification considers

shorter links that may terminate on Steiner nodes. In the worst case, when the added edge

terminates on original nodes, the performance of our greedy algorithm will be equivalent to

the algorithm in [43]. Our algorithm is given as follows:

Greedy Steiner Tree Algorithm

1. Find connected components of SN graph.

2. Find the shortest edge required to connect two disconnected components.

3. Add Steiner nodes (additional SNs) along the edge to connect the components.

4. If resultant graph is disconnected

(a) Consider all SNs (from BILP and Steiner nodes) in the SN graph and GOTO

Step 1.
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(b) Else END.

The solution steps of using BILP can be summarized as:

BILP Algorithm

1. Find SN locations using BILP on the LN location. The resultant solution is called

pure BILP solution.

2. Using greedy steiner tree solution place additional nodes to obtain connectivity amongst

SN from pure BILP solution.

3.3 Simulation Results

First, we show the SN placement solution by the algorithms for a single test case. The

test case consist of 80 LNs distributed in an 20 × 20 unit RoI. The placement results of

BILP are compared with results of greedy algorithm and genetic algorithm proposed in [44].

The results of BILP, greedy algorithm and genetic algorithm are shown in Figure 3.1, 3.2

and 3.3 respectively. All the algorithms provide solutions that satisfy the traffic and con-

nectivity constraints. Also, the GA obtains a solution with the smallest number of N(SN)

with 32 nodes. But it is noticed in simulation that GA method needs a large number of

iterations and a long time. In some simulations, genetic algorithm does not converge. The

result shown here is the best result obtained. In contrast, BILP method can solve the

problem very quickly.

To compare the performance of the three algorithms for different LN placement, the

number of LNs is varied and the number of SNs are computed with the three algorithms.

We first assume a grid network layout where the LNs are placed on the grid intersections.

21



0 5 10 15 20
0

2

4

6

8

10

12

14

16

18

20

Figure 3.1: BILP results. N(SN)=42 nodes
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Figure 3.2: Greedy results. N(SN)=40 nodes
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Figure 3.3: GA results. N(SN)= 32 nodes

This is not very practical in practice and we only use this for comparison. N(LN) is varied

but takes only perfect square values due to the grid based arrangement of LNs. We use

the BILP formulation and hmax value. It should be noted that as derived in [44], the SN

placements from the BILP solution satisfied the connectivity constraint. The outcome of

BILP thus represents the optimal solution considering SN placements over the grid. The

GREEDY and GA described in [44] are also used to obtain SN placements. As seen from

Figure 3.4, the BILP solution results in lowest number of SNs for the grids. The solutions

obtained by GREEDY and GA algorithms also satisfy both the constraints but result in

higher number of SNs for the same LN grid. The GA solution is closer to the BILP solution

as compared to the GREEDY solution.

For more realistic application, a uniform random distribution of LNs is considered

next. The number of LNs was varied from 40 to 200 nodes in steps of 40. Since LNs are

randomly distributed, a single distribution cannot be used to characterize the performance
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Figure 3.4: Performance of different algorithms. LN placed over a grid
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Figure 3.5: Performance of different Algorithms. LN (uniform) randomly distributed
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of an algorithm. Hence, we consider 10 distinct cases of node distribution for every value of

N(LN). Thus, in all 5 × 10 = 50 cases are considered. The three algorithms are validated

over these 50 cases. The N(SN) along with the design parameters are shown in the Figure

3.5. Note that for a given algorithm and N(LN), 10 cases are plotted as error bars. In

the figure, each algorithm’s performance represents the average number of SNs required

for different values of N(LN)s. As seen from the figure, the GA outperforms BILP and

GREEDY in this case.

In summary, we can see that BILP gives the best result if the LNs are placed on the grid

points. However, for randomly distributed LNs, BILP solution will require Steiner nodes

to ensure connectivity thus making the solution sub-optimal. The heuristic approaches do

not guarantee optimal solution for both type of LN distributions. GA performs better than

BILP for random LN distribution. However, it takes much longer to run as compared to

the BILP implementation.
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Chapter 4

Reinforcement Learning Based Geographic Routing Algorithm

Location-based geographic routing algorithm is very suitable for sensor networks be-

cause it needs only local information and is scalable. We propose a reinforcement learning

based geographic routing algorithm for UWB sensor networks. The algorithm performance

is evaluated with NS2 and compared with Geographic Perimeter Stateless Routing (GPSR).

Simulation results demonstrate that the proposed algorithm can improve network robust-

ness and network lifetime to be 75% to 213% better than GPSR. Although the algorithm

is simulated only for UWB nodes, it can also used for other sensor nodes if their locations

can be estimated. The results of this chapter are presented at Globecom 2007 [45].

4.1 Proposed Algorithm

In this section, we described the proposed reinforcement learning based geographic

routing protocol. The popular Q-learning algorithm [10] is used as the basic learning al-

gorithm. To deal with several problems that may occur in geographic routing, we propose

a reward function to consider network lifetime, routing failure and the local maximum

problem.

In our heterogeneous network architecture, some sophisticated nodes are equipped with

UWB transceivers to be used as clusterheads. These nodes aggregate data from sensor nodes

and send them to the sink. In the proposed algorithm, we consider the routing problem

among the UWB nodes. However, other sensor nodes can use location of UWB nodes
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to determine their locations and use the proposed routing protocol to send data to the

associated UWB nodes.

We assume that each node can obtain its location and locations of the sink and its

neighbors by using accurate ranging capability of UWB. Some localization techniques are

discussed in the next chapter. Each node also knows its residual energy and its neighbors’.

This can be achieved by exchanging short ”hello” messages when the energy of a node is

changed. A node saves the location and energy information of its neighbors in a table. We

also assume that UWB nodes are stationary. If node mobility needs to be considered, the

location information can be included in the ”hello” message.

When a node needs to send data to the sink and cannot reach the sink directly, it uses

the location and energy information of its neighbors to select the next hop. The objectives

are to reduce delay and maximize network lifetime. The routing problem can be considered

as a Markov decision process, which can be solved by using reinforcement learning. In

reinforcement learning, the ”agent” decides at each state which action to take based on its

experiences. After taking an action, the agent gets a reward or cost from the environment.

The agent uses the reward to update its policy. The advantage of reinforcement learning

based routing is that each node does not need global network information, but can still

approximate global optimality. Each node runs the reinforcement learning algorithm to

select the next hop. Therefore, it is a distributed reinforcement learning algorithm.

Reinforcement learning algorithms can be classified into model-based and model-free

methods. Model-based methods try to build state transition probability model of the envi-

ronment. Model-free methods do not need a model and only uses experiences. One popular

model-free learning algorithm is Q-leaning. A Q- matrix is used to store the learned reward
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for each state and action pair. Q(s, a) is the estimated reward for taking action a at state

s and follow an optimal policy thereafter. The Q(s, a) value is updated as follows:

Q(s, a)← Q(s, a) + α[r + γ max
a′

Q(s′, a′)−Q(s, a)] (4.1)

where s is a state and a represents an action. r denotes reward and γ is a discount factor.

α is the learning rate. In our routing algorithm, when a node receives or generates a

data packet, the state s of the packet is the current node. The action of the node is to

choose one neighboring node a as the next hop based on the learned Q(s, a) values. Q(s, a)

is the estimated total reward from node s to the sink through neighboring node a. The

Q(s, a) value is then updated using equation (4.1) based on the reward. The state s is

deterministic at each node. Each node therefore only needs to store a vector of the Q values

of its neighbors.

The most important consideration to successfully achieve the desired routing perfor-

mance is to define the reward function. In sensor networks, we are interested in improving

network lifetime by uniformly distributing energy consumption and reducing packet deliv-

ery delay. We propose a reward function as in equation (4.2). It considers several routing

scenarios to improve network lifetime and packet delivery ratio. The purpose of each item

of the function are explained.

r =















































β ∗ adv/advavg + (1− β)Er/El if next hop is not sink

RC if next hop is sink

−RD if next hop is not found

−RE if nexthop is found but remaining energy is low

(4.2)
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The first item in equation (4.2) combines normalized advance to the sink through the

next hop and normalized energy of the next hop. adv = d(i, k) − d(n, k) is the advance

of the packet at node i to the sink k by choosing neighboring node n as the next hop.

advavg =
m
∑

j=1
|advj | /m is the averaged absolute advance through all neighboring nodes. The

absolute value is used because it is observed through simulations that symmetric neighbors

of a node can result in zero average advance and cause division by zero problem. Er is

residual energy of the selected neighboring node and EI is its initial energy. As a result,

more reward is assigned when choosing a neighboring node with large relative advance and

more residual energy. The second term in equation (4.2) is the reward if a node can reach

the sink in one hop. We assume the sink has unlimited energy. If a node can reach the sink

directly, the reward is a constant RC .

The third item in the above reward function is to solve the ”hole” problem in geographic

routing [28]. Most geographic routing protocols use greedy forwarding algorithm. Greedy

algorithm sends the packet to the next hop which can lead to the most positive advancement

towards the destination. But greedy routing algorithm fails if a node cannot find a neighbor

closer the sink. This problem can be caused by node deployment or lack of energy in some

nodes. Many solutions based on graph theory or heuristics have been proposed [28, 46].

The planarization algorithms used in GPSR [28] assumes a unit-graph model, which can

be violated in real networks and makes the algorithms fail. These algorithms are usually

complicated and only consider distance as a metric. We propose a reinforcement learning

based solution. When a node receives a data packet but cannot find a neighbor to forward

the packet, it drops the packets and sends a negative reward to the sending node to indicate
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Figure 4.1: Illustration of ”hole” problem

forwarding failure. The sending node will try to select other neighbors to re-send the packet.

This process is illustrated in Figure 4.1.

When node A needs to send a packet to the sink, it compares the Q values of its

neighbor nodes. For instance, it selects B as the next hop and sends the packet. Node B

compares the distance of its neighbors to the sink and finds no neighbor is closer to the

sink. It drops the packet and sends a negative reward (−RD) to node A. Node A will select

another neighbor (for example D) based on the Q values as the next hop and re-send the

packet. Node A learns that node B has no neighbor closer to the sink and will not send

following packets to node B.

This scheme solves the problem when a node (such as B) needs to forward packets for

other nodes (node A) but cannot find a neighboring node closer to the sink. However if a

node near the hole (node B) needs to send packets to the sink, it has to send packets to a

neighboring node whose distance is longer to the sink. For example, in Figure 4.1, if node

B itself has packet to send to the sink, it has to send the packets to one of its neighbors
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(E,D,A,C). In our algorithm, the node first searches for a neighboring node with shorter

distance than itself to the sink as the next hop. If it cannot find such a neighbor, it uses

its neighbors’ Q values to select a neighbor farther to the sink than itself. It then updates

the Q-value using equation (4.1). In order to prevent a loop, a node includes its location in

the packet header. If a node receives a packet and has to search its neighbors farther to the

sink, it compares the location of its neighbors and ignores the node with the same location

as in the header. By using this scheme, a node will not forward packets for other nodes if

it does not have neighboring nodes closer to the sink.

The fourth item in the reward function is used as a low-energy warning signal. In

order to improve network lifetime, each UWB node has a low energy threshold. When

its residual energy reaches the threshold and the node receives a packet to forward, it

forwards the packets if it has sufficient energy, but also sends a negative (−RE) reward to

its neighboring nodes. The neighboring nodes will update their Q vectors and will avoid

sending packets to the low-energy neighbor in future.

In reinforcement learning, there is a tradeoff between exploitation and exploration.

Most of the time, the agent selects the next action with the largest Q value, however, it

also needs to try other nodes to explore potential better path. Although we assume the

nodes have fixed location, the energy of the nodes is always changing. We use ǫ − greedy

algorithm [10] in which a node selects a neighboring node with non-maximum Q value with

small probability ǫ. A node thus can estimate the cost of different path to the destination.

Based on the above description, the routing algorithm can be summarized in the fol-

lowing steps:
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1. Initialization: Each node used the received ”Hello” message from neighboring nodes

and localization results to build a neighboring node table. The Q vector is initialized

based on the initial energy and the relative distance to the sink.

2. If a node i has a packet to send, it compares each of its neighbors Ni.

(a) If the residual energy of a neighboring node is below the threshold, it is skipped.

(b) If Ni is farther to the sink than k, it is placed in a list L1 and temporarily

skipped.

(c) If Ni is closer to the sink and its residual energy is higher than the threshold, its

Q value QNi is compared with the current largest Q value Qmax. If QNi value is

larger than Qmax, Ni is a candidate next hop and placed in list L2.

(d) Select the next neighbor and repeat 2a to 2c.

3. If L2 is not empty, generate a random number rnd between 0 and ǫ. If rnd < ǫ, the

next hop is the node with maximum Q value. If rnd > ǫ, a node is randomly selected

from L2 as the next hop. This implements the ǫ− greedy algorithm.

4. If L2 is empty, search list L1 to select the neighbor with the largest Q value as the

next hop. The node also broadcasts a message to its neighbors that it does not have

neighboring nodes closer to the sink.

5. Forward the packet to the next hop found in the above steps.

6. If next hop is not found, the node drops the packet.

7. The node calculates reward based on the reward function in equation (4.2) and updates

the Q(s, a) value using equation (4.1).
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4.2 Simulation

The proposed routing algorithm is implemented in NS2 to evaluate its performance

in several scenarios. We first evaluate the performance with a network where nodes are

placed on a grid. This simple configuration is used because the performance of the routing

algorithm is predictable. We then simulated a network with randomly distributed nodes.

For comparison, the performance of GRLR is compared with GPSR, which does not con-

sider node energy. The implementation of GPSR by Ke Liu [47] is modified to calculate

performance metrics and compare with those of GRLR.

4.2.1 Simulation with grid network

In this simulation, 100 UWB nodes are placed on a 10x10 grid shown as in Figure 4.2.

Both GRLR and GPSR are simulated with the same network configuration and initial pa-

rameters. The distance between two adjacent nodes in the horizontal and vertical directions

is 60m. The transmission range of UWB nodes is assumed to be 100m. In this configura-

tion, a node can reach adjacent nodes in one-hop range. The sink marked with a triangle in

Figure 4.2 is located at the upper right corner. The sink has unlimited energy and all other

nodes have initial energy of 5J. A node updates its residual energy after sending or receiving

a packet. Four nodes marked with circles at the lower left corner send Constant Bit Rate

(CBR) data packets to the sink at a period of 0.5 second. In equation (4.1), α = 0.7 and

β = 0.8, and the exploration probability is ǫ = 0.2.

Several performance metrics, including the delivery ratio, network lifetime and average

delay are used for evaluation. The lifetime of the network is defined as the time when the
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Table 4.1: Performance metric for grid network

Protocol
Number of Number of Delivery Average Network Average

Packets Packets Ratio Delay Lifetime Path Length
Sent Received (%) (sec) (sec) (# Hops)

GRLR 3406 3399 99.79 0.028 593.75 11.16

GPSR 1892 1891 99.94 0.022 339.34 9.10

energy of one node falls below a threshold. The simulation results are compared in Table

4.1.

By comparison, we can see that the network lifetime of GRLR is 74.97 % longer than

GPSR. This causes GRLR sends more packet than GPSR to the sink. The delivery ratios

of the two protocols are very close. The delay of each packet is the time difference between

the receiving and sending time of the packet, and the average delay is calculated based on

delay of all received packets. The average path length and delay of GPSR are shorter than

GRLR. GPSR is an geographic routing algorithm originally proposed to solve the ”hole”

problem when greedy forwarding fails. For the above network distribution where there is

initially no hole, GPSR tends to work as greedy forwarding and results in shorter delay and

path length. But this caused the nodes along the path to exhaust their energy and lead to

network partition sooner than GRLR. The energy distribution of GRLR and GPSR at the

end of the simulation are shown in Figure 4.2 and 4.3, respectively. Lighter color indicates

more residual energy. We can see that the residual energy distribution is more uniform in

GRLR than GPSR. In Figure 4.3, the node energy along the diagonal paths became very

small at the end.

In order to evaluate performance of GRLR when there is ”hole” in network distribution,

several nodes are removed from the grid and the node distribution is in Figure 4.4. In Figure
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Figure 4.2: Energy distribution of GRLR after network partition

 


Figure 4.3: Energy distribution of GPSR after network partition
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Table 4.2: Performance metric for grid network with hole

Protocol
Number of Number of Delivery Average Network Average

Packets Packets Ratio Delay Lifetime Path Length
Sent Received (%) (sec) (sec) (# Hops)

GRLR 3541 3400 97.15 0.030 468.71 12.11

GPSR Not available due to algorithm failure

4.4, node A has no neighbor closer to the destination than itself. If greedy forwarding is used,

the hole causes problem for packets from the source nodes, especially the node A and nodes

that select A as the next hop. Table 4.2 lists the values of performance metrics. GPSR is

also applied to the node distribution in Figure 4.4, but the simulation terminated after nodes

start sending packets, so the result is not available. By examining the GPSR implementation

code, it is found that the algorithm failed when it tried to perform planarization, which is a

critical step for GPSR. But the results in Table 4.2 show that GRLR can still achieve high

delivery ratio. Compared with the results of GRLR in Table 4.1 without hole, the average

delay and path length are both longer. This is because the reward function in equation (4.2)

caused the learning agents to learn to bypass the hole. The longer routing path also caused

the network lifetime shorter than without hole. The energy distribution of GRLR at the

end of simulation in Figure 4.4 shows many nodes, especially nodes near the hole and the

sink, contributed to packet forwarding and the hole is bypassed.

4.2.2 Simulation of Randomly Distributed Network

In real application, the UWB nodes are randomly distributed based on the distribution

of sensor nodes. We evaluate the algorithm performance for a UWB network in which 100

UWB nodes are randomly distributed in a 600x600 area shown in Figure 4.5. Four nodes
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Figure 4.4: Energy distribution of GRLR after network partition with hole

marked with circle send packets to the sink marked with triangle at the upper right corner

with CBR packet with interval of 0.5 sec. The performance metrics of GRLR and GPSR

are compared in Table 4.3. The results indicate that the network lifetime of GRLR is 213%

longer than GPSR. However, the delivery ratio of GRLR (95.16%) is much lower than GPSR

(99.88%). Many packets are dropped when GRLR is used as routing protocol. To further

examine the performance of GRLR during simulation, the performance metrics at several

time steps are shown in Table 4.4.

From Table 4.4, we can see that before 400sec, the delivery ratio of GRLR is very close

to that of GPSR. The average delay of GRLR increases with the progress of simulation.

This is caused by the variations of node energy. The routing agent selects the next hop

with more residual energy and causes longer path to the sink. Near the end of the network

partition in GRLR, more packets are dropped due to insufficient energy of some nodes, but
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Figure 4.5: Residual energy distribution of GRLR after network partition

a large percentage (95.16%) of the packets are still forwarded to the sink before network

partition. Even if the network is considered as partitioned at 400 sec, the network lifetime

of GRLR is still 194.2% longer than GPSR.

The residual energy at the end of simulations is shown in Figure 4.5 and Figure 4.6

respectively. Lighter color indicates more residual energy. We can see in Figure 4.5 that

a larger number of nodes have low residual energy at the end. In Figure 4.6, only a small

number of nodes between the source nodes and sink have low residual energy. This compar-

ison indicates that GRLR algorithm can adapt to energy variations and select the neighbor

nodes to increase the network lifetime. GPSR does not consider energy and only select the

shortest path, which cause the energy between the source nodes and sink to be exhausted

and causes earlier network partition.
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Figure 4.6: Residual energy distribution of GPSR after network partition

Table 4.3: Performance metric for random network

Protocol
Number of Number of Delivery Average Network Average

Packets Packets Ratio Delay Lifetime Path Length
Sent Received (%) (sec) (sec) (# Hops)

GRLR 3205 3050 95.16 0.033 425.27 14.22

GPSR 896 895 99.88 0.024 136.24 9.72

Table 4.4: Performance metrics for GRLR at different steps

Time Number of Number of Delivery Average Average
Packets Packets Ratio Delay Path

(sec) Sent Received (%) (sec) (Hops)

150 995 992 99.70 0.031 11.71

200 1395 1392 99.78 0.032 11.92

300 2210 2207 88.86 0.032 12.26

400 2999 2995 99.86 0.033 12.65

425 3205 3050 95.16 0.034 14.22
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Chapter 5

Localization Error Evaluation in Heterogeneous Sensor Networks

5.1 System Architecture

This chapter discusses the proposed localization methods for sensor networks. We as-

sume a heterogeneous hierarchical network architecture as shown in Figure 5.1. The network

consists of three types of nodes: anchor nodes (also called beacon nodes), clusterhead nodes

and sensor nodes. An anchor node is a node with known accurate location, either through

GPS or manual programming during deployment [48]. These anchor nodes are essential for

the localization algoritm. The clusterhead nodes are more capable than ordinary sensor

nodes. In this network architecture, clusterhead nodes are equipped with UWB and RF

radios. For convenience, we call them UWB nodes. UWB nodes collect data from sensor

nodes, do some processing such as feature extraction, data compression and send results to

the sink through multiple hops. UWB nodes communicate with each other through UWB

radios and with sensor nodes through RF radio. This hierarchical architecture is more scal-

able than flat network architecture [49]. It is also different from the clustering architecture

in which clusterhead nodes are elected and rotated among sensor nodes [3].

UWB technology allows centimeter level accuracy in ranging as well as low-power and

low-cost implementation of communication system [50]. It is suitable for wireless sensor

networks [51]. However, due to size and cost considerations, it is not practical to equip

every sensor node with UWB technology. In our network, the anchor nodes are equipped

with UWB so that other UWB nodes can communicate with anchor nodes to estimate their
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Figure 5.1: Illustration of system architecture

location. The distance between UWB nodes can be estimated from Time of Arrival (TOA)

or Time Difference of Arrival (TDOA) measurements [50].

5.2 Algorithm Description

In our network, localization is performed in two steps. Locations of UWB nodes are

first estimated by using the anchor nodes as references. If a UWB node has three or more

neighboring anchor nodes which are not located along one line, its location can be estimated

through multilateration. Once the location of the a UWB node is known, it becomes an

anchor node. After locations of the UWB nodes are estimated, the sensor nodes use the

UWB nodes as anchor nodes to estimate their positions. We assume that a UWB node can

estimate its distance to anchor nodes and other UWB nodes with TOA. A sensor node can

measure its distance to UWB node or other sensor nodes with RSS.
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The location of a node covered by three or more anchor nodes can be estimated through

multilateration. If the distance can be measured accurately, the location of the unknown

node is the intersection of three circles as shown in Figure 5.2. However, distance measure-

ment is often corrupted by noise and the three circles will not intersect at one point. The

goal of the location estimation algorithm is to minimize the localization error. Assume the

location of the unknown node is (x, y) and the ith anchor node is at (xi, yi). If the esti-

mated distance between the unknown node and the anchor node is d̂i, the error of distance

estimation can be written as

r
1


r
2


r
3


(x, y)


Figure 5.2: Illustration of triangulation

ei(x, y) = d̂i −
√

(x− xi)2 + (y − yi)2 (5.1)
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For convenience we call a node with unknown location an unknown node. If three

or more anchor nodes are available to an unknown node, its location can be estimated by

minimizing the sum of squared distance measurement error expressed in equation (5.2)

J(x, y) =
n

∑

i

e2
i (x, y) (5.2)

The methods used to solve the above optimization problem can be classified as iterative

or non-iterative methods [50]. In the following, we present derivation of the two methods.

5.2.1 Non-Iterative Method

The non-iterative method is simple and easy to implement. In equation (5.1), let

ei(x, y) = 0, we get:
√

(x− xi)2 + (y − yi)2 = d̂i (5.3)

Squaring both sides gives:

x2
i + y2

i + x2 + y2 − 2xix− 2yiy = d̂2
i (5.4)

Subtracting equation (5.4) for i = 1 from (5.4) for (i = 2, ..., n), we can eliminate the

non-linear term x2 + y2 and obtain a set of linear equations.

(x2
2 − x2

1) + (y2
2 − y2

1) + 2(x1 − x2)x + 2(y1 − y2)y = d̂2
2 − d̂2

1

...

(x2
n − x2

1) + (y2
n − y2

1) + 2(x1 − xn)x + 2(y1 − yn)y = d̂2
n − d̂2

1

(5.5)
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Reordering the terms, we can obtain a set of linear equation of x and y in the following

format

AX = b (5.6)

where

A = 2

















x1 − x2 y1 − y2

...
...

x1 − xn y1 − yn

















X = [x y]T

b =

















(d̂2
2 − d̂2

1) + (x2
1 − x2

2) + (y2
1 − y2

2)

...

(d̂2
n − d̂2

1) + (x2
1 − x2

n) + (y2
1 − y2

n)

















For n ≥ 3, this can be solved using a least square approach:

X = (AT A)−1AT b (5.7)

5.2.2 Iterative Approach

Iterative method starts with an initial solution and the variables are estimated itera-

tively. The iterations stop when the required accuracy or predefined number of iterations

is reached. We derive the iterative method using Taylor series linearizaton to solve the

optimization in (5.2).
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Expanding equation (5.1) with Taylor series around an initial estimation and retain

the first two terms gives:

ei(x0, y0) ≈ d̂i − (d0 +
x0 − xi

d0
∆x +

y0 − yi

d0
∆y) (5.8)

where d0 =
√

((x0 − xi)2 + (y0 − yi)2), i = 1 . . . n.

The above minimization problem can be solved with least square method to obtain

∆x0 and ∆y0. The estimates of (x0, y0) can then be updated according to

x0 = x0 + ∆x, y0 = y0 + ∆y (5.9)

Repeat the above process until ∆x and ∆y are sufficiently small.

This method need to start with an initial estimation (x0, y0). One intuitive estimate is

the average coordinates of the adjacent anchor nodes.

x0 =
n

∑

i=1

xi/n; y0 =
n

∑

i=1

yi/n (5.10)

5.3 Simulation Results

In this section, we evaluate the performance of the proposed localization scheme through

simulations. The algorithm is implemented in Matlab. As described in the previous sections,

localization is performed in two steps, UWB node localization and sensor node localization.

The simulation results of both steps are presented. Effects of anchor node placement and

several parameters such as number of anchor nodes are also demonstrated through simula-

tions.
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5.3.1 UWB Node Localization

The simulation setup is shown in Figure 5.3. We assume the network is in a 100 x 100

square area. The location of anchor nodes is important for performance of the localization

algorithm. Multilateration performs best when unknown nodes are surrounded by anchor

nodes [52]. For this reason, the 12 anchor nodes are placed uniformly along the border

of the area. The distance between adjacent anchor nodes is 33.33 units. 75 UWB nodes

are placed randomly with a uniform distribution in the area. The communication range of

UWB is set to 30. Figure 5.4 shows the initial histogram of number of the anchor nodes in

the communication range of the UWB nodes. We can see that only 8 (≈ 10%) UWB nodes

are covered by 3 anchor nodes. These nodes are near the corners of the area. Some UWB

nodes are covered by 1 or 2 anchor nodes. Some nodes near the center are not covered

by any anchor nodes. This setup is used to test the idea of using some localized UWB

nodes as anchor nodes for other UWB nodes. If a node can find 3 or more anchor nodes

within its range, it estimates its location using multilateration. Otherwise, it waits until it

has sufficient neighbors with known location. Another reason is that in sensor networks, it

is preferred to place only a few anchor node. To simulate measurement error, zero mean

Gaussian noise is added to the actual distance between UWB nodes and anchor nodes. The

noise is assumed to be proportional to the actual distance and the measured distance is

expressed in equation (5.11).

dm(u, a) = d(u, a) + d(u, a) ∗ randn ∗ σ (5.11)

where σ is the percentage of noise.
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Figure 5.3: Localization of UWB nodes with anchor nodes

With some UWB nodes localized and become anchor nodes, the unknown nodes will

have more adjacent anchor nodes. Figure 5.5 shows the histogram of the number of anchor

nodes that a UWB can use to estimate its location. We can see that the number varies

from three to twenty. This is much more than the number of anchor nodes at the beginning.

However, relatively long-distance anchor nodes cause larger measurement error. It is also

very computationally expensive to use large number of anchor nodes. To reduce localization

error and computation, we set a limit to the number of anchor nodes actually used. If an

unknown node has more than Amax adjacent anchor nodes, we sort the anchor nodes by

distance and use only the Amax anchor nodes with shortest distance. In the following

simulations, we use Amax = 5.

Firstly, we investigate the localization accuracy for different level of noise measurement.

The measurement error in equation (5.11) is varied from 1% to 5%. Since the distance

between UWB nodes can be estimated very accurately, larger measurement error is not
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Figure 5.4: Histogram of initial adjacent anchor nodes

used. For each measurement error, the simulation is repeated 500 times and the average

localization error of all nodes is calculated. The non-iterative algorithm is first used and

the result is shown in Figure 5.6. The result indicates that the location error rises almost

linearly with the increase of distance measurement error.

To study the effect of variance of the anchor nodes placement on localization error, four

more anchor nodes are added inside the area as shown in Figure 5.7. The simulation is also

repeated for different distance measurement errors. Figure 5.8 shows the comparison of the

average location error of the using 12 and 16 initial anchor nodes. The result shows that

location error can be decreased by using more anchor nodes. The difference is significant

for larger distance measurement error. The introduction of more anchor nodes reduces the

error caused by location error propagation and distance measurement error. More nodes
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can estimate their location by using the original anchor nodes instead of other UWB nodes

as anchor nodes.

In section 5.2, we presented two methods to solve the nonlinear optimization multilat-

eration problem. To compare their performance, the iterative method is used in simulation

of the 16 anchor node configuration. The average location error of the two methods is shown

in Figure 5.9. We can see that iterative method yields much smaller localization error. More

importantly, the error does not increase significantly with the increase of distance measure-

ment error. However, it should be noted that iteration method is more time-consuming to

achieve the small error. In practice, the selection of the method depends on localization

accuracy requirement and the computational speed of hardware used.
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5.3.2 Sensor Node Localization

Once the UWB nodes are localized, sensor nodes can use the UWB nodes as anchor

nodes to estimate their locations. The distance between a sensor node and UWB nodes can

be estimated based on received signal strength (RSS). If a sensor node is covered by at least

three UWB nodes, it can use the non-iterative or iterative method to estimate its location.

However, it is possible that some sensor nodes are covered by fewer than three anchor nodes

due to the randomness of node distribution. For these nodes, we employ the same method

in the previous section. A sensor can use other localized sensor nodes as beacon nodes. This

is illustrated in Figure 5.10. Sensor node A is covered by only two UWB nodes U1 and U2,

so its location cannot be uniquely determined. However, if sensor node B, which is covered

by three UWB nodes is localized, node A can use its distances to the two UWB nodes and B

to estimated its location. However, the distance estimated from RSS measurements is less
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accurate than the distance from UWB estimation. The location estimation of sensor node B

is also less accurate than UWB nodes. To express the confidence in location estimation, we

use weighted least square method to estimate the location of this type of sensor node and

add more weights to the UWB nodes. For non-iterative method, equation (5.6) becomes

WAX = b (5.12)

where W is a weight matrix W = diagwi. The solution becomes:

X = (AT WA)−1AW (5.13)

The iterative method can be modified similarly.
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To evaluate the performance of the sensor localization method, 500 sensor nodes are

placed randomly with uniform distribution in the 100x100 area together with 16 anchor

nodes and 75 randomly distributed UWB nodes. The node distribution is illustruted in

Figure 5.11. After the nodes are placed, the coverage of sensor nodes by UWB nodes depends

on its communication range. To evaluate the algorithm performance, communication range

of sensor nodes is varied from 11 to 18 in the simulation. The distance estimation error

of UWB nodes and sensor nodes are fixed at 5% of the actual distance. All results are

averaged over 200 trials. Figure 5.12 shows the average percentage of sensor nodes covered

by at least 3 UWB nodes for different communication ranges. The result shows that when

the communication range increases from 11 to 18, the percentage of sensor nodes covered by

at least 3 UWB nodes increases from less than 60% to almost 100%. Figure 5.13 shows the

corresponding localization error of sensor nodes. We can see that the error decreases as more
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Figure 5.9: Error analysis using non-iterative and iterative methods

sensor nodes are covered by UWB nodes. If a sensor node can use adjacent UWB nodes

to estimate its location, the accuracy is affected by its distance measurement error and the

location accuracy of UWB nodes. However, if a sensor node is not covered by sufficient

UWB nodes, it has to wait until its neighboring sensor node is localized to estimate its

own location. This is why increasing the communication range results in smaller location

estimation error. The error can be reduced by placing more UWB nodes and anchor nodes,

although this will certainly increase the cost. The results of this chapter will be submitted

to [53].
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Figure 5.13: Variation of location error of sensor nodes for different communication ranges
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Chapter 6

conclusion and future work

In this thesis, we investigate node placement, routing and localization problems in

wireless sensor networks. These problems are very important for application of sensor

networks.

The sophisticated node placement problem formulation considers lite node traffic and

network connectivity constraint. The optimization problem is solved with integer linear

programming. In the algorithm, we only require the sophisticated nodes to be connected

in order to minimize the node number. As discussed in the literature review, some papers

have considered 2-connected or k-connected network to provide fault tolerance. However,

this has been proven to be a NP-hard problem. Some approximation algorithms have been

proposed in the literature. This can be investigated in the future work.

A routing protocol based on geographic information and reinforcement learning is pro-

posed. A new reward function is proposed to solve several routing problems. The per-

formance is evaluated in NS2 and compared with GPSR. The algorithm shows superior

performance to GPSR. It can still provide satisfactory performance when GPSR fails. In

the hierarchical sensor network, the sensor nodes can also use the same routing algorithm to

send data to the clusterhead if the locations of the sensor nodes can be determined. How-

ever, the current version of NS2 does not support hierarchical routing for wireless networks.

This will be developed in the future. We can also consider using other network simulators

such as OPNET to perform the simulations.
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For node localization, we propose a two-step node localization method for two-tiered

hierarchical heterogeneous sensor networks. The proposed method uses the high-accurate

ranging capability of UWB nodes to estimate location of some nodes from some anchor

nodes. The sensor nodes then estimate their locations by using UWB nodes as anchor

nodes. The performance of algorithm is evaluated through MATLAB simulations. The

effects of anchor node placement and node parameters are also investigated. The two-tiered

network architecture is more scalable and practical for large scale sensor network. Only a

small fraction of anchor nodes are needed in the network. The proposed localization scheme

is very useful for this network architectures.
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