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IEEE 802.11 standard has evolved from the basic transmissi@s in early days to multi-
ple rates today with advanced encoding and antenna ted@midune performance of IEEE 802.11
wireless networks is supposed to benefit from the supportutipte transmission rates. To take
advantage of multiple available rates, a strategy is reduio choose the most appropriate rate in
transmissionrateadaptation in wireless networks is the selection of thenogltitransmission rate
for data frames under current channel conditions. For thipgse, a rate adaptation scheme must
assess the channel condition and then accordingly adjeistdta rate if necessary. In this disser-
tation, we extensively survey the rate adaptation schemktgiature. We progressively proposed
three strategies to address some open problems in rateatidaptFirst, we exploit the periodical
mandatory beacon frames in IEEE 802.11 networks to estithataitial rate for a stream of data

frames and yield the schemBmaconAssistedRateAdaptation (BARA). In IEEE 802.11 networks,

particularly with basic CSMA/CA access, the assessmenhahigel condition may become com-
plex because frame losses likely result from channel camditegradation or transmission collision,
and each type of frame loss requires a different responsgdradjustment. To diagnose the cause of

a frame loss, we propose the basic rate retransmissioni¢gehand a rate adaptation schebwss



DifferentiatedRate Adaptation (LDRA), based on Signal-Noise-Ratio (SNR). léger, SNR and

Received Signal Strength Indication (RSSI) are deemedrim jood channel condition indicators.
Then we investigate rate adaptation schemes based on fosses|with loss differentiation ability.
We discuss some anomalies observed in implementing a Liasedrate adaptation testbed. Based

on the observations, we propds#ective RateAdaptation (ERA) to effectively adapt rates in mixed

frame lossy environment&RA judiciously exploits the IEEE 802.11 fragmentation imeaism to
accurately diagnose the cause of a loss and responds amglgrdiVe analytically prove that the
fragmentation mechanism incurs less overhead and is mfwetieé than using RTS/CTS at the
basic (lowest) rate for rate adaptation in a collision dated environmentERA also takes effec-
tive actions to overcome abnormalities observed in othteradaptation schemes. For performance
evaluation, we first simulate all our three schemes on nsétebver, we implemerERA and four
selected most recent representative rate adaptation sshema Linux based testbed and evalu-
ate them with extensive experiments in both controlled aunulip field tests. Experiment results

demonstrate that our proposed schemes outperform thes pemost scenarios.

vi



ACKNOWLEDGMENTS

| thank God for bring me to USA and giving me the wisdom and tihengjth to accomplish
my PhD.

| sincerely thank my advisor Dr. Saad Biaz for providing nighwhe opportunity to pursue my
Ph.D. dream. What | learned from him is not only the knowledige also the attitude. | am highly
grateful for his advice during my research and also for hisoeragement during my frustration.
I hold great admiration for his continuous efforts to supgos students and his dedication to his
work. Guidance from my committee members Dr. Chang and Dr, &ud outsider reader Dr. Mao
were very valuable and worth pursuing. | thank and | will niles members of the Mobile System
Lab, faculty, staff and students of the Computer Sciencesafiivare Engineering department. This
work was supported, in part, by National Science Foundatioough grants NeTS CNS#0435320
and CRCD/EI CNS#0417565, and by the Vodafone Foundatianugtr a fellowship awarded to
me, and they are gratefully acknowledged.

| have been blessed with the most wonderful and supportirglyffaany one can wish for.
There is little | can say to thank you all. This dissertatioowd not have been possible without the
support, love, and devotion of my wife Lingyan Wang. | than&d3or granting me the miracle,
my beloved son, who provides sunshine and joy to my life. T, y@avid (Si-Xing), | dedicate this

dissertation.

Vii



Style manual or journal usebburnalof ApproximationTheory(togethemwith the style known

as“aums”). Bibliograpy follows vanLeunen’sA Handbookfor Scholars

Computer software us€the documenipreparatiorpackageleX (specificallylATEX) together

with thedepartmentastyle-fileauphd. st y.

viii



TABLE OF CONTENTS

LIST OF FIGURES

1

INTRODUCTION

1.1 Background . . . . . . . . .. e

1.1.1 Investigation on IEEE 802.11 Network Channels . . . ...... . . . ..
1.1.2 Review of Relevant IEEE 802.11 Features . . . . . . ... ... ...
1.2 Literature Review . . . . . . . . . . e
1.2.1 First Generation: Rate Adaptation without Loss Défgiation . . . . . .
1.2.2 Second Generation: Rate Adaptation with Loss Diffeagon . . . . . . .
1.2.3 Rate Adaptation Schemes Classification . . . . ... ... ......
1.3 Motivation . . . . . . .. e

1.3.1 Observations . . . . . . . . . 0

1.4 DesignPrinciples . . . . . . . . e

BARA: BEACON ASSISTEDRATE ADAPTATION

2.1 Design of BARA . . . . . e e
2.1.1 Rate AdaptationwithBeacon . .. .. .. .. .. ... .......
2.1.2 Adaptive Rate Adaptation During Ongoing Commungati. . . . . . . .
2.1.3 Basic Rate Retransmission . . . . . . . . . ... ... ... ...

2.2 Performance Evaluation . . . . . . . . .. .. e
2.2.1 Simulation configuration . . . . . .. ... ... . o0 0oL
2.2.2 DataRateSmoothing . . . ... ... ... .. .. .. ... .. ...,
2.2.3 Throughput performance . . . . . .. .. .. ... .. ... .. .. ...

2.3 DISCUSSION . . . . o o o o e e e e e

LDRA: LOSSDIFFERENTIATED RATE ADAPTATION
3.1 Designof LDRA . . . . . . e e e

3.1.1 RateEstimation . . . . . . . . . . . ..

3.1.2 Frame Loss Differentiation: . . . . . . . . ... . . . .. . . . ...,

3.2 Justification for Retransmissions atthe BasicRate . . . . . .. .. ... ...
3.3 Performance Evaluation . . . . . . . . . .. ... ... e
3.3.1 Simulation Configuration . . . . . .. .. .. ... ... .. .. ...,
3.3.2 DataRateAdaptation. . . ... ... ... ... .. ... .. ... .
3.3.3 Throughput Improvement . . . ... ... .. .. ... .. .. ...
3.3.4 Delay Jditter Improvement . . . . . . . .. ... . .

3.4 DISCUSSION . . . o o o o e e e e e e e

40
04
40



4 ERA: EFFECTIVE RATE ADAPTATION 53
4.1 Rationale . . . . . . . 53
4.1.1 FragmentationinIEEE802.11 . ... .. ... ... ... ... .... 54
4.1.2 Fragmentationand RTS/CTS . . . .. .. .. ... ... ... .. ... 55
4.1.3 Numerical Analysis of Fragmentation . . . ... ............ 56

4.2 Designof ERA . . . . . . . e 95
421 Channel Assessment . . . . . . . . . .. ... e 59

422 LossDIiagnosis . . . . . . . e e e 16

4.2.3 PromptRecovery . . . . . . . . . . e e e e 3 6
4.3 Performance Evaluation on Simulation . . . . . . ... ... .00 63
4.3.1 Simulation Configuration. . . . . .. .. ... ... .......... 65
4.3.2 Composite Environments: Collision and Channel Degfian . . . . . . . 67
4.3.3 Channel Degradation Dominated Environment 73
4.3.4 Collisions Dominated Environment 74
4.4 Performance Evaluation on Linux based Testbed . . . . . ... ... ... .. 76
4.4.1 Implementation Platform and Architecture 77
4.4.2 Implementation of ERAInMadWifi . . . ... ... .. .. ..., .. 78
4.4.3 Experimental Environment and Methodology . . . ... ...... . ... 80
4.4.4 Experiment ResultsfromTestbed . . .. ... ... ... ... ... 83
5 CONCLUSIONS ANDFUTURE WORK 94
BIBLIOGRAPHY 98



1.1

1.2

2.1

2.2

2.3

2.4

2.5

2.6

2.7

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

4.1

4.2

LIST OF FIGURES

Onoe Flowchart . . . . . . . . . . . 12
Continuous transmission failureanomaly . . . . . .. .. ...... .. ... .. 24
Data Rate Adaptation . . . . . . . . .. .. .. . .. . e 34
multi-node Rate Adaptation with only Beacon Frame . . ...... . . ... ... 35
multi-node in BARAINWLAN . . . . . . .. ... .. 36
multi-node in BARA with Coefficients . . . . . . ... ... ... ... ..... 36
Rate Adaptation with only Beacon Frame in Ad-Hoc network. . . . . . . . .. 37
multi-node in BARA with Coefficientsin Ad-Hoc . . . . . . . .... .. .. ... 38
Delay Jitter Improvement by SAAR/BRR . . . . . . ... ... ... ..... 39
LDRA Algorithm FlowChart . . . . . . . . .. .. ... .. .. ... ...... 44
Expected Transmission . . . . . . . . . . . e e 46
Rate Adaptation Comparison . . . . . . . . . . . e e e 48
Throughput Improvement at Different Velocity . . . ... .. ... ...... 49
Improvement with Network Density . . . . . ... ... ... ... ...... 50
Improvement with LDRAvs Adaptive . . . . . .. .. .. ... .. . «u... 50
Throughput Improvementin TCP . . . . . . . . . . . .. .. ... . . ... 51
Delay Jitter Improvement . . . . . . . . . . ... e e 52
NAV of fragments in IEEE802.11 . . . . . . . . . .. .. ... .. ...... 54
The Probability Ratio of Successful Frame Delivery . ...... . ... ...... 58

Xi



4.3

4.4

4.5

4.6

4.7

4.8

4.9

4.10

411

412

4.13

4.14

4.15

4.16

4.17

4.18

4.19

4.20

4.21

4.22

4.23

4.24

4.25

4.26

Consecutive Transmission Counting . . . . . . . . . . ... iiee oo v

ERA flowchart . . . . . . . . . . e

Topology of 17 staticstations . . . . . . .. .. .. ... .. . .. uu.....
Fraction of recovered losses with ONE retransmission .. . . . . . . .. .. ..
The mean of retransmission . . . . . . . . . .. . ... .
Throughput under both channel degradation and cailisio . . . . ... ... ..
Throughput of mobile stations . . . . .. .. ... ... ... .. . «c.....
Adaptation dynamics . . . . . . . ... e e
Throughput under stable channel conditions . . . . .. ... ... ......
Throughput under different levels of collision . . . . ... ... ........
Impact of Packet length on throughput improvement.. ...... . . .. ... ...
MadWifi Driver Architecture . . . . . . . . . ..
Architecture oERAINnMadWifi . . . . . .. ... .o o
Floor planinexperiments . . . . . . . . . . . . . . .
UDP goodput in static mode in channel degradation . . . . . ... ... ...
UDP goodput in mobile mode in channel degradation . . . .. .. ... ...
UDP goodput in mobile mode in combinational loss . . . ...... . . ... ...
TCP goodput in static mode in combinational loss . . . ...... . . . ... ...
Jitter . . . e
Percentage of packets out-of-order . . . . . . .. .. . .. ... ...
UDP goodput in heterogeneous competition . . . . . . . . ... . ... ...
UDP goodput under collisionlevels . . . ... ... ... .. . ... ....
UDP goodputinfieldtest . . . . . . . . . .. . . . .. . . . e

TCPgoodputinfieldtest . . . . . .. . . .. .. . . . .. . e

Xii

74

75

76

84

86

87

87



CHAPTER 1

INTRODUCTION

The “last mile” access networks are undergoing tremendagsation from wired technologies
to wireless. Among these wireless access technologies; BER.11 [1] has gained wide popular-
ity. Data transmission on wireless medium suffers framededrom unstable channel conditions,
which fluctuate because of signal degradation (like fadimgyference, fast time variation). When
a channel can support high data rates, transmission at lasesr definitely underutilizes the scarce
wireless resource. However, transmission at an overogtitydata rate results in more frame losses.
In IEEE 802.11 networks, frame loss is exacerbated by amilibecause multiple stations running
with CSMA/CA protocol may transmit data simultaneously. tAt®n can improve the probability
of successfully delivering a frame in channel degradatidgth & more robust modulation scheme,
which yields a lower data rate. But, it does not increase ttece in collision dominated en-
vironments. Instead, the larger transmission range of &iajata rate worsens collisions, and
consequently degrades the overall network performandérBmt causes of frame loss require dif-
ferent reaction. Therefore, we need a strategy to apptepriadjust data rates based on channel
conditions. Rate adaptation is a strategy that determhregptimal rate most appropriate for the
current wireless channel conditions. Rate adaptationrgéneonsists of two functions: channel
assessment and rate adjustment. Channel assessmentasstimachannel condition or variation
trends whereas rate adjustment determines the most agteorate based on the assessment.

Rate adaptation on IEEE 802.11 networks has been extensitalied in the past years and

many schemes [2—13] have been proposed. These schemes ganebally categorized into two



generations. A first generation of these schemes consiglesting) data rate primarily due to chan-
nel degradation. They [2—7] assume that frame losses arttyneassed by channel fading because
RTS/CTS control frames afeelievedto minimize or eliminate collisions. Some rate adaptation
schemes [6, 7] even count on the exchange of RTS/CTS condioles running at the basic rate to
estimate the practical rate for data frames. Thereforef fiiesgeneration rate adaptation schemes
systematically respond to frame loss by decreasing therdita However, based on IEEE 802.11
standard and common practice, the use of RTS/CTS controlefsds rare: because RTS/CTS are
overhead, they are optional and are recommended only fge ldata frames. Without the pres-
ence of RTS/CTS control frames, RTS/CTS based rate adaptathemes are not effective for
deployment and also the collision is not so sparse to neglaan with RTS/CTS control frames,
congestion losses may still occur and mislead these rafgatotan schemes. While decreasing rate
is appropriate for channel degradation, it is not for cuhisfor two reasons: 1) a lower rate may
exacerbate medium congestion because of longer framentisgien duration and wider effective
communication range (more interference and higher colligrobability); 2) a lower rate unneces-
sarily underutilizes network resource because the chdasmstill able to support higher data rates.
Therefore, if granted the ability to differentiate framedocauses, a rate adaptation can tremen-
dously benefit network performance.

Thus, recently, researchers proposed the second gemerat®adaptation schemes [8, 9] to
appropriately react to each type of loss: channel deg@uati collision. Some schemes explicitly
diagnose the cause of a frame loss [8, 9] while others intlyliadjust the data rate to maximize the
throughput. Although they differ in methods to assess chlatwndition and to differentiate losses,
they all agree that the transmission rate should be dect@sdygin case of channel degradation and

rather remain constant for a collision.



Moreover, there is no effective strategy to estimate thigainiata rate at the very beginning
of a transmission when a wireless station just starts up srolegn staying idle for a long time.
In general, existing proposed protocols just simply suggsig the median rate in the supported
rate set, or the basic (lowest) rate, or the rate used in giesleccessful transmission. However,
these strategies do not depend on current channel corslitidrerefore, it is desirable to design an
effective strategy to address this challenge.

Another challenge is the loss recovery (or retransmisstma}egy after a frame loss. Since no
algorithm can perfectly estimate the channel, a frame lagpé&ns when the channel condition is
overestimated. Traditional rate adaptation algorithntulynretransmit the lost frame at the failing
rate until the retransmission succeeds or the rate is l@weréhe next level after a timer expires.
Such a strategy does not take advantage of the informatmeged in the transmission and is not
efficient.

The contributions of this dissertation are representedhbget new rate adaptation schemes
proposed along the way to identify an effective and efficertegy. The key features of these

contributions are:

e We address the estimation of the initial rate for a streamaté drames. We reach this
goal with the schem®eacon Assisted Rate AdaptatitBARA) that exploits the periodi-

cal mandatonpeaconframes available in IEEE 802.11 networks.

e We tentatively propose the basic rate retransmission tgabro differentiate frame losses in
combinational loss environments and yield the schéwss Differentiated Rate Adaptation

(LDRA).

e We present some anomalies observed among other recentlegitation schemes with loss

differentiation ability. Also, we identify the inefficieycof loss differentiation in the basic

3



rate retransmission technique usetd PRA Finally, we propose a complete stratdgffective
Rate AdaptatiofERA), to accurately diagnose the cause of losses, effectidaptaates and
promptly recover losses by taking the advantage ofrdgmentatiormechanism in the IEEE
802.11 standard in channel assessment and loss diffaéi@mtidAs shown latef=RAperforms
effectively and efficiently irbothchannel degradation and collision dominated environments
We provide a simple analytical proof that the fragmentatr@thanism is more effective than
RTS/CTS control frames in diagnosing the cause of a frang Exfapting the data rate, and

recovering losses.

e To evaluateERA and other most recent, most representative rate adaptsdizemes, we
implement them on a Linux based testbed. We conduct exeensitrolled and field experi-
ments on the testbed under the same conditions for thesadaptation schemes, in addition

to the performance evaluation with numerous simulations.

From the experiment results gathered from both simulat@musthe implemented testbed, our
solutions outperform their peers in most scenarios. Rdatily, the outstanding performanceEERA
benefits from: 1) its accurate and prompt diagnosis of theeatia frame loss (channel degradation
or congestion) and appropriate response; 2) its fasteveegof a frame loss. Whenever a frame
is lost for thefirst time, ERAsplits the lost frame in two fragments in retransmissionegy/short
fragment and the remainder. After the cause of a loss is a2@@JiFRAmaintains the rate unchanged
for collisions and judiciously adapts the rate for chanmgrddation based on a halving-rate strategy
described later.

The remaining sections of this chapter (Chapter 1) presenbackground information, the

review and our classification of rate adaptation schemegeralure, the motivation followed by



the design principles and the rationale of those techniquesir schemes. In the rest of this dis-
sertation, we will chronologically present each rate aalignt schemeBARA, LDRAandERAIN
order) and the corresponding performance evaluation asdavidual chapter. Next, in Chapter 2,
we present our first rate adaptation w&RKRAand its performance evaluation. Then, in Chapter 3
we discuss the rate adaptation schdrb®RAthat can differentiate frame losses with the basic rate
retransmission technique. Afterwards, Chapter 4 preshatdesign of a complete rate adaptation
solution ERA related implementation and performance evaluation. Ijn@hapter 5 concludes

this dissertation and provides hints to future work.

1.1 Background

Research in wireless network can barely be carried out witimvestigating the characteristics
of wireless channels. This section presents the literdhwestigation on IEEE 802.11 channels,

followed by the review of related IEEE 802.11 standard infation.

1.1.1 Investigation on IEEE 802.11 Network Channels

Existing IEEE 802.11 link measurements [15-24] can be caised upon different criteria.
This section groups them according to the environment irclvthese assessments are conducted.
Most of the measurements on IEEE 802.11 network link werepdeted in outdoor environments.
More extensive assessment is needed for indoor envirosment

Aguayoet al.[18] performed extensive and nearly the most complete lkulkel measurement
in a 802.11b mesh network named Roofnet [14] with hundred®dé pairs with antenna mounted
at the top of different campus buildings. From their experits in an urban-like network, the

interesting observations are:



e Most of the links experience mild loss rates regardless efdabmmunication distance be-
tween node pairs. Namely, the frame loss rate is not clogehglated to the communication

distance.

e Although links with strong signals are likely to have lowrfra loss rates, signal strength is

in general not predictive of the loss rate.

e The fact that most links experience mild loss rates is priybdbe to multi-path fading in

outdoor environments.

e When the loss rate increases heavily due to collisions, dagh rates might result in much
better performance than low data rates. This implies thataedaptation algorithms should

not take the loss rate as tloaly indicator to adjust data rate.

Although Aguayoet al. carried out extensive experiments and analyzed in detailfah-
tors impacting IEEE 802.11 networks, their results arettohito outdoor environments and IEEE
802.11b [25] only. As the physical coding is different betweéEEE 802.11b and IEEE 802.119 [26],
they might have different characteristics even in the samé@ament, which is partially demon-
strated by Bianchi, Formisano, and Giustiniano [17].

Chebrolu, Raman, and Sen [23] monitored several links img tistance 802.11b rural net-
work, where interference is rare. Their observation ontlisvork setting somehow contrasts with

Aguayo’s observations [18]. They found:

e The relationship between the packet loss rate and the digimadise (SNR) is close to the
theory. The loss rate varies in a very narrow band of SNR. iBhi®nfirmed by Barsochhi,
Oligeri and Potort [19].

e Transmission rate (modulation) has a significant impacherfriame loss rate.

6



e External interference can almost destroy the communicatiohe link.

One possible explanation for the contrast between Chelf28uand Aguayo [18] is the network

environment. Although both measurements are gathered &@2rl1lb outdoor networks, one is
with heavy communication congestion (collision), the otisenot. In [23], most frame losses are
caused by channel fading. Therefore, more robust moduldlover data rate) incurs less frame
loss.

Rodriget al. [15] collected real time traces from the conference SIGCORDN4. From the
data they gathered, almost 35% of whole transmission tirspéast in retransmitting. And almost
28% of data frames had to be retransmitted. This observatiphes the ineffectiveness of current
rate adaptation algorithms implemented in commercial lesi® adaptor drivers. This work also
shows that the frame loss from CSMA/CA contention has a praddmpact on the performance of
the rate adaptation.

Bianchi, Oligeri and Potort [17] found that the link behaviaf 802.11b is totally different
from that of 802.11g due to the physical coding variance. &signal environments favorable to
802.11b throughput are not for 802.11g’s.

Souryalet al.[27] assessed the 802.11 link in an indoor environment. Thadgn that the SNR
is a good indication of link robustness. But the trace is Jenjted and the IEEE 802.11 variant
used in experiment is not specified.

One conclusion upon these assessments of IEEE 802.11 ketigathat although SNR can
be a good indicator to adapt rate in some cases particutadutdoor wide space, frame loss from

contention (collision) is worth more attention in rate atddipn.



1.1.2 Review of Relevant IEEE 802.11 Features

In this section, we firstly present the support of multipléadates on IEEE 802.11 networks.
Then we briefly introduce the basic CSMA/CA access mechaimdiBEE 802.11 Distributed Co-

ordination Function. Finally, possible frame loss scarsmdre discussed.

Support of Multiple Rates in IEEE 802.11

Since 1999, IEEE 802.11 standard has evolved through $essetants. The support of mul-
tiple rates becomes a mandatory requirement in the phyisigat with more and more advanced
encoding and modulation techniques for all these varidfiis.example, IEEE 802.119g [26] offers
1,2,55,11, 6,9, 12, 18, 24, 36, 48, 54 Mbps; IEEE 802.11aaup 6, 9, 12, 18, 24, 36, 48,
54 Mbps; IEEE 802.11b consists of 1, 2, 5.5, and 11 Mbps. Mestntly, IEEE 802.11n draft
has recommended high data rates up to 540 Mbs with MIMO [28]rtelogy. However, the IEEE
802.11 standard group does not mandate or recommend arificspete adaptation strategy even

though a rate adaptation strategy is critical to the peréme in multiple-rate networks.

Basic CSMA/CA Access

In IEEE 802.11 standard, there are two access methods foildDied Coordination Function.
One is CSMA/CA with optional RTS/CTS. However, the basic G8MA access is mandatory.
With CSMAJ/CA, each station has to sense a channel beforarisinits. To reduce collisions,
the station does not transmit immediately if the channekissed idle, but backs off a contention
window of time slots whose size is randomly picked up fromrayea After the contention window
time passes and if the channel is sensed idle, the statidrtranismit its data immediately. If

the channel is still busy at the end of the contention windbw, station picks up another random



contention window size from a doubled range and repeatsatieotf procedure. The transmission
occurs as a stop-and-wait mechanism: an ACK frame is thef pfaguccessful receipt of the data
frame at the receiver station. Although channel sensingamdom backoff are introduced to reduce
transmission collision, two transmissions are still k& collide with each other, especially when
a hidden terminal problem exists: a station receives twastrassions from two stations that can
not sense each other. The collision in an environment wishchk@SMA/CA access is exponentially

increased with the number of transmitting stations.

Loss Scenarios

Unguided wireless medium is vulnerable to distance fadpigsical characteristic change
of the air, external signal interference and collision freimultaneous transmissions. These distur-
bances cause frequent frame losses in wireless commumcH#EEE 802.11 networks are generally
exposed to two kinds of loss environment: strictly chanmegrddation dominated or the combina-
tion of degradation and collisions. Most wireless home oeks are channel degradation dominated
environments, where there is only one wireless user (laptagpher IEEE 802.11 equipped device).
In such an environment, whether the user is mobile or natydripsses are mostly due to channel
degradation (e.g. fading due to distance or fast channglti@ar). Another degradation scenario is
the long distance mesh network backbone deployed in rugadme [29]. Since IEEE 802.11 sup-
ports multiple non-overlapping channels, these sparselegis backbone nodes generally connect
to one or two neighbors, each link on a different channels timinating transmission collisions.
More frequently, IEEE 802.11 networks, such as corporatecampus networks, suffer from both
channel variation and transmission collisions. Normdhgre are multiple wireless client stations

associated with an access point in these networks. It istaide that some transmissions collide.



To minimize data frame collisions, short RTS/CTS contrahfies are recommended to precede data
frames. However, due to the overhead caused by RTS/CTSddmdates, IEEE 802.11 standard
dissuades their use for those data frames with a length emb#in theRTS threshold Garg and
Kappes [30] showed that, for VoIP traffic with 160-byte paské¢he data frame efficiency drops to
about 12% in IEEE 802.11b networks at 11 Mbps when RTS/CT&aldinames are used. Thus,
RTS/CTS frames are rarely used in practice. This low utiiraof RTS/CTS was observed by Ro-
drig et al[15]: RTS/CTS control frames account for only 297 frames pared to 5540 data frames
(in Table 2 of [15]). Therefore, it is fairly reasonable tqext frequent frame losses from collision

in the real world.

1.2 Literature Review

Rate adaptation in IEEE 802.11 networks has been studiggefos. This section surveys the
most typical and latest relevant schemes. We begin withitstegieneration rate adaptation schemes,
which do not differentiate losses due to channel degradditam those due to collision. Then the
second generation schemes with loss differentiation aifewed.

1.2.1 First Generation: Rate Adaptation without Loss Diffeentiation

This section presents the rate adaptation schemes withesitifferentiation. They are cate-

gorized in two groups: frame loss based and signal streraghd

Rate Adaptation Based on Frame Loss

Auto Rate FallbaclARF) by Kamerman and Monteban [2] is the earliest rate adajptatio

scheme for IEEE 802.11 based wireless networks. KamermamMamteban proposed it for the
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Lucent Wave-Il wireless LAN adapters. It is simple and itit@. A sender starts transmission
at the basic (lowest available) data rate (2 Mpbs in IEEE BII®. and triggers a timer. If either
the timer expires or the sender succeedsNdja constant threshold) consecutive transmissions,
the sender increases its data ratg to a new data rate,,.,,, and the timer is reset. If the first
transmission at the new ratg.,, fails immediatelyafter the data rate is increased, the sender falls
back to the prior rate,;;. The data rate is also decreased when the sender fails sntrsgion
twice consecutivelyARF considers the frame loss as the indicator of channel canditilt adjusts
the rate based on the number of consecutive successfulrissisns.

Since ARF [2] the earliest rate adaptation for WLAN, several rate aadpn schemes have
been proposed to refine it. One of them is Adaptive Auto Rate Fallbacf@ARF) [3] proposed
by Lacageet al. ARF suffers from periodical rate fluctuation between the best itecan support
and the higher rate even in fairly stable channel conditiomtd itsconstantrate increase threshold.
To tackle with this shortcomingdARFintroduces aradaptiverate increase thresholtf. Just as
ARFdoes,AARFrecords the numbetl{) of consecutive successfully transmitted framesV/lfis
no less than the threshold, the transmission rate is increased frogy to a new rate-,,.,,with the
assumption that the channel is likely stable enough to sugpbigher data rate. HowevekARF
differs fromARFin that it adaptively adjusts this threshaldafter a frame loss at a newly increased
rate. More particularly, consider that the very first trarssion at this new rate, ., fails, then the
sender falls back on the prior ratg,; immediately (with assumption that the channel is not atitual
good enough to support ratg.,,). Atthe same timeAARF doubleshe threshold t@ N for the next
cycle to in crease rate unless the threshold reaches the bpped (50). Otherwise, i.e. the first
transmission at the new rate succeeds, the threshold idodbe lower bound (10). This threshold

is also reset and the rate is decreased if a transmissigriiaile consecutively. The benefit of such
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Initial rate = 24 Mbps (802.11a/g) or 11 Mbps (802.11b)
Credit = 0; Num=0; Retries=0;Succ=0;

Caculate:
Num: the number of frame transmitted
Retries: the average retries per frame
Succ:the number of successful tranmsissions
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Figure 1.1: Onoe Flowchart

adaptive threshold update is that the interval between twoessive rate increases over a stable
channel is exponentially extended and fewer rate fluctnatéwe incurred thaARF.

As one the earliest implemented open source rate adaptstivemesOnoe [10] was de-
veloped by the MadWifi organization for WiFi adapters withh&tos chips. It is a credit based
algorithm and tries to find the best data rate whose lossisalgss than 50%0noeadjusts the rate
at the end of each 1000 ms cycle based on the collected trssismistatistics. Therefor@noe
is insensitive to burst losses but irresponsive to fast ghann wireless channels. The detailed

algorithmOnoeis illustrated in the flowchart on Figure 1.1.
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Rate adaptation schensampleRate[11] by Bicket is based on periodical transmission statis-
tics. The size of a transmission window is constant (10 sggoim time. SampleRatattempts to
identify the bit-rate with the smallestveragetransmission time in the last transmission window.
The transmission time for a frame is defined as the time fraoma ending it to the receipt of its
acknowledgement, which includes the time spent on retraasson and backoff if applicable. In the
beginning,SampleRatéries the initial transmission at the highest rate. If foomsecutive transmis-
sions fails at this rate, the rate is decreased immedidtebach window, a rate is designated as the
primary rate. To probe potential better channel conditionsach windowSampleRateandomly
“samples” one of those rates whdseslesgransmission time is less than the average transmission
time of the rate in use for every tenth frame. Th8ampleRatealculates the average transmission
time per frame for different rates used in transmission at the endof éransmission window. The
particular “sample” strategy is illustrated in followingample. In IEEE 802.11b, for a packet of
1500 bytes, the lossless transmission times are about,128986, 6.834, and 12.995 ms for the
four data rates 11, 5.5, 2 and 1 Mbps, respectively (fromreigul in [11]). Suppose the rate at
some transmission window is 11 Mpbs. After a couple of traesimns, the transmission time is
averaged as 3.276 ms (including retransmission time es@itom frame losses), which is larger
than thelosslesgransmission time (2.796 ms) of rate 5.5 Mbps. TheampleRatéransmits the
tenth packet at 5.5 Mbps hoping that such a transmissiontrtagh less average transmission time
without any frame loss. Using the rates with smallest avetegnsmission time&SampleRatseeks
to achieve the best average throughput performance in tigetésm.

With SampleRatewe close this section on rate adaptation schemes that ael lsa frame
loss to estimate channel conditions. In the following, weon rate adaptation schemes based on

SNR or the received signal strength indicati®tSSI).
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Rate Adaptation Based on Signal Strength/SNR

Receiver Based Auto RgRBAR) [6] by Holland, Vaidya, and Bahl is the first rate adaptation
that takes advantage of the control frames RTS/CTS tratesivétt the basic rateRBARmodifies
IEEE 802.11 standard in two aspects: 1) the channel regamiatthe header of RTS/CTS is rep-
resented by packet size and rate, instead of the standasirtission time; 2) a proposed message
RSH precedes the data frame to finalize the tentative resamiaformation in CTS. InRBAR a
source statiorbrc selects a heuristic rate (for instance, the rate of the lastessful transmission)
and includes it and the data packet size in a RTS frame. Weddstination statio st gets the
RTS, it retrieves the SNR from physical layer and translat®sa data rate that can be supported by
current channel conditions. Thénst embeds the selected data rate and the data packet size in the
CTS frame header. All stations sensing this CTS frame canledé theentativechannel reserva-
tion time from the packet size and the rate. Receiving theirdormation in CTSSrc makes the
final decision about the rate to use. This proposal reliehemse of RTS/CTS.

Heusseet al [31] observed a performance anomaly in IEEE 802.11 mulé-reetworks: all
stations achieve almost the same throughput despite elitfeates they can support. This is due to
the equal probability of all stations with CSMA/CA to accéle shared wireless channel in spite
of their perceived channel conditions. This is the so calledughput fairness. But this fairness
hurts the performance of those stations with high rates lamaverall network. Another option is
to achieve temporal fairness among stations: each stagigragmost equal transmission time rather
than equal throughpupportunistic Auto RatéOAR) [7] by Sadeghket al tackles this challenge.
OARprobes the rate through the exchange of RTS/CTS exactB#sRdoes. However, it differs
from RBARIn its opportunistic transmission of data frames. After arse stationSrc selects the

rate, OARtransmits multiple consecutive frames depending on theeted rate: 5 for 11 Mbps, 3 for
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5.5 Mbps and 1 for 2 MpbDARtakes advantage of the fragmentation mechanism in IEEEL802.
to transmit these multiple consecutive frames. Fragmientatlows to keep the channel until all
fragments are senDARdelivers time fairness and also improves the throughpdbpaance with
less average overhead of contention time and RTS/CTS peefra

Schemerull Auto Rate(FAR) [12] by Li et al. attempts to achieve full data rate adaptation.
The authors contend that, as for receiver based protod®@$RBAR if the RTS/CTS is transmitted
at a higher data rate when possible, rather than the basidetter performance should be achieved
because the transmission at the basic rate underutilizesitBless channel. IRAR, an idle station
overhears frames from its neighboring stations. Based emdteived signal strength, it estimates
the rate to each neighboring station. Then, when this statéeds to transmit a RTS, it uses the
pre-estimated rate. If RTS is transmitted successfbiRfollows the strategy ilRBARto estimate
the rate for the data frame with the exchange of RTS/CTS. B Rills, it is retransmitted at a lower
rate.

Received Signal Strength Link Adaptati@®SSLA) [5] by Pavon and Choi is a table-driven
scheme. It estimates channel conditions based ofRR#ueived Signal Streng{RSS). A station
monitors all frames it can sense and stores the adapted R8&do neighboring station. The RSS

is adaptively updated with a constant low pass filter coeffici

RSS,=(1—-a)*«RSS,—1+axr a.1)

whereRSS,, is thenth adapted RSS ands the instant RSS retrieved from the last received packet.
In transmission, the station retrieves the RSS of the degtim station and maps it to the corre-

sponding rate.
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Theoretically, the modulation scheme is closely assatiaigh SNR [32]. Therefore, the rate
should be able to be determined from SNR measurement. Howeeent studies of the signals in
realistic environments [11, 18] uncover that generallytiregi SNR nor RSS exhibit a strong corre-
lation with the frame delivery probability at a given rateheBe observations limit the effectiveness

of SNR/RSS based schemes in practice.

1.2.2 Second Generation: Rate Adaptation with Loss Diffenatiation

The first generation rate adaptation schemes are effectieeniironments without collision
loss. But, without the ability to diagnose the cause of a,ltissy also unduly decrease rates in
response to collision losses. Therefore, they can not perédfectively in collision dominated en-
vironments or in presence of losses mixed from channel gadimd collision. Since most traffic
in practice does not use tloptional RTS/CTS frames to clear the channel [15], losses from col-
lisions are likely to occur. To respond accurately to a frdoss, recent rate adaptation research
focuses on the loss differentiation and appropriate lossvery. In this section, these schemes are
chronologically presented.

Pang, Leung and Liew proposed a rate adaptation schemd ke differentiating-ARFL(D-
ARF) [13] for IEEE 802.11 WLANSs by combiningRFwith a loss-differentiating MAC [33] they
developed. InLD-ARF, loss differentiation is performed at the receivieD-ARFassumes there is
no hidden terminal problem in a WLAN: all stations can heatheather. The authors argue that
the frame header is short and thus resilient to wirelessreiidading; therefore, if a received frame
header can be decoded while the payload can not, this framgption is attributed to the channel
fading. Otherwise, the frame loss is inferred from a callisbecause two stations might transmit

in the same slot although they both are equipped with caseese: the collision is assumed to
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destroy both the frame header and body. If the frame losagndised due to channel degradation,
a negative ACK NACK) is sent back to the source station to lower down its ratefrimae source
address is assumed available in the decoded frame headleth@d operations are the same as in
ARF

To introduce the ability of differentiating frame loss beewn from channel degradation and
collision into ARFin environmentsvithout RTS/CTS, Kim,et al. proposedCollision-Aware Rate
Adaptation(CARA) [8]. However,CARAdoes rely on RTS/CTS to be “aware” of collision in case
of a frame loss. In rate increaseARAdoes the same aRF does: by counting the consecutive
successfully transmitted data frames. However, when afdatee is lostCARAsends a RTS before
the retransmission of the lost data frame. The motivatio@ARAIs that the RTS (always sent at
the basic rate) is resilient to channel fading. Therefdring RTS preceding retransmission of data
frames also fails, the data frame loss is likely resultedhfamllision. Essentially, whaCARAdoes
is to use RTS/CTS tsuppressollisions from hidden terminals with implicit assumptitmat the
data frame is lost due to congestion. To mitigate the overtlvaaised by using RTS/CTS frames,
CARAsuggests that a transmitting station switches its adapteense the channel immediately
after a transmission is over. If its transmission gets losk the channel is sensed busy, this loss is
attributed to collision without the probing with RTS. It alid be noted that the busy channel sensed
at the source station does not necessarily result in aicollat the destination station.

Wong, et al. proposed thé&kobust Rate Adaptation Algorith(RRAA) [9] and demonstrated
its outstanding performance with implementation of it anthe other schemes at an access point
in a testbed. RRAAtargets at environments without RTS/CTS. But, it also seb@ the use of
RTS/CTS in loss differentiation after a frame loss and fertto avoid collisions.RRAAconsists

of two elements: rate adaptation (loss ratio estimationratelselection) and collisions elimination
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if collision domination is inferred RRAAgathers the loss ratio from recent transmission statistics
over windows. Each transmission window designates the puwftidata frames to transmit, instead
of the time. The size of a window depends on the transmissiteto be used in this window.
Therefore, the sizes are not always equal for differensrakestation running witiRRAAinitializes
transmission at the maximum rate. The rate is used for atidsain a window. At the end of each
window, the frame loss ratipis calculated to select the rate for the next window. To $elgroper
rate for the next windowRRAAintroduces two thresholdsPy,7;, and Pogy. If p > Pyrr, the
next lower rate is chosen for the next window transmissiaih Wie assumption that the channel is
degraded and the lower rate might produce better performdhe < Pog;, the rate is increased
with the belief that the channel condition is not fully exipdal. If (Por;r <= p <= Pyr1), the rate
remains unchanged, but the windslidesforward to continuously compute the loss ratio for the
current rate, rather initialize a new window. Once the ratteicided, it is then used to index a table to
extract the corresponding window size. Beyond the ratetatlap, RRAApresents a strategy called
Adaptive RTSA-RTS) to reduce possible collision losses-RTSmaintains two variableRT'S,,,,4
and RT'Scounter- RT Syna €Ssentially “predicates” the trend of channel conditioniatoon. It
indicates the number gotential consecutive data frames to be transmitted with a precedir§y R
RTS,,,q is adjusted as follows: when a frame without RTS is |6&L,S,,,,4 is incremented by one
with the assumption that this loss is probably due to coltisiwhen a frame preceded by RTS is
lost, or a frame without RTS succeed&]'S,,,q is halved. However, it i1T'S ounter that controls

if a RTS should be really used before a data fram&S ., 1er is less tharRT'S .4, @a RTS/CTS
handshake is pursued before a data frame is transmittedn Wtegrating the rate adaptation and
A-RTS RRAAdoes not consider the loss of RTS into the loss ratio comiputa’lthoughRRAA

uses RTS frames to mitigate collisions, it does not promgé#grease its rate even if the loss is
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inferred from channel fading. To respond to channel vanmathore quickly,RRAAalso suggests
an optimization: adjust the rate if necessary in the midflle window, instead of at the end of the

window.

1.2.3 Rate Adaptation Schemes Classification

In this section, before the categorization, we first preseaicriteria to be used. Rate adap-
tation generally contains two essential operations: tlsesssnent of channel condition and the

corresponding rate adjustment. The categorization @itee identified from these two operations.

e Channel Condition Indicator: Most of the early rate adaptation schemes (&RBAR[6],
OAR[7], FAR[12], andRSSLA5]) considerSignal-to-Noise Ratio(SNR) orReceived Sig-
nal Strength Indication (RSSI) as an indicator of the channel conditions. Such rattia
intuitively originates from the wireless signal propagatiprinciple. Other early schemes
(ARF [2], AARF[3], Onoe[10]) considerframe loss as the channel conditions indicator.
Since Aguaycet al. [18] and Bicket [11] observed that neither SNR nor RSSI destrates
a strong correlation with delivery probability at any givdata rate, all recent schemes, such
asSampleRat¢ll], CARA[8], andRRAA[9], useframe lossas the channel conditions in-
dicator. For those schemes using frame loss as indicateyr,cdin be further characterized as
eitherwinning streakor statisticsbased. A “winning streak” scheme relies on a given num-
ber ofconsecutivesuccessfully transmitted data frames. A “statistics” dasgheme gathers

transmission statistics over the most recent history teame or decrease its data rate.

e Loss Differentiation: Rodrig et al. [15] discovered that most of the traffic is transmitted
without presence of RTS/CTS to reduce overhead. Therdiamge losses in a WLAN net-

work now can be contributed by both channel degradation afigion. Consequently, the
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Channel Condition Indicator
Schemes Frame Loss
Winning Streak | Statistics RSSI/SNR
LD CARA, LD-ARF | RRAA LDRA
RBAR,
Non-LD | ARFAARF Onoe,SampleRate | FAR,
RSSLA

Table 1.1: Categorization of Rate Adaptation Schemes

ability to differentiate frame loss between these two dbators is critical because each of
them requires different response in rate adjustment. Liffiesehtiation consists of 1) diag-
nosing the cause of a frame loss between channel degradaticoilisions, and 2) taking
appropriate actions for each cause of loss. Although raptation in IEEE 802.11 networks
has been studied for years, most schemes do not expliciiyndse a frame loss, particu-
larly those schemes based on RSSI/SNR. Recently propose@daptation schemes (e.g.
CARA[8] andRRAA[9]) react to collisions by dissipating the congestion agakt to channel

degradation by lowering the data rate.

According to above criteria, we classify typical rate adéiph schemes in Table 1.1, where
LD stands forLoss Differentiation Non-LD for Non Loss Differentiatiorfi.e., schemes that do not

differentiate the cause of a frame loss).

1.3 Motivation

In a multi-rate wireless network, when a mobile stationtstap and needs to send packets, it
generally has the following options to select a transmissaie: the basic (lowest) data rate, last

successful transmission rate, or an estimated data ratedefalt, most current rate adaptation
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schemes use the basic data rate for the first frame so that Idecaaptured by every station within
the transmission range. let al. [12] observed with simulation that transmitting RTS/CTSaat
estimated data rate, rather than the basic rate, can imphovaghput. Therefore, similarly, a
well-predicted initial rate at the sender may be challegdint benefits the network performance in
environments with/without RTS/CTS. The estimation of thigéal rate also benefits the transmission
after a long inactivity. Suppose statioh wants to send packets to statiéh But stationB is
inactive and has not transmitted packets for a long time @&geral minutes), the sender statién
is unaware of the link status to statiéh

Since RTS/CTS are overhead to data frames, they are opiiohBEE 802.11 standard and
thereof they are not used in most transmissions. Their absienpractice are shown by Rodrig
et al. [15] with collected real time traffic in a conference. Withdhe RTS/CTS preceding, data
frames are more likely to collide with each other. Framedessdue to collision can be addressed
with collision suppression techniques without decreasatg. But the frame loss due to channel
degradation has to be recovered with lower rates. Theretotess differentiation or diagnosis
strategy is highly desirable in rate adaptation.

Also, from the collected real time traffic, Rodrég al. [15] observed that retransmissions oc-
cupies 46% of the whole data transmission time and that nidlsedransmissions occur at 1 Mbps,
the lowest rate. Such observation implies that currentadépmtation schemes implemented in com-
mercial products are inefficient and an innovative schenhéisly desirable.

In the following, we first discuss some anomalies observeileviimplementing, testing, and
debugging rate adaptation schemes on a Linux based teShbet.observation also motivates and
provides insights for the design of our final schelBRA Then, we highlight some design principles

for an effective and efficient rate adaptation scheme.
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1.3.1 Observations

While implementing and debugging rate adaptation schemes binux based testbed, we

observed some anomalous behaviors.

¢ Inconsistent Performancé& he schemes that requires RTS/CTS at the basic rate toeatiffe
tiate losses, (e.gRRAAand CARA, do not perform as effectively in channel degradation
environments as in collision dominated environments. Dioé cause is that they do not have
proactive actions t@romptly recover a frame loss due to channel fading. The success of
the RTS/CTS at the basic rate does not improve the probabiiithe data frame success-
fully retransmitted still at the old rate. Consider a frames occurs due to fading and the
RTS/CTS is sent (at thigasicrate) to precede the retransmission. The RTS/CTS frames may
succeed at the basic rate, but the retransmitted data frafimitely fails because the rate was
not decreased to counter the fading. Therefore, althoud@Y@&TS control frames reduce the

congestion frame loss, they can not help with channel fading

e Mistake in Loss CountingSo far, all frame loss based schemes (either loss ratiadbase
“winning streak” based) mistakenly take the frame loss fiaotiision into consideration in
computing their loss statistics used as an indication oficebdegradation only, even if some
of them are able to diagnose the cause of a loss. The lossorationsecutive successful
transmissions in literature are primarily used for detecthe channel degradation, not the
collisions. Therefore, it is not reasonable to includeismh losses in the measurement of
loss ratio or consecutive successful transmissions. Nartie counting of frame losses in

existing schemes is too pessimistic in estimating chanegdatiation.
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e Clumsy Respons&chemes that are based on frame loss statistic with a lgaar window
might getnumbto channel fast variation unless some rate probing strateggiopted in the
middle of a transmission cycle. AlthougRRAAproposes an “optimization technique” to
solve this problem, one failure case is still likely to occiBuch an issue is illustrated in
Figure 1.2. Consider the transmission rate is 36 Mbps. HARBRAA[9], the transmission
window size for this rate is 40 frames. The loss ratio thr&she,, 1, to increase the rate
to 48 Mbps is 11.50% and the loss ratio threshBlglz; to decrease the rate to 24 Mbps is
33.63% [9]. Suppose after a period of collision, the COUREIS .,,,..:c,- reaches 32. Now, the
channel fades after the transmission of 34& frame. Then the six left transmissions in this
window are all preceded by RTS/CTS, but they all will fail base the rate is not promptly

decreased to respond to the fast channel variation.

¢ Inefficient Transmission at Basic Ratk is not efficient to differentiate loss with the trans-
mission at thdvasicrate likeLDRA[34] or some schemes relying on RTS, even if the frame is
very short. Generally the channel is rarely fading abrugithe time for a transmission at the
basic rate is long enough to allow several transmissioreeatdrmal rate. This is particularly

wasteful in case of a collision where a transmission at rasécdoes not any help.

1.4 Design Principles

Based on the above observation and successful experiemeother rate adaptation schemes,

we summarize the design principles for an effective andiefftcate adaptation as follows.

e Fast RecoveryDespite that SNR is not a good indicator [11, 18] of sucag$sime delivery,

the SNR based DRA [34] yields a significant throughput improvement when thare no
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Figure 1.2: Continuous transmission failure anomaly

collision losses and no hidden terminal problem. The stten§LDRA stems from its re-
transmission strategy that provide®mptrecovery of lost frames. Therefore, a fast recovery

strategy can improve network performance significantly.

Accurate Loss DifferentiatiorSince different type of loss can not be addressed with theesa
solution, an accurate differentiation of loss causes igalak for performance improvement.
A common sense is that decreasing the rate for collisionsnscessary and wastefG@ARA
andRRAAillustrate that a rate adaptation scheme not only shouldieotease its rate in re-
sponse to collisions, but it should proactively diffuse gestion: both schemes use RTS/CTS

frames to minimize congestion.

Consistent Performance in Different Environmerdsrate adaptation should not only be ef-
fective and efficient in collision environment, it should@lwork outstandingly in collision

free or channel degradation environments.
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e Fast Response to Channel Degradatigifter the cause of a frame loss is diagnosed from
channel degradation, the network performance can be iredrifthe rate is adjusted promptly,

rather than remains till the end of the cycle or window.

e Separating Collision Losswhen we compute frame loss statistics for channel degragat

the loss from collision in the middle of counting should netthken into account.

So far, RTS/CTS frames are used [8, 9] to probe the channébaatleviate congestion to
yield an efficient rate adaptation. Since RTS/CTS contiaies may be a significant overhead and

usually are not used, it is of utmost interest to find othersataign RTS/CTS to dissipate collisions.
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CHAPTER 2

BARA: BEACON ASSISTEDRATE ADAPTATION

This chapter presents our initial work on rate adaptatidnis Tate adaptation is nam@&gacon
Assisted Rate AdaptatidBARA) because beacon frames are exploited to estimate instanitsn
transmission rates In this chapter, we first discuss thgdekitails oBARA Then, its performance

evaluation is presented.

2.1 Design of BARA

In this section, we discuss the details of B&RAscheme. We start from the estimation of
the initial rate withbeaconframe, then we illustrate the adaptive rate adaptatiomguain ongoing
communication. Finally, we discuss the basic rate retrégsion after a frame loss to reduce the

number of retransmissions in loss recovery.

2.1.1 Rate Adaptation with Beacon

Since beacon frame is broadcast periodically, this leak@@ni” to estimate data rate without
introducing overhead. In whatever network mode, infradtme or infrastructureless, beacon is
mandatory. These periodic beacon frames received at a enstailion allow it to determine the
statistics of the channel conditions (e.g. signal to naégi®fsignal strength, and loss rate). Based
on such wireless channel information, the mobile stationoedculate the best data rate to the source
mobile station who initiates the beacon (in ad hoc netwadtks,another mobile station; in WLAN
it is the access point), and then record this data rate irdtom into a table for later use. The table

may be indexed by the destination mobile station addressh &gle may include the modulation
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level or data rate as content. When this mobile station needsnsmit data frames to another
mobile station, it looks up the rate table for a data rate ithedn utilize to communicate with the
target mobile station. It instructs its physical layer ngmit the data frame by making use of the
associated modulation corresponding to that data rate nmtie drawback of this basic strategy is
the estimated rate might not be exaathal-timebecause estimation is only adjusted every beacon
interval. But this mechanism is good for the initial ratarestion, because the estimated rate is still
more precise than a randomly selected data rate at the legjiofthe transmission. It is also more
efficient than the basic data rate.

The following algorithm describes this strategy:

When a frame is received:

if (FrameType== Beacon
{
Index = GetFrameMacAddrefs

ChannelStatisticss GetChannelStatisticsFromRhy

if (ChannelStatistics> ThresholdRatel1)
Rate = 11Mbps
else if  (ChannelStatistics> ThresholdRateb.5)

Rate = 5.5Mbps

else if (ChannelStatistics> ThresholdRate2) 10
Rate = 2Mbps

else
Rate = OMbps;

Log(signal is too weakNo channel

to destination mobile statign
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RecordRate2Tab{Rate Index);

When a frame needs to transmit:

Index = GetDestinationMacAddre§s

GetRateFromTab(®ate Index);

If (Rate== 0){
Log(Transmission can not complete
No channel to destination mobile statjpn
return O;

}
TransmitDataPackéRate);

2.1.2 Adaptive Rate Adaptation During Ongoing Communicaton

This mechanism is applicable to instantaneous rate adapiadr frame for an ongoing stream
of frames. As stated in the above subsection 2.1.1, dynaatéca$timation with only beacon frame
might not be real time, because beacon frame can only bedsewsey beacon interval, not available
at any time. If all frames flying during communication can Isedito estimate data rate, the estima-
tion would be more accurate. Thus a station in “capture” eacan dynamically estimate the data
rate of the link to those transmitting stations based on Hanel condition statistics. Therefore,
after the initial rate is estimated from the most recent bedame, an adaptive mechanism aims to
predict data rates on both beacon frames and all other dateef that the station can receive. This

is helpful especially in two scenarios.
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1. The first case happens within a transmission sequencdafrdames. In this case, a sender
mobile station sends a stream of data frames to a mobil@statth one data frame at a
time. When the receiver captures the data frames, MAC pobto@ndates the receiver to
respond with an acknowledgement control frame. Therefihre,sender gets the channel
condition information from this acknowledgement packet adapts its data rate for the next
frame transmission if necessary. Since a significant nurabeackets can be transmitted
within one beacon interval, even if the channel conditioneswithin a duration shorter than
a beacon interval, the practical data rate can still be ptiyngoapted by such a adaptive

strategy.

2. The other case occurs when a mobile station is just eaygsitig. In wireless communica-
tion, a mobile station can sniff all wireless signal withig ¢apture range through its antenna
because the wireless medium is unguided in essence, ngbdike-to-point in wired net-
work [35]. Also, IEEE8B02.11 requires that each mobile statnust listen to any flying frame
to determine whether this packet is addressed to itself grumbess the station is in power
save state. Therefore, when a mobile station is filtering¢beived packet, even though it is
not the receiver station, it can still get the channel comditnformation between itself and
the packet sender. Therefore, the data rate of wirelessehaan be adapted. Each station
in power save mode still needs to wake up for beacon framedteally. Thus, even in this
Adaptive Rate Adaptatiotechnique, periodic beacon frame is still necessary arpfiidb

estimate the channel condition.

For instantaneous rate adaptation, if the rate is estinfadedrame, the data rate might fre-

guently fluctuate due to fast channel condition variatibonly the latest single received frame is
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used to the predict channel data rate for the next transmnis$ihis happens especially when a mo-
bile station is experiencing the ping-pong effect in hahddfere the data rate might iterate between
two levels of rate. It results in retransmissions. Multimé&ransmissions definitely hurt the network
performance. Therefore, to solve the above rate fluctugiohlem, the data rate should not only
be adjusted per frame, but also adaptively adjusted basetutiple history frames. Namely, it is
more important to predict the trend of the channel conditianation to adjust data rate before the
channel changes than just the instantaneous rate.

The rate adaptation core procedureAdaptive Rate Adaptatiois still the same as iRate
Adaptation with Beacomstrategy in Section 2.1.1. The only difference is an adeptivefficient
introduced to smooth the data rate on wireless channel vugtbrly rate information.

One low pass filtety is introduced in the channel statistic calculation:

ChanStat; = (1 — a) x ChanStat;—1 + a x ChanelStatistics (2.1)

O<a<l)

It can also be expressed as:

ChanStat, = ChanStat;—1 + a x (Channel Statistics — ChanStat;_1) (2.2)

Here, theChanStatis the cumulative prediction of potential channel statiss used to pre-
dict the channel variation trendChannelStatisticss the instantaneous channel status, which is

calculated from the frame just received.
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« is not a constant: it is dynamically updated as following:

_ ChanStat — Thresholde,
B Thresholdpgyn, — Threshold,

« (2.3)

HereT hreshold,,,, andT hresholdy;q, are the corresponding channel statistic thresholds for
rate estimation at each data rate level determined by piysezdware. These thresholds vary for
different data rates. For instance,is the low threshold for 5.5 Mbps. if the 2 Mbps and 5 Mbps
are two neighbor data rate levels in our data adaptafasiso is the high threshold for 2 Mbps.

From the Formula 2.3, as the cumulative channel signal gitneGhanStatapproaches to
Thresholdy,g, o increases, and thus instantaneous channel signal streagthibutes more to
the adapted rate. This helps data rate adaptation quickigase to higher data rate levels if more
frames are transmitted successfully under good channelittamms. This cumulative prediction can
also alleviate rate fluctuation in case of heavily fluctuatshannel conditions, for example during
a handover. Therefore, the channel data rate is smoothedetidean degree.

Adaptive Rate Adaptatiooperates with all sensed frames, including both broadaastra
frames like beacon and data transmission packets. Thuslgbethm forAdaptive Rate Adaptation
evolves from algorithm foRate Adaptation with Beacas following.

When a frame is received:

b = constant

Index = GetFrameMacAddrefs

ChannelStatisticss GetStatFromPHhy;

Thresholdh = GetCurrentHighThresho(Rate);
Thresholdl = GetCurrentLowThresho(&ate);

a = b*(ChanStat Thresholdl)/(Thresholdh—Thresholdl)

ChanStat= ChanStata*(ChannelStatisticsChanSta
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if (ChanStat> ThresholdRatel1)
Rate = 11Mbps 10
else if (ChanStat> ThresholdRate5.5)
Rate = 5.5Mbps
else if (ChanStat> ThresholdRate2)
Rate = 2Mbps
else
Rate = OMbps;
Log(signal is too weakNo channel

to destination mobile station

20

RecordRateToTab{Rate Index);

2.1.3 Basic Rate Retransmission

It is impossible for a rate adaptation scheme to accuratedgligt the actual data rate all the
time. Namely, there are definitely mismatches between tbdigied data rate and the actual data
rate that the channel supports throughout an entire trassoni In such case, the receiver does
not successfully receive the data packet, therefore daegemerate the acknowledgement. But the
sender is waiting for an acknowledgement to estimate theahdtta rate for the next transmission.
A deadlock happens in this scenario. The only way to avoiti sigadlock is to retry the same frame
at a lower data rate. But, minimizing the retransmissionar & transmission failure is not trivial.
Thus we propos8asic Rate Retransmissidiat can efficiently address the above problem. When

a sender fails to transmit a frame, the sender does not tariransmission at treamedata rate
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used in the failing transmission, because the channel tondnight have deteriorated. Instead, it
retries at the basic data rate just as for RTS/CTS frameshighvthe receiver can certainly receive
the packet, if it is still in the communication range. Thes@awe retry directly at basic rate (and
not at the next lower level rate), is to avoid more failuresr €xample, if a transmission fails at
11 Mbps and the channel can only support the 2 Mbps basiceatpdrally, the transmission at
5.5 Mbps, will still fail. But, the frame at 2 Mbps data ratessll able to be decoded, even in
case that the channel condition is robust enough for 5.5 Mbpen, when the sender catches the
acknowledgement frame for the basic rate data frame, trdesem able to adapt its instantaneous
data rate for next frame transmission based on the charfoefriation of acknowledgement frame.
With this strategy, the transmission is immediately recedewith a retransmission at the basic
data rate. The number of retransmissions after a trangmigailure can be reduced to onbne
Basic Rate Retransmissiamproves the network performance especially when netwos lis
heavy, because multiple retransmissions result in longkycbetween two successful consecutive
transmissions due to the binary exponential backoff in MAGtgcol. It should be stated that
although this variant can be combined with the previous tvezmanisms that we propose, it also
can work individually with any other rate adaptation stggtéo minimize the retransmission in case

of frame loss.

2.2 Performance Evaluation

2.2.1 Simulation configuration

The simulation is performed ons-2[36] version 2.29 for both WLAN and ad-hoc modes.
Only three levels of data rates are chosen in simulation: bpsvi5.5 Mbps and 2 Mbps, among

which 2 Mbps is defined as the basic rate. These simulatioagwsray ground model [32] as
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Figure 2.1: Data Rate Adaptation

channel fading. All motion scenarios are generated by CMWbita®cenario program “setdest” in
ns-2 package. And all traffic flows for ad-hoc network simulatioe generated by CMU scripts
“cbrgen.tcl” inns-2 In the following result figures, we mainly compared our meulm withARF

proposal unless there is special explanation.

2.2.2 Data Rate Smoothing

Compared to the rate fluctuation ARF, the data rate does not vibrate widely with our pro-

posed strategy. The result can be observed from Figure 2.1.

2.2.3 Throughput performance

We separately evaluate the performance of rate adaptatibnbeacon only technique and
adaptive rate adaptation technique. The improvement foAWIhetwork is really dramatic, as

illustrated in Figure 2.2 and in Figure 2.4. Figure 2.2 repregs the improvement for multiple
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Figure 2.2: multi-node Rate Adaptation with only Beaconnkea

nodes operating in rate adaptation with only beacon frangré 2.4 shows the improvement on a
network with multiple nodes with different fixed adaptiveefficients. In both figures, th& -axis
represents the number of nodes (including one access poiat) area of 100x100. ThE-axis
is the throughput improvement by percentage(%). As netwerlsity increases, more than 100%
improvement can be achieved. However, the Figure 2.3 shuat8 ARAwith adaptive coefficient
in formula 2.3 does not perform so well as with constant coeffits as illustrated in Figure 2.4.
Figure 2.5 shows the improvement from data rate adaptatiinomly beacon frame in Ad-
Hoc network mode. Th& -axis represents the number of nodes in the networks andt theis
represents the throughput improvement by percentage e®rner3 scenarios for different network
sizes in this figure: 100x100, 150x150 and 200x200. As carbberged in Figure 2.5, the improve-
ment increases as the network density increases. It is beBfARAadapts its data rate with the

proper signal strength (or communication distance) rdgasdof frame losses from collision. But
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ARF strategy is impacted extensively by frame losses. Whendheark density increases, so does

frame collision. ThusBARAcan achieve more improvement.

The simulation result foBARAwith different constant coefficients in Ad Hoc network is il-

lustrated in Figure 2.6. Th& -axis denotes the number of nodes in the network area of DW0x1

and theY -axis represents the throughput improvement. The difteresults lines in Figure 2.6

show the result for different coefficients usedBARAadaptive rate adaptation mechanism. From

Figure 2.6, we can observe that, unlike in WLAN moB&RAwith constant coefficient is outper-

formed byBARAwith adaptive coefficient of formula 2.3. Also, we can obgetivat the different

fixed coefficients do impact on the improvement, the resuttoeffficient of 0.3 is better than other

four counterparts.
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Delay Jitter Improvement:

The delay jitter improvement is shown in Figure 2.7, in wharly one access point (AP)
and one mobile station communicate with each other withicoatis CBR traffic. In this figure,
the X -axis represents the two mechanisms that are compared anddkis is the percentage of
improvement. It can be observed that: although the jittgromement by\BARAwith only adaptive
coefficient mechanism (SAAR in figure)is not noticeable yamlittle more than 10%, there is still
marginal improvement bBasic Rate RetransmissidBRR in figure). It can improve the delay
jitter as much as 25% for station. This supports our stat¢reBasic Rate Retransmissidar

improvement on delay and jitter because it minimizes thayd#l just once retransmission.
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2.3 Discussion

Two key strengths oBARAare: 1) the exploit of periodical and mandatory beacon fsaime
rate adaptation without introducing any extra control fesmverhead and 2) the basic rate technique
to reduce the number of retransmissions in loss recovenyueder,BARAIs based on the SNR that
is studied not to be a good channel indicator in practice r8foee, although the simulation shows
its benefits, its implementation and application in the reaild is limited. Also,BARAdoes not

have any functionality to diagnose the frame loss causeritposite lossy environments.
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CHAPTER 3

LDRA: LOSSDIFFERENTIATED RATE ADAPTATION

Although BARAestimates the transmission rate without introducing aedh like its many
peer schemes, it does not have any loss differentiationbdédpaTo integrate such a loss diagnosis
ability, we propose a rate adaptation schdross Differentiated Rate AdaptatighDRA). It differ-
entiates the frame loss cause by retransmitting the lostdrat the basic rate directly. Note that
LDRAworks for IEEE 802.11 in infrastructure mode as well as imdsfructureless (ad hoc) mode.

In this chapter, we first discuss the details of the scheDIRA Then we justify the use of the

basic rate retransmission technique usedlDRA Finally, its performance evaluation is presented.

3.1 Design of LDRA

LDRA mainly consists of three components: (1) data rate estimatsing Signal-to-Noise
Ratio (SNR) from the beacon, (2) data rate selection foanstmissions after a frame loss, and
(3) frame loss differentiation with appropriate actions éach type of frame loss. The following

presents each in order.

3.1.1 Rate Estimation

The rate estimation ihDRA is similar to the mechanism we adopt BARAiIn Chapter 2.
In an IEEE 802.11 infrastructure network, a station thatssoaiated and synchronized with its
access point knows the beacon interval. Each station peaibdlistens for a beacon frame that
can be used to measure the channel conditions through thed-$agnoise ratio (SNR), the received

signal strength (RSS), the frame loss rate, or the erroatst Based on such collected information,
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the station estimates the most appropriate data rate to comate with the source of the beacon.
The smaller is the beacon interval, the more accurate isdfira&ion as channel conditions would
less drastically change. This is particularly true for n@lpiodes at low speed or stationary nodes
like mesh networks. Even if the beacon interval is comparédnige, this estimated rate is still
more appropriate than a randomly selected or “guessetidl data rate at the beginning of the
transmission.

A supplement to the beacon estimation is to take all comnatioic frames into consideration
for adaptive data rate adaptation after two stations dtait tommunication. Such a strategy can
provide more accurate estimation if there are multiplesmaissions within a beacon interval.

When SNR is collected from the physical lay&DRA adjusts the data rat&, such that
R, = ax R,_1 + (1 — a) x r wherer is the instantaneous rate estimated from the SNR. When
« is a constant, this equation is similar to Pavon and Choi [8F use an adaptiva such that
o= [0x* % andg is a constant from 0 to 1R, is the SNR low threshold for a given data

rate (e.g. 5.5 Mbps); anf,; 4, is the SNR high threshold for the same data rate.

3.1.2 Frame Loss Differentiation:

Since no data rate adaptation scheme is perfect, the sergerransmit at an overoptimistic
data rate, leading to frame losses. In practice, due to twsspf RTS/CTS, a data frame can also
be lost from transmission collision. A frame loss may hintiacrease the data rate. ARF[2]
and other frame loss based rate adaptation schemes, theenomlbst frames or the frame loss
rate determine the data ra#®RFdecreases the data rate whenever two consecutive framiesiget

no matter what caused the frame loss. However, a lower ratédwmduly hurt performance if the

41



frame loss was due to a collision. Thus, it is critical to deli@e the cause of a frame loss and take
appropriate actions in a data rate adaptation scheme.

LDRAexploits the retransmission (after a loss) at the lowesttethnique to accurately diag-
nose the cause of a frame loss (collision or channel degoajlaivVhen a frame loss occurs for the
very first time, the sender retransmits the lost frame atdives$t data rate, instead of the same rate.

Such retransmission allows the discrimination based ofoll@ving cases:

¢ If the receiver is still within the radio range, then the rigee would most likely receive this
retransmitted data frame in case of channel degradaticeubef the lowest data rate. Thus
the sender can receive the acknowledgement and correfehtivat the loss is due to channel

degradation.

e If the retransmitted frame is lositndno beacon is received during the latidteacon periods,

the sender can correctly infer that the receivenisof range(for the current channel quality).

e [f the retransmission at the lowest data rate is lost, butaade frame has been received in

the latesiN beacon periods, then the sender can infer that the loserrdtie to collisions.

After diagnosing the losd,DRA will take the appropriate actions for each type of loss as

explained in the next section.

3.1.3 Reactions to Frame Loss:

After a frame is lost, three reactions are proposed to ingretwork performance upon dif-
ferent diagnosed frame loss causes.
Frame loss due to channel degradation Since the loss is not due to a collision, then the

sender shouldot double its contention window as stipulated in IEEE 802.1]1 Joreover, based
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on the frame exchange retransmitted at the lowest rategtiues is able to estimate the new appro-
priate data rate.

Frame loss due to out of range of the receiverThe sender will immediately pause its trans-
missions until it detects a new beacon frame. This resultwdarbenefits: 1) it eliminates unneces-
sary network traffic and therefore reduces collisions (ddan/exposed terminal problems), and 2)
it saves power.

For the frame loss identified from a collision As usual, the sender will invoke, for good
reason, the binary exponential backoff mechanism, butnetidecrease the data rate: a lower data
rate does not remedy or alleviate collisions. On the coptradower data rate increases signal
coverage and thus mayorseninterference and collision. Therefore, the sender shoulhtain the
current data rate after a collision. This is a critical difiece from traditional data rate adaptation
algorithms without loss differentiation.

The core algorithm oEDRA:is illustrated in the flow chart in Figure 3.1.

3.2 Justification for Retransmissions at the Basic Rate

In IEEE 802.11b [25], there are four modulation schemes: BPB/bps), QPSK (2Mbps),
CCKb5.5 (5.5Mbps), CCK11 (11Mbps). We analyze the expedim@ required to successfully
transmit a frame for each modulation (each rate) in diffeségnal-to-noise ratio (SNR) environ-
ments. In IEEE 802.11, the Frame Error R&EER) is associated with a frame length of 1024
bytes. If the bit error rate (BERy is very small and losses are independent, then the corrdsmpn
FER can be approximated pas< 1024 x 8. The expected number of transmissions for a frame to
be successfully delivered %. The expected transmission time at the rtates m.

Based on the bit error rate data reported by Wu [37], Figw2élBistrates the relationship between

43



Frame
Received

Estimate Rate from RSSI

Save current date rat DR

Beacon received?
Y

Pause transmission
and monitor beacon

Use lowest data rate to Restore data rate DR
retransmit
No exponential backoff L

Exponential backoff

Retransmit
frame
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expected transmission time and SNR for different modulatid hex-axis represents the SNR, and
the y-axis is the expected transmission time. Bianathal. [38] observed that the SNR in outdoor
environment is usually less than 6 db for 802.11b/g. Fronuf&igd.2, it can be observed that, if
a frame is transmitted at 5.5 Mbps or 11 Mbps in an environmétiit SNR less than 6 db, it has
to be retransmitted so many times that transmissions arkebynto succeed. But for the lowest
rate of 1 Mpbs or 2 Mbps, a frame will successfully be transdialmost every time in low SNR
environment. Thus, in traditional retransmission schemsesn if a frame is lost due to channel
fading with a very low SNR, CSMA/CA always assumes the lodsstdue to collision. It backs off
and retransmits the frame at the same high data rate agaseveral times. As illustrated by Fig-
ure 3.2, this retransmission strategy is wasteful and dddordrame losses resulting from channel
degradation. Thus, it is important to retransmit at the Etvdata rate and differentiate the cause of

a frame loss.

3.3 Performance Evaluation

In this section, we mainly evaluate the network performangaovement by DRAover other
existing algorithms with composite frame losses from veissl transmission collision and channel

degradation.

3.3.1 Simulation Configuration

LDRAIs simulated in IEEE 802.11b WLAN and ad hoc modes with ns& (8ersion 2.29).
Three data rates are used: 11 Mbps, 5.5 Mbps and 2 Mbps. Thegat scheme is compared

with ARF[2] and Adaptive Auto Rat¢5] through simulations of a single flow and then multiple
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competing flows. All wireless stations are within a 500mx®H0&rea that is covered by the signal
of one access point located at the center.

We simulate the channel degradation with the two-ray grofagthg model. The two-ray
ground fading model [32] is a large scale fading model. Adioag to this model, the signal received
is composed of two components: the line-of-sight throughdinect path and the wave reflected by
ground. In general, the power of the received signal at ditmtés proportional to the exponent of

the transmission distance, which follows:

1
P, =PI (3.1)

whereP; is the power of the signal at the transmittErrepresents the antenna factors, such as the
heights, the antenna gains; ahi the transmission distance. With the two-ray ground fgd8NR

is constant at the receiver if both the receiver and the mnétes are static at some locations.

3.3.2 Data Rate Adaptation

At first, LDRAIs compared wittARFto showLDRASs ability to converge to a steady data rate.
The first experiment consists of one mobile client node with access point. The client node moves
around an area such that 5.5 Mbps is the most appropriateatataFigure 3.3 plots the results:
the z-axis represents the time and thaexis is the data rate. Figure 3.3 shows, as expected, that
ARF frequently changes the data rate because it blindly makestatents regardless of wireless
channel conditions. Under the same conditions, the prapssleemel DRA remains steady at the

appropriate data rate of 5.5 Mbps.
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3.3.3 Throughput Improvement

: : Throughput;, pra—Throughput x
We define throughput improvementldbRAover some schemg as Throug il :

UDP CBR is used as the traffic in most experiments, exceptstechse testing TCP flows.

Figure 3.4 plots the throughput improvement o¥dRF in an experiment with varying the
density of mobile nodes at different velocities in a WLANwetk. The z-axis is for velocity
and they-axis represents the network throughput improvement wifferént node densities. As
shown on the figure, although the velocity impacts throughipdoes not significantly impact the
improvementThe improvement sharply increases with nodes densitys iStdue td_DRASs ability
to correctly distinguish a frame loss due to collision frdmttdue to wireless channel fading. As
collision increases in denser network)RA exploits its ability to correctly diagnose collision
losses and to maintain the original data rate. VBWRF, the node unduly decreases the data rate. As

collision increased,DRAperforms better thaARF, leading to a better throughput improvement.
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The relationship between throughput improvement and nétdensity is even stronger from
the simulation results depicted in Figure 3.5. In this sdendghe mobile nodes move at random
velocity in an ad hoc network. The-axis andy-axis respectively represent the number of mobile
nodes in network and the throughput improvement.

We also compare the throughput fracDRAwith that from workAARby Pavon and Choi [5]
in ad hoc network. Figure 3.6 illustrates the results. Nbtg the benefits frolbhDRA are more
remarkable as the network density increases. In low netwerisity, AAR scheme [5] performs
better thanLDRA, becausd.DRA spends time on the loss differentiation that is not so necgss
with little composite loss. But in a high node density enmitent,LDRA outperforms it, due to the
ability to differentiate losses.

Another set of experiments were carried with TCP flows. Défe numbers of TCP flows are
tested forlLDRAand ARF. The total network throughput for all TCP flows is used to nneaghe

improvement. The simulation results are plotted in Figuile Bhex-axis represents the number of
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Figure 3.7: Throughput Improvement in TCP
TCP flows. They-axis represents the overall network throughput improvegrnéLDRAover ARF.
This figure shows a dramatic improvement up to almost 100%liffarent scenarios.
3.3.4 Delay Jitter Improvement

Figure 3.8 shows a significant improvement of delay jittaMbAN by LDRAoverARF. Delay

jitter is defined as the time difference in delay between twaressive frames. We collect the maxi-

mum delay jtter for each scheme to compute the delay jitprovement a&*<leu/iticranrpelayTilterLppa,
The experiment involves one mobile client node and one aquaist with a UDP flow. The:-axis
andy-axis respectively represent the velocity and the delggrjimprovementBasic Rate Retrans-
missiontechnique substantially contributes to this improvemestanise the number of retransmis-

sions is minimized by DRA LDRAInduces less variability of delay after a frame loss andafoee

yields a lower delay jitter thaARF.
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3.4 Discussion

LDRAbenefits from its loss diagnosis ability. It also recoverst Fbames promptly with the
basic rate retransmission technique. B¥RAdoes,LDRAalso relies on SNR for rate adaptation,
which restricts its implementation to evaluate in practiddnerefore, an effective rate adaptation
scheme based on frame loss is challenging but highly désitaimplement and evaluate in the

real world for more sense in research.
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CHAPTER 4

ERA: EFFECTIVE RATE ADAPTATION

To identify a reasonable, implementable, effective, aratiiral rate adaptation scheme with
loss diagnosis, we investigate most recent rate adaptatioemes. As presented in Section 1.3.1,
we identify their anomalies in the implementation. Basedt@se observations and design princi-
ples in Section 1.4, we design the schdafiective Rate AdaptatiofERA).

In order to address the challenge of not using RTS/CTS framesost scenarios, we take
advantage of the fragmentation mechanism to assess thedathater a frame loss, to diagnose
the cause of the loss, and to develop an efficient retranemissrategy for loss recovery. Also,
to efficiently adapt rates in collision free environmentg mtroduce the binary backoff concept
similar to that inAARF, but different in counting the number of successfully dsiad data frames.

In this chapter, we first discuss the rationale to exploginantation mechanism BRA Then
we detail the design of this scheme. Afterwards, we partitice performance evaluation into two
sections: the first section presents the results from simatathe second section discusses the
experiments on a Linux based tested including the implemigilatform, the experimental envi-
ronments and methodology, and the results from extensigerg®ents conducted on the testbed

implemented wittERAand selected most recent rate adaptation schemes.

4.1 Rationale

This section details the rationale of using fragmentatemiihique to serve loss differentiation,

fast recovery purpose in our proposal.
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4.1.1 Fragmentation in IEEE 802.11

Fragmentation is standardized in IEEE 802.11 thasisallyused for packets too large to load
in an MAC data frame or unfit for current channel conditiomsa kollision dominated environment,
a long data frame may yield poor performance, but fragmgntiinto fragments of optimal size
may dramatically improve performance, although the peweberhead is increased. Figure 4.1
illustrates the transmission of fragments stipulated EBEB02.11. Consider a sender station splits
a framefF into two fragmentd'rag; andFrag,. Fragmentt'rag, bears a network allocation vector
(NAV) N AV; that reflects the time duration that the sender requires ngpteie the transmission
of the second fragmertrags (till the reception ofAC K5), therefore the full framé’ . Due to the
virtual carrier sense mechanism, all stations other tharrébeiver that hear the fragmehtag;
will remain silent for durationVAV;. The receiver acknowledges withC K; that bears a new
NAV also reserving the complete transmission of the secomgiient. Such reservation completes
till the completion of all fragments of the full framg. Therefore, in an environment with collision,
if the first fragment is successfully transmitted, the cleiscleared for all remaining fragments of
that frame. Namely, the strength of fragmentation is thatprobability of collision for the whole

frame is reduced to the probability of collision of its firsidment
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4.1.2 Fragmentation and RTS/CTS

When a frame is fragmented into several pieces, each of tekemeaded to assemble with a
MAC header. Therefore, fragmentation yields more perdgrbead to data payload. Atfirst glance,
fragmentation appears to incur more overhead than RTS/Giteat frames because RTS/CTS are
shorter than the MAC header. However, with detail invesiigea this impression is not correct
for following reasons. First, the lead fragment is transmitted at the same rate as a datee fr
instead of thebasicrate at which RTS/CTS are transmitted. The following exangies a more
clear view. In IEEE 802.11g, RTS is sent at the basic rate 6 Mbbile the median rate is 24
Mbps. Therefore, the time to transmit a RTS (20 bytes) is kguthe time to transmit an 80-byte
(= 20 * 24 =+ 6) data frame at 24 Mbps. Deducting 34-byte of the MAC headdr@RC, the time
is still enough for a fragment carrying 56 bytes data payloadother benefit of transmitting the
short (lead) fragment at the data frame rate after a franeitodiscussed later in Section 4.2.2.
Second the transmission in IEEE 802.11 operates in time slots: aignevery transmission uses
up a whole slot time even the transmission is over at the baginof this time slot. Thus, when
we calculate the transmission time, we should computer tineber of time slots occupied, rather
than the continuous nano-seconds (or even smaller timg)uhit 802.11g, a time slot lasts for 20
uS. A RTS plus PLCP header requires abouty&0to be transmitted at the basic rate 6 Mbps in
OFDM coding. The transmission time of a RTS is rounded up guelgo 3 slots, which is enough
to transmit about 77 bytes MAC data payload plus the MAC ldgader at the intermediate rate 24
Mbps. In conclusion, a short fragment transmitted at a nbrata often incurs less overhead than

RTS/CTS.
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4.1.3 Numerical Analysis of Fragmentation

To analytically demonstrate the strengths of fragmemaiioa collision dominated environ-
ment, first we compute the probability for a frame to collideaafunction of its length. Then, we
will compute the ratio of the probability to collide for a wleoframe over the probability for a
fragmented frame. Consider an IEEE 802.11 network Withtations under saturated traffic: each
station has a frame available to transmit all the time. Sappdl data frames are of equal length and
the transmission of a frame occupiddime slots. Letp be the stationary probability that a station
transmits a frame in a randomly chosen sfotan be obtained using Bianchi’'s analysis [39]. Now,
suppose a station is transmitting.

Let ¢ denote the probability that no other station transmits yganeric slot K) occupied by

the frame being transmitted.can be deducted as following:

g=(1-p™M! (4.1)

For the frame in transmissionot to collide, all N slots occupied by the frame should not
overlap with any transmission from other stations. Therefthe probability that this frame ot
in collision should be:

r=q" =(1-pNM-D (4.2)

Then, the probability that this frame is collided can be ghted as:

P=1-—r=1-(1—-p)NWM-D (4.3)
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When a frame is fragmented into two parts: one is very shwgtpther is the remainder. If the
short fragment occupieSslots, the probability of this fragment to collidelis- (1 — p)S(™ =1, As
noted above, with fragmentation in IEEE 802.11, the prdipghuf collision for the whole frame is
reduced to the probability of collision of its first fragmemherefore, the collision probability ratio
for a whole frame over the same frame but fragmented is:

Lo (LMD
1— (1 _ p)S(M—l)

(4.4)

With above analysis, it is convenient to computer the nuca¢ienefit of the fragmentation.
Consider a WLAN of five contending station®/(= 5) and the data payload of a frame is one Kbyte.
After fragmentation, the first (lead) short fragment car2@ bytes. In IEEE 802.11g, a time slot is
20 pus. Taking into consideration the headers of PLCP, MAC, IH,dBP, the data frame occupies
10, 20, and 74 slots respectively at transmission rates 5dsivitd Mbps, and 6 Mbps. Following
the same calculation, the short fragment occupies 2, 3, asidts, respectively. Based on these
data and Equation 4.4, the collision probabiliitio as a function of the transmission probability
p is plotted in Figure 4.2. Theg-axis represents the collision probability ratio and thaxis is for
the stationary probability that a station transmits in a generic time slot. Bianchi [@8ws that
the optimal throughput performance for a smalloccurs at very smap. The binary exponential
backoff mechanism in IEEE 802.11 does kgegmall. As we can observe from Figure 4.2, when
p is small (less than 0.15, shown in the inner magnified figuhe) probability for a long frame to
collide is several times that of a fragmented frame. We caclode that the probability for a frame

to collide in contention dominated environments is draoadiy reduced by using fragmentation.
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4.2 Design of ERA

ERAIs purposely designed upon frame loss, since SNR and RSSitdihow strong correla-
tion with channel conditions in complex environments. laisvinning streak” scheme that counts
the number of consecutive data frames transmitted suctlgdsfr rate increase to exploit potential
better channel conditiondERAaccurately differentiates frame losses with fragmentatieecha-
nism and promptly adjusts rate if a loss is diagnosed fronmclladegradation. In the following,

we discuss each of these features.

4.2.1 Channel Assessment

One consideration deserving special effort for rate adiaptas the method to exploit poten-
tially better channel conditions. Channel exploit for fiatnss based schemes can only be achieved
through rate increase. It is double-edged: 1) if the rateassiased more frequently than the channel
condition upgrades, frame loss also increases as if it i thannel degradation; 2) if the rate is
adjusted less frequently, the better channel conditioroidfully exploited. It is impossible for a
rate adjustment to keep the same pace as the channel candities. However, to achieve optimal
network utilization, a rate adaptation should identify #iadte balance between these two “edges”.
ERAexploits the potential better channel condition by usirgy“tminning streak” mechanism with
an adaptive threshold. Before the detail of the rate ineréaERAIs presented, a notion afans-
mission counters introduced first for convenience in explanation.

The transmission counté&fr is used to assess tbgnal stabilityof the channel in communica-
tion. T'r used by the sender records the number of consecutive stidbesansmitteddataframes
at some rate7'r increments upon a successful transmission. It is reset ¢o 8rfother rate under

two scenarios: 1) a transmission failure is diagnosed duehémnel fading; 2) the transmission
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Figure 4.3: Consecutive Transmission Counting

succeeds after a rate increase with consideration thanehaondition is good enough for higher
rates. Butl'r is not impacted by any diagnosed collision loss. The detaihting process df r

is plotted in Figure 4.3. LeT'r = 2 after two consecutive successful transmissions at dagaiat
Suppose that the third frame fails and the frame loss is disgph as a collision, thefir remains

2. Furthermore'r is incremented after the third frame is recovered (as thi)at rateR: the
channel is still good enough at rak# However, the fifth frame fails and the cause is diagnosed as
from channel degradatioff;r is reset for the lower rate in a new counting cycle.

To balance the “double-edge” of rate incredsBAintroduces an adaptive rate increase thresh-
old T's, which is similar to that irAARF. In channel exploitERAIncreases the rate when the trans-
mission countefl'r reaches the adaptive threshdld. Such an increase is based on the inference
that, since there arér consecutive data frames transmitted successfully (exauithe collision)
at current channel condition, the channel condition mighgbod enough to support higher rates.
To achieve the balancé,s should not be too high so that a sender can quickly reach tteebi
available rate and should not be too small to avoid ratelaioihs and frequent losses due to overly
optimistic increases. The initial value @f- is set to 8 in our testbed. To reduce the frame loss in
stable signal environment, the valu€lof is adaptively updated: if a transmission fails immediately

after a rate increasé,s is doubled, up to 32 maximum. At the same time, the rate faltklto the
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prior rate with the assumption that the prior rate is alreh@yhighest that current channel condition

can support.

4.2.2 Loss Diagnosis

In IEEE 802.11 wireless environments containing fast ckawariation plus transmission col-
lision, the frame loss is inevitable. But different type wdrhe loss can not be treated with the same
solution. TherefolERAachieves the loss diagnosis/differentiation with fragtagon mechanism.
Suppose a frame loss occurs at rafg;;. Let 7,.cvi0us D€ the rate of the last successful trans-
mission before the current transmission failure. Two pgmestases deserve consideration in loss

differentiation.

1. 7rait > Tprevious: This occurs only when the rate is increased from.yious 10 774 after
T'r consecutive successful transmissions. The immediaterigsion failure might indicate
that the current channel condition can not support the nehenirater ;. Therefore, it is
reasonable to conclude that the frame loss is likely due ¢éoaptimistic rate increase g,

the wireless channel condition can only support ¥gfg,;.s, but not rater ;.

2. Trail = Tprevious- IN this case, previous transmissions succeeded at the isdeng,,;, but
the current frame is lost. Therefore, the loss may be due amradl degradation as well
as collision. Loss diagnosis requires more delicate glyatéVe assume that the channel
condition is fairly stable during the short loddferentiation and recoverprocess. This is

reasonable because that time is shorter than channelioariat

In order to further diagnose the lodsRA splits the lost frame into two fragments by fol-
lowing the fragmentation technique in standard: a verytstiagment and the other of the

remainder. First, the short/lead frame is retransmittétesgamerater ¢,;;. The transmission

61



consequence directs the diagnosis. If the transmissioncisessful for this short fragment,
then the loss was most likely due to a collision. This infeeeis reasonable for two reasons:
1) the probability of successful delivery is much higherd@maller frame in a collision prone
environment, 2) the probability of successful delivery s significantly higher for a smaller
frame in a degraded channel environment. Otherwise, ifrdmesiission of the short frag-
ment fails also, then the loss is likely due to channel deagrad, but not certainly. Therefore,
further differentiation is required. ThéBRAhalves the rate to retransmit the short fragment.
For example, the rate is halved to 24 Mbps if;; was 48 Mbps. Such a retransmission with
rate halving is repeated till the transmission succeedtheorate is decreased to the lowest
rate. If a retransmission at any halved rate other than thedbrate is successful, the loss is
diagnosed from channel degradation. Otherwise, the lagssismed due to severe collision.

The complete diagnosis procedure is illustrated in Figue 4

A key feature ofERAIN diagnosing the cause of a loss consists of using the duaer ;,;;

to retransmit the short (lead) fragment rather than usiedotisic (lowest) rate immediately
after theoriginal failure *. This feature improves the accuracy and speed in the logaatis

in contrast with other schemes. Other schemes use shoredréarg. RTS) sent at tHesic
rate immediately after the original failure. If the transsion at the basic rate is successful,
it is equivocal if the transmission success is the resulhefuse of dower (basic) rate (in

channel degradation) or the use of a short frame (in catiigio

LIt refers to the first failure of a specific data frame, instefithe failure of any retransmission of this lost frame or
its fragments.
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4.2.3 Prompt Recovery

The prompt and efficient recovery of a frame los€iRAbenefits from is accurate frame loss

diagnosis. The recovery has to consider three cases thittfresn loss differentiation.

e If the loss is diagnosed due to overoptimistic rate increaamely the frame is lost immedi-
ately after rate increase, the rate falls back to the primrirmamediately and the rate increase

thresholdT's is doubled at the same time.

e If the loss is diagnosed due to collision, the rate remaing.tBe short (lead) fragment from
fragmentation combined with the binary backoff in the 802standard should efficiently

address the problem.

e If the loss is diagnosed due to channel degradation, thengaiate technique can identify

the appropriate new rate quickly for the degraded chanmadition and recover the loss.

Unlike other rate adaptation schem&fRAdiagnoses the cause per loss: it differentiates the
loss upon each frame loss. Once it diagnoses the loss is diatmel degradation, it adjusts the
rate immediately, rather than waiting till some time lat@his per loss diagnosis speeds up the
response to frame loss, recovers lost frames quickly andftire improves the network utilization.

The complete and precise schemdé&&Ais described in the flowchart in Figure 4.4.

4.3 Performance Evaluation on Simulation

We evaluateEAR on both network simulatons-2 and a implemented Linux testbed. This

section only presents the result gathered from simulations
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4.3.1 Simulation Configuration

All experiments are restricted to WLAN infrastructure netis. Experiments were carried
out with IEEE 802.11g MAC on simulatans-2[36]. We refer the physical layer parameters to
the Cisco Aironet 802.11a/b/g cardBus wireless LAN adapte}. Scheme#ARF, CARAand our
ERAwere chosen and implementedne-2for comparison:ARF from the category without loss
differentiation; CARAfrom the category with loss differentiation but requiringHCTS; ancERA
from the category with loss differentiation but without v&gng RTS/CTS. The performance of
these schemes is evaluated in two cases: a static mesh kemwaronment and a mobile network.
A set of experiments evaluated the impact of congestior lelide another set evaluated the per-
formance in a collision free environment. Most simulatiovesre conducted with multiple wireless
nodes. Thestaticnetwork topology of 16 client stations and one access psistidown in Figure 4.5.
These stations are within the radio coverage of the accang pat they do not necessarihyear
each other. Therefore the existence of hidden terminalratgpen the network area size. To simu-
late a realistic environment, wireless channel fadingreusated with Ricean fading model [32] that
takes into account both distance fading and time varyingoblafluctuations. Consequently, such
a simulation environment contains mixed losses from bo#nokl fading and collisions. Another
simulation scenario was carried out with one client and taypehannel fading model.

The performances 0ARF, CARA andERA are respectively evaluated and compared under
different scenarios: strictly congested network (no leshee to channel degradation), strict channel
degradation (collision free), and the more usual case whered losses may occur due to channel
degradation as well as collisions.

Performance evaluation is conducted through extensivalations usingns-2 network sim-

ulator. IEEE 802.119g [26] is used as the MAC layer becauseastore predefined rates. For
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Figure 4.5: Topology of 17 static stations

Simulator ns-2v.30

MAC CSMA/CA DCF basic access
MAC data rates 6,9, 12, 18, 24, 36, 48, 54 Mbp
Channel fading Two-ray ground or Ricean

Ricean fading factor (K) 4
Traffic UDP Constant Bit Rates (CBR
Frame length 100, 500, 1000, 1500 Bytes
The short fragment length Same as RTS

Table 4.1: Simulation parameters
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Topology | Number of Stationg  Motion Model
11 2 static
12 2 random movement
£3 17 static
14 17 random movement

Table 4.2: Simulation topologies

the physical layer, we use the parameters of Cisco Airon2t18@/b/g cardBus wireless LAN
adapter [40] and assume symmetric links. Table 4.1 sumestlze network configurations and
parameters used in these simulations; and Table 4.2 desdtie main four network topologies
and the number of stations (including the access point) éh eae. The traffic is always from the
stations to the access point.

Each result figure plots the data averaged from multiple mitls random staring time in
different evaluation environments. Each run of simulat®mf 2-minute saturated UDP traffic.
We evaluateERAIN three environments: channel degradation dominatetisionl dominated, and
composite (frame losses due to collisions as well as chaeggladation). First, we present the

experiments made in a composite environment.

4.3.2 Composite Environments: Collision and Channel Degdation

First, we evaluate the presumed strengtER# i.e., its effectiveness to promptly recover from
losses. Then we measure the throughput (by Kframes/s)dastétic network on Figure 4.5 and for
a network of mobile stations.

ERA Retransmission/Recovery Effectiveness
We measure the effectiveness by collecting the fractiomashés losses recovered after only

ONE retransmission. For example, if there are 100 lossedatdof them were recovered after
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only one retransmission, then the fraction is 0.40. The xmmts are conducted over a static
network with 16 stations and one access point located atdhteicas shown on Figure 4.5. We
use topology #3 (See Table 4.2). We adopt the Ricean fadirdehto induce dynamic channel
conditions. By varying the size of the network layout area, get a variable of loss ratio due to
collision: the collision ratio is the number of frame losske to collision over the total number
of frame losses. If the collision ratio is null, this meanattthe environment is collision free
(channel degradation dominated), which is emulated with ane client station. A strictly collision
dominated environment has a collision ratio of one, whichpesms when all the stations are so
close to the access point that there is no transmissiondailue to channel fading even with Ricean
model. Figure 4.6 plots the fraction of recovered lossezr afily one retransmission on theaxis
with the collision ratio on thec-axis. Under most condition&RA succeeds in recovering 80%
of the losses with only one retransmission of the whole loatne and outperform€ARAunder
all circumstances. In a channel degradation dominatedammient (close to null collision ratio),
CARAdoes not recover quickly because it often addresses thasossollision.

For the same experiment, we also compute the mean of the mwhimtransmissions plotted
on they-axis of Figure 4.7. The strength BRAstems from its refined mechanism to diagnose the
cause of a frame loss and adopt the best strategy to recaveiorBCARA the success of RTS/CTS

at thebasicrate can not indicate channel fading or collision.

Throughput for Static Networks

To evaluateARF, CARA andERAunder realistic channel conditions with both channel degra
dation and collision, we use the Ricean fading model on &atatwork of 16 stations (see Fig-

ure 4.5) and vary the area size to adjust the congestion léveluse topology #3 (See Table 4.2).
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CBR traffic with 1000 bytes packets is sent from the 16 statiorthe access point. Figure 4.8 plots
on they-axis the throughput achieved B\RF, CARA andERA respectively. As we observERA
performs better in heavily congested environments (in kemateas). This is becaugRAimplic-
itly assumes the loss is due to collision at first (by transngtthe short fragment at the current

rate). Consequently, it favors the loss differentiatioratlision dominated environments.

Throughput for Mobile Nodes

The throughputs oARF, CARA andERAare respectively evaluated on a mobile network of
17 stations: all 16 client stations amobileat random velocities to random destinations with short
pause between two consecutive movements in a 350mX350mTdreaccess point, located at the
center of the network , is static. We use topology #4 (Seeeldldl). The Ricean fading model is
used to simulate channel degradation. Table 4.3 shows tiaenpters used in these simulations.

All stations keep transmitting to the access point UDP CEiffitr.
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parameter value
Network Area 350mX350m
Location of Access Point (175m, 175m)
Fading Ricean
Velocity 2 m/s to 30 m/g
Pause Time 1 second
Client Stations 16

Table 4.3: Network parameters for mobile network simulatio
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Figure 4.9: Throughput of mobile stations

The first experiment evaluates the throughput for all sclsawith a CBR traffic with different
packet lengths: 500 bytes, 1000 bytes and 1500 bytes. F@@rplots the throughput oARF,
CARA andERAfor different packet lengths. The horizontal axis représdéime packet length used.
With longer frames, there are more collisions, therefeRAhas more opportunities to deploy its
strength.

We also collect the adaptation transient dynamicsABRiF, CARA and ERAfor the mobile

stations. Figure 4.10 displays three plots ARF, CARA and ERA Each plot corresponds to a

71



| | | | | | | | |
ARF + CARA + ERA +
Channel Rate Channel Rate Channel Rate

54 p& — 54 J¥ = 54 P& —
& 48 — & 48 — & 48)E O
Q Q [=
=) e} =)
2 2 2
o 36 — o 36 — o 36 o
T 5] T
o4 14 4
8 8 8
S 24 |~ — 8 24 B# — g 24 ke ds s -

18 | — 18 b — 18 pHSCERHDEHH: +Hr

2| - 12 . 2 -

= — - — b —
6 f H it HHH- HH HH 6TII++HH—+I—++H+I+HI-I—++-0- 6 |- —
0 | | | 0 | | | 0 | | |
8 85 9 9.5 10 8 8.5 9 9.5 10 8 8.5 9 9.5 10
Time (s) Time (s) Time (s)

Figure 4.10: Adaptation dynamics

two-second period of dynamics for a randomly chosen molidatcstation. Ther-axis is the time.
The y-axis shows the data rate in Mbps. Each plot presents tweaesurthe first curve labeled
“Channel Rate” (symbok) is the rate that the channel can support at that instanirfasg perfect
knowledge) and the second curve (symhkdl is the rate selected biRF, CARA or ERA We
observe that in such conditions (mixed environment withhlmatlision and channel degradation),
1) the volatile nature of the channel makes it difficult foy aate adaptation scheme to select the
optimal supported rate 2) the plot fBRAhas more points (which means more frame transmissions)
than the two othersARFandCARA becaus&RAresults in less congestion loss, andERAselects

a rate that is closer to the optimal achievable r&¥@RAoutperformsARFmainly due to its ability

to reduce collision with RTS frames.

With above extensive simulations on different network tog@s and configurationgERA
robustly exhibits dramatic performance improvement. €h@mulation results illustratERAs ef-
fectiveness in composite environments (channel deg@adatd collisions). In order to understand
betterERA we evaluated it separately in a strictly channel degradatbminated environment and

then in a strictly collisions dominated environment.
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4.3.3 Channel Degradation Dominated Environment

For these experiments, we use topology #1 (See Table 4.R)oni static station at a con-
stant distance from an access point. First, we evaluatehtbeghput performance throughout the
experiments oARF, CARA andERAIn stable channel environments. Second, we measure the
throughput for these three schemes in an environment witlarjc channel conditions simulated
with the more general Ricean fading model. Finally, we meadie impact of packet length on
the throughput of those three schemes for a station at 30fimdin access point. Due to the space
limitation, we only present the result gathered in the staivironment and leave the result of the

other two scenarios in our technical report [41].

Stable Channel Conditions

In general, a user sits at a desk and has a long work sessiae wlggven constant rate will
be most often supported. We somewhat create such enviranmitnonly one fixed station and
one access point. The two-ray ground fading model is usecdigare that a given constant rate
is supported: the supported rate under a two-ray grounchdaaiodel depends only on the com-
munication distance. Figure 4.11 plots on thaxis the throughput achieved BARF, CARA and
ERA-respectively when the client is at a constant distancaxis) from the access pointERA
outperforms the other schemes due to 1) the effectivengtsretovery strategy and 2) the mecha-
nism inherited fromAARE adaptively adjusting the threshold numb&wn{eshold) of consecutive

successful transmissions required to increase the rate.
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4.3.4 Collisions Dominated Environment

For this environment, all simulations are carried out in avoek with 17 static stations corre-
sponding to topology #3 (See Table 4.2): one access poinf@rmtient stations. The objective is
to evaluate the performance BRAand compare it tARFand CARAperformances in a collision
dominated environment. We use the two-ray ground fadingehsutch that the best supported rate
is constant (stable channel conditions): with the two-reyugd fading model, the quality of the
channel is determined only by the distance. All 16 clientiagtes are uniformly placed in a rectan-
gular area as shown in Figure 4.5. The congestion level iméteork is varied by adjusting the
size of the network layout rectangle. All stations keep send0 Mbps CBR traffic to the access
point at the center of the rectangular area. We measure ithegiput and evaluate the impact of

the packet length on the performance.
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Impact of the Congestion Level

Figure 4.12 plots on thg-axis the throughputs cARF, CARA andERA respectively. The
z-axis represents the length of the rectangle. The packeisiet to 1000 bytes.

ERAperforms best again, followed BJARA and thenARF. Especially, as the collision in-
creases (smaller rectangular area), more improvemenhisvad byERAdue to a more accurate

loss differentiation and to the judicious recovery strgteg

Impact of Packet Length onERA

In each simulation, each station sends CBR traffic with psckE100 bytes, 500 bytes, 1000
bytes, or 1500 bytes. All stations send packets of the samedrsieach run. Figure 4.13 plots the
percentage throughput improvement&dRAover CARA(100 x W). When the frame size

increases, the improvement increases because collisienn@e likely with longer frames. The
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Figure 4.13: Impact of Packet length on throughput improseim

improvement is more significant for smaller rectangles bsedhere are more collisions aB&RA

has more opportunity to take advantage of its superiority.

4.4 Performance Evaluation on Linux based Testbed

In addition to above simulation experiments, we also imgetand evaluatERAand selected
presentative schemes on a Linux based testbed. Because r&NRSS1 have been studied to be
poor channel conditions indicators, SNR/RSSI based raptation scheme are not considered for
implementation in our testbed. Moreover, some of thesersekeare not IEEE 802.11 compli-
ant and just cannot be implemented on off-the-shelf IEEE BDRetwork interfaces. Therefore,
we only implement for performance evaluation the repregemeat schemes that use frame loss as
channel condition indicator. After investigatioAARF, CARA, RRAAnd SampleRatare selected
to respectively represemMion Loss Differentiation-Winning Streakoss Differentiation-Winning

Streak Loss Differentiation-StatistigdNon Loss Differentiation-Statisticgvhich are highlighted in
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Table 1.1. These representative schemes together withropoged schemgéRAare implemented
in the Linux based testbed.
This section presents the implementation details of thextbased testbed. Then experimental

environments and methodology are discussed. Finally thédtesfrom this testbed are presented.

4.4.1 Implementation Platform and Architecture

Our testbed consists of one wireless router and six lapteptsl Considering the open ar-
chitecture, we implement rate adaptation schemes in slidgach laptop client is equipped with
a mini-PCI 802.11 adaptor with Atheros R5212 chipset. Tligptor is chosen for some of its
attractive features. First, Atheros R5212 chipset sup®0R2.11 a/b/g modes. It is convenient for
us to tune to any 802.11 mode in our experiments without dxrdware support. Second, also
most important, there is an open source driver comprehelgssupporting adaptors with Atheros
chipset in Linux, which is downloadable from MadWifi [42]. iBhdriver is delicately designed
and layered in architecture to take in new development. dThive MadWifi driver is dissected
into different modules: rate adaptation control is devetbps an individual module. This archi-
tecture speeds up the implementation of a new rate adaptstleeme. In addition, the MadWifi
driver provides an excellent mechanism to access the comation statistics through a delicate
interface to the firmware on the chipset. The communicatiatistics (e.g. SNR, RTS/CTS rate,
transmission result and retries) are accessible and dlatiewith minimum delay. The transmis-
sion queues in driver can also be manipulated for per-frapggadion. The rough architecture of
this open source driver is depicted in Figure 4.14. As showthé figure, the MadWifi driver con-
sists of four components. Among thenet802.11provides generic IEEE 802.11 services such as

frame assembly/disassembly, user authentication ancedatsption.HAL (Hardware Abstraction
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Figure 4.14: MadWifi Driver Architecture

Layer) provides access for the other components to the lamediivmware HAL acts as an abstract
application interface because it is a closed source packébebinary only format maintained by
Atheros Inc. The third componerdth, consists of specific callbacks foet80211andrate control
through the interfaces supported by BAL. Therefore,ath behaves more like an encapsulation
of HAL to provide firmware access. The componBate controlis responsible for executing rate
adaptation algorithm to select the transmission rate fon €ata frame. We implemented rate adap-
tation schemes iRate controlas individual modules. Our implementation is carried out.omx
kernel version 2.6.18 and MadWifi driver version 0.99ARF, CARA RRAA andERAare imple-
mented as separate rate control modusnpleRat§l1] already exists in the MadWifi driver, but
by default it deliveries the control of retransmission tonfivare, it has a clear advantage over the
other schemes. Therefore, for fairness in comparison, meduoff this capability foSampleRate

SampleRaté&s modified to control the retransmissions in the driver asatiher schemes do.

4.4.2 Implementation of ERA in MadWifi

In our testbed, to be compatible with the architecture of Wedg ERAIs implemented as an

individual rate control moduldERAmodule consists of three primary components: rate adjugtme
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retransmission and loss differentiation. The dependendyimteraction of these components are
illustrated in Figure 4.15. For each transmissiBRAdetects the consequence (failure or success) of
the transmission from the callbacks in modatb. If the transmission succeeds, the rate adjustment
component updates the transmission coufteand increases the rate if the condition is satisfied. In
case of failure, the loss differentiation component takes the control. It is charge of fragmenting
the lost frame, handing over the fragments to retransmitdiaghosing the cause of a loss. The
result of loss differentiation is output to the rate adjustincomponent to decrease the rate in case
of channel degradation. The retransmission componensorsible for queueing corresponding
fragments of the failed frame into the transmission queukamsigning the short fragment a rate
by consulting the rate adjustment. Since we do not have @ooier the transmission buffer in the
firmware, we turn off the retransmission functionality farch data frame in firmware provided by

ath. Instead, we retransmit in the driver through the transimisgueue.
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4.4.3 Experimental Environment and Methodology

We conduct experiments in both controlled tests and fieldipulite tests. The controlled
experiments are carried out in a building called Shop Bagdivhose floor plan is depicted in Fig-
ure 4.16. The experimental building consists of classroaffises and labs. But all office furniture
and lab equipment have been moved out as the departmeraterlodo minimize the external sur-
rounding interference, we conduct all experiments in thenang after all classes dismissed when
nobody was walking around during the experiments.

Our testbed consists of one access point and six laptopsacess point is a Belkin wireless G
router with compatibility to 802.11b. All client laptopsealBM Thinkpad T60 whose configuration
is CPU Intel Core Duo 1.8Ghz, RAM 1G, HD 80G and mini-PCI WIBaator with Atheros R5212
chipset. All rate adaptation schemes are implemented itagiteps so that any scheme can be
selected at any time for performance evaluation. The aquessis closed to hack and runs “AS IS”
with its factory settings. All data traffic is generated frédme laptops to the access point. The access
point marked withAP in Figure 4.16 is located in the upper rightmost classroomosg laptops
generatingtraffic for trace collection are placed at locatiohs1( L-2, L-3 andL-4). Interfering
laptops are placed at locationis], I-2, I-3 andl-4).

Both laptops and the access point run in IEEE 802.11b/g ctibanode. Therefore, the
available rates are 1, 2, 5.5, 11, 6, 9, 12, 18, 24, 36, 48, andlips in experiments.The access
point supports 11 channels (US standard). There are thne@verlapping channels (1, 6, 11)
available in IEEE 802.11 networks. To reduce co-channeliatence, these channels are normally
deployed to neighboring access points in campus netwankbelexperimental building, before the
experiments, we sniffed the channels that are in use by stiresunding networks. Channel 6 and

11 are heavily used by more than ten surrounding accessspdiné signal from these networks is
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strong and has a large impact on the result if we tune ourdddibthese channels. Comparably,
channel 1 is lightly used by only two networks. Thereforemioimize the interference from other
networks, we tuned the testbed to channel 3 because it issedthy any other close-by network.
Note however that Channel 3 is slightly impacted by netwouksing on channel 1 and channel 6.

Besides the controlled experiments in Shop Building, we akaried out field tests in public
areas. Laptops with implemented schem&sRF, CARA, RRAA, SampleRated ERAare con-
nected to some public access point of the campus networktrafiie generated by client laptops
are transmitted to a wired receiver. These transmissiongerd for channel access against other
anonymous wireless stations connected to the same acdass po

Each experiment lasts for 2 minutes for two consideratidfisst, the time is long enough to
cover time variations of 802.11 wireless signal. Seconi, short so that the channel background
environment does not change wildly for interleaved measereg for each scheme in each run.
For each experiment scenario, five runs are repeated. Anelfdr run, tests for all schemes are
interleaved such that they are evaluated undes#meconditions (as much as we can). Then, in
gathered trace, the maximum and the minimum values of therdine are ignored to avoid wild

variation. The remaining three values are averaged as takrésult. In all our experiments, the
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RTS thresholds set to the maximum to turn off RTS completely for all sizé$rame. UDP and
TCP traffic are used as data load. Two types of UDP traffic anemgged withMgen[43] at 16
Mbps (1000 packets of 2 KBytes per second) or 48 Mbps (200Rgtaof 3 KBytes per second).
TCP traffic is generated witlperf [44]. The receiving TCP window size is set to the default galu
(16 Kbytes) (which is not allowed to change in the Linux wed)se

To comprehensively compaERAand other selected rate adaptation schemes, we mainly mea-

sure their performance in the following scenarios:

e Channel degradation dominated In this scenario, only one client runs in an 802.11 cell.
This scenario emulates a wireless home network. Expersragatconducted for both station-
ary and mobile scenarios. For the static case, the perfaenanevaluated at each location
L-i. Even static transmissions suffer from frame loss due te-itariant channel fluctua-
tions [32]. For the mobile case, one client laptop with trafé the access point is carried
by a person walking at an almost constant speed fretrto L-4 through all four locations.

Mobility introduces more complexity to channel degradatig2].

e Composite lossy environmentFor this scenario, the communication experiences frasg lo
from both channel fading and collision. We place two contegdlients at interfering loca-
tionsI-1 andl-2. These clients continuously generate data traffic to thesscpoint. Such
a configuration attempts to reproduce an office or campusankiwAgain, both static and
mobile experiments are conducted as we did for the changehdation dominated environ-

ment.

e Heterogenous rate adaptation schemedn this scenario, each of four laptops runs one of

the rate adaptation schem@aRA, ERA, RRAAndSampleRaterespectively. The objective
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is to observe how these schemes contend with each diddRFis not taken into evaluation

in this scenario because it performs poorly in congestianidated environments.

e Increasing contention level The contention level is gradually increased by running one
more laptop each time (incrementally) at interfering lomag I-1, 1-2, I-3 andl-4. The rate
adaptation schemes experience different levels of cofligienerated by two, three, or four

laptops.

4.4.4 Experiment Results from Testbed

With the testbed of implemented rate adaptation sche®ARF, CARA, RRAA, SampleRate
and ourERA extensive experiments are carried out to evaluate thefionpeance. Our experimental
setting is as presented in Section 4.4.3. Performance lisadgd under a combination of scenarios
described in Section 4.4.3. Both static and mobile scepaie considered. We conduct both
controlled experiments and public field tests in the realldvarhere all conditions are out of our
control. The testbed in controlled testes is set as only ohAM all stations are within the radio
coverage of the same access point. But note that these sladittns are not necessarily within the
radio coverage of each other, leading to possible hiddeninet collisions. The traffic is always
from the clients to the access point. Unless particularlced, they-axis in all the following
figures represents the goodput: data successfully calexitéhe receiver station per second. As
we may observe from the following experiment results, in nuasesERAoutperforms the other

schemes. The results are presented in groups of experinseataario.
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Figure 4.17: UDP goodput in static mode in channel degradati

Channel Degradation Dominated

We first evaluate the performance of these rate adaptatimnses in channel degradation dom-
inated environments. Such environments are widely visiblesidential wireless home networks
where only one wireless client at a time is accessing therlatéhrough the access point. The client
may move around, but more often be stationary. Thereforehamnel degradation environments,
we conduct experiments for both static and mobile modes.

In the static mode, a client laptop is successively placezheh evaluation location{1, L-2,
L-3, L-4in Figure 4.16). Experimental trace is collected at onetlooaat a time. UDP traffic
generated by the client is transmitted towards a wired vecé¢irough the access point. Figure 4.17
depicts the goodput of each scheme in the static modezdhes represents locationk-( through
L-4). We observe that the performance of each scheme may vagjydtieach locationERAper-

forms best ak-1 andL-4. Particularly al.-4, ERAimproves goodput by about 70% over the runner
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up SampleRateAt these two spots, the signal strength is either best ostwtiterefore supporting
very stable rateslL-1 can support highest rate all the time adnd can only support the lowest
rate. Without collision, in locations with stable ratERAoutstands with benefits from its adaptive
threshold for rate increase. It incurs fewer frame losdexeby less overhead from fragmentation
and less resource consumption in retransmission. BR& does not perform best aL-2, L-3
Since all losses are due to channel variation in this enwiet, after a frame loss, the first trans-
mission of the lead (short) fragmentiERAat the normal rate most likely fails, therefore causing an
overhead to each retransmissi@ampleRatsamples other rates at every tenth transmission, con-
stantly wasting the resource roughly 10%. Observe RRAAand CARAperform poorly at most
locations because they do not explicitly take prompt astifim degradation even they detects it.
CARAalmost achieves a null goodputla# (weakest signal strength). It is also not surprising that
traditional schemeSampleRatend AARFhave better performance because they primarily target
channel degradation environments without explicit comsition of collision.

In mobile experiment mode, a client laptop is carried by a@emoving at an almost constant
pace through over the pathl — L-2 — L-3 — L-4 shown in Figure 4.16. The traffic pattern is the
same as in above static mode. The experimental resultsattegln Figure 4.18. We can observe
that ERA achieves the best goodput in this scenario. AgRRAAand CARAare outperformed

because they do not address well the channel variationcakpli

Composite Lossy Environments

Then we evaluate the performance in environments with misxade losses due to channel
variations and collisions. Such mixed environments ardlainto campus or corporate environ-

ments where each access point is associated with multiglg€land more than one wireless client
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may well transmit to the access point in a generic time skggeially when they are hidden termi-

nals to each other. To introduce the collision into the emnnent, we place two interfering wireless

stations statically at locationl andl-2 in Figure 4.16. These two stations continually transmit tra

fic at a constant pattern also to the wired receiving nodeutiir@access point over all the experiment
time. Both static and mobile scenarios are evaluated.

The mobile scenario still adopts the routel — L-2 — L-3 — L-4. Only UDP traffic is
evaluated in this case. But, the traffic has to contend withnterfering traffic from those stations
located atl-i. The results are presented in Figure 4.19. Although withwing RTS/CTSERA
improve the goodput about 25% oWeRAA the second best scheme in this scenario. The strength
of ERAIs that it not only diffuses collisions, but also it can retichannel degradation. Its per
frame loss diagnose also prompts the loss recovery. Becdbeir ability to suppress collisions
with RTS/CTS after lossRRAAand CARAoutperform traditional schemes in the combinational

loss environments.
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In the static test, a client laptop running with implemensetiemes is successively placed at
each locationl(-1, L-2, L-3, L-4in Figure 4.16. Measurements are made at one location atea tim
We measure the TCP traffic in this scenario. The collectedgaioresults are plotted in Figure 4.20.
The z-axis represents locatiots1 throughL-4. From the figure, the performance for each scheme
fluctuates wildly at different locations in such mixed logttieg. But, one surprising observation
is that SampleRateloes not perform poorly as reported in the literature. Aitgestigation, we
find that theSampleRatémplemented in the MadWifi driver probes (samples) all raesept the
current one. This behavior is different from the behavigadied in the paper [11] that only probes
the rate “that may do better than the current org@mpleRatanplemented in the code probes also
all the rates lower than the current one at every tenth traséom. In collision environments, the
probing at lower rates likely increase the transmissiotufaidue to more collision with bigger
effective transmission range. Therefo8ampleRatés aware that lower rates can not have better
performance than the current rate in use in the transmisgindow. It remains its current rate or
even increases rate for better throughput depending orathplgg result. Such operation is most
appropriate in a collision environment. Implicitly, it semow has the ability not to decrease rate in

collision prone case while it does not have any explicitedtéghtiation measure.

Multimedia Parameters

As multimedia services become popular in mobile applicejche capability of a WLAN
network supporting the multimedia payload transportatgoaritical. We conduct experiments to
evaluate metrics of interest to multimedia applicatiorigerj and the percentage of out-of-order
packets. The experimental setting is as in a static losg@mnmient. In these experiments, we

uselperf [44] to generate VoIP UDP traffic and gather the jitter and iienber of out-of-order
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packets. The report is generated at intervals of 500 ms. Theefargest jitter is recorded as the
final result. Figure 4.21 plots the largest jitter for eacte radaptation scheme where thaxis
is the jitter inms. ERAperforms best (with smallest jitter) in this scenario. Tisidecaus&ERA
deploys a prompt loss recovery strategy upon each loss indmtlision and channel fading cases.
Except forERAandRRAA all other schemes deliver jitters larger than 100 ms, tne tonstraint
required by real-time multimedia applications such as VbHe percentage of out-of-order packets
is shown in Figure 4.22. Thg-axis depicts the percentage of out-of-order packets. BRI, the
percentage is reduced to about 10%. A larger number of eatdsr packets requires more buffer

at the application client to play back multimedia.

Heterogeneous Clients Contention

To evaluate the contention among these rate adaptatiomsshéour laptops clients transmit

together, each of which runs one of scher@&A, RRAA, SampleRaiadERA AARFis not taken
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into experiments because it performs poorly in collisiommored environments. For fairness to
each scheme, the four laptops are evenly distributed orcke @entering at the access point. We
checked that they all nearly receive the same signal stienghe measurement is illustrated in
Figure 4.23. They-axis represents the goodput of each scheme. From the, iEERAwins the con-

tention. It achives almost 35% improvement o@&RA Its outstanding performance benefits from

its accuracy in loss diagnosis and prompt recovery stratetlye heavy contention environment.

Increasing contention level

We also measured the performance of each rate adaptatiemealmdergoing different colli-
sion levels. In this scenario, one client running one ragpaation scheme each time is statically
placed at location-2. The collision level is gradually increased by adding onegerinterfering
stations at locationk 1, I-2, I-3, andI-4. The experiments start with two interfering stations and
end up with four. All interfering stations generate the sanid traffic to the receiver through the
access point. Figure 4.24 plots the results. To keep censgjsive start the interference from 2
stations (we take 2 interfering stations as minimum interiee in all our experiments). Although
ERAdoes not perform best with 2 interfering stations, it ouimens all others as the collision level
increases and its gain is higher in heavier collision: 40%etizan the runner up. When collision is
light, the overhead introduced by fragmentinggRAis not offset by its benefits. But, as the colli-
sion becomes severe, the benefits of fragmenting in coilisivironments result in the outstanding

performance oERA

Field Tests

To evaluate the performance of these schemes in practicalsweconduct two field tests by

connecting client(s) running with rate adaptation schetmes access point in the campus network.
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Figure 4.24: UDP goodput under collision levels

One scenario is measured with UDP traffic while the other Wi@P. All clients are stationarily
placed. For the scenario with UDP traffic, the four laptops distributed with almost the same
signal strength to the campus access point. The clientanpeating with other anonymous clients
transmitting to the same access point. Also, they contettil @gich other. Consistent to the results
obtained in Figure 4.2E&RAperforms best, as shown on Figure 4.25.

In the TCP experiment, we run one client only. One scheme igsared each time. The
experiment results are plotted in Figure 4.26. As we obsé&RAmarginally outperformfRRAA

But it can outperfornrCARAandAARFby more than 30%.
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CHAPTERDS

CONCLUSIONS ANDFUTURE WORK

Multi-rate support in IEEE 802.11 networks requires effitiand effective rate adaptation
solutions to fully exploit scarce wireless resource. Irs ttissertation, we review rate adaptation
schemes in literature for IEEE 802.11 networks. Althoudb ealaptation on IEEE 802.11 networks
has been deemed for years, most of these schemes are basdlRGRSSI that are studied not
closely correlated to the successful frame delivery. Ddfifie approaches are also proposed to adapt
rates based on frame loss. However, most of them do not carnid causes of different losses,
assuming that the collision in IEEE 802.11 networks aredmabiby the use of RTS/CTS. The real
time trace from practice shows the presence of RTS/CTS asmare in the traffic in IEEE 802.11
networks because they are optional due to the overhead. &achead is particularly severe in
multimedia communication that is surging in daily life. Thlesence of RTS/CTS frames results in
complexity to rate adaptation because the frame lossed imigtaused by channel degradation and
also by transmission collision. Different frame loss cahb®addressed by the same strategy.

In our effort to identify an effective rate adaptation sclegme successively propose three rate
adaptation strategies. With our investigation of propased adaptation schemes in the literature,
we found that there is no solution taking into account theregton of initial data rate to start the
transmission of a stream of data frames. But a proper inigitd can improve the utilization of
network resource or reduce frame losses in the beginningrefére, we propose a scheme called
Beacon Assisted Rate AdaptatiBARA for the initial rate and ongoing rates with the periodically

broadcast beacon frames which are mandatory in IEEE 80famdard. This technique benefits the
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network performance without introducing any extra trarssioin overhead to data frames in net-
works with or without RTS/CTS control frames. To differexté frame losses, we propose a second
schemed.oss Differentiation Rate AdaptatidtDRA that diagnoses the cause of losses and quickly
recovers lost frames with the basic rate retransmissidmtgae. Also, in this dissertation, we ex-
tensively investigate the rate adaptation schemes prdposecent years with explicit consideration
of different types of frame loss. Implementing these scleeamea Linux based testbed, we observe
some anomalies in their adaptation dynamics in running.tifased on these observations, we
design an effective rate adaptation schdfffective Rate AdaptatioBRA. It is a “winning streak”
scheme increasing rate upon the number of consecutive safalte transmitted data frames. But,
unlike other frame loss based schenteRAdoes not reset the count of this number in confronting
any loss from collision. Namely, the collision does not i@t the counting of frame losses to indi-
cate channel degradation. To dissipate frame losses ile sthannel environmentERAadaptively
extends the rate increase cycle to exploit potential betiannel conditions. Upon a data frame
loss,ERAjudiciously exploits the IEEE 802.11 fragmentation mecgsiamnin full compliance with
the standard to diagnose the cause. In this work, we aralytiand numerically show the bene-
fits of fragmentation: 1ERAdiagnoses loss accurately; 2) the loss can be recoverekygusg it
even incurs less overhead at the intermediate rate thandR'ES¢ontrol frames. For a diagnosed
collision, ERAdiffuses the congestion with a short (lead) fragment ar@inetthe rate. Moreover,
it halves the rate for a diagnosed channel degradation tiiguiecover loss.

We evaluate the benefits of these three schemes with ex¢esisiulation on a network simula-
tor. Furthermore, to evaluate the performance of rate atlaptschemes in practice, we implement

on a Linux based testbeRA and four other representative adaptation scherdgsRF, CARA,
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RRAA andSampleRateExtensive both controlled and public field experimentstentestbed sug-
gest thaERAoften performs best in the most channel fading or collisiomphated environments.
Also, we observe that each of these schemes has undeniarigths and some weaknesses.

Part of our future work is to understand the IEEE 802.11 chhdgnamics. As reviewed
in Section 1.3, there are limited measurements of IEEE 802hhnnels under realistic scenarios,
though some work has been conducted in literature. Moskerumeasurements are limited in
the following aspects: 1) the measurement experimentahgetare limited to specific testbeds or
controlled tests. These environments are not generic oeseptatives of public hot spots. 2) most
of the experiments were conducted on IEEE 802.11b chanHelsever, most of current networks
operate on 802.11g or even the 802.11n draft recently. lhdsva that the different encoding
schemes lead to a considerable difference in performanocegthese IEEE 802.11 variants. 3) the
observations are primarily from overall network perforro@an Investigation of detailed per frame
channel dynamics is scarce. Therefore, the next step isalgznlEEE 802.11 channel dynamics
with extensive experiments in both controlled tests andipshies. This analysis is needed to better
understand traffic and channel models.

Our future agenda also includes the design of a hybrid raé@tation scheme. As we ob-
serve with the extensive experiments in practice on ouremehted testbed, althoudRA out-
performs its peers in most scenarios, every implementedaddptation scheme demonstrates its
own strength. It is challenging but beneficial to design a eataptation scheme that synergies the
strengths and mitigates the weaknesses of the above fiveneshen the testbed. This design will
be based on the above understanding of channel dynamicenastrhtegies considering both short-

term and long-term network performance. As multimediai@ppbns surge in daily life, a new rate
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adaptation scheme should not only perform efficiently faditional TCP based services, e.g. FTP,
HTTP, but also for these new multimedia services, e.g. enlideo, radio, VoIP.

Another future work is to integrate rate adaptation intair@metrics. Recent years, research
on routing protocols in multiple hops wireless networkg. emesh networks, ad-hoc networks,
has gained extensive attention. However, most of thesevative protocols are based on very flat
routing metrics. Since different links along a routing pafferate on rates adapted frequently by
rate adaptation, introduction of rate adaptation intoinguinetrics should significantly impact route

selection and improve network performance.
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