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Benjamin J. Clark<br>Master of Science, August 9, 2008<br>(B.S., Auburn University, 2006)<br>(B.S., Freed-Hardeman University, 2004)<br>111 Typed Pages<br>Directed by David Bevly

This thesis presents the analysis techniques developed for monitoring GPS signals in harsh shadowed environments such as heavy foliage. It also details a method selected for improved performance by combining raw GPS information with an Inertial Navigation System (INS). Normal GPS operation in shadowed areas suffer from position jumps of tens to hundreds of meters. The developed analysis reveals that these errors are due to the quickly changing local errors that cause a GPS receiver to report erroneous position spikes. Monitoring variables for the signal strength and change in multipath are employed to keep track of the environmental effects on the GPS measurements. A new visualization technique is also developed to qualitatively monitor the environmental effects.

From the visualization technique, the effects of the shadowing environment are shown to simultaneously affect the signal strength and multipath. It is shown that foliage cover causes these effects to occur spontaneously as a signal travels through and around obstacles. To mitigate these errors, a GPS/INS closely coupled system is implemented which uses inertial sensors to smooth the erroneous GPS jumps. Introduction of alternative sensors allows for integrity monitoring in the form of GPS outlier measurement rejection so
that local environmental effects can be detected and removed from the navigation solution. The resulting implementation reveals that it is possible to operate in these GPS harsh environments without suffering from the position jumps of tens or hundreds of meters. This implementation allows for navigation in foliage cover comparable to the under ten meter accuracy of standard GPS in clear environments.
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## Chapter 1

## Introduction

### 1.1 Objectives and Motivation

The Global Positioning System (GPS) is gaining increased attention since reaching its full operational capability (FOC) in 1995 [21]. Although the system was designed for a user to navigate with a budget under $\$ 10,000$, user equipment prices have currently dropped below the $\$ 100$ mark and are continuing to drop as more capable computing resources are developed. Currently GPS navigation capabilities are found on aircraft, automobiles, cell phones, pets, and most any mobile user. These increasing navigation capabilities are leading to further advances in other fields. One such field is autonomous vehicle control, as can be seen by the use of GPS in the Darpa Grand Challenges [33]. With the global nature and long-term stability of GPS, such applications benefit from its use in being able to locate and orient a user accurately, consistently, and cheaply.

However, even with its prevalence and wide acceptance, there are certain applications for which stand-alone GPS does not meet the necessary performance requirements. One of these is navigation in signal-harsh environments such as areas around many tall buildings (urban canyon) or heavy tree cover. Much work has been done in investigating GPS operation in urban canyon environments, but significantly less has been done in evaluation of GPS operation in foliage cover. These foliage environments are described in the literature as shadowed environments and pose some unique difficulties to GPS operation [18]. An example of this operation is shown in Figure 1.1. This plot shows the position solutions reported by a NovAtel DL-3V GPS receiver in a rural subdivision with moderate foliage
cover. As can be observed, inaccurate position jumps of tens of meters can be seen as the receiver tries to operate in this signal-harsh environment.


Figure 1.1: NovAtel Reported Position in Shadowed Environment

It is noted that such operation could lead to serious failures in a control system that uses such positions as the total navigation solution. Thus, the objective of this research is to analyze the cause of this performance degradation as well as ways to lessen its impact. The goal is a highly reliable system that performs well even in the aforementioned difficult environments.

### 1.2 Prior Art

Analysis of GPS operation has been investigated by several sources. Each of these studies had its own individual focus and target application. The use of GPS in measuring lengths of movement data was investigated in [10]. Here it was observed that the forest
canopy effects on GPS caused more position jumps and therefore a longer traveled distance was reported. Positioning errors were attributed to the canopy's interference with the satellite pseudoranges. Various forest cover types were studied in [38] with respect to their effect on GPS accuracy. In [16] a signal interruption probability (SIP) parameter was investigated in different forest conditions which was found to be related to the accuracy of carrier-phase differential operation in these environments. The link between integer ambiguity resolution and the SIP parameter was the main focus while the main effect monitored was the total loss of satellite tracking. In [30] the position dilution of precision (PDOP) value was investigated as a monitoring variable for operation in foliage environments. However, it was found that this geometry-based variable was not a good indicator of performance since a satellite that provided a good PDOP could be erroneous enough to make a solution worse than if it were ignored. In work done by Lachapelle, the multipath effect was studied as the main error source in foliage environments [22]. This work compares performance in foliage areas due to narrow or wide correlator spacing. This spacing corresponds to a receiver's ability to reject multipath, which is a large error contributor in these environments. A method for visualizing the multipath as a function of a satellite's azimuth and elevation was given in [17]. This technique yields impressive images describing the correlation of multipath over various regions around the receiver.

In order to operate in the foliage conditions, sensor integration has been investigated. A method proposed in [5] used a loosely coupled sensor fusion approach with GPS, gyroscope, encoders, and compass. This operation was implemented on a system with a human operator. To provide an increase in accuracy, a type of terrain-referencing was used by the operator of the robot. Steps were also taken to adjust the weighting on the measurements
through the measurement covariance matrix when jumps in the GPS solution occurred using a two meter threshold for detection.

### 1.3 Contributions

This thesis develops a detailed analysis of errors experienced by GPS users in shadowed environments. These errors include not only loss of tracking on the satellites but also their degradation even while still being available. This analysis includes the use of error monitoring variables capable of accurately describing the harsh effects of the foliage environment. A new visualization mechanism is also presented that allows for correlations between these monitoring variables to be qualitatively observed. With this analysis, system design conclusions are drawn for simplifying the implementation of a system to navigate in shadowed environments.

Also given are the details of an implemented system which combines GPS/INS coupling with an outlier rejection scheme. The coupling allows for continuous operation and more consistent results than stand-alone GPS. The rejection algorithm is a method of fault detection and exclusion (FDE) that increases the robustness of the navigation solution.

### 1.4 Outline of Thesis

Chapter 2 describes some background in GPS operation used throughout this thesis. Details are presented of how measurements are generated and how these measurements are used to calculate user position. Chapter 3 describes common errors that affect this solution experienced by all GPS users. These common errors arise from various sources and contribute to the overall error in the GPS measurements. Chapter 4 describes the shadowed
environment and the errors specific to such environments. The error monitoring variables are described and derived for analyzing the effectiveness of GPS in these environments. Then the visualization scheme is described and utilized for the improved navigation system design. Chapter 5 describes several error mitigation algorithms including differential operation and coupling with an inertial navigation system (INS). This chapter also describes the FDE algorithm used for systematic outlier rejection. Chapter 6 presents the results of the GPS/INS and FDE system. Finally, conclusions are presented in Chapter 7.

## Chapter 2

## Overview of GPS Position Computation

Before delving into the details of the errors that affect GPS, some foundational information is presented. This chapter describes some of the basics a receiver uses to calculate a position using GPS observables. This includes the calculation of the satellite's position from broadcast ephemeris parameters as well as using these positions with measured ranges to the satellites. Also described are the various parts of the overall system that make positioning possible. This includes the satellites and GPS control segment, which oversees the satellite signals and position in space.

### 2.1 Nomenclature

In this thesis, a superscript represents the coordinate frame in which the components are reported. If a variable refers to a measure between two frame origins, a subscript is used with the frame the measure is from listed first and the frame the measure is to listed second. The frames mentioned in this paper are the inertial frame, $i$, the Earth-Centered-EarthFixed (ECEF) frame, $e$, the navigation frame, $n$, the body frame, $b$, the orbit frame, $o$, and the satellite frame, $s$. Detailed descriptions of these frames are provided in Appendix A and [14]. For example, the position of a user is taken to be the center of both the navigation and the body frames (which coincide but have different orientations). Therefore, expression of the user position in the ECEF frame would be expressed as $r_{e b}^{e}$. This is read as: position of the body frame origin with respect to the ECEF origin expressed in ECEF coordinates. The magnitude of a vector quantity is given without a coordinate frame in which the quantity
is reported in (no superscript). For example, the range from a user to a satellite is given as $r_{b s}$. Vector quantities that do not correspond with a single set of reference frames are denoted with an overbar. That is, the state vector would be labeled as $\bar{x}$.

### 2.2 Positioning Fundamentals

GPS is built upon several concepts, the first of which is time-ranging. If a radio signal is traveling at the known speed of light, $c$, and leaves its satellite source at a known time, $t_{s}$, a user can determine the range, $r_{s b}$, from the source by timing when the signal is measured, $t_{m}$, by

$$
\begin{equation*}
r_{s b}=c\left(t_{m}-t_{s}\right) \tag{2.1}
\end{equation*}
$$

GPS position solutions can be calculated in an Earth-Centered Earth-Fixed (ECEF) frame, described in Appendix A. In this coordinate system, a user's position can be given by a longitude angle $\lambda$, a latitude angle $\phi$, and a range $r_{e b}$. This situation is illustrated in Figure 2.1 and details of this transformation are given in Appendix A.

The second concept on which GPS is built is Euclidean distance. To calculate the geometric range between a user at $r_{e b}^{e}=\left(x_{e b}, y_{e b}, z_{e b}\right)$ and a source (satellite) at $r_{e s}^{e}=$ $\left(x_{e s}, y_{e s}, z_{e s}\right)$, a user would apply the Euclidean distance formula

$$
\begin{equation*}
r_{b s}=\sqrt{\left(x_{e s}-x_{e b}\right)^{2}+\left(y_{e s}-y_{e b}\right)^{2}+\left(z_{e s}-z_{e b}\right)^{2}} \tag{2.2}
\end{equation*}
$$



Figure 2.1: ECEF User Position

In the case of a GPS user, the range and the satellite position are known. Thus, multiple ranges are needed from multiple satellites in order to determine the user's position. Assuming the time is perfectly known by all satellites and the user, exactly three ranges are needed to solve for the user's ECEF position. However, the assumption that the user's clock is perfectly synchronized with GPS time used by the satellites is a poor one. Such systems would require expensive atomic clocks continuously running to keep track of this time. In order to reduce the required cost of user equipment, a clock bias state is also estimated along with the user's position. Thus a receiver needs to solve for four unknowns at a time to determine the correct position. Due to this fact, the range measurement is corrupted by the receiver's clock bias and various errors such as atmospheric delay and is therefore called a pseudorange measurement, $\rho$. For a satellite $s$, the overall pseudorange measurement model therefore becomes

$$
\begin{equation*}
\rho_{s}=\sqrt{\left(x_{e s}-x_{e b}\right)^{2}+\left(y_{e s}-y_{e b}\right)^{2}+\left(z_{e s}-z_{e b}\right)^{2}}+c \delta t_{u}+\epsilon_{s} \tag{2.3}
\end{equation*}
$$

where $\delta t_{u}$ is the user's clock offset error, $c \delta t_{u}$ is the user's clock bias in the units of meters, and $\epsilon_{s}$ is the pseudorange error for satellite $s$.

### 2.3 Satellites

There are currently 31 GPS satellites in orbit in 6 orbital planes [34]. The GPS constellation was originally designed with four satellites in each of these orbital planes with slots for spares [21]. The orbital planes described by the original design are shown in Figure 2.2. This design decision was to provide global availability and integrity, the details of which can be found in [20]. The constellation was designed to ensure users have the required minimum of 4 satellites in view for all users, neglecting local blockages.


Figure 2.2: GPS Orbital Planes [20]

### 2.3.1 Signals

Each GPS satellite operates as a signal transmitter orbiting the earth every half of a sidereal day (11 hours 58 minutes) [21]. This implies that a user will see a satellite in approximately the same location at approximately the same time (4 minutes earlier) each
day. At a single full orbit, the observer will be on the opposite side of the Earth. This fact is an important consideration when taking into account repeatability in GPS experimentation. Each satellite uses a frequency synthesizer to drive subsystems generating three components of the signal: carrier, code, and navigation data message.

## Carrier

The carrier subsystem generates the sinusoidal signals that center the frequency of the overall GPS signal. Currently all satellites (Block II/IIA/IIR/IIR-M) broadcast in the L-band at the $\mathrm{L} 1(1575.42 \mathrm{MHz})$ and the $\mathrm{L} 2(1227.6 \mathrm{MHz})$ frequencies. The satellites use other frequencies in the L-band and future implementations will include access on the L5 band (1176.45 MHz) [21]. The main design purpose of the carrier signals was to provide a means to effectively transmit the messages in the other subsystems. However, carrier phase measurements are also the basis of highly accurate positioning techniques when some of the inherent difficulties of the method are overcome. Since a receiver is capable of accurately measuring the carrier phase to a small fraction (about 1\%) of the carrier wavelength, on the L1 signal this implies an accuracy of approximately 1.9 mm . This measurement is difficult to use since the whole number of wavelengths between the user and the satellite is not known. This problem is known as integer ambiguity. Techniques which solve a portion of this ambiguity between two receivers has had considerable research to utilize the carrier measurement for relative positioning between the receivers [23]. This technique is commonly referred to as Real-Time Kinematic (RTK) operation.

## Code

The code subsystem includes two distinct set of code generators. These codes are used by the receiver to identify what satellites are available and also to determine the time of the signal arrival. Both codes are based on the same theory of maximal length codes and are chosen for their excellent autocorrelation and crosscorrelation properties. They are binary, deterministic, pseudo-random noise (prn) sequences that are distinct between any two satellites. The coarse-acquisition (C/A) code is modulated using binary phase shift keying (BPSK) onto the L1 carrier. It is a code that is 1023 bits (called chips for code sequences) long and repeats at a rate of $1.023 \mathrm{Mchips} / \mathrm{s}$, or once every millisecond. The $\mathrm{P}(\mathrm{Y})$ code is a much longer code that is truncated after every 7-day period for a length of $6.1871 \times 10^{12}$ chips at a rate of $10.23 \mathrm{Mchips} / \mathrm{s}$. The increased frequency of the $\mathrm{P}(\mathrm{Y})$ code allows for more accurate measure of the signal time of arrival. This code is modulated onto both the L1 and L2 carriers but phase shifted $90^{\circ}$ from the $\mathrm{C} / \mathrm{A}$ code to avoid interference. The $\mathrm{P}(\mathrm{Y})$ code is currently encrypted for use only by US-government approved receivers and is not considered further in this thesis.

The special properties of these codes allow for the tracking of multiple satellites on the same carrier frequency, a property called code-division multiple access (CDMA). A receiver can generate a local replica of the code and multiply the incoming signal with this local replica to track and determine time of arrival.

## Navigation Message

The last signal subsystem generates the navigation message. This is a $50 \mathrm{bit} / \mathrm{s}$ message that includes all the data parameters needed by the receiver to calculate a satellite's position
(called ephemeris), health, clock correction, and other items as well as the GPS week, time, etc. The navigation message was designed to transmit a large amount of data efficiently while maintaining a relatively slow bit rate. Each frame of the navigation message is broken into five subframes, the contents of which are shown in Table 2.1 [19].

Table 2.1: Navigation Message Subframes

| Subframe | Contents |
| :--- | :--- |
| 1 | Clock Correction \& Satellite Quality |
| 2 | Ephemeris |
| 3 | Ephemeris |
| 4 | Almanac \& Ionosphere \& UTC Correction |
| 5 | Almanac |

### 2.3.2 GPS Control Segment

The GPS control segment tracks the progress of the satellites and uses their measurements to estimate health, clock errors, path, etc. Parameters are then formed and an uplink loads the desired parameters back onto the satellites to be broadcasted to the users through the navigation message.

The GPS control segment consists of 4 control stations capable of relaying updated information to the satellites, 6 monitor stations to track the satellite's progress, and 10 Na tional Geospatial-Intelligence Agency (NGA) tracking stations [21]. The increasing number of sites in use has several benefits to the overall system. First, the control segment is better capable of detecting errors in the individual satellites which leads to quicker response to gross failure detection and user warning. This warning can be issued by the control segment by switching the satellite's status from healthy to not recommended for use. Secondly, increased tracking capabilities have led to improved path estimation for the satellites. With
better knowledge of the path, more accurate ephemeris parameters can be transmitted to the users. This improvement has led to the general user's improved positioning accuracy as well [8].

### 2.3.3 Ephemeris

For the user to calculate his position, he must have measured ranges from at least four satellites for reasons explained in Section 2.2. The receiver must also be able to determine the position of the range source (i.e. the satellite) at the time of position calculation. This is accomplished by reading the ephemeris parameters from the navigation message transmitted by the satellites.

The ephemeris parameters are actually estimated Keplerian orbit parameters along with other parameters that define corrections to Kepler's motion model. These parameters are listed and described in Table 2.2, which is taken from [11].

## Satellite Clock Correction

Part of the ephemeris parameters are used by the receiver to calculate the satellite's clock error. Although the atomic clocks aboard the space vehicles are highly accurate and stable, using them without correction would lead to a large degradation in accuracy. By using Equation (2.1), it is seen that the transit time, $t_{t}$, (time the signal took to go from the satellite to the receiver) and the transmission time, $t_{s}$, are

$$
\begin{align*}
t_{t}=t_{m}-t_{s} & =\frac{r_{u}}{c} \approx \frac{\rho_{u}}{c}  \tag{2.4}\\
t_{s} & =t_{m}-\frac{\rho_{u}}{c} \tag{2.5}
\end{align*}
$$

Table 2.2: Clock and Ephemeris Parameters

| Parameter | Description | Units |
| :--- | :--- | :---: |
| $T_{G D}$ | Group Delay | s |
| IODC | Issue of data, clock | - |
| $t_{o c}$ | Clock data reference time | s |
| $a_{f 2}$ | Second-order correction to the satellite clock | $\mathrm{s} / \mathrm{s}^{2}$ |
| $a_{f 1}$ | First-order correction to the satellite clock | $\mathrm{s} / \mathrm{s}$ |
| $a_{f 0}$ | Constant correction to the satellite clock | s |
| $M_{0}$ | Mean anomaly at reference time | semicircles |
| $\Delta_{n}$ | Mean motion difference from computed value | semicircles |
| $e$ | Eccentricity | - |
| $\sqrt{A}$ | Square root of the semimajor axis | $\sqrt{\mathrm{m}}$ |
| $\Delta \Omega_{0}$ | Right ascension at reference time | semicircles |
| $i_{0}$ | Inclination angle at reference time | semicircles |
| $\omega$ | Argument of perigee | semicircles |
| $\Delta \dot{\Omega}$ | Rate of right ascension | semicircles $/ \mathrm{s}$ |
| $\Delta i$ | Rate of inclination angle | semicircles $/ \mathrm{s}$ |
| $C_{u} c$ | Cosine harmonic correction term to the argument of latitude | rad |
| $C_{u} s$ | Sine harmonic correction term to the argument of latitude | rad |
| $C_{r} c$ | Cosine harmonic correction term to the orbit radius | m |
| $C_{r} s$ | Sine harmonic correction term to the orbit radius | m |
| $C_{i} c$ | Cosine harmonic correction term to the angle of inclination | rad |
| $C_{i} s$ | Sine harmonic correction term to the angle of inclination | rad |
| $t_{o e}$ | Ephemeris reference time | s |
| IODE | Issue of data, ephemeris | - |

All of the above variables are either known or measured. The satellite clock error is modeled as a quadratic function with parameters $a_{f 0}, a_{f 1}$, and $a_{f 2}$. They are available from the navigation message in subframe 1 shown in Table 2.1. It is used in function form with time referenced from the clock correction reference time, $t_{o c}$. The clock correction is calculated
as

$$
\begin{equation*}
d t_{s v}=a_{f 0}+a_{f 1}\left(t_{s}-t_{o c}\right)+a_{f 2}\left(t_{s}-t_{o c}\right)^{2}+d t_{r}-T_{G D} \tag{2.6}
\end{equation*}
$$

where $T_{G D}$ is the group delay clock correction for single frequency users (L1 or L2 only). This is necessary since the clock delay cannot be corrected without dual frequency use [7]. Also, $d t_{r}$ is a relativistic correction term calculated as

$$
\begin{equation*}
d t_{r}=F e \sqrt{A} \sin \left(E_{k}\right) \tag{2.7}
\end{equation*}
$$

where the orbit parameters, $e, A$, and $E_{k}$, are described in the satellite position section and $F$ is a constant whose value is $-4.442807633 \times 10^{-10} \mathrm{~s} / \sqrt{\mathrm{m}}[7]$. The user can calculate the corrected transmission time with the satellite clock correction and therefore the time from the ephemeris reference epoch $\left(t_{o e}\right)$ as

$$
\begin{gather*}
t=t_{s}-d t_{s v}  \tag{2.8}\\
t_{k}=t-t_{o e} \tag{2.9}
\end{gather*}
$$

The time from the ephemeris reference epoch is defined to account for beginning or ending of week crossovers. The logic to account for the crossover is that if the value is greater than $302,400 \mathrm{~s}$, then $604,800 \mathrm{~s}$ are subtracted from it. Likewise, if the value is less than $-302,400$ s , then $604,800 \mathrm{~s}$ are added to it. This approach tracks the time difference since the value of $t$ is reset at the start of a new GPS week [7].

## Satellite Position

Determining where a satellite is in its orbit amounts to finding the angle it is from the orbit's perigee (point of closest approach to the Earth). This angle is the eccentric anomaly and is shown in Figure 2.3 as $E$. The mean anomaly, $M$, is used due to the highly
nonlinear change of speed of a body in orbit and the corresponding difficulty in calculating the angle traveled over time. The mean anomaly has a range between 0 and $2 \pi$. This value is also shown in Figure 2.3 and allows for a linear relation between angles along an auxiliary circle versus time and is calculated by time-scaling the mean motion parameter $n$, shown in Equation (2.11).


Figure 2.3: Orbit Angles

Using the ephemeris parameters described in Table 2.2, the satellite position can be calculated. The mean motion parameter is calculated as

$$
\begin{equation*}
n=\Delta_{n}+\bar{\omega}_{i s} \tag{2.10}
\end{equation*}
$$

where $\bar{\omega}_{i s}=\sqrt{\mu / a^{3}}$ and $\mu$ is the Earth's gravitational constant, which has a value of $3.986004418 \times 10^{14} \mathrm{~m}^{3} / \mathrm{s}^{2}$ according to the WGS84 standard [14]. The mean anomaly is an
angular measure that is linear with time and is calculated as

$$
\begin{equation*}
M=M_{0}+t_{k} n \tag{2.11}
\end{equation*}
$$

With this value, the eccentric anomaly, $E$, is solved iteratively until convergence using Kepler's equation

$$
\begin{equation*}
E=M+e \sin (E) \tag{2.12}
\end{equation*}
$$

Similarly, $E$ will have a value within the range of 0 and $2 \pi$. With the eccentric anomaly, the true anomaly, $\nu$, can be found as

$$
\begin{equation*}
\nu=\tan ^{-1}\left(\frac{\frac{\sqrt{1-e^{2}} \sin (E)}{1-e \cos (E)}}{\frac{\cos (E)-e}{1-e \cos (E)}}\right) \tag{2.13}
\end{equation*}
$$

where $\tan ^{-1}$ refers to the four-quadrant inverse tangent. Next the argument of latitude, $\Phi$, can be calculated to lie within the range of 0 and $2 \pi$ as

$$
\begin{equation*}
\Phi=\nu+\omega \tag{2.14}
\end{equation*}
$$

Using the $C$ terms from the ephemeris parameters in Table 2.2, corrections for the argument of latitude, radius, and inclination can be calculated as

$$
\begin{array}{r}
\delta u_{o s}^{o}=C_{u s} \sin (2 \Phi)+C_{u c} \cos (2 \Phi) \\
\delta r_{o s}^{o}=C_{r s} \sin (2 \Phi)+C_{r c} \cos (2 \Phi) \\
\delta i=C_{i s} \sin (2 \Phi)+C_{i c} \cos (2 \Phi) \tag{2.17}
\end{array}
$$

$$
\begin{array}{r}
u_{o s}^{o}=\Phi+\delta u_{o s}^{o} \\
r_{o s}^{o}=A(1-e \cos (E))+\delta r_{o s}^{o} \\
i=i_{0}+\delta i+\Delta \dot{i} t_{k} \tag{2.20}
\end{array}
$$

Now the 2D position in the orbital plane can be found as

$$
\begin{gather*}
x_{o s}^{o}=r_{o s}^{o} \cos \left(u_{o s}^{o}\right)  \tag{2.21}\\
y_{o s}^{o}=r_{o s}^{o} \sin \left(u_{o s}^{o}\right) \tag{2.22}
\end{gather*}
$$

The correction to the ascending node $\Omega$, which is the angle determining where the orbit crosses the Earth, can then be calculated to be within 0 to $2 \pi$ as

$$
\begin{equation*}
\Omega=\Omega_{0}+\left(\dot{\Omega}-\Omega_{e}\right) t_{k}-\Omega_{e}\left(t_{o e}+t_{t}+d t_{s v}\right) \tag{2.23}
\end{equation*}
$$

With these values, the ECEF position of the satellite at time $t_{s}$ can be calculated as

$$
\begin{array}{r}
x_{e s}^{e}=x_{o s}^{o} \cos (\Omega)-y_{o s}^{o} \cos (i) \sin (\Omega) \\
y_{e s}^{e}=x_{o s}^{o} \sin (\Omega)+y_{o s}^{o} \cos (i) \cos (\Omega) \\
z_{e s}^{e}=y_{o s}^{o} \sin (i) \tag{2.26}
\end{array}
$$

## Satellite Velocity

For some processing procedures, the satellite velocity is also required. A numerical approximation to this value can be generated by calculating the satellite positions at two successive times and dividing by the time difference in the two epoch. Assuming the time
difference is a sufficiently small value, this value can be used as the satellite velocity. Alternatively, the orbit Equations 2.10 thru 2.26 can be differentiated to get an analytical solution for satellite velocity [14].

$$
\begin{gather*}
\dot{E}=\frac{\bar{\omega}_{i s}+\Delta_{n}}{1-e \cos (E)}  \tag{2.27}\\
\dot{\Phi}=\frac{\sin (\nu)}{\sin (E} \dot{E}  \tag{2.28}\\
\dot{r}_{o s}^{o}=A e \sin (E) \dot{E}+2\left(C_{r s} \cos (2 \Phi)-C_{r c} \sin (2 \Phi)\right) \dot{\Phi}  \tag{2.29}\\
\dot{u}_{o s}^{o}=\left(1+2 C_{u s} \cos (2 \Phi)-2 C_{u c} \sin (2 \Phi)\right) \dot{\Phi} \tag{2.30}
\end{gather*}
$$

Therefore the time derivative of the satellite's orbit coordinates are

$$
\begin{align*}
& \dot{x}_{o s}^{o}=\dot{r}_{o s}^{o} \cos \left(u_{o s}^{o}\right)-r_{o s}^{o} \dot{u}_{o s}^{o} \sin \left(u_{o s}^{o}\right)  \tag{2.31}\\
& \dot{y}_{o s}^{o}=\dot{r}_{o s}^{o} \sin \left(u_{o s}^{o}\right)-r_{o s}^{o} \dot{u}_{o s}^{o} \cos \left(u_{o s}^{o}\right) \tag{2.32}
\end{align*}
$$

The changes in the ascending node and inclination are calculated as

$$
\begin{array}{r}
\dot{\Omega}=\dot{\dot{\Omega}}-\Omega_{e} \\
\dot{i}=\dot{\Delta i}+2\left(C_{i s} \cos (2 \Phi)-C_{i c} \sin (2 \Phi)\right) \dot{\Phi} \tag{2.34}
\end{array}
$$

Thus the satellite ECEF velocity is found as

$$
\begin{array}{r}
\dot{x}_{e s}^{e}=\dot{x}_{o s}^{o} \cos (\Omega)-\dot{y}_{o s}^{o} \cos (i) \sin (\Omega)+\dot{i} y_{o s}^{o} \sin (i) \sin (\Omega) \\
+\left(\Omega_{e}-\dot{\Omega}\right)\left(x_{o s}^{o} \sin (\Omega)+y_{o s}^{o} \cos (i) \cos (\Omega)\right) \\
\dot{y}_{e s}^{e}=\dot{x}_{o s}^{o} \sin (\Omega)+\dot{y}_{o s}^{o} \cos (i) \cos (\Omega)-\dot{i} y_{o s}^{o} \sin (i) \cos (\Omega) \\
+\left(\Omega_{e}-\dot{\Omega}\right)\left(-x_{o s}^{o} \cos (\Omega)+y_{o s}^{o} \cos (i) \sin (\Omega)\right) \\
\dot{z}_{e s}^{e}=\dot{y}_{o s}^{o} \sin (i)-\dot{i} y_{o s}^{o} \cos (i) \tag{2.37}
\end{array}
$$

### 2.4 Positioning

Four satellites are required to determine a user's position with reasonable accuracy with the four unknowns of user ECEF position and clock bias, $\left(x_{u}, y_{u}, z_{u}, c \delta t_{u}\right)$. Additional satellites allow for an overdetermined solution and other techniques, to be discussed in subsequent chapters, make use of this situation. Several hand-held GPS receivers allow an additional constraint of being on the Earth's surface to remove altitude as an unknown. This approach only requires three satellites to determine two position coordinates along with the receiver's clock bias [13]. However, this is often a poor assumption as local height changes relative to the Earth geoid are difficult to account for, and the user may violate this constraint.

Considering a single time epoch, the user's state vector $\bar{X}$ is made up of the receiver's ECEF position $r_{e b}^{e}$ and clock bias in range form $c \delta t_{u}$.

$$
\bar{X}=\left[\begin{array}{c}
x_{e b}  \tag{2.38}\\
y_{e b} \\
z_{e b} \\
c \delta t_{u}
\end{array}\right]
$$

The measurement vector at this epoch is generated by placing all available pseudorange measurements in a column vector for all $m$ satellites being tracked,

$$
\bar{Y}=\left[\begin{array}{c}
\rho_{1}  \tag{2.39}\\
\vdots \\
\rho_{m}
\end{array}\right]
$$

The observation-state relationships are found by placing the right sides of Equation (2.3) into vector form so that

$$
\bar{G}=\left[\begin{array}{c}
\sqrt{\left(x_{1}-x_{u}\right)^{2}+\left(y_{1}-y_{u}\right)^{2}+\left(z_{1}-z_{u}\right)^{2}}+c \delta t_{u}  \tag{2.40}\\
\vdots \\
\sqrt{\left(x_{m}-x_{u}\right)^{2}+\left(y_{m}-y_{u}\right)^{2}+\left(z_{m}-z_{u}\right)^{2}}+c \delta t_{u}
\end{array}\right]
$$

To efficiently solve this set of equations for the state, linearization is used to change the problem into a recursively solved system. The linearization is taken about point $\bar{X}^{*}$ and a state correction vector is defined as

$$
\begin{equation*}
\bar{x}=\bar{X}-\bar{X}^{*} \tag{2.41}
\end{equation*}
$$

Using Taylor series expansion on Equation (2.40) and neglecting higher order non-linear terms yields

$$
\begin{align*}
\bar{Y} & \left.\approx \bar{G}\right|_{\bar{X}^{*}}+\left.\frac{\partial \bar{G}}{\partial \bar{X}}\right|_{\bar{X}^{*}} \bar{x} \\
& =\bar{Y}^{*}+H \bar{x} \\
& =\left[\begin{array}{c}
\rho_{1}^{*} \\
\vdots \\
\rho_{m}^{*}
\end{array}\right]+\left[\begin{array}{cc}
-\left(\bar{e}_{u 1}^{*}\right)^{T} & 1 \\
\vdots & \vdots \\
-\left(\bar{e}_{u m}^{*}\right)^{T} & 1
\end{array}\right] \bar{x} \tag{2.42}
\end{align*}
$$

where $\rho^{*}$ represents the estimated pseudorange using the linearization point as the user's ECEF position and clock bias and $\bar{e}_{u s}^{*}$ represents the unit vector from the user to the satellite. It is determined by

$$
\bar{e}_{u s}^{*}=\left[\begin{array}{c}
\frac{x_{u}^{*}-x_{s}}{r_{s}^{*}}  \tag{2.43}\\
\frac{y_{u}^{*}-y_{s}}{r_{s}^{*}} \\
\frac{z_{u}^{*}-z_{s}}{r_{s}^{*}}
\end{array}\right]
$$

Therefore a measurement correction vector is calculated as

$$
\begin{equation*}
\bar{y}=\bar{Y}-\bar{Y}^{*}=H \bar{x} \tag{2.44}
\end{equation*}
$$

A least-squares solution to Equation (2.44) minimizes the error between the measurement correction and the transformed state correction according to a cost function, where the error is defined as

$$
\begin{equation*}
\epsilon=\bar{y}-H \bar{x} \tag{2.45}
\end{equation*}
$$

In the case of least-squares, this cost function is

$$
\begin{equation*}
J_{L S}=\epsilon^{T} \epsilon \tag{2.46}
\end{equation*}
$$

Thus, it minimizes the sum of the squared error. The solution of this problem is well documented in several sources $[31,32]$ and is calculated as the solution to

$$
\begin{equation*}
\left(H^{T} H\right) \hat{x}=H^{T} \bar{y} \tag{2.47}
\end{equation*}
$$

Methods to solve this system include the pseudoinverse, decomposition, etc. The result of this least-squares solution method on a typical set of static data is shown below in Figure 2.4. Notice in this figure that this method yields jumps approximately tens of meters from the mean position. The source of these errors will be discussed in Chapter 3.


Figure 2.4: Position Using Least Squares Estimate

An improved solution can be found by using a weighted least squares method if variance information is available for each measurement [32]. In this method, the variances for each pseudorange measurement are placed along the diagonal of a covariance matrix $R$. Using
these weights changes the cost function to be

$$
\begin{equation*}
J_{W L S}=\epsilon^{T} R^{-1} \epsilon \tag{2.48}
\end{equation*}
$$

The resulting minimization gives the relation

$$
\begin{equation*}
\left(H^{T} R^{-1} H\right)^{-1} H^{T} \hat{x}=R^{-1} \bar{y} \tag{2.49}
\end{equation*}
$$

Similar methods used to solve Equation 2.47 can be used to solve Equation 2.49.
As will be described later in Chapter 3, many of the errors that affect a GPS receiver have been well studied and their variances described in the literature [27]. Major error sources affecting a well placed static receiver are atmosphere errors and receiver errors. The overall pseudorange variance can be approximated as

$$
\begin{equation*}
\sigma_{\rho}^{2}=\sigma_{t D L L}^{2}+\sigma_{a t m}^{2} \tag{2.50}
\end{equation*}
$$

where $\sigma_{t D L L}^{2}$ is the thermal noise variance of the receiver's delay locked loop, which generates the pseudorange measurements, and $\sigma_{\text {atm }}^{2}$ is the variance of the atmospheric effects on the pseudorange measurement. Taking the total effect of the ionospheric and tropospheric error gives a variance approximated as $\sigma_{\text {atm }}^{2}=5.22$ [24]. The thermal noise variance of the receiver's delay locked loop is shown as a function of the carrier to noise ratio $C / N_{0}$ as shown in Equation 2.51 [24].

$$
\begin{equation*}
\sigma_{t D L L}=\lambda_{c} \sqrt{\frac{4 F_{1} d^{2} B_{n}}{C / N_{0}}\left(2(1-d)+\frac{4 F_{2} d}{T C / N_{0}}\right)} \tag{2.51}
\end{equation*}
$$

The description of the receiver specific terms are given in Table 2.3 along with values taken from [24]. Using this variance, an example set of position solutions is shown in Figure 2.5.

Table 2.3: Receiver Parameters from [24]

| Parameter | Description | Value | Units |
| :--- | :--- | :--- | :---: |
| $F_{1}$ | discriminator correlator factor | 1 | - |
| $F_{2}$ | discriminator type factor | 1 | - |
| $d$ | correlator spacing | $1 / 2$ | chips |
| $B_{n}$ | code loop noise bandwidth | 2 | Hz |
| $T$ | prediction integration time | 2 | ms |
| $\lambda_{c}$ | code chipping rate | 293.05 | chips $/ \mathrm{s}$ |

Compared to solutions shown in Figure 2.4, this method produces a less noisy and more accurate position solution by de-weighting pseudoranges that are comparatively weak (low $C / N_{0}$ values).


Figure 2.5: Position Using Weighted Least Squares Estimate

### 2.5 Summary

This chapter describes the basics necessary for a GPS receiver to calculate its position using the ephemeris parameters from the GPS data message and the pseudoranges found
from determining the difference in transmission time, $t_{s}$, and the user's measurement time $t_{u}$. Chapter 3 will build on this background and show the effects of various error sources on GPS operation.

## Chapter 3

## Overview of GPS Errors

Much work has been done in analyzing the errors in GPS since its use began. A central source of information could be considered [27], which details the major error sources and includes a commonly quoted error budget, shown in Table 3.1. Several error modes have been heavily studied when it comes to the use of GPS receivers. They are typically grouped into three different error regions: satellite, atmospheric, and local. The satellite errors are the ephemeris data and satellite clock errors. The atmospheric errors are the ionosphere and troposphere delays. Finally, the local errors are the multipath and receiver measurement errors.

Table 3.1: GPS Standard Error Budget [27]

| One-sigma error, m |  |  |  |
| :--- | :---: | :---: | :---: |
| Error source | Bias | Random | Total |
| Ephemeris data | 2.1 | 0.0 | 2.1 |
| Satellite clock | 2.0 | 0.7 | 2.1 |
| Ionosphere | 4.0 | 0.5 | 4.0 |
| Troposphere | 0.5 | 0.5 | 0.7 |
| Multipath | 1.0 | 1.0 | 1.4 |
| Receiver measurement | 0.5 | 0.2 | 0.5 |
| UERE, rms | 5.1 | 1.4 | 5.3 |
| Filtered UERE, rms | 5.1 | 0.4 | 5.1 |

### 3.1 Satellite Errors

The GPS constellation was engineered to provide high accuracy position using ranges from the satellites. As with all implementations, there are still errors that must be accounted for. The errors in this section deal with the design and implementation of the satellites.

Both of these error sources have broadcast correction models that significantly decrease their effect, but there are still unmodeled effects that affect the user in navigation calculations. These errors are the same for all users of GPS and therefore are exactly correlated between any two locations. This fact can be used in certain error mitigation techniques described later.

### 3.1.1 Errors in Ephemeris Data

The satellite positions are not perfectly known to the user. To determine a satellite's position in ECEF coordinates, the user receives the satellite's ephemeris parameters in the navigation message. These parameters define the satellite's path estimated by the GPS control segment. This path is evaluated at the time the signal leaves the satellite's antenna. Since this path is an estimate, there is a difference between the true satellite path and the path described by the ephemeris parameters. These errors are typically $3-5 \mathrm{~m} \mathrm{rms}$ [25]. However, most of this error is in the cross-track direction which means it affects the direction to the satellite rather than the range, as shown in Figure 3.1. Errors in the direction to the satellite (which arise in the unit vector from the user to the satellite) have a much smaller impact than along-track errors [27]. The resulting ranging error from the satellite's position is therefore on the order of 1.5 m . The orbit model is updated by the GPS control segment periodically (anywhere from about eight hours to daily). At the time of update, the ephemeris error is nearly zero since the time is near the reference time for the orbit. As time progresses between ephemeris updates, the satellite position error grows.


Figure 3.1: GPS Ephemeris Errors

In order to compensate for these positioning errors, precise ephemerides are available post-process (typically one to a few days later, depending on accuracy desired). The National Geodetic Survey (NGS) posts sets of these orbit parameters at [2]. More complicated models are used to generate these solutions. The model described in Section 2.3.3 was chosen so its parameters would fit compactly in the navigation message. Increases in model complexity would alter this message and therefore make significant changes to the GPS signal structure.

### 3.1.2 Satellite Clock Errors

The satellites in the GPS use highly stable atomic clocks so the assumption of synchronized signal transmission can be used. However, there are errors in the satellite clocks due to drift. Most of these errors can be compensated for by using a clock error model. In the navigation message,there is a clock model to use that is also estimated by the control segment, described in Section 2.3.3. The error from satellite clock drift is also on the order of 1.5 m [25]. This error is reduced from that found in Table 3.1 due to increases in control
segment capabilities and the use of more stable atomic clocks in more recent GPS satellite blocks [21].

### 3.2 Atmospheric Errors

As the GPS signals travel through the Earth's atmosphere, they are subject to various changes in speed. The majority of these delays come from two layers of the atmosphere: the ionosphere and troposphere. Due to the variation in composition in these layers, the amount and means of the effect are different. The various layers of the atmosphere are shown in Figure 3.2, from [3]. Since these effects are caused by the satellite signal passing through a certain portion of the atmosphere, these errors are highly correlated with respect to location. That is, if two users are in close proximity (usually taken to be in the kilometer range), the atmospheric errors on a particular satellite signal are approximately equal. The farther apart two receivers are, the less correlation between the atmospheric errors.


Figure 3.2: Atmospheric Layers [3]

### 3.2.1 Ionospheric Errors

As seen from Figure 3.2, the ionosphere is a portion of the Earth's atmosphere extending from around 85 km to over 600 km above the Earth's surface. It is characterized by ionized partiles due to excitation by the Sun's ultraviolet radiation [27]. The magnitude of the effects the ionosphere has on the GPS signals is a function of the total electron content, which can change quickly as time progresses. This effect is dispersive, meaning its effect on the signal is a function of the signal frequency. This fact led, at least in part, to the use of multiple frequencies on the GPS satellites. By using measurements on multiple frequencies, the ionospheric error can be estimated and subsequently removed [6]. However, this approach requires the use of dual frequency measurements. These measurements are not often available on low-cost GPS receivers. This is due to the fact that the code on the L2 frequency is encrypted for use by authorized users only, such as the military. However, all new satellites transmit a civilian code on the L2 frequency commonly called L2C [35]. Once older satellites are phased out and replaced with updated ones, the ionosphere correction will be available to all users.

Another effect the ionosphere has on the satellite signal is that it affects the code and carrier signals differently. The dispersive media in the ionosphere delays the code, called group delay, while advancing the carrier phase, called phase advance. These two effects are equal in magnitude but opposite in sign [25]. This arises due to the fact that dispersive media make signals of different frequencies travel at different rates through the media. Since the code and carrier are signals of significantly different frequencies, their speeds are altered. For a satellite $s$, once the L 1 ionospheric delay $\left(I_{s 1}\right)$ has been calculated, the L 2 delay $\left(I_{s 2}\right)$
is also found by

$$
\begin{array}{r}
I_{s 2}=\alpha I_{s 1} \\
\alpha=\left(\frac{f_{L 1}}{f_{L 2}}\right)^{2} \tag{3.2}
\end{array}
$$

Included in the satellite's broadcast navigation message are parameters for an ionospheric delay model called the Klobuchar model, shown in Equation (3.3). This model gives the L1 zenith ionospheric delay, $\hat{I}_{z, L 1}$, as a function of local time, $t$, as

$$
\frac{\hat{I}_{z, L 1}}{c}=\left\{\begin{array}{cc}
A_{1}+A_{2} \cos \left(\frac{2 \pi\left(t-A_{3}\right)}{A_{4}}\right) & \left|t-A_{3}\right|<\frac{A_{4}}{4}  \tag{3.3}\\
A_{1} & \text { otherwise }
\end{array}\right.
$$

where $A_{1}$ is the nighttime value of the zenith delay (fixed at $5 \times 10^{-9} \mathrm{~s}$ ), $A_{2}$ is the amplitude for the daytime values, $A_{3}$ is the phase peak time (fixed at 14 hours, local time), and $A_{4}$ is the period of the cosine function. Using some typical values of these parameters $\left(A_{2}=7\right.$ $\mathrm{m}, A_{4}=28$ hours) yields corrections shown in Figure 3.3 [25]. Since the ionospheric effect is a function of the amount of ultraviolet rays absorbed by the atmosphere, the model has to compensate more during the middle of the day when the Sun is directly overhead. An obliquity factor, $O_{F}$, is used to scale the zenith delay, $\hat{I}_{z, L 1}$, as a function of the elevation angle to the satellite, el, as

$$
\begin{equation*}
O_{F}(e l)=1.0+16.0 \times(0.53-e l)^{3} \tag{3.4}
\end{equation*}
$$

This factor is needed since the amount of atmosphere the signal travels through is a function of the elevation angle from the horizon. At low elevation (near the horizon), the signal travels
through more of the atmosphere. Thus, the ionospheric delay is more and the model must be scaled. A plot of the obliquity factor is shown in Figure 3.4 [25].


Figure 3.3: Typical Klobuchar Ionosphere Model [25]


Figure 3.4: Ionospheric Obliquity Factor Model [25]

### 3.2.2 Tropospheric Errors

The troposphere also causes a delay in the signals passing through the atmosphere. Unlike the ionosphere, however, the delay is not a function of the frequency, so dual frequency measurements can not be used to compensate for the tropospheric error. This error mode is often broken into wet and dry components to be modeled. The wet model is dependent on the amount of moisture in the air and is therefore highly variable. However, it makes up only approximately $10 \%$ of the tropospheric error when compared to the delaying nature of the dry component. In order to compensate for this error (which is often neglected compared to other errors), a model is required [25].

### 3.3 Local Errors

Local errors are those that affect users on an individual basis. While the other error groupings are correlated between users, these local effects are either very weakly correlated (in the case of multipath) or uncorrelated (with regards to receiver measurement errors). Often these errors are best dealt with in receiver and antenna design as well as the user choosing a good location for the antenna. In the shadowed environments, it is the local errors that change drastically and are analyzed in this research.

### 3.3.1 Multipath Error

Multipath error occurs when the signal broadcast by the satellites bounces off surfaces before reaching the receiver antenna. This has a twofold effect on the signal. It first delays the signal since it takes a longer path to the receiver antenna than the line-of-sight signal. It also attenuates the signal since some of the energy is reflected in directions away from
the receiver. Research on this error source has increased in the last decade due to the effectiveness of mitigating other error sources such as the ionospheric delay, satellite errors, and the removal of Selective Availability (SA). Due to these advances, one of the next major sources of error comes from multipath [4].

Due to the fact that multipath is by nature highly dependent on the receiver antenna's immediate surroundings, it cannot be removed by differential GPS processing methods [9]. Multipath has been broken down into three different categories, each resulting from a different type of impact from surrounding objects and each having different effects on the receiver [26]. The first is specular reflection which arises from reflection off of a smooth surface. Due to the reflection, the amplitude of the signal is reduced, and the path from satellite antenna to user antenna is longer. This results in a waveform that is both lower in amplitude and out of phase with the line-of-sight signal [12]. This category greatly affects the carrier phase and is thus the major multipath effect in precise applications. The second multipath category is diffraction. This effect appears due to reflections around edges and corners of objects in the path of the signal. Lastly, when a signal bounces off a rough surface, many specular reflections occur. This is referred to as diffuse multipath. These three types of multipath are illustrated in Figure 3.5. The effects of multipath will be described more in Section 4.1. It is also noted that the multipath effect on the carrier phase measurement is much less than that on the pseudorange measurement. This will be used as a simplifying assumption in Section 4.1.


Figure 3.5: Three Multipath Types

### 3.3.2 Receiver Measurement Error

Several errors arise when a GPS receiver generates a measurement and brings the information it is receiving from the satellites into the discrete domain for processing. Receivers are subject to thermal noise in which the receiver tracking loops are attempting to drive an error signal to zero. This error signal is the difference between the incoming signal and the local replica of the signal. As the noise on the measurement increases, as is the case with a temperature increase, the uncertainty in the measurements is increased. Also, discretization of the signal and its subsequent processing leads to greater error. However, as advances are made in computing capabilities, these issues become less and less severe.

### 3.4 GPS Observable Error Models

Each of these error modes can be treated as a delay in the signal that corresponds to an additive factor in the pseudorange and carrier phase observable models. Therefore, for satellite $s$ and L-band frequency $l$ where $l=\mathrm{L} 1$, L2, the GPS observable models are extended from Equation (2.3) to include the errors described in this chapter as

$$
\begin{array}{r}
\rho_{s l}=r_{b s}+c\left(\delta t_{u}+\delta t_{s}\right)+I_{s l}+T_{s}+M \rho_{s l}+\epsilon_{s l} \\
\phi_{s l}=r_{b s}+c\left(\delta t_{u}+\delta t_{s}\right)+N_{s l} \lambda_{l}-I_{s l}+T_{s}+M \phi_{s l}+\eta_{s l} \tag{3.6}
\end{array}
$$

where $c \delta t_{s}$ is the satellite clock error, $I_{s l}$ is the ionospheric error, $T_{s}$ is the tropospheric error, $M \rho_{s l}$ is the pseudorange multipath error, $M \phi_{s l}$ is the carrier phase multipath error, $N_{s l}$ is the carrier phase integer ambiguity, $\lambda_{l}$ is the wavelength for frequency $l$, and $\eta_{s l}$ contains the other errors on the carrier phase measurement.

### 3.5 Summary

This chapter has discussed the basic common errors experienced by all users of GPS receivers. As was mentioned, the three error groupings (satellite, atmospheric, and local) also roughly correspond to the amount of correlation in these errors between users. It is the local errors that are significantly affected by the surrounding environment, and it is these that are of concern in this thesis and will be analyzed in Chapter 4.

## Chapter 4 <br> Shadowed Environments

Shadowed environments such as heavy foliage are distinct in the errors affecting GPS operation. Although all users of GPS suffer from error modes mentioned in Chapter 3, the presence of a large number of trees also causes changes in these modes that must be considered for a user to operate under these conditions. This and other environments like urban canyons create signal blockages where a receiver is unable to track a satellite due to an obstacle blocking satellite visibility. While this adversely affects performance, there are cases when a signal is degraded so much its presence in the solution increases the error more than if it were not included at all. These environments are subject to some sort of signal blockage that degrades receiver performance but does not cause the receiver to lose lock on the signal. This degradation comes from quickly changing multipath due to a large number of objects in close proximity as well as signal attenuation due to interfering objects, shown in Figure 4.1. These are the main effects considered in this research.

### 4.1 Environmental Error Monitoring Parameters

In order to study how these error sources occur in heavy foliage environments, the effects considered must be determined among the general errors occurring in the GPS measurements. While monitoring the pseudorange and pseudorange rate errors is ideal, the true calculation of these metrics requires the use of a highly accurate truth system. Therefore, alternative monitoring methods were investigated. To determine signal attenuation effects


Figure 4.1: Illustration of GPS Signal Shadowing Due to Foliage
the carrier to noise ratio $\left(C / N_{0}\right)$ is monitored. This gives information as to when a signal is degraded but loss-of-lock has not occurred. To monitor multipath, observation of a parameter $M 1$ has been shown to be related to a receiver's pseudorange multipath [29].

### 4.1.1 Signal Attenuation Monitoring Parameter

Signal attenuation arises when the signal passes through foliage cover. These obstacles cause both a delay and a reduced signal amplitude which increases the difficulty of tracking the signal. This reduced amplitude effect can be seen in the $C / N_{0}$ that is reported by the GPS receiver. Decreases in the $C / N_{0}$ increase the receiver's delay-locked-loop uncertainty, $\sigma_{t D L L}$, shown in Equation (2.51). The pseudorange variance, $\sigma_{\rho}^{2}$, is the combination of the tracking error and the atmospheric errors shown in Equation (2.50). Similarly the $C / N_{0}$ also shows the increase in the pseudorange rate variance. The pseudorange rate is related
to the receiver's measurement of the Doppler frequency as

$$
\begin{equation*}
\dot{\rho}_{s}=-\frac{c}{f_{L 1}} f_{D, s} \tag{4.1}
\end{equation*}
$$

The variance of the Doppler frequency is related to the noise on the Frequency-LockLoop (FLL) that tracks the frequency of the incoming signal. The thermal variance of the FLL is therefore taken to be [36]

$$
\begin{equation*}
\sigma_{t F L L}=\frac{\lambda_{L}}{2 \pi T} \sqrt{\frac{4 F B_{n}}{C / N_{0}}\left[1+\frac{1}{T C / N_{0}}\right]} \tag{4.2}
\end{equation*}
$$

Again the values of the parameters in Equation 4.2 are assumed from typical values found in [36] and shown in Table 4.1.

Table 4.1: Frequency-Lock-Loop Parameters from [36]

| Parameter | Description | Value | Units |
| :--- | :--- | :--- | :---: |
| $F$ | loop factor | 1 | - |
| $B_{n}$ | frequency loop noise bandwidth | 2 | Hz |
| $T$ | predetection integration time | 2 | ms |
| $\lambda_{L}$ | carrier wavelength | 0.19 | m |

However, the FLL (and therefore the pseudorange rate measurement) is also a function of the dynamic stress error on the tracking loop, $f_{e}$. These stresses are due to the dynamics of the receiver antenna. Assuming mild dynamics with a dynamic stress of $f_{e}=3 \mathrm{~Hz}$ and taking the FLL variance to be the pseudorange rate variance, i.e. $\sigma_{\dot{\rho}}^{2}=\sigma_{F L L}^{2}$, the pseudorange rate variance is therefore [36]

$$
\begin{equation*}
\sigma_{\dot{\rho}}^{2}=\left(\sigma_{t F L L}+\frac{f_{e}}{3}\right)^{2} \tag{4.3}
\end{equation*}
$$

Since the variances on the pseudorange and pseudorange rate are both functions of the $C / N_{0}$, this parameter is chosen for monitoring the errors in shadowed environments.

### 4.1.2 Multipath Monitoring Parameter

The other dominant effect to monitor is the changing multipath. As was discussed in Section 3.3.1, objects near the GPS antenna can alter the propagated signal by reflection. Depending on the local surroundings, these objects may reflect toward the antenna multiple delayed copies of the same signal. A receiver attempts to track the combination of all copies of the signal, which leads to decreased performance. Since the reflected path is always longer than the direct path, the multipath signals are always delayed. The reflected signals are also typically weaker than the line-of-sight signal depending on the nature of the reflection. As seen in Figure 4.1, multipath often causes a large change in the line-of-sight to the signal source. This error mode also affects the receiver's range rate measurement since the antenna's velocity projected onto the line-of-sight vector to the satellite is different from its projection onto the reflected path.

In order to quantify these multipath effects, a multipath monitoring variable, labeled M1 in this thesis, is used. For a given satellite, three measurements are used to derive the M1 parameter: the L1 pseudorange and L1 and L2 carrier phase. These measurements are shown in their common form with the error sources being added to the true range in Equations (3.5) and (3.6). It should be noted that the multipath on the carrier phase, $M \phi_{i}$, is significantly less than the multipath on the pseudorange, $M \rho_{i}[29]$, i.e. $M \phi_{i} \ll M \rho_{i}$.

Using the carrier phase model in Equation (3.6) and the dual frequency ionosphere relation in Equation (3.1) the L1 ionosphere delay can be found as

$$
\begin{align*}
& \phi_{1}-\phi_{2}=N_{1} \lambda_{1}-N_{2} \lambda_{2}-I_{1}+I_{2}+M \phi_{1}-M \phi_{2} \\
\Rightarrow \quad & I_{1}=\frac{\phi_{1}-\phi_{2}}{\alpha-1}-\frac{N_{1} \lambda_{1}-N_{2} \lambda_{2}}{\alpha-1}-\frac{M \phi_{1}-M \phi_{2}}{\alpha-1} \tag{4.4}
\end{align*}
$$

where the noise term is dropped. Since these parameters are using values from only one satellite, $s$ is also removed from the notation. Combining Equation (4.4) with the L1 carrier phase in Equation (3.6) removes the ionosphere delay as

$$
\begin{align*}
& \phi_{1}+\frac{\phi_{1}-\phi_{2}}{\alpha-1}=r_{s}+c\left(\delta t_{u}+\right.\left.\delta t_{s}\right)+N_{1} \lambda_{1}+\frac{N_{1} \lambda_{1}-N_{2} \lambda_{2}}{\alpha-1} \\
&+M \phi_{1}+\frac{M \phi_{1}-M \phi_{2}}{\alpha-1}+T_{1} \tag{4.5}
\end{align*}
$$

Then combining Equation (3.5) with Equations (4.4) and (4.5) gives

$$
\begin{align*}
M 1 & =\rho_{1}-\left(1+\frac{2}{\alpha-1}\right) \phi_{1}+\left(\frac{2}{\alpha-1}\right) \phi_{2}  \tag{4.6}\\
& =-N_{1} \lambda_{1}-2 \frac{N_{1} \lambda_{1}-N_{2} \lambda_{2}}{\alpha-1}+M \rho_{1}-M \phi_{1}-2 \frac{M \phi_{1}-M \phi_{2}}{\alpha-1}  \tag{4.7}\\
& \approx B_{1}+M \rho_{1} \tag{4.8}
\end{align*}
$$

where the carrier phase multipath variables have been neglected and the bias term

$$
\begin{equation*}
B_{1}=-N_{1} \lambda_{1}-2 \frac{N_{1} \lambda_{1}-N_{2} \lambda_{2}}{\alpha-1} \tag{4.9}
\end{equation*}
$$

is a function of the integer ambiguities on the dual frequency carrier phase measurements.

This bias term, $B_{1}$ can be removed by averaging or taking the first $M 1$ measurement as the bias term [29]. For this work, the change in multipath is being monitored so calculating the difference between successive $M 1$ variables removes the bias term. This approximates the change in L1 pseudorange multipath which is the effect to be monitored. Since $B_{1}$ is a function of the integer ambiguities a cycle slip will change the bias. This would appear as a spike in the $M 1$ variable. This effect is neglected in the analysis but is a source of additional error that could be considered in future work.

Since L1 pseudorange and L1 and L2 carrier phase measurements are required for this analysis, static dual-frequency data was collected using a NovAtel DL-V3 receiver with a NovAtel dual-frequency antenna. The photo in Figure 4.2 shows the location of the static analysis since it provided a good contrast between clear view and heavy foliage. This allowed for clear distinctions between the two environments to be drawn. A visualization technique was then used to evaluate these effects in heavy foliage.

### 4.1.3 Error Visualization for a Single Satellite

In order to determine the total effect of foliage cover on the satellite signals, a visualization technique for a single satellite was developed. Both monitoring variables (M1 and $C / N_{0}$ ) can be plotted together to visualize the signal error at a point in time. For a single satellite, this is shown in Figure 4.3. The change in MP1 is shown as the magnitude in this error plot. The $C / N_{0}$ is shown as the shade in the plot. These monitoring variables together reveal the effects of the environment on the signal. Figure 4.3 shows these monitoring variables for a single satellite signal as it passes from heavy foliage to a clear sky


Figure 4.2: Static Data Collection Location
view. This diagram shows that the signal strength drops and multipath jumps correspond with each other, although not directly.

### 4.1.4 Error Visualization for All Satellites in View

The single satellite visualization technique was extended to produce a visualization technique for all satellites in view. For a better view of what happens in tree cover, the static location shown in Figure 4.2 was again used. This location had heavy tree cover on the west side and clear sky on the east side. The aerial view of this area is shown in Figure 4.4. The combination of all satellite's monitoring variables are shown in Figure 4.5. This plot is similar to Figure 4.3 except that each of the $M 1$ and $C / N_{0}$ plots are bent to follow the path that the satellite travels across the sky. This allows spatially correlated effects to be shown. Since there is a relatively distinct dividing line between the two regions, the distinction can


Figure 4.3: Single Satellite Error Visualization
also be seen in the sky plot of Figure 4.5. This plot shows the effect that foliage has in quickly changing the multipath as well as degrading the signal. Low-elevation effects are also shown as satellites get close to the outer circle. This plotting scheme is extended from [17] where only the actual multipath is plotted with respect to satellite azimuth and elevation. The visualization developed for this thesis shows the changing effects of the multipath as well as the signal strength for analysis in changing conditions.

### 4.1.5 Analysis Results

From the monitoring variable plots shown in Figures 4.3 and 4.5, the shadowing effects of heavy foliage are shown to degrade the satellite signals. Even when a signal is still being tracked and is available to the system, low signal power (shown through low $C / N_{0}$ values)


Figure 4.4: Aerial View of Static Data Location
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Figure 4.5: All-In-View Satellite Error Visualization
and large jumps in the multipath (seen through $M 1$ variable) indicate that accuracy is degraded.

### 4.2 Summary

This chapter discusses the error modes specific to shadowed environments and the technique developed for their analysis. Monitoring variables were chosen to visualize the effects of foliage blocking a satellite signal. Although these effects usually cause a signal to drop out of view due to blockage, the analysis shows that even when satellites are still available, their accuracy is compromised due to the shadowing effects. This chapter motivates the need to develop a solution for operation in these environments, which is presented in Chapter 5.

## Chapter 5

Error Mitigation

The analysis presented in Chapter 4 motivates the need for methods to mitigate errors specific to shadowed environments. These errors include signal attenuation and quickly changing multipath. Both these error modes cause an increase in the uncertainty of the GPS receiver measurements and thus degraded navigation performance. Error mitigation is necessary to obtain accurate and reliable navigation solutions for operation in shadowed environments. From the design requirements in Chapter 1, the system must be low cost, operate continuously, and avoid solution spikes so it can be used in conjunction with vehicle navigation and control systems. In Chapter 4 it was shown that a stand-alone GPS receiver will not meet these requirements. Two methods of improved operation are presented here: differential corrections and sensor coupling. Although the use of differential corrections is very common and improves the accuracy of GPS solutions relative to a base receiver, the shadowing specific errors presented in Chapter 4 cause differential methods to also fail since these effects are not compensated in the correcting algorithms. Therefore the solution implemented in this thesis is integration with an inertial sensor in a closely coupled architecture with fault detection and exclusion (FDE) performed by an innovation monitoring technique [14].

### 5.1 Differential Corrections

GPS accuracy can be improved with the use of other local GPS receivers [28]. This is accomplished by operating on GPS measurements to calculate the position of one receiver
relative to the other. With this as the goal, there are methods that can reduce or even eliminate some of the aforementioned error types. The differential research presented here was conducted as an attempt to improve relative positioning between multiple receivers. This relative position can be used to determine an accurate global position for a mobile receiver if the base receiver is placed at a known, surveyed location.

### 5.1.1 Position Differencing

The most basic of differential positioning methods is to take the difference of two independently calculated positions. This method assumes the correlated range errors detailed in the pseudorange and carrier phase Equations (3.5) and (3.6) result in a correlated error in position. The differencing removes position error that is common to the two receivers. However, even though the error sources may be correlated between two receivers, their combined effects on the position solution changes the amount of correlation. This method tends to remove some errors common to both calculated positions, but the combination is not a linear differencing of the errors. This is due to the fact that the differencing is done in the position domain rather than the range domain. In this case, the individual solutions are calculated using biased and noisy measurements as described in Equations (3.5) and (3.6) to generate a solution based on methods similar to the one described in Section 2.4. These independently calculated positions can also have corrections applied using commercial or freely available corrections such as Omnistar or the Wide Area Augmentation System (WAAS), respectively. This typically reduces the global position error of each of the independent solutions to around three meters. After differencing these two corrected
positions, the relative positioning error is on the order of one meter for a commercial receiver. Note that these differences are subject to large jumps since errors can vary quickly between receivers.

### 5.1.2 Code Differencing

If the measurements of two receivers are temporally and spatially correlated, several of the delay errors in the range measurement can be removed if the actual measurements are differenced before the position solution is calculated. This error correlation was described previously in Chapter 3. If two receivers, $A$ and $B$, can view the same satellite, $j$, as shown in Figure 5.1, differencing these two ranges removes the errors common between them. This is called single differencing, and it removes the common satellite clock error, $\delta t_{j}$.


Figure 5.1: Common Satellite

The resulting single difference models are shown in Equations (5.1) and (5.2) where the L1 frequency is assumed.

$$
\begin{array}{r}
\rho_{j, A B}=r_{A B}+c \delta t_{A B}+I_{j, A B}+T_{j, A B}+M \rho_{j, A B}+\epsilon_{s, A B} \\
\phi_{j, A B}=r_{A B}+c \delta t_{A B}+N_{j, A B} \lambda-I_{j, A B}+T_{j, A B}+M \phi_{j, A B}+\eta_{s, A B} \tag{5.2}
\end{array}
$$

Note in both equations, the components $A$ and $B$ are combined into similar terms representing the difference in each component between the receivers for the satellite $j$, noted as $A B$. Also note the differencing of the measurements includes the noise from each measurement, thus increasing the noise of the new combined measurement. The single difference measurements can be useful when considered along with Figure 5.2. Here it is shown that the single differenced measurement is related to the baseline by the unit vector to the satellite, $j$.


Figure 5.2: Single Difference Diagram

Assuming the distance to the satellite is much greater than the baseline length, the unit vectors from receivers $A$ and $B$ are approximately the same. As an example, assuming
a baseline of 10 km with the average satellite altitude of $20,200 \mathrm{~km}$ above the receivers $A$ and $B$ with the satellite directly above receiver $A$, the angle of separation, $\zeta$, between the two receivers as viewed from the satellite would be $\frac{20200 \mathrm{~km}}{\sin \left(\frac{\pi}{2} \mathrm{rad}\right)}=\frac{10 \mathrm{~km}}{\sin (\zeta)} \Rightarrow \zeta \simeq 0.000495 \mathrm{rad}$. This angle also becomes the difference in elevation angle from satellite $B$ to the satellite and therefore the error that would be included in the direction of the unit vector.

From Figure 5.2, Equation (5.3) can be formed.

$$
\begin{align*}
& S D_{j, A B}=u_{j A} \cdot b_{A B}  \tag{5.3}\\
= & \left|u_{j A}\right|\left|b_{A B}\right| \cos (\theta)
\end{align*}
$$

Where $\theta$ is the angle between the unit vector to the satellite, $u_{j A}$ and the baseline vector, $b_{A B}$. Since this angle is assumed to be $\frac{\pi}{2} \mathrm{rad}$ with an error of $\zeta$ at the point of consideration, the equation expands to

$$
\begin{array}{r}
S D_{j, A B}=\left|e_{A}^{j}\right|\left|b_{A B}\right| \cos (\theta-\zeta) \\
=10 \mathrm{~km} \sin (\zeta)
\end{array}
$$

$$
\simeq 1.225 \mathrm{~mm}
$$

Therefore, even under these poor conditions, the error is insignificant compared to the noise on the single difference measurement. Also note if the receivers are spatially correlated, their atmospheric errors are approximately equal, thus $I_{j, A B} \simeq T_{j, A B} \simeq 0$.

Using two single differences for satellites $j$ and $k$, these two measurements can be combined to form double differences, shown in Equations (5.4) and (5.5) and illustrated in

Figure 5.3

$$
\begin{array}{r}
\rho_{j k, A B}=r_{j k, A B}+\epsilon_{j k, A B} \\
\phi_{j k, A B}=r_{j k, A B}+N_{j k, A B} \lambda+\eta_{j k, A B} \tag{5.5}
\end{array}
$$

This differencing removes the user clock bias, $\delta t_{A B}$, which was common to both single


Figure 5.3: Two Common Satellites
differences. This removes the requirement that the clock bias must be estimated. However, this comes at the expense of further increasing the noise on these new quantities. Also notice that the integer ambiguities in the carrier phases $\left(N_{j, A}, N_{j, B}, N_{k, A}\right.$, and $\left.N_{k, B}\right)$ are lumped into a single ambiguity $\left(N_{j k, A B}\right)$ that must be estimated rather than the four integer ambiguities in the original measurements shown in Equation(3.6). Similar to the single difference, the double difference can be related to the baseline as

$$
\begin{equation*}
D D_{j k, A B}=\left(u_{j A}-u_{k A}\right) \cdot b_{A B} \tag{5.6}
\end{equation*}
$$

Placing all available double differences with each differenced about satellite $j$ 's single difference into matrix form yields a relation to estimate the baseline in Equation (5.7)

$$
\left[\begin{array}{c}
u_{j A}-u_{k A}  \tag{5.7}\\
\vdots \\
u_{j A}-u_{m A}
\end{array}\right] \cdot b_{A B}=\left[\begin{array}{c}
D D_{j k, A B} \\
\vdots \\
D D_{j m, A B}
\end{array}\right]
$$

### 5.1.3 Carrier Smoothed Code Differencing

The methods described so far do not make use of the highly accurate carrier phase measurement due to the difficulty of estimating the double difference integer ambiguities, $N_{j k, A B}$. However, these ambiguities are constant over time, assuming no cycle slips have occurred. A smoothing method is used in which a double difference range, $D D$, is estimated using the carrier phase double difference ( $\phi_{j k, A B}$ ) and the pseudorange double difference $\left(\rho_{j k, A B}\right)$. By using the carrier phase double differences at two time epochs ( $\phi_{j k, A B}^{n}$ and $\left.\phi_{j k, A B}^{n-1}\right)$ to determine the change in the double difference range $(D D)$, a low noise measurement is obtained of the change in the double difference over one time step. By combining these measurements in a Kalman filter, the double difference range $(D D)$ can be calculated which uses the low noise carrier phase double differences $\left(\phi_{j k, A B}\right)$ to remove the noise inherent in the code double difference $\left(\rho_{j k, A B}\right)$. The resulting measurement is a very smooth double difference that lies along the mean of the code double difference measurement. To calculate the smoothed difference, Equations (5.8) through (5.12) are employed.

$$
\begin{array}{r}
D D^{-}=D D^{+}+\lambda\left(\phi_{j k, A B}^{n}-\phi_{j k, A B}^{n-1}\right) \\
P=P+Q \tag{5.9}
\end{array}
$$



Figure 5.4: Method Comparison

$$
\begin{array}{r}
K=P(P+R)^{-1} \\
D D^{+}=D D^{-}+K\left(D D^{-}+\rho_{j k, A B}^{n}\right) \\
P=(I-K) P \tag{5.12}
\end{array}
$$

Here $P$ is the properly initialized covariance matrix, $Q$ is the process noise covariance, $R$ is the measurement covariance, and $K$ is the resulting Kalman gain.

### 5.1.4 Static Comparison of Differential Methods

The three differential methods are shown in Figure 5.4 for a static case. In this comparison the code double difference performed the worst with a 3D standard deviation of 1.2 m . The carrier smoothed and position difference estimates were fairly close to the same performance with deviations of 0.54 m and 0.67 m , respectively.

The noise performance of the smoothed double difference is slightly better than that of the raw position differencing due to the low noise of the carrier phase measurements. However, both suffer from drift about the true relative position magnitude (baseline). This drift results in errors of approximately one meter from the actual baseline. Assuming a well surveyed base position, the global position will be accurate to about one meter. This is an improvement over the global accuracy of a single receiver. However, the double difference processing techniques do not provide a significant advantage over the raw position differencing. Another difficulty in applying these methods to roving vehicles is the requirement for a surveyed base station and data link between the receivers. Also, as the baseline grows, the differential methods suffer a drop in performance. This is due to the fact that the error correlation decreases and each receiver may be tracking different satellites. Therefore an onboard solution is desired and described in this thesis.

### 5.2 Inertial Aiding Sensors

An alternative to coupling multiple GPS receivers is to use alternative sensors, particularly an inertial measurement unit (IMU). Since inertial sensors have high output rates and low short-term noise, they are well suited for navigation and control over short periods of time. The length of this time is dependent on the grade of IMU used [37] since these sensors tend to drift over time. To keep the system low-cost, an automotive grade IMU, the Xbow 440, was used. The long-term stability and bounded nature of the GPS navigation solution tends to make it a perfect sensor to couple with an IMU in a way that takes advantage of the strengths of both systems while reducing the effects of their weaknesses [14].

### 5.2.1 Coupling Architectures

For this system, three coupling architectures found in the literature were considered [15]. These are shown in Figure 5.5. The IMU mechanization equations propagated the desired states. For general operation, a six degree of freedom order was chosen to include three body axes of both linear and rotational motion. The differences in the considered architectures stems from which measurements are used by the coupling filter and whether or not the GPS receiver is aided by the filter. In a loosely coupled approach, the receiver calculates a solution using at least four satellites, and its position and velocity are used as measurements. This solution is independent of the coupling solution. One major disadvantage of this method is that when the receiver cannot track enough satellites to compute the independent position, velocity, and time (PVT) solution, no GPS aiding measurements are available. Therefore the coupled solution accuracy is determined by the drift characteristics of the low-cost IMU. In the closely coupled architecture, pseudorange and pseudorange rate are used as measurements from any available satellite measurement. Therefore the updating is continued with less than 4 satellites. In this case, the GPS position calculation is moved into the coupling filter rather than being performed independently. Finally, a tightly coupled system also uses pseudorange and pseudorange rate measurements, but the IMU is used to aid the receiver in tracking GPS satellite signals. This approach increases the capabilities of tracking in GPS harsh environments, particularly dynamic maneuvers. However, it requires the use of a GPS receiver that can accept the aiding measurements. The nomenclature for these methods has changed over time but these labels effectively delineate the architecture being used. For this work, closely coupled integration is chosen since it
continuously updates errors but does not require GPS hardware to make use of the IMU aiding information.


Figure 5.5: Coupling Architectures

### 5.2.2 INS Mechanization Equations

Since the coupling algorithm corrects solutions generated by the IMU, a navigation solution is given by these corrected measurements from the IMU mechanization equations. The IMU combined with its mechanization is called an inertial navigation system (INS). This system includes the raw IMU measurements and the technique used to convert these measures into navigation states. The IMU measurements of angular rates, $\omega_{i b}^{b}=\left[\begin{array}{lll}g_{x} & g_{y} & g_{z}\end{array}\right]^{T}$, and specific force, $f_{i b}^{b}=\left[\begin{array}{lll}f_{x} & f_{y} & f_{z}\end{array}\right]^{T}$, are used to drive these states as shown in Equations (5.14-5.17). To simplify notation, $\Omega_{i b}^{b}$ is the skew-symmetric form of the angular rate
vector $\omega_{i b}^{b}$ such that

$$
\Omega_{i b}^{b}=\left[\begin{array}{ccc}
0 & -g_{z} & g_{y}  \tag{5.13}\\
g_{z} & 0 & -g_{x} \\
-g_{y} & g_{x} & 0
\end{array}\right]
$$

Taking $\Delta t$ as the IMU measurement time step, the coordinate transformation matrix, $C_{b}^{e}$, from the body frame, $b$, to the ECEF frame, $e$, is propagated as [14]

$$
\begin{equation*}
C_{b}^{e}=C_{b}^{e} \cdot\left(I_{3}+\Omega_{i b}^{b} \Delta t\right)-\left(\Omega_{i e}^{e} \cdot C_{b}^{e}\right) \Delta t \tag{5.14}
\end{equation*}
$$

The specific force vector is translated to the ECEF frame by

$$
\begin{equation*}
f_{i b}^{e}=C_{b}^{e} \cdot f_{i b}^{b} \tag{5.15}
\end{equation*}
$$

With the acceleration due to gravity and earth rotation given as $g_{b}^{e}$, the velocity state is propagated as

$$
\begin{equation*}
v_{e b}^{e}=v_{e b}^{e}+\left(f_{i b}^{e}+g_{b}^{e}-2 \Omega_{i e}^{e} \cdot v_{e b}^{e}\right) \Delta t \tag{5.16}
\end{equation*}
$$

The position vector can then be updated as

$$
\begin{equation*}
r_{e b}^{e}=r_{e b}^{e}+v_{e b}^{e} \Delta t \tag{5.17}
\end{equation*}
$$

Simple Euler numerical integration schemes were chosen for ease of computation. Although the error due to this numerical approximation would tend to accumulate over long time periods, with GPS corrections this effect is reduced.

Equations (5.14-5.17) are processed whenever a new measurement is available from the IMU. As correction measurements (GPS observables) are available, the position $\left(r_{e b}^{e}\right)$, velocity $\left(v_{e b}^{e}\right)$, and coordinate transformation matrix $\left(C_{b}^{e}\right)$ are updated to include these corrections. This correction process is detailed in subsequent sections. By periodically applying the corrections, the INS solution represents the system's best estimate of the antenna's navigation state at the current time. In the implementation described in Sections 5.2.4 and 5.2.5, this INS solution is used to linearized the state and measurement equations.

### 5.2.3 State Vector

The GPS/INS integration scheme includes 17 states used to keep track of the vehicle's motion, shown in Equation (5.18).

$$
x=\left[\begin{array}{c}
\delta \psi_{e b}^{e}  \tag{5.18}\\
\delta v_{e b}^{e} \\
\delta r_{e b}^{e} \\
b_{a} \\
b_{g} \\
c d t_{u} \\
c \dot{d} t_{u}
\end{array}\right]
$$

These states are partitioned into six groupings of similar variables. The state vector includes three components of attitude error, $\psi_{e b}^{e}$, which are used to update the coordinate
transformation matrix from body to ECEF frames, $C_{b}^{e}$; three components of velocity error in the ECEF frame, $v_{e b}^{e}$; and three components of position error in the ECEF frame, $r_{e b}^{e}$. The three accelerometer biases, $b_{a}$, and three gyro biases, $b_{g}$, are included and modeled as constants with process noise. The receiver clock bias, $c d t_{u}$, and drift, $c d t_{u}$, are included with the clock drift modeled as a constant.

### 5.2.4 State Dynamics

Since the INS provides a set of nonlinear dynamic equations to propagate the state vector in Equation (5.18) and the GPS measurements are nonlinear functions of these states (to be described in Section 5.2.5), an Extended Kalman Filter (EKF) can be used in the integration scheme [14]. In order to use the coupling architecture in an EKF form, the equations given in Section 5.2.2 are linearized for propagation of the state errors ( $\delta x$ ) and its error covariance matrix $(P)$. The state vector includes errors of the attitude, velocity, and position states but keeps track of the actual IMU bias and receiver clock states rather than their errors. The form of the state equation is

$$
\begin{equation*}
\dot{\delta x}=F \delta x+w_{s} \tag{5.19}
\end{equation*}
$$

where

$$
\begin{array}{r}
F=\left[\begin{array}{cccccc}
-\Omega_{i e}^{e} & O_{3} & O_{3} & O_{3} & C_{b}^{e} & O_{2} \\
F_{21} & -2 \Omega_{i e}^{e} & F_{23} & C_{b}^{e} & O_{3} & O_{2} \\
O_{3} & I_{3} & O_{3} & O_{3} & O_{3} & O_{2} \\
O_{3} & O_{3} & O_{3} & O_{3} & O_{3} & O_{2} \\
O_{3} & O_{3} & O_{3} & O_{3} & O_{3} & O_{2} \\
O_{2}^{T} & O_{2}^{T} & O_{2}^{T} & O_{2}^{T} & O_{2}^{T} & F_{66}
\end{array}\right] \\
F_{21}=\left[\begin{array}{ccc}
0 & -f_{z} & f_{y} \\
f_{z} & 0 & -f_{x} \\
-f_{y} & f_{x} & 0
\end{array}\right] \\
F_{23}=\frac{2 g_{0}}{r_{e n}^{e 2}} \frac{r_{e b}^{e} r_{e b}^{e T}}{\left|r_{e b}^{e}\right|} \\
F_{66}=\left[\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right] \tag{5.23}
\end{array}
$$

where $I_{m}$ represents an identity matrix of size $m \times m, O_{3}$ represents a $3 \times 3$ null matrix, $O_{2}$ is a $3 \times 2$ null matrix, and $w_{s}$ is the process noise included in the system derivation.

The state transition matrix at the current time step, $k$, can be approximated as

$$
\begin{equation*}
\Phi_{k}=I_{17}+F \Delta t \tag{5.24}
\end{equation*}
$$

This allows for the propagation of the state correction as

$$
\begin{equation*}
\delta x_{k}^{-}=\Phi_{k} \delta x_{k-1}^{+} \tag{5.25}
\end{equation*}
$$

With the state transition matrix, the covariance matrix can be updated to

$$
\begin{equation*}
P_{k}^{-}=\Phi_{k} P_{k-1}^{+} \Phi_{k}^{T}+Q \tag{5.26}
\end{equation*}
$$

Here $Q$ is the system noise covariance matrix which is assumed to be a diagonal matrix with entries given in Table 5.1. These values were tuned by trial and error to achieve the desired performance.

Table 5.1: System Noise Covariance Matrix Values

| State | Value | Units |
| :--- | :---: | :---: |
| Attitude Errors | 0.01 | $(\mathrm{rad} / \mathrm{s})^{2}$ |
| Velocity Errors | 0.01 | $(\mathrm{~m} / \mathrm{s})^{2}$ |
| Position Errors | 0.0005 | $(\mathrm{~m})^{2}$ |
| Accelerometer Bias Errors | 0.000001 | $\left(\mathrm{~m} / \mathrm{s}^{2}\right)^{2}$ |
| Gyro Bias Errors | 0.000001 | $(\mathrm{rad} / \mathrm{s})^{2}$ |
| Clock Bias Error | 0.1 | $(\mathrm{~m})^{2}$ |
| Clock Drift Error | 0.01 | $(\mathrm{~m} / \mathrm{s})^{2}$ |

### 5.2.5 State Measurement Relations

The GPS/INS integration scheme uses measurements from all available satellites to update the state corrections as

$$
\begin{equation*}
z=H \delta x+w_{m} \tag{5.27}
\end{equation*}
$$

where $H$ is the state-measurement matrix and $w_{m}$ is the measurement error included for derivation.

For satellite $s$, pseudorange, $\rho_{s}$, and pseudorange rate, $\dot{\rho}_{s}$, measurements are provided by the receiver. The rate measurement comes from the receiver's Doppler frequency measurement, $f_{D s}$. This measure is transformed to a rate measurement as

$$
\begin{equation*}
\dot{\rho}_{s}=-\frac{c}{f_{L 1}} f_{D s} \tag{5.28}
\end{equation*}
$$

where $c$ is the speed of light and $f_{L 1}$ is the L 1 carrier frequency. For each satellite, $s$, these quantities ( $\rho_{s}$ and $\dot{\rho}_{s}$ ) make up the measurements available to the navigation system at each measurement update.

Estimates of these measurements are calculated from the corrected INS solution, which is the system's best estimate of the state just before the measurement, and the GPS position and velocity described in Sections 2.3.3 and 2.3.3. These estimated pseudorange and pseudorange rate measurements are calculated as

$$
\begin{align*}
& \hat{\rho}_{s}=\sqrt{\left(r_{e b}^{e}-r_{e s}^{e}\right)^{T} \cdot\left(r_{e b}^{e}-r_{e s}^{e}\right)}+c d t_{u}  \tag{5.29}\\
& \hat{\dot{\rho}}_{s}=\frac{\left(r_{e b}^{e}-r_{e s}^{e}\right)^{T} \cdot\left(v_{e b}^{e}-v_{e s}^{e}\right)}{\sqrt{\left(r_{e b}^{e}-r_{e s}^{e}\right)^{T} \cdot\left(r_{e b}^{e}-r_{e s}^{e}\right)}+c \dot{d} t_{u}} \tag{5.30}
\end{align*}
$$

The differences in the measurements ( $\rho_{s}$ and $\dot{\rho}_{s}$ ) and estimated measurements ( $\rho_{s}$ and $\dot{\rho}_{s}$ ) give the measurement innovations. These differences are used both to correct the state estimates and to run the fault detection and exclusion algorithm, described in Section 5.3. These innovations are calculated as

$$
\begin{align*}
& \delta z_{\rho_{s}}=\rho_{s}-\hat{\rho}_{s}  \tag{5.31}\\
& \delta z_{\dot{\rho}_{s}}=\dot{\rho}_{s}-\hat{\dot{\rho}}_{s} \tag{5.32}
\end{align*}
$$

The innovations represent the new information provided to the navigation EKF. If the estimated measurement is close to the actual measurement, the innovation corresponding to this measurement will be low. In this case, the portion of the navigation filter corresponding to this innovation will have little effect on altering the state correction $(\delta x)$. Alternatively if the estimated state has drifted significantly, the estimated and actual measurements will diverge and the corresponding innovation will be relatively large. Thus the navigation filter will tend to alter the state correction to drive the innovation closer to zero.

Placing all of the innovations in a column vector forms the measurement vector as

$$
z=\left[\begin{array}{c}
\delta z_{\rho_{1}}  \tag{5.33}\\
\vdots \\
\delta z_{\dot{\rho}_{1}} \\
\vdots
\end{array}\right]
$$

The integration equations use a standard Extended Kalman Filter algorithm with the states described in Equation (5.18). The system is placed in linear form by differentiating the estimated measurements in Equations (5.29) and (5.30) with respect to each of the states. Approximations for this measurement state relationship matrix are made in [14] and are used here. For each row corresponding to a pseudorange, the resulting $H$ matrix entry is

$$
H_{\rho_{s}}=\left[\begin{array}{lllllll}
O_{3} & O_{3} & u_{s u} & O_{3} & O_{3} & 1 & 0 \tag{5.34}
\end{array}\right]
$$

where $u_{s u}$ is the unit vector from the satellite $s$ to the user. Similarly, for each row corresponding to a pseudorange rate, the resulting $H$ matrix entry is

$$
H_{\dot{\rho}_{s}}=\left[\begin{array}{lllllll}
O_{3} & u_{s u} & O_{3} & O_{3} & O_{3} & 0 & 1 \tag{5.35}
\end{array}\right]
$$

Assuming uncorrelated measurements, the variances of these measurements are used as entries along the diagonal of the measurement covariance matrix, $R$. The variance for a pseudorange measurement is described in Equation (2.50). The variance for a pseudorange rate measurement is assumed to be a function of the frequency-lock-loop $(F L L)$ that generates the Doppler frequency measurement used in Equation (5.28). It is therefore taken from values given in [21] where the $F L L$ thermal variance is taken to be

$$
\begin{equation*}
\sigma_{t F L L}=\frac{\lambda_{L}}{2 \pi T} \sqrt{\frac{4 F B_{n}}{C / N_{0}}\left[1+\frac{1}{T C / N_{0}}\right]} \tag{5.36}
\end{equation*}
$$

with parameters defined by the tracking loop architecture, shown in Table 4.1. The Doppler frequency variance is then

$$
\begin{equation*}
\sigma_{\dot{\rho}}=\sqrt{\sigma_{t F L L}^{2}+\frac{f_{e}^{2}}{9}} \tag{5.37}
\end{equation*}
$$

where $f_{e}$ is the dynamic stress error, taken to be $3 \mathrm{~m} / \mathrm{s}$. At a given time step, if a set of measurements are available, the measurement innovation vector, $z$, is generated and the Kalman gain calculated as

$$
\begin{equation*}
K=P_{k}^{-} H^{T}\left(H P_{k}^{-} H^{T}+R\right)^{-1} \tag{5.38}
\end{equation*}
$$

where the measurement covariance matrix $(R)$ is a diagonal matrix with elements corresponding to the pseudorange and pseudorange rate variances, described in Equations (2.50) and (5.36), respectively. Both of these variances for each satellite signal are functions of the signal's $C / N_{0}$, which represents the strength of the signal at the antenna. Lastly, the state error and covariance matrix are updated using the measurements.

$$
\begin{array}{r}
\delta x_{k}^{+}=\delta x_{k}^{-}+K z \\
P_{k}^{+}=\left(I_{17}-K H\right) P_{k}^{-} \tag{5.40}
\end{array}
$$

### 5.3 Fault Detection and Exclusion

Fault detection refers to the ability of a system to determine if there is a significant degradation in the GPS solution. The user is alerted if the system cannot guarantee solution accuracy to a certain level [14]. Fault exclusion provides a means to remove the fault and continue operation with the desired accuracy without having to alert the user. These schemes are used for critical applications where GPS availability and accuracy are necessary, such as aircraft landings. Traditionally these methods are used to detect and correct satellite failures. In this thesis, the errors being studied cause sporadic measurement outliers due to tree cover. These outliers are caused by large instantaneous jumps in multipath and corresponding drops in the signal power at the antenna. They are considered outliers since these measurements contain errors that cause the range or range rate to be outside the expected accuracy of the GPS observables. Therefore a technique is used to exclude outlying measurements and provide a more robust solution.

### 5.3.1 Normalized Innovation Parameter

Since the errors in multipath and signal attenuation affect the receiver measurements and these errors enter the solution through the innovation (described in Section 5.2.5), the innovation was chosen as the detection parameter. However, since the innovation is a function of measurement noise and not just these errors, jumps might not necessarily imply a fault. Therefore a normalization routine was implemented to provide more consistent operation. Each innovation is normalized by the square root of the $C$ matrix diagonal, where $C=H P H^{T}+R$. The $C$ matrix is calculated as part of Equation (5.38) and therefore does not greatly increase the computational burden. Thus, the normalized innovation is

$$
\begin{equation*}
y_{i}=\frac{z_{i}}{\sqrt{C_{i i}}} \tag{5.41}
\end{equation*}
$$

### 5.3.2 FDE Threshold

The normalized innovation parameters in Equation (5.41) are compared to a previously determined threshold, $y_{t}$. The measurement and its corresponding rows in the $H$ and $R$ matrix are removed if it is faulty, i.e. $y_{i}>y_{t}$. The threshold value is determined using the assumption that the normalized innovations are normally distributed with zero mean and unit variance [14]. The FDE requires the designer to set a false alarm probability. This is the probability that a non-erroneous measurement is rejected. Thus information that could have been useful is rejected. From this probability, a threshold is calculated by selecting a scaling on the normal distribution standard deviation to exclude the false alarm probability as shown in Figure 5.6. By decreasing the false alarm probability, the threshold increases and fewer outlier measurements will be rejected. The value used in this
work was 3, suggested from [14] to include $99.73 \%$ of genuine measurements. This value corresponds to a false alarm probability of $0.27 \%$, which is relatively high. However, since this is a snapshot method, the effect of rejecting a good measurement would only affect a single epoch.


Figure 5.6: Fault Detection and Exclusion Threshold Selection

### 5.4 Summary

This chapter details the methods investigated to compensate for the errors inherent in general GPS operation and in operation in shadowed environments. For normal GPS operation, the code differential and carrier smoothed methods were presented. However, for short baselines the performance of the code differential algorithm is not greatly improved over position differencing due to the magnification of noise and unmodeled errors in the double difference generation. The carrier smoothed code method was presented as an improved positioning method for general operation. Also, this smoothing technique can be
adapted to other cases where pseudorange measurements are used. This decreases the noise in the range measurement for improved performance. However, these techniques are not viable in shadowed environments since satellite visibility is compromised and large multipath changes cannot be differentially corrected. In heavy foliage, the likelihood of both rover and base receivers accurately tracking at least five common satellites is low. As an alternative to differential operation, the low-level coupling architectures were described and compared. The loosely coupled method has disadvantages similar to the differential techniques; namely, satellite visibility can cause the corrections to be unavailable. The closely coupled method overcomes this difficulty by using any raw GPS observables from visible satellites. Therefore it is capable of supplying corrections even in low satellite visibility situations. Alternatively, a tightly coupled method was described but its requirement for special GPS equipment make it more difficult to implement, and therefore it is not explored further in this thesis. In addition to coupling, a fault detection and exclusion method was used to increase the integrity of the system's solution. This is accomplished by rejecting measurements considered to be outliers by comparing the normalized innovation parameter to a pre-determined threshold.

## Chapter 6

Results

To test the system, a path was chosen to include clear and heavy foliage areas, shown in Figure 6.1. The route was located in Auburn, AL and began along a relatively clear roadway, shown in the top of Figure 6.2. This section allows for good initialization of the coupling filter. It also gives a segment for comparing all methods without dealing with the effects of shadowed environments. Near the southern portion of the path, the test included heavy foliage, shown at the bottom of Figure 6.2. This segment degraded signal accuracy and satellite visibility, even dropping to only one satellite being reported by the GPS receiver. This path was chosen to test the system in varying conditions and to compare the system with stand-alone GPS solutions.

### 6.1 Pseudorange Calculated Position

As a baseline comparison, only the reported L1 pseudoranges and satellite positions from broadcast ephemerides were used to calculate the receiver position. This method was described in detail in Section 2.4. Due to the foliage conditions, there were points at which no solution could be generated since too few satellites were reported. The overall position is shown in Figure 6.3, and a zoomed segment is shown in Figure 6.4 detailing the operational difficulties of using GPS in foliage environments. As is clear from Figures 6.3 and 6.4, this solution is unacceptable for position critical vehicle operations since position jumps of approximately 100 meters occur in several places. Notice these jumps also occur in the shadowed portion of the track located along the southern straight section.


Figure 6.1: Dynamic Path


Figure 6.2: Clear Sky and Heavy Foliage Environments Along Dynamic Path


Figure 6.3: Pseudorange Calculated Positions


Figure 6.4: Zoom on Pseudorange Calculated Positions

The zoomed region shown in Figure 6.4 shows one of the characteristic effects of GPS operation in shadowed environments. As a heavily shadowed satellite drops in and out of visibility, it causes distinct spikes to be generated in a consistent direction. The magnitude of these jumps is large indicating the large amount of shadowing affecting the receiver in this area.

### 6.2 Closely Coupled Implementation Results

Using the closely coupled algorithm (described in Section 5.2) by including the IMU allows the navigation system to bridge GPS signal degradation. For this implementation, an automotive-grade IMU (Crossbow 440) was used. This method also increases the system solution rate to 50 Hz , which is beneficial for vehicle control. The solution improves over the pseudorange position since the effect of jumps due to foliage is filtered out, as seen in Figure 6.5. The inclusion of the IMU in the filter allows the navigation system to remain on the path even though the shadowing effects would cause the solution to jump away from the path.

However, the solution still suffers from position and velocity jumps due to tree cover errors on the GPS measurements. These appear due to the innovation outliers, and their effect can be seen along the straight southern portion of the path shown in Figure 6.6. At the western jump, a satellite is reported at a single time epoch, and its innovation is large compared to the other measurements (magnitude of $\approx 7$ compared to $<2$ ). In this case the pseudorange measurement does not introduce the jump. The error occurs in the pseudorange rate measurement. This fault causes erroneous corrections to be made to the velocity in the navigation filter. This velocity then propagates to the jump in position


Figure 6.5: Zoom on Closely Coupled Positions
solution which is corrected over time. This is shown as the stepping in Figure 6.6 where the introduced velocity error causes the position solution to diverge over time before it is corrected.

### 6.3 Closely Coupled with FDE Implementation Results

By including the normalized innovation monitoring described in Section 5.3, these erroneous jumps are removed as shown in Figure 6.7. This implies that the correct outlier was detected and removed from the solution. As can be seen, this system is able to bridge parital signal loss while still estimating state corrections. In this case, the pseudorange rate innovation causes a spike in the normalized innovation parameter corresponding to a shadowed signal. The effects of this spike are removed, and operation is continued without that measurement. These results show the method is quite robust for operation in foliage environments like those encountered in the test path.


Figure 6.6: Comparison of Closely Coupled and Pseudorange Solutions


Figure 6.7: Comparison of Closely Coupled with FDE and Pseudorange Solutions

The normalized innovations are shown for the entire path as well as this portion of the path in Figures 6.8 and 6.9.


Figure 6.8: Normalized Innovations Over Entire Path


Figure 6.9: Normalized Innovations Over Zoom Segment

These plots show the threshold and the distribution of the normalized innovations. It is noted that during the middle portion of Figure 6.8, the shadowing effects are seen as a
spreading of the normalized innovations. The innovation thrown out at the beginning of Figure 6.9 is the one that causes the jump at the left part of Figure 6.6.

### 6.4 Comparison of Methods

To compare the methods of operation in shadowed environments, the paths for each method are plotted together above aerial photography via [1] in Figures 6.10 thru 6.12. As can be seen, the pseudorange positions are subject to large jumps in solution in foliage areas and even some jumps in clear sky areas. The GPS/INS closely coupled solution filters these jumps but also introduces jumps of lower magnitude since poor GPS measurements are still used in the navigation EKF. However, these jumps are removed with the FDE technique as seen in Figure 6.7.


Figure 6.10: Overlay of Positioning Methods In Heavy Foliage


Figure 6.11: Overlay of Positioning Methods In Clear Sky


Figure 6.12: Overlay of Positioning Methods In Light Foliage

### 6.5 Summary

In this chapter, implementation results are presented for the closely coupled system with and without fault detection and exclusion described in Chapter 5. Comparison is made to stand-alone GPS operation by calculating pseudorange positions at every measurement update, wherever enough information was available. It is shown that the FDE method aids in navigation due to its removal of error-causing outliers in the measurement domain.

## Chapter 7

Conclusion

This thesis has shown that GPS operation in shadowed environments such as heavy foliage poses diverse challenges. Although GPS receivers are subject to various error sources from satellite, atmospheric, and local effects, shadowed environments add complexity to the signal degradation. The work presented in this thesis develops a method of analysis for the errors specific to shadowed environments, namely the rapidly changing multipath and the signal attenuation caused by signal degradation. These sources of error affect the ability of a receiver's tracking loops to effectively track the incoming signal and thus negatively impact the receiver's performace in generating measurements. By using the error monitoring parameters ( $M 1$ and $C / N_{0}$ ) described in Chapter 4, the effects of these error sources can be tracked and visualized. This method makes error analysis more efficient than attempting to accurately determine the exact range error effects to which the GPS receiver is subject. A visualization technique for both a single satellite signal and for all satellites in view was developed to aid in the analysis of GPS operation in heavy foliage environments. As was shown in Chapter 4, the presence of foliage between the GPS receiver and the broadcasting satellite causes quickly varying and spontaneous drops in signal strength and also large changes in the signal multipath. The occurrence of these errors was seen to correspond to each other. This analysis led to the conclusion that foliage effects on the GPS signal was a quickly changing error mode and thus a snapshot method of fault detection could be used.

With insight into the errors affecting navigation operation, methods were detailed to handle such cases in Chapter 5. These methods included differential operation and inertial sensor integration. The performance of code-phase differential methods were compared and their shortcomings in shadowed environment operation described. Three integration methods (loosely coupled, closely coupled, and tightly coupled) were described and their advantages and shortcomings compared for operation in foliage. The closely coupled implementation was chosen since this architecture makes use of all available GPS observables along with the outputs of an IMU mechanization. This level of integration allows for operation in lower satellite visibility, which is common in shadowed environments. Comparison of the closely coupled navigation system with raw GPS processing (independent of other sensors) showed that integration reduced the large erroneous jumps in the navigation solution by combining GPS measurements with an INS calculated solution. It was also shown in Chapter 5 that the closely coupled architecture alone could not operate effectively in a shadowed environment. Due to the nature of the foliage-specific errors, a snapshot innovation filtering scheme was presented that allowed for normalized outlier rejection to add integrity to the navigation solution. Inclusion of the fault detection and exclusion (FDE) method further improved the operation of the navigation system during particularly dense foliage cover.

### 7.1 Future Work

The next step in this research is to package the algorithms and hardware into a deployable module for use on actual systems. This platform has been investigated and advances will be forthcoming.

Further analysis of the multipath effects could improve the processing by allowing the navigation processor to estimate these errors. Therefore rejection could be avoided by removal of these error sources. Improved multipath monitoring could also be extended to other applications such as more advanced differential processing methods like real-time kinematic (RTK). This improvement would be beneficial since local effects are errors that differential methods cannot intrinsically remove.

The navigation methods presented in this thesis can also be improved upon by adding more sophisticated integrity monitoring schemes to the processing. With these statistical techniques, more explicit bounds on the system integrity would be available. Therefore the bounding thresholds could be set as a function of desired performance. Further performance improvement would come by using a receiver capable of accepting aiding for signal tracking. This could be developed as part of a software receiver platform as this functionality is not available to receivers used in Auburn's GPS and Vehicle Dynamics Laboratory.
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$\bar{x} \quad$ generic vector
$\epsilon_{s} \quad$ pseudorange error for satellite $s$
$\epsilon_{s l} \quad$ pseudorange error for satellite $s$ and L-band freqency $l$
$\eta_{s l} \quad$ carrier phase error for satellite $s$ and L-band freqency $l$
$\lambda \quad$ longitude angle
$\lambda_{l} \quad$ carrier wavelength for L-band freqency $l$
$\phi \quad$ latitude angle
$\phi_{s l} \quad$ carrier phase measurement for satellite $s$ and L-band frequency $l$
$\rho_{s} \quad$ pseudorange from user to satellite $s$
$c \delta t_{u, s}$ clock offset of user, satellite
$c \quad$ speed of light
$e \quad$ Earth-Centered Earth-Fixed (ECEF) coordinate frame
$e \quad$ body coordinate frame
$i \quad$ inertial coordinate frame
$I_{s 1,2}$ ionospheric delay on L1, L2 frequency for satellite $s$
$M \phi_{s l}$ carrier phase multipath for satellite $s$ and L-band freqency $l$
$M \rho_{s l}$ pseudorange multipath delay for satellite $s$ and L-band frequency $l$
$n \quad$ navigation coordinate frame
$N_{s l} \quad$ carrier phase integer ambiguity for satellite $s$ and L-band frequency $l$
$r_{e b, e s}^{e}$ ECEF position vector of user, satellite
$r_{e b, e s}$ user, satellite distance from ECEF origin
$r_{e b}$ user range to ECEF origin
$r_{s b} \quad$ range from satellite to user
$s \quad$ satellite coordinate frame
$t_{m} \quad$ time a signal is measured
$T_{s} \quad$ tropospheric delay for satellite $s$
$t_{s}$ time a signal leaves the satellite
$x_{\beta \gamma}^{\alpha} \quad x$ vector from $\beta$ origin to $\gamma$ origin expressed in $\alpha$ coordinates
$x_{\beta \gamma} \quad$ magnitude of $x$ vector from $\beta$ orign to $\gamma$ origin
$x_{e b, e s}$ ECEF x coordinate of user, satellite
$y_{\text {eb,es }}$ ECEF y coordinate of user, satellite
$z_{e b, e s}$ ECEF z coordinate of user, satellite

## Appendix A

## Coordinate Frames and Transformations

Part of navigation solution presentation is a clear understanding of what coordinate frames are being used. Also, transformations between these coordinate systems make the combination of different system types (like GPS and INS) compatible. A description of the frames used in this work is given followed by conversions between them used in this work.

## A. 1 Coordinate Frames

It is necessary to clearly delineate what coordinate frame system is being used and what frame measures are related to. This is particularly important in combining systems that give values of the same quantity in different frames.

## A.1.1 Earth-Centered Inertial (ECI) Frame

The ECI frame is approximately an inertial frame, meaning it can be sufficiently approximated as a non-rotating coordinate frame. This is not strictly true but for the purposes of the calculations used, it can be approximated as such. The necessity of describing this frame is that this is the reference system to which inertial sensors measure. The origin of the ECI frame is located at the center of the Earth. Its z axis is coincident with the Earth's axis of rotation. The x axis points in a non-rotating direction, usually taken to be the vernal equinox [14]. The y axis completes the right-handed coordinate system. This frame is illustrated in Figure A.1.


Figure A.1: Earth-Centered Inertial (ECI) Frame

## A.1.2 Earth-Centered Earth-Fixed (ECEF) Frame

The ECEF frame is a frame in which the origin is the center of the earth, the z axis is coincident with the Earth's axis of rotation, the x axis points along $0^{\circ}$ longitude, and the y axis completes the right-handed coordinate system by pointing along $90^{\circ}$ longitude. This frame is illustrated in Figure A.2.

## A.1.3 Navigation Frame

The local navigation frame is defined with an origin on the user body (usually center of mass or sensor coordinate system center). It is the point for which the navigation solution is sought [14]. One axis points toward the local North direction, co-planar with the ECEF z axis. The Down direction is defined to be perpendicular to the Earth ellipsoid in the direction of the center of the Earth. The East direction completes the right-hand coordinate


Figure A.2: Earth-Centered Earth-Fixed (ECEF) Frame
system. This frame is illustrated in Figure A.3. Note that there are singularities for this frame at each pole because of the nature of the North direction definition.

## A.1.4 Body Frame

The body frame is the frame rigidly attached to the user body (assumed to be coincident with the sensor coordinate system). The x axis points in the forward direction of the body, the z axis downward on the body, and the y axis completes the right-hand coordinate system. This frame is illustrated in Figure A.4.

## A.1.5 Orbit Frame

The orbit frame is a planar system with the origin at the Earth's center and inclined from the polar axis by an inclination angle, $i$, as shown in Figure A.5. This frame is also rotated about the polar axis by $\Omega$, the longitude of the ascending node. The ascending node


Figure A.3: Navigation Frame


Figure A.4: Body Frame
is the point at which a satellite in the orbit crosses the equatorial plane in the positive z direction. This angle is measured from the IERS reference meridian as shown in Figure A. 5 [14]. Within the orbit plane, the x axis is defined from the Earth center to the ascending


Figure A.5: Orbital Plane With Respect To Equatorial Plane
node and the y axis completes the right-hand coordinate system as shown in Figure A.6. The orientation of the plane is defined by the argument of perigee, $\omega$. The perigee is the point of closest approach in the orbit.


Figure A.6: Orbit Frame

## A.1. 6 Satellite Frame

The satellite frame is defined for satellite $s$ as the coordinate frame centered at the phase center of the satellite antenna. Due to its use in this work, directions of the coordinate axes are not important since the origin location is the only important set of coordinates to be determined.

## A. 2 Coordinate Transformations

Transformation between sets of coordinate frames is necessary since various quantities used in the implementation are measured or given in different coordinate frames. Also, the user may need the resulting coordinates in a more usable form for their application. For example, ECEF coordinates are not as helpful as navigation coordinates for vehicle operation. Also, most mapping applications use geodetic coordinates since the origin of the navigation coordinates is difficult to correlate with positions on the Earth's surface.

## A.2.1 Coordinate Transformation Matrix

In order to relate the various coordinate frames, a transformation matrix is used. To take a vector quantity between two coordinate frames $\delta$ and $\gamma$ that is expressed in coordinate frame $\alpha, x_{\delta \gamma}^{\alpha}$, to be expressed in coordinate frame $\beta, x_{\delta \gamma}^{\beta}$ can be accomplished by

$$
\begin{equation*}
x_{\delta \gamma}^{\beta}=C_{\alpha}^{\beta} x_{\delta \gamma}^{\alpha} \tag{A.1}
\end{equation*}
$$

The inverse operation is accomplished by using the transpose of the transformation matrix, that is

$$
\begin{equation*}
C_{\beta}^{\alpha}=\left(C_{\alpha}^{\beta}\right)^{T} \tag{A.2}
\end{equation*}
$$

If an angular rate vector is expressed in skew-symmetric form then it can be transformed to another coordinate frame as

$$
\begin{equation*}
\Omega_{\beta \alpha}^{\delta}=C_{\gamma}^{\delta} \Omega_{\beta \alpha}^{\gamma} C_{\delta}^{\gamma} \tag{A.3}
\end{equation*}
$$

The rate of change of the transformation matrix is found as

$$
\begin{equation*}
\dot{C}_{\beta}^{\alpha}=C_{\beta}^{\alpha} \Omega_{\alpha \beta}^{\beta} \tag{A.4}
\end{equation*}
$$

## A. 3 ECEF and Geodetic Coordinates

To translate between ECEF coordinates and geodetic coordinates, the Earth's ellipsoidal model must be used. For these transformations, the transverse radius of curvature, $R_{E}$, is needed. This is the radius of curvature of constant latitude lines calculated as

$$
\begin{equation*}
R_{E}\left(L_{b}\right)-\frac{R_{0}}{\sqrt{1-e^{2} \sin ^{2} L}} \tag{A.5}
\end{equation*}
$$

where $R_{0}$ is the equatorial radius and $L_{b}$ is the geodetic latitude. Therefore ECEF coordinates can be calculated from geodetic coordinates as

$$
\begin{equation*}
x_{e b}^{e}=\left(R_{E}\left(L_{b}\right)+h_{b}\right) \cos L_{b} \cos \lambda_{b} \tag{A.6}
\end{equation*}
$$

$$
\begin{gather*}
y_{e b}^{e}=\left(R_{E}\left(L_{b}\right)+h_{b}\right) \cos L_{b} \sin \lambda_{b}  \tag{А.7}\\
z_{e b}^{e}=\left[\left(1-e^{2}\right) R_{E}\left(L_{b}\right)+h_{b}\right] \sin L_{b} \tag{A.8}
\end{gather*}
$$

and geodetic coordinates can be calculated from ECEF coordinates as

$$
\begin{array}{r}
\sin L_{b}=\frac{z_{e b}^{e}}{\left(1-e^{2}\right) R_{E}\left(L_{b}\right)+h_{b}} \\
\tan \lambda_{b}=\frac{y_{e b}^{e}}{x_{e b}^{e}} \\
h_{b}=\frac{\sqrt{\left(x_{e b}^{e}\right)^{2}+\left(y_{e b}^{e}\right)^{2}}}{\cos L_{b}}-R_{E}\left(L_{b}\right) \tag{A.9}
\end{array}
$$

This solution has to be iterated through since $R_{E}$ is a function of latitude, and latitude and height must be solved for iteratively.

