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Localization and placement problems in wireless networks have been widely studied.

The adaptation of localization in real world environment can be observed by popular com-

mercial and non-commercial GPS applications. Intelligent placement of base stations in

cellular network has led to efficient network deployment. However, with the advent of wire-

less local area networks (WLAN), ad hoc and sensor networks these problems are again

brought into focus. The requirements such as low-cost, nodal resource constrains and mul-

tihop characteristics have made difficult problems such as localization and placement very

hard to solve for contemporary wireless networks. These problems are considered in this

work.

A low-cost secure localization scheme is proposed for infrastructure based WLAN.

The scheme and its testbed implementation is based on transmission of special messages

at different power levels through different access points (APs). Depending on the set of

messages received by a user, his/her location is estimated. Measured results have shown

this scheme to perform as well as the traditional signal strength based indoor localization
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schemes. Moreover, the scheme is secure and prevents any intruder from spoofing his

location.

The problem of node placement is investigated for wireless ad hoc and sensor networks.

The placement and interface selection algorithm (PISA) is proposed for placing “drones”

(multi-interface devices) that bridge heterogeneous networks. The objective is to place

these “drones” to maintain a connected network. Furthermore, the problem of placing

sophisticated nodes (SNs) in a hierarchical network is considered, given the placement of

lower tier nodes called lite nodes (LNs). A HYBRID algorithm comprising of binary integer

linear programming (BILP) and genetic algorithm (GA) is proposed to solve this problem.

The placement schemes are validated using MATLAB simulations. Moreover, a mobility

scheme is proposed to enable auto-configuration of SN placement without the knowledge

of LN locations. The scheme is implemented and tested using OPNET. The results of

these placement schemes indicate satisfactory placements of nodes for all test cases. These

placement schemes demonstrate an increase in network connectivity, capacity and decrease

in nodal energy; thus making the network more efficient.
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Chapter 1

Introduction

Today’s wireless applications like cellular phone services and television broadcast are a

part of the day to day life of many people. Wireless communication has evolved immensely

from the time it was first implemented. The ease of setting up a wireless network, tetherless

communication, and low cost of deployment (as compared to a wired network) are some

of the key reasons for its popularity. Also, the reliability of wireless communication has

improved significantly and is reflected in its application in areas such as police radio, military

communication, and disaster recovery services. This reliability is not only reflected in

such public safety applications, but also in many civilian applications. Currently, many

people have wireless cellular phones as their primary means of contact. Similarly, it is

common to carry out a secure transaction over the Internet through a wireless local area

network (WLAN). City wide WLAN deployments are planned in many metropolitan areas.

The above examples indicate the widespread implementation of wireless networks, making

wireless communication a technology that is available “anytime” and “anywhere”. Wireless

communication, thus, is no longer a luxury, but a necessity.

Apart from the infrastructure based networks, there is increasing interest in wireless

ad hoc and sensor networks. Current research in wireless sensor networks envisions random

deployment of inexpensive sensor nodes over a region of interest to monitor multiple param-

eters. The sensor nodes will autonomously configure themselves into a network that would

monitor and deliver relevant data to a single collection center called sink [52]. Depending
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on the Region of Interest (RoI), parameters to be collected, and the resolution of the re-

quired readings, hundreds or thousands of low-end simple sensor nodes such as Smart Dust

[29] may be deployed. Moreover, monitoring multiple parameters may need deployment of

specialized nodes. For example, in an intrusion detection system there may be laser sensors

and cameras to detect and identify the intruder. It would be inefficient to send high band-

width data through low-end sensor nodes. Not only will the energy of these sensor nodes

deplete rapidly, the data itself may not be delivered due to the unreliable nature of the

sensor network. Due to these scalability and reliability issues, a hierarchical architecture

has been proposed [1].

In order to deploy efficient and service oriented wireless networks, it is essential to

intelligently locate and place wireless devices. Location of wireless devices are in focus

for realizing many commercial applications such as asset tracking (tracking appliances or

people)1, pervasive computing (differentiating services based on a user’s location)[23] and

location based access control [16]. On the other hand, the problem of optimal placement of

wireless devices is frequently realized in cellular networks where minimum base stations are

required to be placed for complete coverage and other service requirements [36]. Also, Access

Points (AP) when placed inefficiently in an indoor WLAN would require to be redeployed

adding to the cost of network maintenance [42]. Similarly, random deployment of nodes

require 6 to 24 times more transmission power than intelligent placement in sensor networks

[10]. This is especially costly for sensor nodes which work on low power. Determining

optimal placements for such devices is required for many scenarios but is usually an NP-

hard problem.

1http://www.pango.com/pango.aspx?id=638
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1.1 Problem Definition Overview

We consider three scenarios where such device localization and placement is to be

determined and propose algorithms for the same. These scenarios are:

• Secure localization of wireless users: We consider a 802.11b based indoor wireless LAN

network where location of wireless users is to be estimated. Assuming the presence

of an intruder in the network, a secure localization scheme to determine locations of

wireless clients in WLANs is proposed.

• Drone placement in heterogeneous networks: A heterogeneous network, comprising of

several homogeneous networks of different interfaces is considered. We determine the

interfaces and placement of “drones” (multi-interface nodes) which enable bridging

between different networks.

• Sophisticated node placement in hierarchical networks: We consider a two-tiered hier-

archical network where the resource-constrained Lite nodes (LNs) form the lower layer

and sophisticated nodes (SNs) form the upper layer. We determine the placement of

SNs based on multiple design constraints.

In the subsequent chapters we briefly describe each of the scenarios, define the respec-

tive problems in detail along with the proposed solutions. Chapter 2 will discuss the secure

localization scheme for wireless networks. It also provides simulation results with MAT-

LAB2 and measured results from a testbed deployment. Chapter 3 considers the drone

placements required to maintain connectivity in heterogeneous networks. The simulated

2http://www.mathworks.com/
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results using MATLAB are presented. Chapter 4 discusses the sophisticated node place-

ment problem in hierarchical networks and simulation results from MATLAB are discussed.

The placement problem for drones and sophisticated nodes are solved assuming that the

underlying network is static. The mobility of nodes for ad hoc network or hierarchical net-

work is further discussed in Chapter 5. The proposed node mobility scheme is tested using

OPNET3.

3http://www.opnet.com/
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Chapter 2

Secure Localization

Location based services are expected to be the next “killer” application1. One such

service that has not received much attention is a location based authorization service [14].

In this case, an entity will not only have to prove its identity but also provide evidence of

being in the right location in order to get access to the network resources. For example,

a user might have to be present in his office in order to access top-secret documents over

WLAN or to participate in a conference call. In addition, location information can also

be expected to be used for validating some mobile e-commerce transactions. Such services,

further described in detail in Section 2.1.1, in which location determination is a major

component would attract the attention of adversaries whose goal would be to try to deceive

the localization system. An adversary could seek to achieve this while making use of special

hardware, power variation etc. Given such an adversary (also referred to as an “intruder”

or “attacker”), it would be necessary to design schemes that have some built-in security

and are resilient to the attempts by the intruder to cheat the localization system. We refer

to localization techniques that achieve this objective as secure localization techniques and

the applications that depend on these techniques as secure location based applications.

In this work, we focus our attention on the problem of secure low cost location determi-

nation of a wireless client in an indoor WLAN. The normal range of a 802.11b Access Point

(AP) spans from about 80 ft to 1750 ft in an office environment [51]. In many situations,

the localization resolution requirements are much smaller than this area.

1Source: IDC 2004
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We next describe the motivation of this work in Section 2.1 by pointing out various

location based applications currently being developed and the shortcomings of the previous

work to address security issues in this area. We describe the details of our proposed secure

localization scheme in Section 2.2 along with the testbed implementation in Section 2.3. The

simulated and measured performance of the scheme are reported in Section 2.4. Section 2.5

discusses the security of the proposed scheme.

2.1 Motivation

The motivation of this work stems from the various commercial applications which

require location of the wireless user and their vulnerability to location attacks. We next

point out the need for secure localization by describing the various location applications

and the related research in this area.

2.1.1 Location Based Applications

As wireless networks have gained popularity, many location based services are being

deployed. Localization plays a key role in ubiquitous computing which refers to the em-

bedding of computers “everywhere” and also enables their easy interaction with people.

Different services can be offered based on the location of the user [23]. For example, the

nearest printer may be selected to print the user’s document. In an enterprise network,

access to the network or certain secure files can be restricted to users present only in spe-

cific locations. Such location based access filtering and authentication simplifies the key

distribution and management in a large enterpise [16]. Localization also plays a key role in

the emerging mobile services. Mobile services such as location specific advertising, location

6



sensitive information service, and tracking services are proposed [74]. Location information

is also important in network planning; the location and performance of the user devices

can be used as a low-cost alternative for network maintenance and planning [28]. Planning

tools such as AirMagnet2 and WiSE3 are available for WLAN networks. Information about

location has also been used to enhance the operation of 802.11 MAC leading to an increase

in the system throughput by about 22 percent while also ensuring better fairness [43]. Asset

management (also known as fleet management) relates to the management of assets such as

personnel and vehicles of a large company (for example, workers and trucks of a construc-

tion company). In this case, location of various entities is required to efficiently track and

manage company resources. Thus, localization is important in these upcoming areas such

as ubiquitous computing, enterprise networks, mobile services, network planning, and asset

management.

The widespread deployment of wireless networks in enterprise and commercial estab-

lishments has also accelerated the development of location based services for these private

networks. The main goal of these services is to utilize location information in order to

increase user efficiency or customer satisfaction. For example, PanGo Networks is working

on a wireless location based asset-tracking project for Rockford Memorial Hospital4. The

project aims at locating and tracking equipment in order to reduce operating cost and in-

crease efficiency in the workplace. For achieving this, each equipment is tagged with a small

802.11 radio device and WiFi is used as an underlying technology to estimate its location.

The tags send updated location information to a central database whenever the equipment

2http://www.airmagnet.com/
3http://www.bell-labs.com/org/wireless/wisext.html
4http://www.pangonetworks.com/News Events/News/10 19%20Networld.htm
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is moved. The project also plans to extend the technology to monitor Alzheimer’s patients

and infants within the hospital premises.

Another area of increasing interest is location based access control, wherein a user is

granted access to network resources based on his/her location. In such a case, secure local-

ization schemes would make it possible to implement organizational policies that restrict

access to network resources, such as database access or higher bandwidth, based on the

location of the wireless user. These organizational policies could include guidelines to track

malicious users within the organization’s physical perimeter or to restrict the locations from

where users can access confidential material. In [16] the authors describe a key less authen-

tication scheme for network access using wireless user’s location. Location based access

control can also facilitate applications such as the interactive dance club [26] where it is

necessary to determine that a user is in “valid” locations before allowing her to communi-

cate (interact) with the system. In many cases, such as intruder detection, the location of

the data is as important as the data itself and thus secure localization is needed.

2.1.2 Related Work

The most prominent amongst the localization techniques is the global positioning sys-

tem (GPS) [19]. The GPS receiver estimates its location (latitude, longitude, and altitude)

based on satellite broadcasts. Although, GPS is widely used in outdoor environments, it is

not suitable for indoor or cluttered environments. Also, incorporating GPS receivers would

be costly (in terms of expense, power consumption, and resources) for standard laptops

and PDAs. Designing secure location based applications to depend on GPS or similar tech-

nologies is not advisable. The GPS signals commonly used are also not secure [30]. It is

8
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very easy to spoof GPS signals thereby causing the GPS receivers to report wrongly on the

location. Further, with GPS, the network will have to trust the end device to report the

correct location. This would require the use of tamper proof GPS receivers. Tamper proof

GPS devices while adding to the costs are also not foolproof [3]. Hence, it is necessary to

investigate alternative technologies for securely determining the location of an end-user.

There have been many localization schemes proposed for wireless networks. These

schemes are typically based on the features of the underlying physical layer. For example

various schemes based on ultrasound [50], infrared [69], Bluetooth [21], 802.11 RF networks

[17, 21, 5] have been proposed. These schemes infer the location of users by measuring

various parameters such as received signal strength indicator (RSSI), time of flight [57],

and angle of arrival [32]. Some of these schemes are client based schemes where the user
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can determine his location and the network would have no knowledge of the user’s location

[17, 50] while others are network based schemes where the network infrastructure is used to

determine the location of the user [8, 5]. Note that the former approach might be preferred

when user privacy concerns abound. The classification of the schemes is shown in Figure

2.1. Interested readers may refer to [44] for details.

Localization schemes proposed for WLAN (802.11) systems are normally based on

measuring the signal strength (SS) parameter [17, 21, 5, 38, 73]. The idea is to initially

determine the SS map representing the SS at various locations. The system then tries to

determine the location of the user based on the best match between the observed signal

strength and the SS map. The match can be done based on deterministic or probabilistic

techniques so as to improve location accuracy. Many of these cases though do not consider

the presence of any malicious user.

There has been some work recently on secure localization mainly in the context of

sensor networks [32, 57, 58, 31, 55]. However, many of these techniques would not be

appropriate for the purpose of secure localization in 802.11 networks. This is due to the

need for special hardware (such as directional antennae or hardware with very tight time

constraints) by these techniques and the fact that such special hardware not only increases

the cost but also is not preferred with 802.11 networks.

Schemes for secure localization in 802.11 networks based on the signal strength mea-

surement approach are provided in [45, 64]. In [45] the authors propose a secure localization

scheme using the SS values. The SS lookup table is built efficiently but this scheme assumes

an enterprise like environment with cooperating users. The paper indicated that using a

simple trilateration based on averaged signal strength lookup table, an accuracy of 85 %

10



with a location error range of about 10 ft was obtained. Using the data from [45], we studied

the impact of a simple attack that can be easily launched by a single attacker. We emulated

the scenario of an intruder transmitting at higher power levels by increasing the received

SS values by 25 % and using the regular matching techniques based on least mean squares

error. We observed that the accuracy of the localization scheme dropped to 19 %. A way

to address this is to use the difference approach as in [64] or to use more robust mapping

techniques. In [64] a “difference method” was developed that could detect the location of

an intruder transmitting at different power levels. However, the accuracy of estimated lo-

cations is poor with 70 % probability of correct location estimate with a resolution of about

10 ft. Robust mapping techniques are introduced in [35] which proposes statistical methods

for secure localization in wireless sensor networks. Here the authors propose to determine

the location based on a mapping which minimizes the median squared error which is more

robust in the presence of malicious users. But the performance of the median scheme is

worse than that of the mean scheme under normal conditions.

In general, previous research proposes using additional hardware for improving local-

ization accuracy (e.g. Bluetooth interface [21]) or to provide secure localization (e.g. UWB

interface [57]). In many cases especially those geared towards non-critical applications,

the cost of this tradeoff might not be justifiable thereby making such systems impracti-

cal. What might be desired is a lower degree of reliability in the estimated location at a

far lower cost. Attention has not been paid to this problem at all. We consider a single

attacker threat model. This consists of an intruder (malicious user) acting alone, thereby

ruling out collaborative attacks. We assume that the intention of the intruder is to convince
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the location determination system that he is present in a region different than his actual

physical location. In addition, our focus in this work is on locating static users.

From the above arguments we can draw the following observations: (i) The SS approach

is not robust when the intruders can vary their power levels. (ii) The SS values are both

highly time varying and device specific. In order to accommodate for such time varying

nature, localization schemes relax the localization criteria which makes it easier for intruders

to bypass such localization schemes. Note that greater the time varying nature of the

parameter, a more relaxed localization criteria will be used and the attacks would hence be

easier. (iii) The attacker can easily collect localization critical information (in this case, the

various SS values) from different locations within the deployment site. For example, the

attacker who wants to falsify his location can park himself at the various access points and

determine the SS values from devices at several known locations. As a result the malicious

insider can build an SS map which he/she could use to his advantage. Thus, it is clear that

the current SS based 802.11 localization schemes are not resilient even to simple attacks

launched by a single attacker.

2.2 Secure Localization Scheme

We consider a WLAN system as shown in Figure 2.2(a) with several access points (APs)

and a single AP controller (APC) that manages all the access points in the system. This

fits the current trend towards controlling cheaper and lightweight access points via standard

protocols from a central location. We consider that each access point has a capability to

vary the power level. For example, six different transmission power levels 1mW, 5mW,

20mW, 30mW, 50mW, and 100mW are available on the Cisco AP1100 [12].
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Figure 2.2: The proposed scheme

We first explain the scheme with respect to an ideal environment5. Each power level is

assumed to correspond to a different transmission range characterized as a circle of radius

r. Thus r is different for different power levels. We assume that all the APs have identical

capabilities in terms of the number and value of each of the available power levels. The

system components such as the various APs and the APC are all trusted. The various

APs are expected to communicate with each other via the APC over wireline links; hence

such communication is considered secure from the intruder. In addition, each AP shares a

symmetric key with the APC. The need for localization could be in response to detection

of malicious traffic or at instances as decided upon by the APC.

We next describe the secure localization algorithm6. Localization of a user is carried

out by transmission of special messages at different power levels by neighboring APs. When

a single AP is used, a user device (also referred to as a client) can only be located to within

an annulus. To locate the user device more precisely, we would need more than a single

5Note that for any practical deployment there is a significant deviation from the ideal environment
assumptions. This is later taken in account during actual deployment described later in this Section.

6Our description assumes two dimensional space and extends trivially to the case of three dimensional
space.
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AP. Consider three APs as shown in Figure 2.2(b). Let each AP have three transmission

power levels. We consider the area of interest (AOI) to be the region where messages

transmitted at maximum power level from all three AP can be received. The user device’s

location would hence be based on the set of messages from all the three APs received by it.

Each message contains a nonce, the value of power level at which the nonce is transmitted

and the identifier of the transmitting AP encrypted using the key shared between the AP

transmitting the message and the APC. Thus, a client will not be able to decrypt this

message.

Let Nij represent the message corresponding to the jth power level from the ith AP. For

example, N12 represents the message corresponding to the second power level (circle C2)

of the first AP (AP1). A user at a distance d from an AP would receive all the messages

transmitted using power levels corresponding to transmission range greater than d from the

AP. Thus, a user device present in the shaded region of Figure 2.2(b) will receive the set

{N12, N13, N22, N23, N33} of messages from different APs. It can be easily verified from

the figure that the set of messages heard at the shaded region also called a subregion (as

also at the other subregions) is unique to the region. The user device would then respond

by retransmitting the set of messages (received by it from all the three APs in this case) to

the APC via the AP the user device is associated with. The APC decrypts all the messages

received. Following this, the APC determines the location of the user device either using

geometric properties (for the idealized case) or using a “message map” created beforehand

which contains information about the set of messages that can be received at each location.
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Figure 2.3: Indoor signal strength contours (in dBm) at different transmission power

2.2.1 Preliminary Results

In order to validate the practicality of the proposed scheme, some preliminary experi-

ments were carried out. For these experiments we used Cisco AP1100 which has six different

transmission power levels [12].

The first set of experiments was intended to characterize the behavior of the maximum

transmission range in practical deployment when using different power levels. Specifically,

we wanted to investigate if different power levels do indeed correspond to different maximum

transmission ranges. These measurements were carried out indoors at a 150 x 120 ft. (18,000

sq. ft.) site by placing the AP in a room as shown in Figure 2.3. We used power levels

of 1mW and 100mW. The measurements shown were carried out on two different days at

different times. The measured readings from day 1 and day 2 are indicated by solid and

dotted lines respectively in Figure 2.3. The measurements over different days are really
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pertinent to answer the questions related to the time varying aspects of the maximum

transmission range boundary. We address this later.

Given a transmission power level, the signal strengths (in dBm) at various locations (a

total of 40 and 70 points for 1mW and 100mW respectively) were measured using a Toshiba

PDA with internal WiFi card. Using these points the signal strengths at various locations

were interpolated and contours of -65dBm, -75dBm and -90dBm are shown in Figure 2.3.

The minimum signal strength recorded by the PDA was -90 dBm and is thus considered as

the range boundary in these experiments. It can be observed that the signal reaches much

larger distances in corridors as compared to offices due to the waveguide effect created by

the corridors. Figure 2.3(a) and 2.3(b) represent the signal strength contour with the AP

transmitting at 100mW and 1mW respectively. We observe from this figure that there is a

significant difference in the range boundary at different power levels.

The next set of measurements seek to answer the question: What is the shape of the

transmission range boundary in both the closed spaces such as an an office environment as

well as in open spaces such as airport hotspots, shopping malls, etc? Figure 2.3 provides the

answer for closed spaces which indicates that the shape of the range boundary is irregular

when considering closed spaces. Further, it may also be observed from Figure 2.3 that the

range boundary with 1mW transmission power is similar to the boundary with 100mW

transmission power. Thus the adjacent range boundaries from an AP are similar in shape.

We next focus on answering this question for open spaces.

In the absence of access to locations representing open spaces such as airport hotspots,

large halls etc we conducted our measurements in an open field using a Cisco 1100 AP. The

measurements of the range boundary were taken at a 1mW transmission power level. The
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measurements were again carried out using the Toshiba PDA. Figure 2.4 shows the contour

of the -90dBm signal at different angles around the AP. We conducted the measurements

for only one quadrant and extrapolate for the rest. The actual measured range is plotted

in solid lines in this figure. Using the measured values, the range for the other angles is

extrapolated and is shown by dotted lines. We can see from the figure that the transmission

range boundary for a 1mW power level can be approximated as a circle for an open space.

We also observe from this figure that for realistic localization especially in open spaces,

we will have to use power levels far smaller than 1mW and this might entail the use of

attenuators with the current APs.

The third set of experiments seek to determine the variation of the maximum trans-

mission range boundary as a function of time and the AP transmission power level. As

explained earlier during the discussion on the first set of experiments, we conducted ex-

periments within the building over several days. Results from two consecutive days are

shown in Figure 2.3(a) and 2.3(b). We see from these figures that the range boundary

(-90dBm) corresponding to different power levels remains fairly constant over different days

as opposed to some of the SS measurements. Intuitively, the SS within the coverage region
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Figure 2.5: Message received at farthest distance during the day

may be affected due to local changes in environment, such as people gathering in a room,

however these effects are averaged out at the boundary which is thus more stable than SS

within the coverage region. This indicates that the proposed scheme based on transmission

range boundaries would be more robust in terms of time variation, as compared to the

signal strength based schemes.

It can be argued that the robustness with time of the measurements in Figure 2.3(a)

and 2.3(b) might also have been influenced by the times we conducted our experiments. Our

experiments were conducted at discrete times during the day. Hence in order to investigate

the variation of the boundary over an entire period of 24 hours, we placed a client at a

distance identified as the boundary for a 30mW transmission power level. We then let the

AP transmit messages continuously to this client. Figure 2.5 shows the signal strength of

the messages received throughout the day at this client. A signal strength of zero indicates

that the nonce was transmitted by the AP but was not received at the client. It can be

observed from the figure that at a distance just outside the range boundary, the client does

receive messages during distinct periods of time. One such period in figure is from 10:45 to

about 12:00. The fact that this reception is not random allows us to address this by placing
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monitoring agents at some points outside the boundary. This is similar to the approach in

[17] except that the authors there use the monitoring agents to monitor the SS values at

different locations. The reports from these monitoring agents can be used to adjust the

power levels of the access point. Thus we see that while the transmission range boundary

does not change very much with time, we can also address the minor variations observed by

making use of monitoring agents. Hence, we can assume that the maximum transmission

range boundary corresponding to a transmission power level does not vary with time.

Summarizing based on the experiments, we can conclude the following:

1. The different transmission power levels will result in different maximum transmission

ranges provided that the values of the power levels are sufficiently different. The

current power level options on APs are indeed sufficient for this purpose.

2. The maximum transmission range is almost circular in open spaces and irregularly

shaped in closed spaces.

3. The maximum transmission range for a given power level can be monitored to ensure

that it does not vary with time.

4. We propose that each AP should transmit a message at each power level as N sub-

messages. We consider a message to be successfully received if the client receives any

k out of the N sub-messages. We call this the ‘k out of N’ scheme. By using this

scheme, it is possible to achieve a sharper transmission range boundary that is also

robust against packet losses.

5. The reception of messages at a given location is more robust than the SS measurement

at that location.
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2.2.2 Secure Localization Algorithm

Based on the scheme description and preliminary results, the Secure Localization Al-

gorithm (SLA) is given as follows:

1. When the APC wants to determine the location of a user, it determines the AP, call

it X, the user device is associated with. Further let the number of attempts (Nt) at

localizing this user be initialized to 0.

2. The APC increments Nt, notifies the user and requests X as well as the neighboring

APs of X to transmit messages securely at each of the power levels (using the ‘k out

of N’ scheme).

3. The client switches to proper mode on receiving a notification from the APC. In this

mode the user device receives a set U of messages from at least three APs. The

client will then transmit all the received messages back securely to X which forwards

U to the APC. The set U corresponds to the union of the messages received from

each AP by the client.

4. The APC on receiving the set U, decrypts all the messages. It then determines the

location Lp of the user from the information in the set U of messages received and

using a “message map” that has been constructed previously.

5. Let Nc denote the maximum number of trials to locate a user.

• If Nt ≤ Nc and number of successive values of Lp that are equal is less than δ

then the APC goes to step 2.
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• else if Nt ≤ Nc and number of successive values of Lp that are equal is greater

than δ then the user location is Lp

• else the APC infers that the user cannot be securely located and terminates the

algorithm.

δ, k, N and Nc are parameters above that can be decided based on policies. It should

be pointed out that δ represents the threshold number of times (out of Nc) that the same

location Lp has to be estimated for successful localization. We would like to remark here

that the “message map” will have to be obtained offline during the pre-deployment stage by

manually measuring the set of messages received at various locations and may be maintained

in a database (lookup table). A more efficient method of obtaining this map in an enterprise

environment is to make use of the plenty of desktop machines as proposed in [4]. This

approach can also ensure that the “message map” is obtained in real time thereby taking

care of any variations in time that exist. Note that an adversary cannot create this “message

map” by walking around unless the adversary controls the APC.

2.3 Testbed Implementation

The localization scheme described earlier was based on the system shown in Figure

2.2(a). We now discuss the detailed functionality of each entity.

The AP controller (APC) is a central entity that manages all the APs and clients of

the network. The APC is assumed to have detailed information about the client and the

APs. This may be obtained via repeated SNMP queries to the APs. The APC controls the

gateway router in order to setup the access control list for access to network resources. The
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APC is also assumed to have access to the “message map” defined in the lookup table of

the APC database.

The APC along with the “message map” was implemented on a Toshiba laptop running

RedHat 9. In Figure 2.2(a) the APC is connected to the various APs in the network via the

backbone wired network. For the current implementation, the APC and APs are connected

via a backbone wireless link instead of wired links. This was done to provide the flexibility

that we needed for placement of APs during the testing phase. These backbone wireless

links allowed us to study the effect of AP placement on localization. Note that the backbone

wireless link is provided by the Cisco 1100AP connected to the APC.

The APC can control several parameters such as:

• The number of APs to be used simultaneously. Currently at most 9 APs can be

simultaneously used.

• The number of power levels to use on each AP. Currently 9 power levels are supported.

• The number (N) of sub-messages to be transmitted. This can be varied between 3 to

9.

• The power level at which each sub-message is to be transmitted. This is a value

between 127 and 0 (described later). This value is unique for each AP.

• Other parameters such as k, Nc, δ which are decided based on the policies at the

APC.

The AP can be any commercially available access point with the capability to transmit

at various power levels. This feature of multiple power level transmission is currently inbuilt

in various APs such as Cisco AP1100 [12], Dlink DWL-2100AP [13], etc. For the current
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deployment though, each AP is implemented on an IBM T30 ThinkPad running RedHat

9 operating system equipped with two wireless interfaces (one external interface using a

Linksys WPA 11 card and another internal inbuilt interface). A hostAP driver7 is employed

in order to convert this Linux (RedHat 9.0) laptop as an AP. The AP is expected to act as

a bridge between the internal wired and wireless domains. The laptop’s wireless and wired

interface can be easily bridged using the inherent brctl command in Linux. However in

our case, the external wireless interface was used for the backbone wireless connectivity to

the APC. The internal wireless card was used in ad-hoc mode to transmit the messages,

obtained from the APC via the external wireless interface, to the client. The ad-hoc mode

was used instead of the AP mode without any compromise in functionality. The power level

of the AP transmission was varied for each localization message. For this implementation

the message just comprises of a nonce (random number).

The user device can be any device with a 802.11 interface. It may be associated with

any one of the APs (as shown in Figure 2.2(a)). For the user device, the gateway is set

as the APC controlled router. The user device should be able to receive messages from

the non-associated APs and report these back to the APC via the associated AP. This

is achieved by putting the client interface into monitor mode to receive messages from

non-associated APs and to read the prism 2 headers to obtain the received SS value of

the corresponding message. Thus for the current implementation, the client would require

a Prism 2 based wireless card that can operate using hostAP drivers. In addition, in the

current implementation the client is connected directly to the APC via the backbone wireless

7http://hostap.epitest.fi
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network setup between the APC and the APs. This is okay since an AP acts as a bridge in

the network and would be transparent to the clients.

The resulting testbed setup for deployment is shown in Figure 2.6(a). For the testbed,

the area of deployment (Figure 2.6(a)) is about 150 x 120 ft. (18,000 sq. ft.). This fig-

ure shows one position of APs. Figure 2.6(b) shows the messages exchanged during the

current implementation of the SLA. The control packet exchanges shown in the figure were

implemented for the client, AP and APC using Python (www.python.org). The implemen-

tation is carried out in the form of a state-based implementation. These details are skipped

here for lack of space. Using this testbed we have carried out extensive measurements to

investigate the various characteristics of the proposed scheme. We report these findings

next.

2.4 Performance Analysis

Using the testbed described in the previous section, the proposed scheme was deployed

over the site as shown in Figure 2.7(a). We consider two configurations for the AP locations

as indicated in the figure. For each of these AP configurations, a client was used to test the

localization scheme at 18 different locations. This is indicated as test locations in the figure.

These locations were chosen to lie approximately within the AOI defined by the three APs.

The client was moved around using a cart but was kept stationary during the measurements

at each of these locations. The messages are collected at each of these locations for the

entire site in a single ‘run’. In all 10 such ‘runs’ were carried out at different times during

a single day for the test setup. The orientation of the client machine was randomly chosen

during each measurement.
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In this test setup, messages are transmitted at 3 different power levels from each AP.

Each of the messages are transmitted as N = 9 sub-messages. Further, k = 6. Thus if at

least 6 (k) of the 9 (N) sub-messages were received, the message is considered as received,

else not. As pointed out in the previous section the power levels can be set at any value

between 127 (min) and 1 (max). We arbitrarily choose the 3 power levels to be 127, 50,

and 5 for this case.

We intend to compare the performance of the proposed scheme to that of a client based

SS localization scheme in the absence of any adversaries. Recall that for a client based SS

localization scheme, the APs usually transmit at a fixed transmission power level. A client

monitors the received SSs at a given location from these APs for localization. In our test

setup, during each ‘run’, the received SS of the messages transmitted at the largest power

level (close to actual maximum power level) is considered for measuring the performance

of the SS based schemes. This is used to compare the performance of the message based

scheme to the SS based scheme under identical test setup.

Building the lookup table

Prior to localization, the lookup table is created for both the message and SS based

schemes. For the message based scheme, the lookup table defines the unique set of mes-

sages (in terms of N11, N12 etc.) that each location receives. In this test setup each AP

transmits at 3 different power levels. In order to build the lookup table we consider multiple

measurements of the received set of messages at each of the test locations. Using these mea-

sured data and the results from preliminary measurements (waveguide effect of corridors)

the coverage boundary was approximately estimated. The estimated coverage boundary of
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Figure 2.7: Test setup 1
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each transmission power level for different APs is shown in Figure 2.7(b), 2.7(c), and 2.7(d).

Figure 2.7(c) does not show the boundary of N23.

Using these boundary contours, we can estimate the set of messages that will be received

at each location. For example, location 11 is interior to messages N11, N12, N13, N22, N23,

N33, exterior to messages N21, N31 and boundary location for N32. The lookup table entry

for location 11 is thus given by the vector S11 =< 1, 1, 1,−1, 1, 1,−1, 0, 1 >. Here -1,0,1

represent that the corresponding message from M ={N11, N12, N13, N21, N22, N23, N31,

N32, N33} is not received, may be received, or is received respectively. The 0 in this case

indicates a ‘don’t care’ implying that the corresponding message would be ignored. The

lookup table would consist of such vectors for each location considered in the test setup.

A vector S corresponding to each location may be generated based on the boundary

of each message. The 0 in S for different locations may make them indistinguishable

for message based localization. Such locations are grouped together to form a sub-region.

For example, consider a client at any one of the locations corresponding to the vectors

S1 =< 1, 1, 1,−1, 1, 1,−1, 0, 1 > and S2 =< 1, 1, 1,−1, 1, 1, 0, 1, 1 >. Based on the messages

received, the client may be localized to either one of the locations. However if a sub-region

made by combining these locations is considered, then the client would be localized to the

correct sub-region. The lookup table would also map these individual locations into various

sub-regions.

Figure 2.7(e) shows the 7 sub-regions that can be identified based on the set of messages

received at each location. 6 of these sub-regions contain just a single location while locations

2, 3, 4, 5, 14, 17, 18 form a single sub-region. Some of the locations (6, 9, 10, 12, 13) lie on

the boundary of these sub-regions and are ignored for this test setup (indicated with white
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background in the figure). The lookup table for the test setup is thereby created. Note

that the client is estimated to various sub-regions and not to individual locations.

For the SS based scheme, the vector S would comprise of the average received SS of

N13, N23, and N33 at a location. The lookup table for the SS based scheme would be the

vector S corresponding to various locations. In this case too, the localization is carried out

with respect to the sub-regions defined earlier and ignoring the locations on the sub-region

boundaries.

Location Estimation

In both the schemes (message based and SS based) the location may be estimated based

on the least mean square (LMS) estimate. Let the current measurement vector be Sm, while

the vector for a lookup table location be Si, where i varies from 1 to number of locations

LN in the lookup table. The estimated location is the jth entry in the lookup table such

that Sj corresponds to the LMS estimate given by

Sj = mini

∑

((Si − Sm)2) (2.1)

For the message based scheme, the vectors Si would represent the messages received, not

received or ignored (< 1,−1, 0, ... >), while for the SS based scheme they would represent

the average SS of N13, N23, and N33 at location i. The Sm are the measured readings at

an unknown location obtained during the ‘runs’ described earlier. For the measurement at

a location, the client may or may not receive a particular message. Hence, the vector Sm

cannot contain a 0. However, while comparing Sm to a Si, entries of Sm, corresponding to
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0 entries in Si, are forced to be 0. This ensures that the corresponding entries from Si are

ignored from the measured reading.

For the message based scheme, the LMS estimation would be able to localize the

client to the “closest” sub-region (in mean square sense). The LMS estimation has greater

tolerance for error and thus may allow the attackers to spoof their locations by sending

incorrect but “close” set of messages. Such an estimation would increase the performance

but would compromise the security of localization. In order for the message based scheme to

be secure, an exact match of Sm with the Si would have to be considered. In this case too,

entries of Sm, corresponding to 0 entries in Si, are forced to be 0. Hence, we consider the

exact matching scheme as representative of the security capabilities of the proposed scheme.

Note that if no exact match is possible with any of the locations, then the localization cannot

be carried out.

Accuracy of localization

We now estimate the location of the client for the measured data collected during

different ‘runs’. We consider LMS estimation for the SS based scheme and both LMS

estimation and exact matching for the message based scheme.

The percentage correct estimation for different runs is shown in Figure 2.7(f). The

horizontal line in the figure represents the average percentage correct estimate for each

scheme over all the runs. As seen from this figure, the LMS estimate for both the schemes

are almost equal while the exact matching for message based scheme is slightly worse. This

indicates that in terms of accuracy the message based scheme is comparable to the SS based

scheme. Note that this experiment corresponds to Nc value of 1.
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Figure 2.8: Percentage correct location for SS, message (LMS) and message (exact) for
different values of Nc and δ

We also study the effect of change in Nc and δ for this test setup. The percentage

correct location estimates are shown in Figure 2.8. In the figure, the plot for message based

LMS and exact matching schemes coincide for δ = 55%. As the value of Nc increases,

more ‘runs’ are used to estimate the result. The value of δ is represented as a percentage

of Nc for this test setup. The increase in δ implies that more location estimates from the

Nc estimates have to be identical in order to obtain an effective location estimate. If the

maximum number of identical location estimates (from the Nc estimates) is less than δ,

then the effective location cannot be determined and is considered as an error. The figure

indicates that as δ increases the accuracy of the estimates drops. However, it should be

noted that a higher value of δ and Nc would imply more confidence in results. Note that

the security of the scheme is strengthened for higher values of Nc and δ. As pointed out

earlier, the parameter values of δ and Nc would have to be decided based on the trade-off

between security and performance.
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Figure 2.9: Percentage correct estimates for the test setup with AP configuration 1 and 2
for the exact message based scheme

Effect of change in AP configuration

The placement of the APs is important for any localization scheme. The optimal

deployment strategy with respect to any localization scheme would be to ensure best per-

formance with minimum number of APs. We study the performance of the scheme for AP

configuration 2 of Figure 2.7(a). The entire localization procedure described above was

repeated for this new AP configuration considering the same test positions. In this case

too, the lookup table is built the same way as previously described. However, only 4 unique

subregion s could be formed for this AP configuration. The area of the sub-regions for this

configuration is much larger than compared to the previous case. Thus the AP configuration

affects the size of the sub-regions, i.e. the resolution of the localization scheme.

Figure 2.9 shows the percentage accurate estimates when exact matching is used for

both the configurations. It can be seen from this figure that the current AP configuration

performs slightly worse than the previous configuration. The AP configuration therefore
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Table 2.1: Time delay for various localization operations
Operation Time Delay (msec)

Min Max Avg

Transmission of one sub-message 3.9 15.5 8.1

Get in promiscuous mode 92 103 99

Get out of promiscuous mode 90 104 93

does affect the accuracy of the scheme. These arguments demonstrate the need to place the

APs at optimal locations for the localization scheme. The optimal placement of AP is part

of our future work.

Miscellaneous Characteristics

We also studied two other characteristics of SLA. The first is related to the time required

for localization while the second is related to the decrease of system throughput due to the

use of SLA. In order to estimate the latency of localization we obtain the time required

for various aspects of the scheme. The various times averaged over numerous iterations are

shown in Table 2.1.

The time required to transmit a sub-message from an AP is approximately 8 msecs.

Thus if a scheme with 3 messages with N = 9 is considered then we have 3 × 9 = 27

sub-message transmission from each AP. As a result the time taken for a single localization

iteration at each AP is approximately 216 msecs (648 msec for 3 APs). From the table if

we consider the time taken to enter in and out of the promiscuous mode as 100 msec, the

localization process on an average can be completed in about 1.5 secs (accounting for the

transmission delays). Note that further optimizations are possible such as by transmitting

messages that do not overlap simultaneously. This could be in addition to avoiding operation

in the promiscuous mode.
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We next consider the decrease in throughput at the various APs due to the localization

scheme. Such a decrease is caused since an AP has to transmit localization related control

packets. This adds on to the overhead of localization for the network. An ‘Iperf’8 server was

setup at one of the APs in the testbed. Prior to any localization process, the throughput

between this AP and a wireless laptop was measurement using Iperf for 10 secs and was

found to be 4.8 Mbps. The second client which is to be localized is then introduced in the

system. Due to the control packets transmitted under SLA, the throughput between the

AP and first client was found to drop to 4.7Mbps. This is not a significant drop. Thus,

SLA does not introduce heavy load on the network. Additionally, SLA can also be used

to localize multiple users simultaneously thereby spreading the overheads among multiple

users. We would also like to remark here that the interference in the system can be reduced

by ensuring that, of the multiple APs that cover an area, only one is used for data transfer

while the other APs are only used for localization. This might be justified given the very

low costs (we can get an AP for $10 these days) associated with APs.

2.5 Security Analysis

We next investigate the possibility of an attacker spoofing his location when the pro-

posed localization scheme is used. Note that for the purpose of security analysis we have

assumed circular transmission regions for the APs.

We have pointed out that with the SS based scheme, an attacker can build a SS map.

In order to do the same in the message based scheme, the attacker would have to get the

APC to send a localization query. Frequent queries to the APC may be flagged. Further,

8http://dast.nlanr.net/Projects/Iperf/
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Figure 2.10: The concept of AOI and sub-regions.

the APC chooses the set of power levels and corresponding unique set of messages for each

AP for each localization query. Thus for each query the attacker may read different power

levels and hence will not be able to build a complete lookup table. This can be further

complicated by having the APs spoof a common MAC address for the messages that they

transmit.

We have also observed from measurements that the messages from different APs trans-

mitted at different power levels may be received with the same SS at the client. Thus the

origin of the received messages cannot be obtained by studying their SS. Hence it is difficult

for the attacker to identify the source AP of the message. This makes it more difficult to

build the lookup table for the messages. Further, even if the attacker does obtain such a

lookup table he would have to report the correct set of messages. We later show that the

probability of obtaining a correct set of messages for location spoofing is low (simulation

and analytical bound) especially given the fact that all these messages are encrypted.
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2.5.1 Simple attack with no additional hardware

Consider an attacker with no special hardware such as high gain antenna. One way by

which an attacker can spoof his location is by skipping some of the received messages. For

such a case, the proposed scheme is secure in that it prevents an attacker acting singly from

spoofing his location provided the number of power levels is large enough. This is because

by skipping some of the messages received a user device can only increase its distance from

the AP. And given that the user device is covered by at least three APs, it cannot increase

its distance towards all the APs simultaneously. However in reality, due to the limited power

levels available at each AP, a single attacker may be able to spoof his location. For example,

consider the AOI as shown in Figure 2.10 where 5 power transmission power levels are used

from each AP. Here a user device present in sub-region 1 hears the set of messages {N13,

N14, N15, N23, N24, N25, N33, N34, N35}. Such a user device can drop message N23 from

the set of messages it hears and thereby appear to be in sub-region 2 which corresponds to

the message set {N13, N14, N15, N24, N25, N33, N34, N35}. If the user device is present

in sub-region 2 though, it cannot pretend to be in sub-region 19 although it can pretend to

be in sub-region 3 by skipping message N24. On the other hand a user device present in

sub-region 4 can hear a set of messages {N13, N14, N15, N24, N25, N34, N35} and such

a user device cannot spoof its location at all. Similarly, a user device in sub-region 3 also

cannot spoof its location. When the number of power levels increases, such non-spoofable

locations dominate.

It should be noted that even when limited number of power levels are utilized, not

all subsets of the received messages are valid. Hence the attacker may risk detection by

9This is not true if the intruder while being in sub-region 2, can also obtain N23 by using special hardware.
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reporting a subset of received messages. Consider an intruder lying in the sub-region (say β

sub-region) where the largest number of messages (β) can be received. An attacker located

in β sub-region will have access to the largest set of messages and hence can be considered

to be at an advantage as compared to the other sub-regions in the AOI. As a result we

obtain an upper bound on the maximum probability of spoofing which is given by,

Pmax = (Prob of being in the β sub-region) × (Prob of guessing the correct message

set for a non-β sub-region from the β received messages)

Pmax =
1

Nr

×
Nr − 1

Nn

(2.2)

where Nn is the number of message sets that can be generated using M1, M2, M3

messages that are received by the attacker from the three APs respectively. Since we assume

that the intruder is in the β sub-region, M1 + M2 + M3 = β. The number of valid message

sets is equal to the number of sub-regions Nr in the AOI. This is true since every sub-region

has a unique set of messages associated with it. Thus the intruder would be successful in

spoofing his location if he can guess any one of the Nr − 1 message sets. Note that we are

considering the case where the attacker wants to prove to be in any sub-region other than

the actual. If the attacker is interested in proving to be in only a certain sub-region then

our analysis extends trivially.

Figure 2.11 gives the probability that the attacker may be able to guess correctly the

set of sub-messages from the collected β messages. In the worse case, represented as Case 1

in the figure, the attacker is assumed to be able to determine the source AP and the order of

the transmitted messages. Thus messages can be dropped intelligently thereby reducing Nn

and increasing Pmax. The analytical and simulated plots are shown for this case. However,

37



2 4 6 8 10 12 14 16 18 20
0

0.05

0.1

0.15

0.2

Number of power levels from each AP

M
ax

 p
ro

ba
bi

lit
y 

to
 fo

rg
e

an
ot

he
r 

su
b−

re
gi

on
 (

%
)

Simulation: Case 1
Analytical: Case 1
Analytical: Case 2
Analytical: Case 3

Figure 2.11: Maximum probability of spoofing

if the attacker can only obtain the source AP by reading the MAC, but cannot monitor the

power level in order to determine the message order, his probability of spoofing decreases

as shown by Case 2 in the figure. Further, if the APs use MAC spoofing while transmitting

the messages the source AP would be hidden and hence the subset of messages Nn increases

thereby decreasing Pmax even further. This is represented as Case 3 in the figure. Note

that as remarked earlier, Case 3 is a viable implementation option.

2.5.2 Attacks with high gain antenna

Attackers using high gain antenna may be able to obtain more than β messages. To

prevent against such attackers from obtaining all the messages transmitted from all APs,

a simple yet effective modification to the proposed scheme can be carried out. Messages

corresponding to non-overlapping regions of different APs (at different power levels) can

be transmitted simultaneously. Although these messages would appear to collide for the

attacker due to his high gain antenna, honest clients will be able to properly receive messages

transmitted in their corresponding regions. The attacker may also use high gain directional

antenna to obtain messages from a single AP. In this case. we assume that the attacker will
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be able to successfully orient the antenna to obtain the lower power level messages from an

AP. This though is not trivial due to the multipath effects.

In this case too, it may be difficult for the attacker to distinguish amongst messages

corresponding to different power levels and APs. This also holds true for directional an-

tenna, since directional antennas have back lobes and side lobes that enable reception from

directions other than that pointed by the main lobe. Thus for these attacks, we consider a

scenario similar to Case 3. Let us assume that the attacker is able to collect more than β

messages. Thus, the sample space observed by the attacker will now have more messages

from which he has to choose a correct message set of size less than or equal to β. Due to

this increase in sample size the probability of spoofing will be lower than that obtained in

the previous subsection.

It should be pointed out that this result is not valid for Case 1 and Case 2. For

these cases, if the attacker collects more messages then he also gains the corresponding

information related to the source AP or the order of messages. Thus, he will be able to

intelligently form the set of messages which will increase his probability of spoofing. Clearly

in Case 3 no such additional information is revealed to the attacker with the increase in

sample space. This decreases the probability of spoofing.

2.5.3 Multiple attacker devices

The attacks using multiple devices have not been considered in this work. However

we give some preliminary directions to extend the scheme in order to effectively deal with

multiple attacker devices. Consider a wormhole wherein the attacker (A) from one sub-

region would transmit the messages that it has received to a different attacker device (B)
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in another sub-region. The intention of (B) could be to spoof his location as C by using all

the messages obtained by A and B. Additionally, by placing different attacker devices near

each AP the attacker may be able to identify the source AP and transmission power level

of all the messages. Thus, the scenario described in Case 3 cannot be assumed.

However, to defeat such collusion, the scheme can be modified to transmit low power

messages from a few client devices or by using covert basestations [58] in the network. The

attacker claiming to be in a certain location will have to retransmit this client message

along with the received AP messages. The only way for an attacker to obtain the messages

transmitted by a client would be by placing an attacker device at the spoofed location.

This is impractical and will also defeat the intent of location spoofing. The issues related

to this modification such as client delay, secure message transmission and client power

level variation are part of our current study and will be reported in near future. Another

approach to defeat collusion based attacks is to combine the SS measurements with the

messages received by using the signal strength values as a cross-check.
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Chapter 3

Bridging Heterogeneous Networks

Heterogeneous networks are realized in many real-world scenarios due to application

requirements, difference in standards, or need for collaboration in special situations. Di-

rect communication between heterogeneous nodes (nodes with different physical interfaces)

working on different physical layer technologies is not possible. A practical example of such

a heterogeneous network can be observed in the area of public safety. For example, the po-

lice radio network and the fire department’s radio network are both homogeneous wireless

networks that may be independent of each other but communicate with some backbone in-

frastructure. During a disaster when the backbone infrastructure is destroyed, they become

isolated networks that can be combined together to form a single heterogeneous network.

Direct communication between dissimilar nodes in the resulting heterogeneous network is

not possible. This problem of connectivity in a heterogeneous network is not limited to

public safety: wireless personal area networks, ad hoc networks, mesh networks, and sensor

networks are other areas where this problem may be encountered.

The motivation and related work follows in the next section. Section 3.2 describes the

proposed PISA algorithm. The results are further discussed in Section 3.3.

3.1 Motivation

We consider the problem of connectivity when several homogeneous networks in a region

combine to form a single heterogeneous network. A brute-force and expensive solution

would be to equip each node with all additional network interfaces. Previous solutions
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for the public safety communication problem use a single high-end base station with all

interfaces to relay communication between heterogeneous nodes1. However, these solutions

are impractical as they do not scale well with the number of interfaces and the number of

underlying homogeneous networks. Moreover, in ad hoc, sensor, and mesh networks there

is an additional degree of freedom: the individual nodes may reach a ‘base station’ via

multiple hops using other nodes. This work addresses the communication problem in such

a heterogeneous ad hoc network.

We propose a scalable low-cost solution for enabling communication in heterogeneous

networks by deploying a small number of multiple interface devices called drones. Devel-

opment of such multi-interface devices is currently underway2. A heterogenous network

comprising of several groups of homogeneous networks is depicted in Figure 3.1. The het-

erogeneous network may be formed of several groups of 802.11a, 802.11b, ultra-wide band

(UWB) and WiMax nodes. It should be noted that all types of nodes may be present

throughout the deployment region and not just the areas indicated by the figure. These

areas only represent their high density regions. These nodes can communicate within their

1http://www.arinc.com/news/2005/09-22b-05.html
2http://www.advancenanotech.com/060228 wireless research.html
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own groups but cannot communicate with nodes of a different type (different groups). As

shown in the figure, the drones act as bridges between different homogeneous networks.

Thus the communication between two different types of nodes would be routed via single

or multiple drones.

The set of problems to be addressed are: How many interfaces should the drones have?

How to distribute the drones? Where to place them to avoid network partitions? These

issues are addressed by a Placement and Interface Selection Algorithm (PISA). In essence,

PISA solves the placement problem of drones in two phases, namely: coarse placement

followed by a refined placement step. In the first phase, candidate drone locations are

identified using heterogeneous clustering. These locations are then used to select drone

locations and their interfaces in the second phase. Although we assume an ad hoc network,

the proposed solution can be extended trivially to infrastructure based networks, where

nodes are one hop away from base stations.

3.1.1 Related Work

For a homogeneous infrastructure-based network, our problem of drone placement is

similar to the problem of base station placement in mobile cellular networks. In both these

problems, a minimum number of high end devices (drones or base stations respectively) are

to be placed to maintain connectivity and coverage for the entire network.

There are many proposed solutions to obtain optimal base station placement for cellular

network coverage. One such solution using a combinatorial algorithm was proposed in

[41]. The initial base station locations are split into smaller groups and all base station

combinations within the group are tested to obtain the best coverage. The base stations
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resulting in best solutions from different groups are then merged to form new groups and the

process is repeated. However, extensive computations are required as the number of base

stations increases. Evolutionary algorithms, which are adaptive heuristic search algorithms

based on evolutionary ideas of natural selection and genetics, have also been used. In [53],

the authors propose the use of evolutionary algorithms to generate a set of cell sites that

satisfy multiple objectives (such as high coverage, low multi-coverage etc) of a coverage

problem. In [36], the authors use a genetic algorithm, which is a type of evolutionary

algorithm for obtaining the base station placements. An appropriate genetic representation

was proposed in order to increase efficiency of the genetic algorithm. A similar problem is

also described for sensor networks. In [40] the authors propose techniques based on Voronoi

diagrams for placement strategy of additional sensor nodes in a pre-deployed sensor network

in order to improve the worst and best-case sensor coverage.

All of the above solutions assume a homogeneous network. Most of the previous work

on heterogeneous ad hoc network topology control, such as [33], consider heterogeneous

nodes as nodes having different transmission powers but being able to communicate with

each other. However, we consider heterogeneous nodes as dissimilar nodes that cannot

communicate with each other. Note that for simplicity we assume equal transmission

power for all types of nodes and drone interfaces, but this solution is applicable otherwise

too.
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3.2 Placement and Interface Selection Algorithm

We assume that a fixed number of drones are to be deployed throughout the network.

Our proposed algorithm, PISA, not only identifies the placements for drones but also de-

termines the interfaces on each one of them. PISA is carried out in two steps as shown in

Figure 3.2.

1. Coarse Placement: Using a heterogeneous clustering algorithm, we find regions of

nodal heterogeneity within the deployment area. k clusters are formed in this step.

The cluster centers are chosen as candidate locations where the drones may be placed.

2. Refined Placement: Using a genetic algorithm, we find the subset of locations from the

set of candidate locations for drone placement. We assume p drones are to be placed

to improve network connectivity while minimizing network partitions and number of

interfaces on each drone.
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We present a simple example in order to outline our proposed solution. Nodes 101-

105 and 201-205 in Figure 3.3(a), are two groups of nodes with different interfaces. The

coarse placement step identifies the heterogeneous clusters and their respective centroids

(candidate locations), indicated as 301-305, as shown in Figure 3.3(b). We then use a

genetic algorithm to find a refined location that is shown in 3.3(c). It is easy to calculate

that the average number of hops between two nodes is minimum when the drone is placed

at 303, i.e. the solution obtained by PISA. We explain each of the two steps in detail in the

following sections.

3.2.1 Coarse Placement

The first step in the algorithm is to determine the coarse positions (candidate locations)

for drone placement. Intuitively, a candidate location should be such that a drone placed

at that location can interconnect maximum number of heterogeneous nodes. Thus the

problem of determining candidate locations can be translated to finding regions or clusters

of heterogeneous nodes in the network.

The regular clustering algorithms such as k-means or hierarchical clustering consider the

distance between the nodes for formation of clusters [61]. Along with the distance measure,

we incorporate an additional heterogeneity criteria to be considered for cluster formation.

This can be formulated as a multi-objective clustering problem in which clusters are formed

based on multiple criteria (node distance and heterogeneity in our case). Multi-objective

clustering techniques using evolutionary algorithms are described in [22] and [66].

However, in our case, due to the simplicity of the clustering criteria and the relaxed

accuracy requirement for this step, we modify the basic k-means algorithm for obtaining
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heterogenous clusters. We choose k-means clustering as the underlying clustering tech-

nique since it has linear time complexity while hierarchical clustering has quadratic time

complexity [61]. The heterogeneous clustering algorithm (HCA) is described next.

Heterogeneous Clustering Algorithm (HCA)

We describe the basic k-means clustering algorithm which forms k clusters. Initially k

clusters are formed by randomly classifying all the nodes into one of the k clusters. The al-

gorithm then iteratively reshuffles each node based on its Euclidian distances (d1, d2, ...dk)

from all the centroids of k clusters. The node is assigned in the cluster which is “clos-

est” (minimum distance) to it. The algorithm converges if all the cluster elements remain

unchanged in successive iterations. The modification of “distance” parameter (or cluster-

ing objective function) to incorporate heterogeneity criteria in basic k-means algorithm is

explained next.

Consider a network which consists of Nt types of heterogeneous nodes. We will define

a measure of heterogeneity as follows. We represent parameter ni as the heterogeneity due

to a node of type tj for the ith cluster. It is calculated as:

ni = Ni(tj) −
Ni(t − tj)

Nt − 1
, (3.1)

where, Ni(tj) represents the number of nodes of type tj (same type as the node under

consideration) and Ni(t− tj) represents the number of all other types of nodes (except type

tj) in the ith cluster. Clearly, ni is positive if cluster i contains more type tj nodes than
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an equal sized perfectly heterogeneous cluster3 and vice versa. The modified distance of a

node to centroid of cluster ‘i’ is represented as d′i and calculated as:

d′i = di(1 + αn′
i) i = 1, 2, ..., k , (3.2)

where, di is the Euclidian distance, n′
i is the normalized value of ni and α is the

heterogeneity weighing factor. n′
i ∈ (0, 1) is normalized considering all ni, i = 1, 2, ..., k

clusters. Normalizing ni to n′
i is required in order to compensate for different cluster sizes

in the network. Note that when α = 0, the heterogeneity parameter is neglected while

clustering, and α = 1 gives heterogeneity parameter equal weight as that of distance di.

To explain d′i intuitively, consider a node of type tj to be added in a cluster ‘i’. If

the cluster has more type tj nodes than a perfectly heterogeneous cluster, i.e. Ni(tj) > Ni

Nt
,

then ni > 0. Similarly, ni < 0 if the cluster has less tj type nodes. Thus, the corresponding

normalized n′
i and hence the resultant d′i would be greater in the former case than the

latter. Note that although d′i > di for all cases, the relative increase in d′i depends on n′
i.

Thus, if the cluster ‘i’ has more type tj nodes then d′i increases and thus decreasing the

chances of inclusion of the node in the cluster.

Test Example

In order to validate the heterogeneous clustering algorithm described above, we consider

a simple example with 4 nodes of two types placed at the vertex of a square as shown

in Figure 3.4(a). When 2 clusters are formed using the original k-means algorithm, the

resultant horizontal and vertical clusters are shown in Figure 3.4(b) and 3.4(c) respectively.

3All Nj types of nodes are in equal proportion in a perfectly heterogeneous cluster.
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Figure 3.4: Heterogeneous clustering example.

Due to the equal distance between horizontal and vertical nodes, both these cases occur with

equal probability. However, if heterogeneous clustering is desired, the horizontal clusters

comprising of heterogeneous nodes are preferred over the vertical clusters which comprise of

homogenous nodes. Figure 3.4(d) shows the percentage of horizontal and vertical clusters

formed when clustering was carried out 1000 times using HCA with different values of α.

As seen from this figure, when heterogeneity and distance are equally weighted (α = 1),

the desired heterogenous clusters are obtained for all iterations. This clearly demonstrates

that HCA successfully incorporates heterogeneity. We fix the value of α at 1 henceforth.

3.2.2 Refined Placement

From the k candidate locations, obtained from the previous step, we need to select p

optimal locations for placing p drones. Each drone may have a different set of multiple

interfaces from the total Nt types of interfaces in the network. We use a genetic algorithm

in this case for determining both the drone locations and the set of interfaces for each drone.
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Genetic Algorithm (GA)

Many genetic algorithm implementations are proposed in the literature for the base

station placement problem [36, 53]. We consider the basic genetic algorithm (GA) in this

work [18]. In GA, many candidate solutions (population) are considered at a time with

each solution (individual of the population) represented as a string of binary sequences

(chromosomes). The fitness of each individual is calculated using a fitness function. The

individuals that are better (higher fitness value) in the previous iteration (generation) are

chosen as parents to generate new individuals in the current iteration. This is done by either

swapping random parts of the parent chromosomes (cross over) or by changing random bits

in a chromosome (mutation). The resultant children replace the parents only if they have a

higher fitness value than the parents. The algorithm terminates after a prespecified number

of generations.

We now explain the representation of individual chromosomes for our GA implementa-

tion. Our representation is based on the chromosome representation described in approach

3 of [36] since it was found to minimize the execution time and increase fitness of the re-

sultant solution. The drone location and its interfaces are represented as binary strings in

an individual chromosome as follows. The drone location is selected from the k candidate

locations which can be represented by l = dlog2(k)e bits. Since k ≤ 2l, we linearly scale the

decimal value (say Vl) represented by ‘l’ binary bits to map to actual candidate location

index (say Vk). Note that Vl ∈ (0, 2l) while Vk ∈ (1, k). Thus the drone will be placed at

the Vk
th candidate location from the k candidate locations. Thus,

Vk = INT (Vl ×
k − 1

2l − 1
+ 1), (3.3)
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Drone 1 2
l Nt l Nt

I 11101 110 01110 101
Vl 29 14
Vk 24 12

Interpretation drone to be placed at drone to be placed at
24th candidate location 12th candidate location
with interfaces {1,2} with interfaces {1,3}

Table 3.1: Individual chromosome representation

where, INT (x) represents the nearest integer to x.

We use an additional Nt bits to represent the multiple interfaces for each drone. Each of

these bits correspond to a single type of interface present in the heterogeneous network. The

subset of Nt bits that have value ‘1’ represent the interfaces present on the corresponding

drone. Thus a single drone can be completely represented by l + Nt bits. Since we consider

placing p drones, a possible solution (an individual chromosome) is comprised of p blocks

of l + Nt bits, i.e. p(l + Nt) bits in all. For example, consider a heterogeneous network with

Nt=3 and 26 candidate locations from the coarse placement step (k=26); thus l = 5. If 2

drones are to be placed for this network (p=2), the length of the individual chromosome

(I) will be 16. Table 3.1 shows the representation of an example individual chromosome

I = 1110111001110101.

Next, we explain the fitness function used for the GA. When a multi-interface drone

is added to a heterogeneous network, it increases the communication linkages in its neigh-

borhood by interconnecting nodes of different types. Thus, the p drones in a particular

solution (individual) are represented with linkages amongst different heterogeneous nodes

in their respective coverage regions. The network can be represented as a graph with
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edges representing the communication links between nodes. These edges may be due to di-

rect communication between homogeneous nodes or communication between heterogeneous

nodes via a drone. Let this resultant graph be represented as H with all the nodes as the

vertices of the graph. We do not represent drones as additional vertices as this facilitates the

comparison of connectivity in the heterogenous network with different number of drones.

The spectrum of graph H is used to measure the network connectivity as in [15]. The

spectrum of a graph is represented by the eigenvalues and eigenvectors of the adjacency

matrix or Laplacian matrix (the difference of the degree matrix and adjacency matrix) [75].

However, unlike [15] that uses the eigenvalue of the state transition matrix to quantify the

connectivity, we use the Kirchhoff index (Kf) of H. Kirchhoff index can be explained in

terms of resistance distance which is defined as,

Definition 1 Resistance distance (rij) between the vertices i and j of graph H is defined

to be equal to the effective electrical resistance between nodes i and j of a network N corre-

sponding to H, with unit resistors taken over any edge of N [6].

The sum of all the resistance distances over all pairs of vertices is called as Kirchhoff

index (Kf) and is given by [6],

Kf =
∑

i<j

rij = n

n−Npartitions
∑

i=1

1

µi
(3.4)

where, n is the number of nodes and µi is the ith largest eigenvalue of Laplacian matrix

of H. We assume that,

µ1 ≥ µ2 ≥ ... ≥ µn. Npartitions is the number of partitions in the graph H and is equal

to the number of µi’s with value ‘0’ [70]. It should be pointed out that, lower the value of

Kf , lower the overall resistance distance in the graph and hence better the connectivity.
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For acyclic graphs rij corresponds to the shortest distance (number of hops) between

vertices i and j and thus Kf will be equivalent to the classical Wiener Index [70, 6]. How-

ever, for arbitrary graphs the above representation of Kf corresponds to the overall con-

nectivity within various partitions rather than shortest path connectivity, while ignoring the

disconnections amongst partitions. We have validated this measurement parameter for var-

ious scenarios but do not report the results here due to lack of space. Thus, we define the

objective function, f(I), for an individual (I) as,

f(I) = −(Ninterface) × (Npartitions)
β × (Kf)γ (3.5)

where, Ninterface represents the total number of interfaces from all the p drones in an

individual and Npartitions represents the number of partitions in the graph H. Npartitions

is equal to the number of unit eigenvalues of the state transition matrix generated using

adjacency matrix of H [15]. The exponential factors, β and γ, represent the weight of the

respective factors in f(I) and were fixed by trial and error to 2 and 0.5 respectively. The

fitness value increases with the increase in the connectivity across the network but decreases

with the increase in the number of drone interfaces and network partitions. The fitness

function tends to obtain a low-cost solution by minimizing the number of interfaces on each

drone.

Test Example

We now consider a test example to demonstrate the validity of the proposed GA. Con-

sider 3 columns of heterogeneous nodes as shown in Figure 3.5. The nodes are placed at

regular unit distance from each other, i.e. a node is unit distance intervals away from its
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Figure 3.5: Genetic algorithm example

north, south, east and west neighbor. The communication distance for all types of interfaces

for both the drone and nodes is assumed to be unit distance. However, since the nodes in

adjacent columns are of different types they cannot directly communicate with each other.

Let the candidate locations be as shown in Figure 3.5(a). We now use this as input to

GA in order to place 2 drones (p=2). The result at the end of 300 generations is shown

in Figure 3.5(b). The interfaces of the respective drones are also indicated in the figure.

As seen from this figure, the solution obtained by GA has optimal placements (minimum

average number of hops between any two nodes in the network) and interfaces for both the

drones.

3.3 Results

We consider 2 examples to test our proposed PISA algorithm. In these examples, the

location and type of nodes are known. PISA gives the solution for placements and interfaces

of drones in the network.
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Figure 3.6: Effect of multiple clustering iterations for 3 columns example.

3.3.1 Three Column Example

We reconsider the previous example of 3 columns of heterogeneous nodes as discussed

in Section 1. In this section we consider the application of PISA for obtaining the complete

solution. The number of clusters, k, is varied from 4 to 8 while the number of drones to be

placed, p, is varied from 2 to 4. Since a drone should have atleast two different interfaces

on it, any drone with less than 2 interfaces, i.e. less than 2 bits set in the Nt chromosome

bits, is ignored.

The resultant fitness values are plotted in Figure 3.6(a) under single clustering. The

drone locations corresponding to different fitness values are represented in Figure 3.6(b).

Note that due to symmetry of the node distribution, locations that are mirror images of the

solutions depicted in the figure would also result in the same fitness values. These are trivial

and not shown in the figure.

As seen from Figure 3.6(a) under single clustering, it is observed that in many cases

using k candidate locations that are obtained from single HCA iteration result in lower fitness
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values. In one of the case, k=7 and p=3, no solution was obtained and hence the resultant

network is partitioned (Figure 3.6). It is found that this is due to an inappropriate set of

candidate locations obtained from HCA. Thus in order to correct this, the coarse placement

step is modified to incorporate multiple iterations (5 iterations in our case) of HCA. The

resultant set of candidate locations is a union of all the cluster centroids obtained from each

HCA iteration. This greatly improves the fitness values of resultant solution for all values

of k and p as shown in Figure 3.6(a) under multiple clustering.

Note that most of the solutions for different values of k and p result in drones placed

at location ‘W’ in Figure 3.6(b). This results in linkages amongst nodes {12, 13, 22, 23}

and {22, 23, 32, 33} which are within unit distance from respective drones place at ‘W’.

This is better than previous solution of Section 1 which only resulted in links amongst nodes

{13, 23} and {23, 33}. In fact, it can be easily observed that no other placements of drones

anywhere in the network would result in lower average number of hops between two nodes

than ‘W’ (or locations that are its mirror images). Thus, using multiple clustering iterations

almost all solutions result in optimally connected heterogeneous network irrespective of the

value of k4.

It is interesting to point out that all solutions, even for p > 2, consist of only 2 drones;

the other (p-2) drones had 0 or 1 interface. Moreover, the drones between columns 1 and 2

consist of interfaces ‘1’ and ‘2’ and similarly drones between columns 2 and 3 consisted of

interfaces ‘2’ and ‘3’. No solution had drones with all 3 interfaces.
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Figure 3.7: Distribution of drone placements for network formed of three type of nodes.

3.3.2 Random Node Distribution

In the previous example, PISA was tested with fixed node locations. We now test PISA

for randomly distributed nodes. Consider a network comprising of 3 types of nodes. These

nodes are each Gaussian distributed with respective statistical means at C1, C2 and C3

as shown in Figure 3.7(a). The figure also represents a ×, 0 and � with the respective

statistical means to indicate the different type of nodes for each distribution. The means

are chosen to form a triangular arrangement. Each of the Gaussian distributions has a

standard deviation equal to 50 and a cross-covariance equal to 0. We assume that there are

50 nodes of each type; hence, a total of 150 nodes are in the network. The communication

distance is assumed to be 50 units for all type of nodes and drone interfaces. Intuitively,

a favorable solution would be a single drone with 3 interfaces placed at the center of the

triangle formed by C1, C2 and C3.

4Note that this is only valid when non-extreme values of k are considered.
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We run a Monte-Carlo simulation with the node locations randomly selected based on

a Gaussian probability density function for each iteration. The interconnections between

similar nodes are obtained based on the communication distance amongst nodes. PISA is

then applied to obtain the drone locations. Multiple clustering iterations, as explained in

previous case, is used in this case too. For each iteration, k and p are varied as {15, 20,

25, 30} and {2, 4, 6} respectively. Note that some of the combinations of k and p result in

drones with 0 or 1 interface which were ignored. The number of GA generations for this

case was set to 500. In all, 26 Monte-carlo iterations are considered and the resultant drone

placements are represented in Figure 3.7(a). As seen from the figure, most of the solutions

are drones with 3 interfaces which lie between the 3 means. The drones with 2 interfaces

are usually between the means of the corresponding Gaussian distributions. The solution

obtained from PISA thus follows the intuitive placement of drones for this simple example.

We also consider uniform distribution of the 3 types of nodes within 3 regions as shown

in Figure 3.7(b). The figure shows results obtained following the procedure outlined for the

Gaussian distribution case above. As seen from the figure, multiple interface drones were

placed at overlapping regions with the correct interfaces. The solution obtained from PISA

thus follows the intuitive placement of drone for these simple example.
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Chapter 4

Hierarchical Networks

Wireless sensor networks have been envisioned to collect data autonomously for a wide

range of applications including habitat monitoring, preventive maintenance of industrial

facilities, and security monitoring [52]. Earlier wireless sensor networks were assumed

to be wholly comprised of resource constrained sensor nodes to measure the parameter of

interest and forward the collected data through multiple hops to a data collection center

called sink [52]. One problem with this architecture is that the sensor nodes need to forward

data for other sensor nodes. Since sensor nodes only have limited energy, this architecture

is not scalable. To address this problem, a hierarchical architecture [1] was proposed recently

wherein the resource constrained sensor nodes (called Lite Node (LN)) will collect the data

and forward it to sophisticated nodes (SN) which further aggregate the data and forward it

to the sink. Such an architecture has the advantages of being more practical, economical,

scalable, and capable of extending the lifetime of the network [63].

In this work, we consider a two-tiered hierarchical network where the LNs form the

lower layer and SNs form the upper layer. The LNs can be regular sensor nodes such as

‘motes’ [65]. The SNs are nodes, such as Ultra Wide Band (UWB) nodes, which have more

computation, energy and communication capabilities. SNs are assumed to communicate with

each other using high-bandwidth communication and with neighboring LNs using traditional

RF interface. This topology is shown in Figure 4.1.

Section 4.1 discusses the motivation behind this work. The problem is formulated con-

sidering practical sensor network characteristics in Section 4.2. Section 4.3 describes the
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three candidate algorithms used to solve the problem for random LN deployment. Section

4.4 shows the results of various parameter effects and algorithms on the solution. It also

discusses a HYBRID algorithm.

4.1 Motivation

The specific problem of interest in this work is the optimal placement of SNs considering

three placement algoritms. Since the LNs are cheap they would be randomly scattered over

the RoI to measure the parameters of interest. We assume their locations can be estimated

using any one of the existing localization techniques such as [56, 48]. We intend to place

minimum number of SNs to handle the traffic generated by LNs ( traffic constraint) and en-

sure that the SNs form a connected network ( connectivity constraint). This problem of SN

node placement has been proved to be NP-hard for both the traffic and the connectivity con-

straints [62]. We formulate it as a multi-constraint optimization problem and solve it using

algorithms traditionally used for such problems; namely, binary integer linear programming

(BILP), greedy algorithm (GREEDY), and genetic algorithm (GA).
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Our network architecture differs from existing flat and hierarchical architectures [20,

37, 24], as we consider the practical multi-hop nature of sensor networks wherein the LNs

can connect to the SN through multiple hops via other LNs. This is essential to efficiently

use the SN’s resources when there is large disparity between the LN and SN capabilities.

We also consider other phenomena of sensor networks, such as, decreasing probability of

successful packet delivery with increasing number of LN hops and the increased load of an LN

forwarding other LN traffic to an SN. The key contributions of this work is comparison of the

algorithms considering several aspects and formulation of SN placement problem considering

various factors such as heterogeneous LN traffic, LN capability to reach a SN via multi-hops

and SN connectivity. We also study the effects of the various parameters on the solution.

Apart from the comparison of parameters we also propose a new algorithm, HYBRID [47],

that improves the results from BILP and GREEDY using GA. Its performance, in terms of

number of SNs placed was found to lie between GA and BILP.

Note that although we consider sensor networks in this work, the concepts developed in

this work can be extended to any hierarchical mesh network in general.

4.1.1 Related Work

The earlier sensor networks assumed flat network architecture, which causes perfor-

mance problems when large number of nodes are deployed. In order to improve scalability,

two-tiered architecture has generated more research interests. Many relay node placement

algorithms have been proposed for this architecture to maintain network connectivity and

reliability. We consider such clusterheads or relay nodes as SNs described previously. In

some deployment schemes, the nodes are assumed to be homogeneous. For example, an
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incremental self-deployment method was proposed in [34] to place some sensor nodes as

relay nodes in a homogeneous sensor network. However, the method can possibly result in

a sub-optimal deployment. In [9], an integer linear programming method was used to place

sensor nodes with different costs in a sensor network. The objective is to find the number

and locations of each type of sensors to cover a grid area with minimum cost. In [11], sensor

nodes are deployed as relay nodes to maintain global network connectivity. The minimum

node placement problem is modeled as a minimum Steiner tree with bounded edge length

problem. Several approximation algorithms were proposed to solve the optimization problem.

But it does not consider a hierarchical architecture. The above papers did not consider LN

traffic constraints and SN capacity.

Some placement algorithms assume the sensor network consists of heterogeneous nodes.

In [71], the problem of finding minimum number and locations of backbone nodes in a het-

erogeneous ad hoc network was formulated as a constrained Steiner network problem. Three

approximation methods were proposed to solve the problem. In [63], two algorithms were

proposed for relay node placement in a two-tier sensor network. The problem is formulated

as a Minimum Geometry Disk Cover problem but assumes each sensor node is connected

to two relay nodes to form a 2-connected network to provide fault tolerance. Similarly, [37]

studied fault-tolerant and minimum number of relay node placement problem in a two-tiered

wireless sensor network. The first step solved a minimum disk cover problem so that the

sensor nodes are connected to the relay node. The second step solves the minimum Steiner

tree problem to add Steiner nodes so that the relay nodes are connected. In these papers,

the sensor nodes (LNs) are assumed to reach the relay nodes (SNs) in single hop.
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In addition to the connectivity constraint, some research work is concerned about net-

work lifetime. In [24], the joint problem of energy provisioning and relay node placement

was studied to increase network lifetime. An efficient heuristic algorithm was proposed to

solve the formulated mixed integer nonlinear programming problem. This can be considered

complimentary to our problem since we intend to find the solution for an initial network

deployment rather than provisioning for an existing network as done in [24]. In [72], the

problem of optimal placement of relay nodes is modeled as a minimum set cover problem

and a recursive algorithm is proposed to solve the same. The objective is to deploy hetero-

geneous nodes so that the total network cost is minimized and the lifetime, coverage and

connectivity constraints are satisfied. The research in [67] and [68] extends the work in [72]

and proposes a two-phase relay node placement algorithm. The relay nodes placed in the

first phase are directly connected to sensor nodes. In the second phase, more relay nodes

are placed to satisfy the lifetime and connectivity constraints. However, the above papers

consider a single hop from a LNs to SNs. This may not be cost effective, especially when

there is a greater disparity between the capabilities of LNs and SNs.

In this work, we consider a more practical case where the LNs can reach SN via multiple

hops. We formulate the SN node placement problem in the next section.

4.2 Problem Formulation

In this work, we consider heterogeneity in terms of node capabilities and traffic gener-

ated by different LNs . Considering the notations given in Table 4.1, we make the following

assumptions :
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Parameter Description

N(LN), N(SN) Number of lite nodes (LN) and sophisticated
nodes (SN) respectively

RLN , RSN Communication range of LN nodes and SN
nodes respectively

LNi,SNj The ith LN and jth SN respectively

d(Xi,Xj) Distance between node Xi and Xj

h(Xi,Xj) The minimum number of hops required for the
traffic from node Xj to reach node Xi

hmax The maximum hops of LN traffic that an SN
will handle (design parameter)

whi Weighing factor for ith hop LN traffic consid-
ered at an SN (design parameter)

N(LNhi, SNj) The number of LN that are i hops away from
SNj

T (LNi) The traffic generated (data rate) by node LNi

Of The overprovisioning factor for traffic gener-
ated by LN

C(SNj) The capacity (data rate) of node (SNj)

C(LNk, SNj) The capacity of SNj offered to a single LNk

Table 4.1: Table of parameters and notations.
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• Different LNs are used to measure different parameters (such as temperature, humidity

and video feed) and hence generate different amounts of traffic.

• Two LNs can communicate with each other if d(LNi, LNj) ≤ RLN .

• An SN (SNj) will have two interfaces: one to communicate with neighboring LNi’s (if

d(LNi, SNj) ≤ RLN) and other to communicate with neighboring SNi’s (if d(SNi, SNj) ≤

RSN).

• All the SNs need to be connected to the sink directly or via other SNs to send data to

sink.

• The sensor network is static where the locations of LNs are known and do not change

after deployment. The SNs can be placed at calculated locations manually or by mobile

robots.

• The LNs can forward their data via multiple LN hops to the most feasible SN.

We now develop a model to define our SN placement constraints. Two constraints

namely; the traffic constraint and connectivity constraint are developed. The traffic con-

straint guarantees that all LN traffic can be handled by SNs, which implies that all LNs can

reach at least one SN. Furthermore, the connectivity constraint guarantees that all SNs can

reach the sink. The actual routing of packets between LNs, SNs and sink may be carried out

via any of the ad hoc routing protocols, such as, AODV or DSR [2]. In practice, depending

on the network dynamics, the routing algorithm may deliver LN traffic to a SN different

than that considered during design.

The traffic constraint considers various practical characteristics of sensor networks. It

would be desirable that every LN be close to some SN to avoid long paths from a LN to its
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closest SN. Therefore, we limit the maximum number of hops (hmax) of LN traffic. Thus,

the set of LNs that a SNj can serve is given by ServeSNj
as follows:

ServeSNj
= {LNi|h(SNj , LNi) < hmax}

This is just a design restriction so that appropriate number of SNs are deployed. hmax

serves as a measurable metric for characterizing the number of LNs that can be connected

to a SN. The greater the hmax, the more LNs can be served by a single SN and hence fewer

SNs will be required. This is based on assumption that any SNj can handle the traffic

generated by the LNs in ServeSNj
. However, this may not be the case if hmax increases

above a threshold and hence we consider LN traffic next.

In an ad hoc network, the probability of a packet to reach a destination decreases as

the number of hops required to reach the same increases [59]. This may be due to packet

collision, intermediate node failure or other characteristics of ad hoc network. In order

to reflect this in our constraints, we assume that the reliability of an SN to handle traffic

generated by an LN, T (LN), decreases with the number of hops it takes to reach the SN,

i.e., whi > wh(i+1), where whi are weight indicating reliability of LN traffic reaching a SN

in i hops. Adding such weights is another design restriction to accommodate the unreliable

nature of the wireless link. The weights can force LNs further from SNs to have access to

multiple SNs within hmax hops and hence increasing the robustness of the deployment. We

next show how the capacity of SNs can be distributed amongst LNs in ServeSNj
based on

LNs respective weights.

Let C(SNj) denote the capacity in terms of data rate that the node SNj can handle.

We need to allocate this capacity to different nodes in ServeSNj
to consider the weights whi.

LNs with higher weights will be granted greater proportion of C(SNj). Let N(LNhi, SNj)
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denote the number of LNs that are i hops away from SNj . Also, for simplicity, we assume

that traffic generated by each LN is equal to T (LN). These nodes will all have weights whi

assigned to them. Thus the total weight for the cumulative traffic generated by nodes i hops

away will be:

N(LNhi, SNj) × whi × T (LN).

Note that the traffic generated from LNs further away from SNj will be relayed by LNs

closer to SNj . Thus the effective traffic (Ei) from all ith hop LNs will include the traffic

generated by LNks in ServeSNj
and h(LNk, SNj) > i. This is given by Equation 4.1.

Ei =

hmax
∑

k=i

(N(LNhk, SNj) × whk × T (LN)) (4.1)

Thus the proportion of C(SNj) allocated to LN nodes which are i hops away is denoted

by Phi in Equation 4.2.

Phi =
Ei

∑hmax

i=1 Ei

=

∑hmax

i=hi (N(LNhi, SNj) × whi)
∑hmax

i=1 (i × N(LNhi, SNj) × whi)
(4.2)

Note that, Phi = 0 for hi > hhmax which indicates that no portion of C(SNj) is allocated

to LNs that are further than hmax hops away. Also,
∑hmax

i=1 (Phi) = 1, indicating that the

entire C(SNj) is divided amongst the LNs in ServeSNj
. From the above equation, we can

easily find the capacity (C(LNk, SNj)) of SNj offered to a single LNk that is i hops away

as:
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C(LNk, SNj) =
1

N(LNhi, SNj)
× Phi × C(SNj) (4.3)

Considering the above constraints, the placement problem can be formulated as the

following optimization problem.

We want to find the number and locations of all SNs for minimizing the number of

SNs, denoted by

min{N(SN)} (4.4)

that is subject to,

N(SN)
∑

j=1

C(LNk, SNj) ≥ Of × T (LNk),

∀k = {1, 2, ..., N(LN)} (4.5)

and

All SNj are connected (4.6)

The traffic constraint in Equation 4.5 specifies that the capacity allocated to LNk via

different SNs, which is represented as C(LNk) =
∑N(SN)

j=1 C(LNk, SNj), is sufficient to

handle the over provisioned traffic (Of × T (LNk)) of LNk. The overprovisioning factor

(Of ) gives additional control over design by accommodating the possibility of higher LN

traffic loads. The connectivity constraint in Equation 4.6 specifies that the SNs have to

form a connected network. In general, finding minimum N(SN) under these constrains is

NP-hard [62].
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Simple Regular Grid Example

In order to understand the above problem and its various design parameters, let us

consider a simple grid network where an LN is placed at each of the grid intersections. We

intend to place SNs on some of the grid points such that the constraints in Equations 4.5

and 4.6 are satisfied. Since in the grid network an LN forms a link only to the closest

vertical and horizontal LNs, RLN will be equal to the horizontal or vertical spacing between

alternate LNs on the grid.

We formulate the SN placement problem as a binary integer linear programming (BILP)

problem. Consider the binary variable Xi where i = {1, 2, ..., N(LN)}. Here Xi = 1

indicates that a SN is placed at the location of LNi and vice versa. Thus the BILP can be

formulated as,

min







N(LN)
∑

i=1

(Xi)







(4.7)

69



subject to,

C × X ≥ Of × T (4.8)

C =























C(LN1, SN1) · · · C(LN1, SNN(LN))

C(LN2, SN1) · · · C(LN2, SNN(LN))

...
. . .

...

C(LNN(LN), SN1) · · · C(LNN(LN), SNN(LN))























X =























X1

X2

...

XN(LN)























, and T =























T (LN1)

T (LN2)

...

T (LNN(LN))























Here, C(LNi, SNj) indicates the capacity provisioned to node LNi when the SN is

located at location of node LNj . Although this would result in optimal solution (for the

grid deployment) with respect to the traffic constraint, it does not consider the connectivity

constraint of Equation 4.6. In order to satisfy this constraint, we obtain the value of hmax

as follows.

hmax = b

(

RSN

RLN

− 1

)

/2c (4.9)

Theorem 4.1 For the regular grid network, a solution obtained with hmax given by Equa-

tion 4.9 will result in a connected SN network.

For a given hmax, there will be at least 2 SNs for every set of connected 2hmax LNs.

This is easy to deduce since we limit the ServeSNj
to LNs that are at most hmax hops away
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Figure 4.2: SN placement for connected 2hmax LNs.

from SNj i.e, h(SNj , LN) < hmax. Furthermore, there may be more than 2 SNs required

to satisfy the traffic constraint.

The 2 SNs will be farthest away if the 2hmax LNs lie along a straight line and the 2

SNs lie at the two end points as represented in Figure 4.2. It can be easily observed that

any other arrangement of LNs will bring the SNs closer. Also, if the traffic constraint is

not satisfied by 2 SNs, the additional SNs required will further decrease the adjacent SN

distances. Thus, the maximum distance between SNs serving a connected set of 2hmax LNs

will be (2hmax + 1)RLN . Thus if,

RSN ≥ (2hmax + 1)RLN (4.10)

then the SN placement obtained from satisfaction of the traffic constraint, as formulated

in Equation 4.7 and 4.8, will result in a connected SN network. Equation 4.9 follows from

Equation 4.10 and hence the proof.

We use CPLEX [27] to solve the BILP. Using the above formulation, we solve the

SN placement problem for 81 LNs distributed on a grid over a 20 by 20 unit area. The

SN placement is represented in the Figure 4.3. The various parameter values are indicated

with the figure. It should be noted that using hmax value from Equation 4.9 resulted in a

connected SN network. The placement for grid networks is further discussed in Section 4.4.
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Figure 4.3: A BILP solution for a grid based LN deployment. RLN = 20√
NLN

,RSN =

12units, hmax = b(RSN

RLN
− 1) 2c, T (LN) = 1, C(SN) = 10T (LN).

4.3 Methodology

In the previous section, a grid based LN deployment was considered. In this secton,

we describe three algorithms to solve the SN placement problem for randomly deployed LNs.

Such deployments are more realistic than a grid based deployment. They can be realized by

scattering the LNs randomly from an aircraft as envisioned in many future sensor network

applications [29].

4.3.1 Binary Integer Linear Programming

Many previous solutions for placing high-end nodes reduced the problem to a binary

integer linear programming (BILP) problem under the assumption that SNs can be placed at

grid points [39]. The LNs are randomly distributed throughout the RoI. The SNs are to be

placed at grid intersection of an assumed grid over RoI. These placements are obtained by

solving a BILP problem. Let N(G) be the total number of grid points. The binary variable
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Xi represents whether an SN is placed at the ith point of this grid. The formulation and

notations are thus similar to the one described in Section 4.2. However, in this case a set

of constraints, with N(LN) equations and N(G) variables, is created.

Also, due to random LN placement and a fixed RLN value, setting a value on hmax can-

not guarantee connectivity of SN nodes. Thus, the SN solution obtained by BILP will satisfy

traffic constraint in Equation 4.5 but may not satisfy connectivity constraint in Equation

4.6. In order to connect the SN nodes obtained by BILP we use a greedy implementation of

Steiner tree problem as proposed in [7]. Unlike the implementation of [7], we add a single

edge at a time and re-evaluate the various distances after adding additional Steiner nodes

along the edge. This modification considers shorter links that may terminate on Steiner

nodes. In the worst case, when the added edge terminates on original nodes, the perfor-

mance of our greedy algorithm will be equivalent to the algorithm in [7]. Our algorithm is

given as follows:

Greedy Steiner Tree Algorithm

1. Find connected components of SN graph.

2. Find the shortest edge required to connect two disconnected components.

3. Add Steiner nodes (additional SNs) along the edge to connect the components.

4. If resultant graph is disconnected

(a) Consider all SNs (from BILP and Steiner nodes) in the SN graph and GOTO

Step 1.

(b) Else END.
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Thus, the solution steps using BILP can be summarized as:

BILP Algorithm

1. Find SN locations using BILP on the LN location. The resultant solution is called

pure BILP solution.

2. Using greedy steiner tree solution place additional nodes to obtain connectivity amongst

SN from pure BILP solution.

4.3.2 Greedy Placement Algorithm

In this section, we describe a greedy algorithm for the SN placement problem. We first

obtain candidate SN locations by clustering and the choose the best candidate locations for

SN that can satisfy the maximum LN traffic and also maintain connectivity with at least

one previous SN. The algorithm is given below.

GREEDY Algorithm

1. Initialize by obtaining clusters and placing the first SN at the cluster center that can

serve maximum number of LNs. N(SN) = 1.

2. While the traffic of all LN is not provisioned (traffic constraint), i.e. (C(LNk) − Of × T (LNk)) ≥

0 for all k = {1, 2, ..., N(LN)}

(a) Consider LNs in the neighborhood (2RSN) of existing SNs in order to find the

candidate locations to place the next SN. {LNi|d(LNi, SNj) < 2RSN , any j =

{1, ..., N(SN)}}

(b) Remove LNk from the above set whose traffic is already provisioned, i.e. (C(LNk) − Of × T (LNk))

0
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(c) If empty set then goto Step (2g).

(d) Cluster the remaining nodes. The clustering algorithm is executed multiple times

to obtain several different number of clusters.

(e) If no cluster center is within distance RSN from atleast 1 SN then goto Step

(2g).

(f) Place the additional SN at cluster center which serves the most nodes and is

within distance RSN from at least 1 SN . This ensures that the additional SN

will be connected to previous SNs. N(SN) = N(SN) + 1. Goto Step 2.

(g) Find LNi with max (C(LNk) − Of × T (LNk)) ≥ 0 closet to any SNj . Place

additional SN at distance RSN from SNj towards LNi. N(SN) = N(SN) + 1.

Goto Step 2.

The k-means clustering [61] algorithm is used to obtain clusters. We run the clustering

algorithm multiple times with different values of k, which represents the number of desired

clusters in the k-means algorithm. The value of k considered are 10%, 15%, 30% and 50%

of the total number of nodes to be clustered. For step (2d), k=100% of total number of

nodes is also considered, so as to include individual node locations as candidate locations

for placing an SN . As the greedy algorithm is a heuristic algorithm, it cannot guarantee

to find the best solution during a single iteration. Thus, we obtain multiple solutions by

running the greedy algorithm a preset number of times (20 times in this work) and choose

the best amongst them as the final solution.
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4.3.3 Genetic Algorithm

The general description of a genetic algorithm is available earlier in this dissertation

in Section 3.2.2. We now explain the chromosome representation used for our problem. Let

the RoI be an area between [0,0] and [xmax,ymax]. The chromosome is represented as

a vector of 100 real valued variables representing (x,y) coordinates of 50 possible SNs in

an area between [-xmax,xmax] and [-ymax,ymax]. However, we only consider SNs within

[0,0] and [xmax,ymax] as valid SNs. Thus, N(SN) <= 50. In GA terminology, the group

of 100 variables is the genotype representation while the valid SN set with less than 100

variables is the phenotype representation of the solution [18]. We evaluate the fitness of a

gene after decoding its genotype to a valid phenotype, i.e. discarding locations with negative

coordinates. Fitness function (fit) is given by Equation 4.11.

fit = −(N(SN) + 1) × (remt + 1)α

× (N(partitions) + 1)β (4.11)

remt =

N(LN)
∑

k=1

(abs{C(LNk) − Of × T (LNk)}

× (C(LNk) < Of × T (LNk)))

(4.12)

where, remt is the total LN traffic that is not satisfied by the SNs. The second term in

remt calculation is a binary variable which is 1 if C(LNk) < Of ×T (LNk) and 0 otherwise.

Thus, this term forces only unsatisfied LN traffic to be considered in remt. N(partitions) is
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the number of partitions formed by the graph G(V,E) representing SN , where V = {SNj}

and E = {(SNi, SNj)|d(SNi, SNj) ≤ RSN , i 6= j}, (i, j) = {1, ..., N(SN)}. This can be

easily obtained by the number of zero eigenvalues obtained from the laplacian matrix of the

graph G(V,E) [70]. The exponents α and β add weights to individual factors in Equation

4.11. To ensure that all individual factors of fit >= 1 we add 1 to each of them. This is

required to ensure that none of them brings down the fit value to 0 and that the exponents

will always increase the value of their respective factors. Note that the individual factors

will never be negative.

The GA toolbox for MATLAB, GAOT [25], was used to obtain the GA solution. Default

parameters for the float representation from [25] were used. The population size was fixed

to 30 individuals and maximum iteration (MAXgen) was fixed to 10000. We run the GA

a predetermined number of times (20 times in this work) and use the best solution as the

solution obtained by GA.

GA Algorithm

1. Generate initial random population and calculate the fitness value of each individual.

2. Initialize generation: gen = 1.

3. While gen < MAXgen

(a) Select parents from current population.

(b) Create children from these parents by mutation and crossover.

(c) Evaluate the fitness of children.

(d) Replace parents if fitchild > fitparent.

(e) gen = gen + 1.
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(a) BILP results. N(SN)=42 nodes.
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(b) Greedy results. N(SN)=40
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(c) GA results. N(SN)=32 nodes.

Figure 4.4: SN placement obtained by different algorithms. RLN = 1.5units,RSN = 2RSN ,
hmax = 3hops, T (LN) = 1, C(SN) = 10T (LN).

4.3.4 Test Case

We obtained the SN placement solution by the algorithms for a single test case. The test

case consist of 80 LNs distributed in an 20 × 20 unit RoI. The results are shown in Figure

5.9. All the algorithms provide solutions that satisfy the traffic and connectivity constraints.

Also, the GA obtains a solution with the smallest number of N(SN) with 32 nodes. The

detailed performance of the three algorithms is discussed in the next section.
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Figure 4.5: Performance of different algorithms. LN placed over a grid. RLN =
20√
NLN

,RSN = 12units, hmax = b(RSN

RLN
− 1) 2c, T (LN) = 1, C(SN) = 10T (LN).

4.4 Results

The three algorithms proposed in previously are compared in this section. Also, the

performance effects of various design parameters are discussed. The simulation was carried

out in MATLAB over a 20 × 20 unit area RoI.

4.4.1 Algorithm Performance

We first investigate the performance of the three algorithms on a grid network described

previously in Section 4.2. N(LN) is varied but takes only perfect square values due to the

grid based arrangement of LN in the 20 × 20 RoI. We use the BILP formulation and

hmax value from Section 4.2. It should be noted that, as derived in Theorem 4.1, the SN

placements from the BILP solution satisfied the connectivity constraint. The outcome of

BILP thus represents the optimal solution considering SN placements over the grid. The

GREEDY and GA described in Section 4.3 are also used to obtain SN placements. As seen

from Figure 4.5, the BILP solution results in lowest number of SNs for the grids. The
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Figure 4.6: Performance of different Algorithms. LN (uniform) randomly distributed.
RLN = 1.5units,RSN = 2RSN , hmax = 3hops, T (LN) = 1, C(SN) = 10T (LN).

solutions obtained by GREEDY and GA algorithms also satisfy both the constraints but

result in higher number of SNs for the same LN grid. The GA solution is closer to the

BILP solution as compared to the GREEDY solution.

A uniform random distribution of LNs is considered next. The number of LNs was

varied from 40 to 200 nodes in steps of 40. Since LNs are randomly distributed, a single

distribution cannot be used to characterize the performance of an algorithm. Hence, we

consider 10 distinct cases of node distribution for every value of N(LN). Thus, in all

5×10 = 50 cases are considered. The three algorithms, from Section 4.3, are validated over

these 50 cases. The N(SN) along with the design parameters are shown in the Figure 4.6.

Note that for a given algorithm and N(LN), 10 cases are plotted as error bars. In the figure,

each algorithm’s performance represents the average number of SNs required for different

values of N(LN)s. As seen from the figure, the GA outperforms BILP and GREEDY in

this case.

In summary, we can see that BILP gives the best result for a grid-based deployment with

value of hmax from Equation 4.9. However, for randomly distributed LNs BILP solution
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will require Steiner nodes to ensure connectivity thus making the solution sub-optimal. The

heuristic approaches, do not guarantee optimal solution for both type of LN distributions.

GA, however, does perform better than BILP for random LN distribution. However, it takes

much longer to run as compared to the BILP implementation.

4.4.2 Effect of Design Parameters

In order to study the effect of different parameters, we consider only a single distribution

of LN for different N(LN) values. The distribution we consider for a given N(LN) is

the one that is closest to the average N(SN) obtained using BILP in Figure 4.6. We

vary different parameter values for these distributions and use BILP to solve for the SN

placement. Although the effect of the parameter is studied by varying just a single design

parameter, we also consider an improved SN SNimpv discussed later in this subsection.

We use BILP to obtain these placement solutions rather than GA since we are inter-

ested in studying the effects of various parameter and not the optimal solution for a given

parameter value. BILP executes faster and results in a trend similar to GA. Also, in some

cases (details in [46]), results in solutions comparable to GA. Hence, we choose BILP to

solve the placement problem for different parameter values [46].

Effect of RSN

Figure 4.7(a) shows the number N(SN) of SNs required when RLN is fixed and RSN is

varied, i.e. in the case when SNs are improved compared to LNs. The figure indicates a drop

in N(SN) as RSN increases. A significant improvement is observed when RSN ≥ 3RLN .

This improvement is mainly due to the reduced number of Steiner points required to connect
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Figure 4.7: Effect of design parameters on N(SN). RLN = 1.5units and T (LN) = 1.
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the SNs obtained by pure BILP solution (Step 2 of BILP algorithm). This makes the BILP

solution closer to the optimal placement solution assuming grid placement of SNs.

In related experiments [46], varying RLN while keeping RSN constant, it was also ob-

served that for dense networks it is more beneficial to improve RSN than RLN .

Effect of C(SN)

When SNs with higher data handling capabilities are considered, there is a decrease in

the number of N(SN) required as shown in Figure 4.7(b). The performance improvement

is more pronounced for higher values of N(LN). This is because for large value of N(LN),

increase in capacity C(SN) results in more LNs whose traffic can be completely handled by

a single SN. For lower N(LN), the sparse network may limit the set ServeSNj
for a given

SNj due to small number of LNs that are less than hmax hops away. Thus, increase in

SN capacity may not be useful in this case. Note that this difference between C(SN) and

T (LN) can be induced by controlling Of .

Effect of hmax

Figure 4.7(c) shows the effect of hmax on N(SN). As hmax increases, N(SN) de-

creases. In fact, N(SN) reduces by 14% when a multi-hop network with hmax = 4 is

considered as compared to a single hop network (hmax = 1) for N(LN) = 200. This clearly

shows the advantage of considering multi-hop from LNs to reach SN. Also considering the

observed trend, it can be deduced that as higher density network with more resourceful SNs

are considered this multi-hop advantage will be more pronounced.

However, there appears to be an exception to this trend for N(LN) = 40 nodes. The

N(LN) = 40 case actually resulted in N(SN) = 20 nodes from pure BILP solution for all
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Figure 4.8: Effect of LN failures on residual network. RLN = 1.5units,RSN = 2RLN ,
T (LN) = 1, C(SN) = 10T (LN).

values of hmax. This is due to the reason cited earlier as there is little effect on ServeSN

due to increase in hmax for lower N(LN)s. Thus, the small differences in N(SN) is due

to the Steiner SN nodes that are added using the Greedy Steiner Tree algorithm.

Combined Effect (SNimpv)

The combined effect of the improvements were also studied. We considered an SN with

R(SN) = 4R(LN), C(SN) = 20T (LN) and hmax = 4. As seen from the figure 4.7 the

combined effect usually results in a much lower N(SN). This indicates that as the SN

gets more sophisticated fewer SNs will be required. Also, from Figure 4.7(a) it can be seen

that C(SN) and hmax have negligible effect for low LN density. They however decrease the

required N(SN) by 30% when LN distribution is dense (N(LN) = 200 in the figure).
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4.4.3 Node Failures

In this section, we consider a different performance criteria rather than the number of

SNs, i.e., the robustness of the residual network after LN node failures. As SNs are high

end devices they are considered to be stable for this work.

The performance of the network after LN failures is evaluated in terms of the per-

centage unreachable active LNs of the residual network. Figure 4.8 shows the percentage

unreachable active LNs for different failure rates. As shown in Figure 4.8 (for hmax = 3) as

the LNs failure increases, the percentage of unreachable active nodes in the residual network

increases. We have considered that during the operation phase a SN will serve any reachable

LN traffic, i.e. design constraint of hmax is ignored. Each point on the plot represents the

average result of 100 random cases of node failures. As seen from Figure 4.8, in the worst

scenario, when 40% of LNs fail only 10% of the remaining LNs cannot reach a single SN.

The results thus indicate a highly robust placement solution for the sensor network.

For lower N(SN), the sparse network results in SN placements close to individual LNs.

Thus the failure of nodes has little effect on the connectivity of the remaining nodes. Also

note that for higher N(SN) there is drop in the percentage of unreachable nodes. This is due

to the proximity of LNs to alternate SNs via multiple hops through different LNs. Figure

4.8 also shows the plot for 40% failure and hmax = 4. As compared to the 40% failure and

hmax = 3 case, this case results in a higher number of active LNs being affected. Thus,

hmax can be used during design phase to control the robustness of the deployed solution.

As another point of comparison between the three algorithm, we plot the percentage of

unreachable nodes after 40% LN failures for the solutions obtained by the three algorithms.

As observed from the Figure 4.9, the GREEDY algorithm outperforms both BILP and GA
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Figure 4.9: Effect of 40 % LN failures on residual network using solutions from different
algorithms. RLN = 1.5units,RSN = 2RLN , hmax=3, T (LN) = 1, C(SN) = 10T (LN).
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Figure 4.10: Performance of HYBRID Algorithm. LN (uniform) randomly distributed.
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solutions. In fact, considering node failures, GA solution is almost twice as bad as the

solution obtained by GREEDY algorithm.

4.4.4 HYBRID Algorithm

Consider the simulation setup as described in Section 4.4.1 above. The GA solution,

although better than BILP and GREEDY solutions, is computationally more expensive than

both. For a single case, the GA takes an average of 24 hours, while BILP and GREEDY

take an average of 0.75 hours and 0.25 hours respectively on a 2.4 GHz AMD machine.
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Thus in order to get the performance of original GA (as described in Section 4.3.3) but at

a considerably lower execution time, we propose a hybrid algorithm (HYBRID).

We introduce the solution obtained by BILP or GREEDY or both BILP and GREEDY

in the initial population of a modified GA. These algorithms are represented as HYBRIDb,

HYBRIDg, and HYBRIDbg respectively. We also increase certain types of mutations and

crossovers (specifically multiple non-uniform mutations and heuristic crossovers [25]) of

the GA in lieu of the solutions present in the initial population. Although this increases

the number of function evaluations (number of times the fitness is calculated) from 24 in

original GA to 40 in the HYBRID approach per generation, it results in faster convergence

to the optimal solution. We also replace the 2 worse individuals of current generation with

the 2 best ones of the previous in order to guarantee retention of the best solutions throughout

all generations. The maximum generation is reduced from 10000 to 500 but the population

size is kept the same as before (30 individuals). As in the original GA, we run the GA 20

times for each case. However, unlike the original GA, HYBRID converges all the time (due

to a solution in the initial population) and hence we consider the average N(SN) from these

runs as the representative solution for each case. These results are plotted in Figure 4.10.

The number of functional evaluations for HYBRID approach is 8% of the original GA.

Considering the time taken to obtain BILP, the average time taken to obtain a HYBRIDb

solution for a single case is about 2.75 hours. This indicates an execution time reduction

of 88.54% from that of the original GA. The Figure 4.10 shows the improvement due to the

different HYBRID approaches. HYBRIDb seems to give the best performance. Although

original GA results (the best out of 20 GA iterations) are slightly better, HYBRIDb out

performs the original GA when all 20 GA results are considered for each case.
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HY BRIDp HY BRIDb HY BRIDg HY BRIDbg GA BILP GREEDY GAall GREEDYall

HY BRIDp N/A 1 1 1 1 1 1 0 1
HY BRIDb -1 N/A -1 0 1 -1 -1 -1 -1
HY BRIDg -1 -1 N/A 1 1 -1 -1 -1 -1
HY BRIDbg -1 0 -1 N/A 1 -1 -1 -1 -1

0: no statistical difference between the row and column algorithm
-1: row algorithm better than column, i.e. statistically different and lower mean
1: column algorithm better than row, i.e. statistically different and lower mean

Table 4.2: Statistical (signtest) comparisons of different algorithms.

Apart from the algorithms described above we also consider HYBRIDp, GAall and

GREEDYall. HYBRIDp is a control for the HYBRID algorithms and does not include

any solutions introduced in the initial modified GA population. GAall and GREEDYall indi-

cate the average N(SN) obtained from all the GA and GREEDY iterations (20 iterations,

refer Section 4.3) for a single case. Note that the GA and GREEDY results represent the

best solution form all these iterations. Thus GAall includes raw GA results and is thus

representative of overall performance of the original GA.

For the statistical comparison of different algorithms we consider the average N(SN)’s

required for a single case over multiple iterations. As the same case (LN distribution)

is solved by all the algorithms, we require to perform paired comparison of the 15 case

results over all the algorithms. We consider the sign test [54], which is a non-parametric

test designed for distribution-free paired comparisons of small data sample size. Table 4.2

represents the test result of the null hypothesis that row algorithm’s result has the same

median as that of the column algorithm. A 0 indicates that there is no difference while a

±1 indicates that there is a statistical difference at 5% significance level. Furthermore, +1

indicates that column algorithm has lower mean than the row algorithm, i.e. lower average

N(SN) and hence better performance. Similarly, −1 indicates row algorithm is statistically

better than column algorithm.

88



As seen from the table, HYBRIDb is superior to all other algorithms except GA. How-

ever, as indicated previously it takes considerably less execution time than GA. It is also

better than GA when all GA iteration results are considered (GAall). It guarantees con-

vergence on all iteration and thus a single iteration may be sufficient. Clearly, HYBRIDb

performs slightly worse than GA but at considerably lower execution time. Note that al-

though, HYBRIDb’s performance is similar to HYBRIDbg, the former is preferable since it

does not require the additional GREEDY result.
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Chapter 5

Mobility

In the previous chapters, the “drones” and sophisticated nodes (SN) were placed as-

suming a static network, i.e., there is no node mobility. However, node mobility is one of

the fundamental characteristics of ad hoc and sensor networks. Many protocols designed for

static networks fail when mobility is considered. For example, the service discovery protocol

in MANET fails due to node mobility which may lead to network partitions and mergers

[60].

In this chapter, the two-tier hierarchical network discussed in Chapter 4 is considered.

However, this scheme can easily be extended to the heterogeneous network case of Chapter

3. This chapter should be considered as an extension to the previous two chapters as we

consider the problem of mobility of the underlying nodes. Section 5.1 reports the mobility

scheme developed in this work. Section 5.2 discusses performance of the proposed mobility

scheme considering SN and LN node movement.

5.1 Mobility Scheme

The mobility implementation in this section is based on OPNET1. The SN mobility

scheme is discussed in this section. The details of the scheme can be studied using a state

diagram of its implementation, discussed in the following subsections. However, before the

OPNET implementation is described, a brief introduction to OPNET is provided in the next

subsection. The following subsections describe the SN node implementation in detail.

1http://www.opnet.com/
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5.1.1 OPNET Modeler

OPNET modeler is one of the many suites provided by OPNET (Optimized Network

Engineering Tool) for network based simulations. Usually references in literature and this

dissertation to OPNET implementation, refer to the implementation in modeler. The mod-

eler provides a quick and graphical means to configure, simulate and analyze a network.

Various libraries are provided with the modeler which support wireless nodes and ad hoc

protocols.

Although, OPNET is not an open source software, various editors are available to

modify or create new node or protocol behaviors. A typical network in the modeler comprises

of nodes, their interconnections and applications defined for the nodes. These network

entities are created using the network editor. The behavior of the node is based on its node

model which can be edited using the node editor. The node model is defined by process blocks

and their interactions with each other. These interactions may comprise of data or statistics

exchanged amongst the processes. For example, a wireless client’s node model will have a

transmitter and a receiver process connected to a MAC (Media Access Control) process.

The process blocks represent various packet processing hardware or software elements. The

behavior of the process is defined by its process model, which can be modified by using

the process editor. The process is modelled as Finite State Machine and is represented

by state diagrams. These models are coded using Proto-C which is a modified version of

C programming language that contains different OPNET APIs (Application Programming

Interfaces). The code executed in a state or during state transitions can be easily changed or

added by the users, thus implementing new or modified protocols and processes. The process

model is compiled using a C compiler at the beginning of the simulation. The processes
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are capable of creating sub-processes or child processes. This hierarchy of editors provided

by OPNET makes it easier to implement any desired node characteristics without parsing

through unnecessary details. The parameters from the process can be promoted so that it

can be modified as a node attribute, which can be easily changed for a different simulation

scenarios.

The Discrete Event Simulator forms the core simulation engine of the modeler. In this,

all simulation events are arranged in discrete time sequences and are executed accordingly.

The simulator keeps track of new packets and inserts and modifies events during simulation.

The simulation code comprises of simulation kernel along with different object files that

define the behavior of nodes, processes, transmission links and other network elements.

The simulation supports multiple iteration scenarios wherein some network parameters are

changed iteratively to study its effect on the network performance. In order to model the

random nature of phenomena, such as packet generation and bit errors, a random number

generator is incorporated in OPNET. It can be initialized with different seed values. The

simulation parameters also include a vector and scalar file in which simulation parameter

values are recorded. The parameters to be monitored are specified prior to the simulation.

A user specified statistic can also be defined and collected in these files. The parameters in

these files can later be plotted using Analysis Tool in OPNET. The modeler also includes

an excellent command line debugging tool called OPNET Simulation Debugger (ODB).

5.1.2 Sophisticated Node Model

The network to be simulated consist of two types of nodes; namely SNs and LNs. The

LNs can easily be implemented using the mobile MANET nodes available from the MANET
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Figure 5.1: Sophisticated node model

object palette in modeler. However, the SNs are nodes with two interfaces; one to collect data

from LNs and other to forward it to the sink via neighboring SNs. We use Device Creator

to build such a node. It is used to create different types of network components not available

with the built-in object library. Derived models created using Device Creator inherit the

parent model properties. We use it to create a dual WLAN interface node that will act as

SN. Although both the LN and SN interfaces are 802.11 based, they are distinguished by

different transmission power and channel assignments. The channel parameter assignments

used in our simulation are discussed in the next section.
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The SN node model is shown in Figure 5.1. As seen from the figure there are two pairs

of transmitter-receiver interfaces for LN and SN communications. The interface 0 is con-

sidered to be an SN interface while the interface 1 is considered as LN interface. Note that

SN node will have these interfaces to respectively communicate with neighboring SNs and

LNs. The MAC and ARP (Address Resolution Protocol) process models are independent for

both the interfaces. The higher layer stack, such as IP (Internet Protocol), TCP (Trans-

mission Control Protocol) and UDP (User Datagram Protocol) models, are same as those

in the built-in WLAN node. For the purpose of SN mobility management a new “mobility”

process module is added. This module needs inputs from both SN and LN interfaces. The

ARP module for both these interfaces is modified to notify mobility process of any packets

received with the sink’s destination address (assumed to be fixed and known) along with

its hop count. The mobility process monitors this information to determine if SN needs

to be moved and the intended destination. Along with passive monitoring through ARP

processes, the mobility process is capable of exchanging messages with its neighboring SNs.

These messages allow SNs to make decisions to move in a distributed manner without losing

connectivity with the sink. The messages are generated by the mobility process module and

passed to SN interface’s ARP module for transmission. Similarly when such messages are

received at a SN, the ARP forwards it to the mobility process instead of the IP process.

The SN message format is shown in Figure 5.2. The FD DST ID and FD SRC ID

fields contain the IP addresses of destination and source SN nodes and are 32 bits long. For

ease in simulation and without loss of generality, the node IDs (OPNET object IDs) are used

instead of IP addresses in this field. The FD PKT TYPE defines the type of message to be

conveyed and is 4 bits long. The FD FIELD is a structure that is used to send additional
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Figure 5.2: SN message format

information for some message types. The size of this field is variable since it is set based

on the amount of data to be sent. The message types are described as follows:

SN msg intent This message is sent to announce the intention of the SN to move from

its current location to another location. The FD FIELD holds the intended destina-

tion information and the cost-benefit (explained later) associated with the movement.

This message is sent only to in-nodes2 and out-nodes3 that will be affected by the in-

tended movement. The SN sending this message and thus requesting node movement

is referred to as the requesting SN.

SN msg MvOk This message is sent after a SN msg intent is received from an in-node

and the current SN is okay with the movement of the neighboring SN. This message

indicates that the current SN has found some neighboring SN which is in the vicinity

of the intended position of the requesting SN. It then sends this response along with

2Neighboring SNs whose depend on this SN to forward their traffic to sink
3Neighboring SN that forwards this nodes traffic to sink
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the ID of the neighboring SN in the FD FIELD. This message is also sent when the

node itself decides to move in response to the requesting SN’s SN msg intent. In this

case, FD FIELD contains its own ID.

SN msg MvOkRes This message is sent after a SN msg intent is received from an out-

node and the current SN needs to check with the requesting node about few candidate

out-nodes. This message is generated when multiple alternate paths are available to the

sink. However, these paths may depend on the requesting SN in order to reach the sink

and thus have to be checked with the requesting SN. FD FIELD in this message holds

the candidate out-node’s IDs of different alternative paths. This enables the requesting

out-node to select the appropriate path for this SN. The number of out-nodes sent with

this request is defined by a variable SNquerryTbl max relObjid, which is fixed to 2

for this simulation by trial and error.

SN msg MvNotOk This message indicates that the SN cannot allow the requesting SN

to move. Typically this occurs when the SN is already processing another movement

request. The FD FIELD is empty in this case.

SN msg confirm This message is sent by the requesting SN after it has made sure that its

neighboring in-nodes and out-nodes have a candidate out-node to reach the SN after its

intended movement. The respective candidate out-node is indicated in the FD FIELD.

This also initiates a cascade movement in which multiple SNs may be moving. After

sending this message, the SN initiates the intended movement.

The locations of neighboring SNs is assumed to be known. The localization of SNs

can be carried out by using any one of location estimation schemes proposed for ad hoc
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networks as discussed in [44]. However, the proposed mobility scheme uses just the relative

locations of its neighbors and thus absolute location information is not needed. The SN is

also assumed to have a directional antenna which can be used to know the direction along

which the neighboring LN lies. Moreover, by measuring the received signal strength of LN

packets, the SN can have a good estimate of its distance to the LN (assuming open field

deployment). Thus, the SN can estimate the relative location of its neighboring SNs and

LNs. Note that the LNs are not localized, as accurate localization of LNs is not needed and

would deplete the energy of the resource constraint LNs. In order to simplify the node model

for simulation purposes, the distance and directions are calculated using LN coordinates in

our OPNET implementation. The mobility process is explained in the next subsection in

detail.

5.1.3 Mobility Process Model

The SN mobility scheme is implemented as a distributed scheme which aims to satisfy

the two constraints described for the hierarchical node placement problem in the previous

chapter, i.e. handling LN data traffic and maintaining connectivity to sink. The mobility

module is shown in Figure 5.3 as a state diagram. The mobility scheme is described next

based on the different states in the figure.

“init” State

This is the initial state of the node with a “begin simulation” interrupt. The process is

in this state only at the start of the simulation. The data tables to store the information

regarding neighboring SNs and LNs are initialized in this state. We maintain three tables

in this mobility process; they are described in Tables 5.1, 5.2 and 5.3.
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Figure 5.3: Mobility process model

OPNET

Data Type

Table Parameters Description

Objid fwd mod id Forwarding node ID

char LN name[20] LN station name

double x pos,y pos,z pos Position cordinates of LN

int n pkts, n hops Total number of packets and
hops respectively

double avg hops Average number of hops

double mv req cost Cost to move the node

Table 5.1: Neighbor LN statistics table (T-LN). It is used to store neighboring LN statistics.
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OPNET

Data Type

Table Parameters Description

Objid fwd mod id Forwarding node ID

char SN name[20] SN station name

char node ip addr[20] IP address

int status Status of the SN (neigh, in-
node, out-node)

double x pos,y pos,z pos Position cordinates

Boolean comp entry True if the entry are complete
from received packet info

int n pkts, n hops Total number of packets and
hops respectively

double avg hops Average number of hops

int Nreq Number of intent to move mes-
sages

double To x,To y,To z The new position coordinates
after intended movement

double mv req cost Cost to move to this requested
position

Table 5.2: Neighbor SN statistics table (T-SN).It is used to store neighboring SN statistics.

OPNET

Data Type

Table Parameters Description

int corr SN table id The corresponding T-SN entry
ID

Objid node objid SN node ID

int status Status of the SN (neigh, in-
node, out-node)

int msg response Response to the SN msg intent

Objid related objid [SNquer-
ryTbl max relObjid]

Related Ids from response

Objid candidate objid Candidate SN to be sent with
SN msg confirm

Boolean mv ok Is it okay to move ?

double time stamp Last updated

Table 5.3: Query Table (T-Q). It is used to store neighboring SN responses to intended
movement request.
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This state is a forced state, i.e., it transitions to the next state without waiting for any

interrupts. Thus, as soon as the tables are initialized the control moves out to the “wait”

state.

“wait” State

In this state SNs are waiting at a location and forwarding LN and SN packets to the

sink. The APR processes of both the interfaces are modified to notify the mobility process

about the forwarding node IP address and the number of hops they have traveled to reach this

SN. Each LN or SN neighbor is identified by its ID in T-LN and T-SN table respectively.

Note that for ease in simulation, without loss of generality, the OPNET node IDs are used

instead of actual IP address. When a new ARP notification arrives an ARRIVAL LN

or ARRIVAL SN interrupt is generated and the respective tables are checked for existing

entries for corresponding nodes. If an entry is found the table parameters are updated, else a

new entry is created before updating the parameters. Along with the message statistics from

neighboring SNs, the movement requests from neighboring SN and its intended destination

are also recorded. These requests are passed using SN messaging scheme as discussed in the

previous subsection and allows SNs to make distributed mobility decisions.

The SN messages are processed as shown in Figure 5.4. When the SN msg intent is

received from an in-node the alternate out-node is searched. This node is any neighbor of

the current SN that lies in the vicinity of the intended destination. This is the alternate

node in Figure 5.4 and can substitute as out-node after requesting SN moves. Depending

on the search result, a SN msg MvOk or SN msg MvNotOk is sent as a reply. Note that

the mobility request is processed by the chk mob() function only if the cost-benefit is higher
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 // Decipher received messages 
switch (pkt_type) 
{ 

case SN_msg_intent : 
 Read FD_FIELD to get intended destination and cost-benefit; 
 Find if this node is in-node or out-node from T-SN; 
 if (in-node) 
 { 
  if (alternate node that can serve the requesting SN is present) 
   Send SN_msg_MvOk and ID of alternate node; 
  else 
  Log this request to the token table, create new entry if needed; 
  if (cost-benefit from FD_FIELD > corresponding cost-benefit from T-SN) 
  chk_mob(); 

else  
 Send SN_msg_MvNotOk; 
 } 
 else 
 { 
  // This is an out node and it wants to move 
 Send SN_msg_MvOkRes with neighbors that are not in nodes or this node in FD_FIELD; 
 } 
break; 
   
case SN_msg_MvOk : 
case SN_msg_MvOkRes :  
case SN_msg_MvNotOk : 
break; 
  
case SN_msg_confirm : 
 Remove the node from T-SN; 
break; 

   
} 
 

Figure 5.4: SN message processing in “wait” state.

than the threshold. A default cost-benefit is associated with all new request and is recorded

in the T-SN. Based on this entry, when an unsuccessful request is made to neighboring SNs,

the value of cost-benefit is incremented, thus increasing the threshold. The next request will

only be considered for mobility if the SN msg intent comes with a higher cost-benefit than

this threshold. When the SN msg intent is received from an out-node, alternate out-nodes

are suggested by sending SN msg MvOkRes. If SN msg confirm message is received the

corresponding entry of the source SN in T-SN is deleted as it indicates that the SN will

move to a new location.

As new packets are received, the corresponding tables are updated and mobility decision

is made using chk mob() function. If the decision to move is triggered by LN traffic it is

called LN based mobility decision, otherwise if it is triggered by SN request then its called
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SN based mobility decision. For LN based mobility decisions, T-LN is checked to decide if

the benefit of moving the SN to LNs location (avg hops × LN request weight) is greater than

the cost threshold (mv req cost). Similarly for SN based mobility decisions, T-SN is checked.

If benefit is greater than the cost threshold, the process transitions to “chk SN neigh” state,

otherwise it stays in this state. The intended destination (dest) is the LN location for an

LN based mobility decision. For an SN based mobility decision the intended destination for

current SN (dest) is calculated by Equation 5.1,

dest = Reqdest + (Curloc − Reqdest) ×
SNRange

Dist(Curloc, Reqdest)
(5.1)

where, Reqdest is the intended destination from the requesting SN, Curloc is the current

location of this SN, SNRange is the SN transmission range and Dist(Curloc, Reqdest) is the

Euclidean distance between Reqdest and Curloc.

“chk SN neigh” State

If the SN decides to initiate the movement from one location to another then it tran-

sitions to this state from the “wait” state. This state can be initiated due to a LN or SN

based mobility decision. During the transition to this state a query table (T-Q) is built, us-

ing T-SN, with entries comprising of the SNs in-nodes and out-nodes. The other neighbors

are not considered in this table.

Some of the nodes in T-Q may remain connected to this SN after the intended movement

is completed, i.e. they may be within SNRange after the SN reaches dest4. While some other

4Note that any SN nodes within distance of SNRange of each other can communicate directly with each
other.
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nodes may be connected through different neighbors after the SN reaches dest. These are

also checked by comparing node distances with SNRange. For these nodes the mv ok in

T-Q is set to TRUE and the candidate objid is set to this SN ID. For all other nodes, a

SN msg intent is sent with the FD FIELD containing dest.

The process stays in this state to collect SN message responses from the queried neigh-

bors. On receiving the SN msg MvOkRes message, a candidate out-node from the entries

in the FD FIELD is selected and candidate objid and mv ok in T-Q is updated. After

every SN msg MvOkRes and SN msg MvOk response that changes mv ok entry to TRUE,

other neighbors entries in T-Q are checked to estimate their connectivity can be maintained

through this responding node.

If all the entries have mv ok set to TRUE the process transitions to “move” or “con-

firm wait” state depending if this state was initiated due to a LN or SN based mobility

decision respectively. Note that for SN based mobility decision, the requesting SN confir-

mation is required before initiating movement. However, for LN based mobility decision, a

move can be initiated if all SN neighbors are okay, i.e mv ok is TRUE for all T-Q entries.

If a timeout occurs or a SN msg MvNotOk is received, the process transitions to the “wait”

state and clears T-Q.

“confirm wait” State

This state is invoked in a SN based mobility decision when all neighbors are okay with

SN movement. A SN msg MvOk is sent to the requesting SN with this SN’s ID in the

FD FIELD. The objective of this state is to wait till the requesting SN has all its neighbors

okay for its intended movement.
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On receiving the SN msg confirm from the requesting SN, the SN sends a SN msg confirm

to its neighbors and the process transitions to “move” state. Otherwise, if a timeout oc-

curs or a SN msg MvNotOk message from requesting SN is received, the SN sends a

SN msg MvNotOk message to its neighbors, purges table T-Q and moves back to “wait”

state.

“move” State

Actual node movement is implemented in this state. It is done by setting up self-

interrupts after small increments in time (M t). On receiving the interrupt the Curloc value

of this node is changed slightly towards dest as shown in Equation 5.2.

Curloc = Curloc + (dest − Curloc)× M t (5.2)

The speed of SN (v) is used to calculate the time tf it takes to reach dest as tf =

Dist(Curloc,dest)
v

. After SN reaches dest, the tables T-LN and T-SN are purged and the

process transitions to “wait” state.

5.2 Results

Using the SN model described in the previous subsection, we create a hierarchical net-

work of SN and LNs in OPNET. The hierarchy in the network is enforced by using two

interfaces in the network. A simple interface was used for LN communication amongst

each other and with the neighboring SN, and a sophisticated interface was defined for com-

munication amongst SNs and the sink. Since the LN would generate the traffic that is to be

delivered to the sink, data will be routed from lower-tier LN nodes and then to the higher-tier
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Figure 5.5: LN parameter setting.

SN nodes. AODV protocol [49] is used as the routing algorithm to select packet routes. The

LNs and SNs are arranged in different subnets for the simulation.

Although both LN and SN interfaces are 802.11 based interfaces, their parameters are

set differently to reflect the difference in LN and SN resources. The LN interface has a

maximum data rate of 1 Mbps and a transmission power of 1 mW, while SN interface has

these values set to 11 Mbps and 20 mW respectively. The LN are simple MANET nodes

and have their traffic configured to be exponential with mean packet size of 1 Kb and mean
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Figure 5.6: Static network with no LN or SN mobility

inter-arrival time of 1 seconds. These LN and SN parameter values can be set using the

“Edit Attribute” option for all nodes. As an example, Figure 5.5 shows the parameter set

for one of the LNs.

We discuss two sets of experiments to demonstrate the effect of our SN mobility scheme.

In both these experiments we consider the IP hop count as the performance metric. Its

decrease indicates that the packets from LNs can reach SN with lower number of hops and

hence at lower energy. This further indicates an increase in network lifetime. Moreover,

the non-zero value of IP hop count indicates that the network is connected, which is an

important result when node mobility is considered.

5.2.1 Effect of SN Mobility

In this experiment we assume the network to comprise of static LNs and investigate

the performance with and without SN mobility. The above described SN node model is used

when mobility is considered. However, to study the effect of no mobility we use the initial
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Figure 5.7: Previous network with SN mobility at t=5m

dual interface SN generated using the Device Creator without any modifications. The LNs

and SNs at t=0 are arranged as shown in Figure 5.6. The simulation is carried out for 5

minutes. Since no mobility is considered the network at the end of simulation is same as

Figure 5.6.

The experiment with the same setup is repeated with our modified SNs which are mobile.

The initial network at t=0 is same as the previous case, i.e. Figure 5.6. However, after

some time the SNs move towards the LN that forwards packets with greatest average hop

counts. This leads to SN movement and at t=5m the resultant network is as seen in Figure

5.7. One of the SN is at the same location as an LN and both of them coexist at a location

marked as } in the figure.

The IP hop counts with and without SN mobility are shown in Figure 5.8. While Figure

5.8(a) shows the actual hop count, Figure 5.8(b) shows the average hop count. The average

hop count is a moving average with a window size of 50 samples, i.e. the value is an average
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(a) Number of IP hop count with and without
SN mobility

(b) Average number of IP hop count with and
without SN mobility. Moving average with
window size=50.

Figure 5.8: Effect of SN mobility on IP hop counts

of previous 50 values. By averaging over time, a clear decrease in the hop count is observed.

This indicates that the SN mobility can improve network performance.

5.2.2 Effect of LN Mobility

Although the previous case indicates that the SN mobility does decrease hop counts in

static LN network, it does not demonstrate the effect of LN mobility. Mobility of LN may be

caused due to environmental conditions such as wind that may displace sensors. We study

the case where LN mobility is enabled.

Figure 5.9 shows the network at various time instances. Note that OPNET changes the

size of the node automatically depending on the density of the nodes in a region. This is just

for clear representation and does not indicate any network related behavior. As mentioned

before, if one of the SN is at the same location as an LN, both of them coexist at a location
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(a) t=0m0s

(b) t=10m30s
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(c) t=20m17s

(d) t=29m59s

Figure 5.9: Network with SN and LN mobility
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Figure 5.10: Average number of IP hop count with SN and LN mobility case. Moving
average with window size=50.

marked as } in the figure. As observed from Figure 5.9, the SNs successfully track the LNs

over time. Note that two SN nodes moved in a distributed manner during the simulation.

The average IP hop count is shown in Figure 5.10 which indicates that the network was

connected till the end of simulation.

The above two cases validate the correctness of the mobility model. It can be inferred

that the mobility scheme is capable of:

1. Reducing the hop count of the LN traffic and hence conserving nodal energy.

2. Maintaining a multi-hop connectivity to the sink.

The first case demonstrates that without the proposed mobility scheme, more hop counts

are required to transmit packets to the sink. For identical network conditions and with our

mobility scheme implemented in the SN, the average hop count reduces. Here the hop count

metric is used to demonstrate that nodal energy conservation is possible due to our mobility

scheme. As the hop count reduces, the number of forwarding nodes reduces. Thus, on an
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average the nodes will forward fewer packets and hence conserve their energy. The second

case demonstrates the capability of our mobility scheme to react to LN mobility in the

network. The hop counts are plotted to indicate continuous LN connectivity to the sink.

As the value of hop count is a finite non-zero number, each LN traffic is able to reach the

sink via SNs throughout the simulation. Note that in both the cases, all LNs continuously

generate packets till the end of simulation. Thus, any change in the connectivity will be

reflected in the average hop count metric.
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Chapter 6

Conclusion

The dissertation investigates the problem of localization and placement in wireless net-

works. A secure localization scheme is described and implemented in Chapter 2 considering

an infrastructure based WLAN. Chapter 3 describes the PISA placement algorithm to place

bridging devices with minimal interfaces in a heterogeneous network. The placement al-

gorithm for hierarchical networks are described in Chapter 4 and a HYBRID algorithm is

proposed for the same. Furthermore, in Chapter 5 a mobility scheme is proposed for so-

phisticated nodes in a mobile ad hoc network to minimize average hop count and maintain

network connectivity.

The proposed low-cost secure localization scheme for WLAN networks, described in

Chapter 2, is shown to have similar or better performance as compared to the traditional

signal strength (SS) based schemes. In this work, our focus has been on a very low cost solu-

tion and hence we have not considered more complicated threat models. Note that typically

more complicated threat models arise when the benefits to the adversary are correspondingly

larger. A localization system in a Starbucks that lets only the patrons connect to the wire-

less network would not be of interest to complex (and rational) attackers. What is more

important here is a low cost solution that works nearly all the time. In this case, the costs

of failure are also not catastrophic. But we believe that the current set of techniques can be

extended to protect against more complex attackers using techniques mentioned in Section

2.5. We plan to investigate this in the future. Additionally, in the future, we also plan

to look at efficient AP placement as well as at efficient methods to build up the “message
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map” (lookup table). As mentioned previously, one method to do this is to leverage the

various desktops as proposed in [4]. Issues such as preventing unnecessary handoffs between

APs during localization also need to be addressed. In the current implementation we have

achieved this by increasing the interval used by the APs to transmit the beacons to 4 seconds,

much larger than the time needed to complete localization.

Chapter 3 discusses the use of drones (multi-interface devices) to maintain connectiv-

ity in a heterogeneous network. The placement and interface selection for these drones is

obtained by PISA. PISA applied to different test cases results in desirable solutions. Imple-

menting multiple clustering iterations in the coarse placement step improved the resultant

solution. Also, if PISA is given more than the required number of drones to be placed, it

returns the excessive drones with zero interfaces. Thus, PISA solutions result in minimum

number of drones with minimum number of interfaces on them. As future work, we plan

to extend genetic algorithms to automatically determine the number of clusters, k, for the

coarse placement step and the number of drones, p, for the refined placement step. Various

combinatorial algorithms can be investigated in the future to reduce the execution time for

the refined placement step. The proposed work is useful across a wide spectrum of applica-

tions dealing with heterogeneous networks.

The problem of SN placement for a two-tiered hierarchical heterogeneous sensor net-

work is presented in Chapter 4. The problem formulation considers many design parameters

including LN traffic and SN connectivity. We have compared the performance of the BILP,

GREEDY and GA algorithms and found that GA provides better results for randomly dis-

tributed LNs. A HYBRID approach that uses the BILP and GREEDY results to seed GA

was also proposed. It was observed that HYBRID approach has an execution time of only
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11.46% of that of the original GA. It was also shown that HYBRIDb is statistically better

than GA when all iterations are considered. After a threshold load over an SN is reached,

new SN locations can be calculated and the SNs will be accordingly repositioned. A mobility

scheme that considers such an implementation is considered in Chapter 5. The OPNET

implementation of the scheme is described using the finite state diagram. The test cases

demonstrate the mobility scheme’s capability to reduce average hop count in the network

and maintain connectivity to sink when LN mobility is considered. Due to the practical dif-

ficulties in having mobile SNs, a hybrid SN deployment consisting of some stationary and

mobile SNs should be considered in future.
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