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DISSERTATION ABSTRACT
ON-WAFER S-PARAMETER MEASUREMENT USING FOUR-PORT TECHNIQUE AND

INTERMODULATION LINEARITY OF RF CMOS

Xiaoyun Wei
Doctor of Philosophy, December 19, 2008
(M.S., Huazhong University of Science and Technology, 2003)
(B.S., Huazhong University of Science and Technology, 2000)
236 Typed Pages
Directed by Guofu Niu
Accurate on-wafer characterization of CMOS transistors at extremely high
frequencies, e.g. above 60GHz, becomes critical for RFIC designs and CMOS
technology development for millimeter wave applications. Traditional two-step error
calibration lumps the linear systematic errors as a four-port error adaptor between the
perfect VNA receivers and the probe tips, and the distributive on-wafer parasitics as
equivalent circuits with shunt and series elements. However, the distributive nature of
on-wafer parasitics becomes significant, and the lumped equivalent circuits fail at
frequencies above 5S0GHz.
The distributive on-wafer parasitics is essentially a four-port network between the
probe tips and the transistor terminals. This dissertation develops two general four-port

techniques that can solve the on-wafer parasitics four-port network, and demonstrates

their utility on a 0.13pm RF CMOS technology. One is an analytical solution solving
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the Y-parameters of the four-port parasitics network. The other one is a numerical
solution solving the T-parameters of the four-port parasitics network. Even though the
two four-port solutions are developed for on-wafer parasitics de-embedding at the very
beginning, the two solutions do not make any reciprocal and symmetric assumptions of
the solved four-port network, and can be used for single-step calibration which solves
the four-port network between perfect VNA receivers and transistor terminals. In this
case, both systematic errors and on-wafer parasitics are included in one four-port
network, and can be removed in a single step. With switch error removed, single-step
calibration can provide as accurate results as two-step calibration from 2-110GHz.
Another topic that draws the attention of RFIC designers is the linearity
(nonlinearity) of CMOS transistors. Experimental IP3 results on a 90nm RF CMOS
technology are presented at different biasing voltages, different device width, and
different fundamental frequencies. To understand the biasing, device width, and
frequency dependence of IP3, a complete IP3 expression is developed using Volterra
series analysis and nonlinear current source method. The investigation indicates that not
only the 2" and 3™ order nonlinear output conductance but also the cross terms are
important for IP3 sweet spot and high Vgs IP3 modeling. Guidelines to identify the IP3

sweet spot for large devices used in RFIC designs are provided.
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CHAPTER 1

INTRODUCTION

The growth of wire-line and wireless communication demands RF integrated
circuits (RFIC) on CMOS technologies because of the low cost and the eligibility for
high volume integration. As well known, the RF section is the biggest challenge in
CMOS transceiver designs due to the lack of accurate RF CMOS models. This demands
reliable RF measurements, which are mainly done on-wafer with the advent of coplanar
probes. The measured data must reflect the intrinsic transistor without the effects of the
surrounding environment.

The notable available models for a bulk MOSFET (Metal Oxide Silicon Field
Effect Transistor) are BSIM3V3 [1], BSIM4 [2], MODEL 11 [3], PSP [4]. BSIM3V3,
BSIM4 are charge-based models, while MODEL 11 and PSP are surface-potential-
based models [5] [6]. Usually, a set of DC, CV, and S-parameter measurements are
carefully designed to evaluate the performance of a technology, and extract the
unknown model parameters [7] [8]. For example, from DC measurement, one can have
an idea of the mathematical relationship between the voltages and currents at each
terminal, and the operating limits of the transistor, e.g. threshold voltage, breakdown
voltage. The accuracy of DC measurement is determined by the DC probes and the
equipments. Essential to obtaining a good RF model is the accuracy of on-wafer

scattering parameter (S-parameter) measurements. S-parameter measurement gives an
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idea of the RF performance of the transistor, e.g. cut-off frequency, power gain. The
accuracy of measured S-parameters directly affects high frequency model parameters,
e.g. gate-source capacitance. The accuracy of the model determines the time to market
of any RFIC designs [1]. The system setup and the techniques to remove errors in S-
parameter measurement will be detailed later in Section 1.1.

However, S-parameter describes the RF performance of transistors in linear mode
only, because VNA is operated in linear mode, and the measured S-parameters only
include small-signal information of the transistor at the excitation frequency [9]. The
real-world transistor characteristics are nonlinear that the transistor will generate
harmonics and intermodulation products in addition to the stimulus signal [9] [8]. The
higher-order harmonics and intermodulation products become apparent when the input
power is significant. The 1dB compression point and the two-tone third order
intermodulation (IM3) distortion are the most widely used figure of merit to evaluate
the linearity of transistors.

For a nonlinear system, the IM3 products are the remixed products when the input
signal contains two adjacent channels. Fig. 1.1 illustrates the impact of the IM3 product
on the desired signals. The spacing between the two-tone input signals, f; and f,, is Af.
The two components at 2f}-f, and 2f,-f;, are the IM3 products induced by the nonlinear
drain current to gate bias function, which are Af away from the two-tone signals. Since
the frequency step for mobile communication channels ranges from 30KHz to 200KHz,
Af=100KHz is chosen for the two-tone intermodulation measurement in Fig. 1.1. If the
transistor is not very linear, the amplitude of the two IM3 products can be comparable

to the amplitude of the desired signals. And thus the information you received can be
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way off if the filter’s roll-off is not narrow enough. The third order intercept point (IP3)
is usually used to quantify the third order intermodulation distortion [10] [11]. The
details of IM3 measurement and IP3 extraction are presented in Section 1.2. The 1dB

compression point can be simultaneously extracted while extracting IP3.
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Fig. 1.1 The power spectrum at the drain of a single transistor under a two-tone
excitation, measured by a 50Q spectrum analyzer.

1.1  Scattering parameter measurement

Fig. 1.2 illustrates a typical two-port system for on-wafer S-parameter
measurement. It includes a two-port vector network analyzer (VNA), several RF cables
and connectors, two RF probes, and a probe station. The Agilent VNA8510C system in
Fig. 1.2 consists of four equipments, and can work up to 50GHz with proper
configuration. The VNAS8510C system is mainly used to measure 26.5GHz and 40GHz
S-parameters in this dissertation due to the limitation of RF cables and connectors. The
110GHz data is measured by an Agilent VNA 8510XF system with helps from IBM,

Essex Junction. One of the most accurate coplanar ground-signal-ground (GSG) probes,
3



the Cascade RF infinity probe is used to contact the on-wafer structures. An Alessi
manual probe station with a round 6" chuck is used to provide mechanical support and
motorization controls of the wafer. Two magnetic positioners are stuck to the metal top
plate of the probe station to support the RF probes and provide motorization controls of

the probes.

!

==

-Probe1

Probe Stationge=

Fig. 1.2 A typical two-port syste for on-wafer S-parameter measurement.

However, the system is not perfect. Random and systematic measurement errors are
involved in the measured S-parameters [12]. The random errors, e.g. thermal drift,
cannot be removed systematically, but the systematic errors can. VNA usually provides
several standard techniques for correcting systematic errors, e.g. short-open-load-thru
(SOLT). These techniques utilize accurate standards on an impedance standard
substrate (ISS) to solve the error terms between the probe tips and the perfect ports
inside VNA, a step called “system error calibration.” After system error calibration, the
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test system ends at the probe tips, which is then defined as the reference plane for
systematic error removal. Reference plane is a factitious separation which defines where
the test system ends and the device under test (DUT) begins [13]. Fig. 1.3 illustrates the
reference planes defined for on-wafer S-parameter measurement. The reference plane at

the probe tips is the reference plan defined for system error calibration.

Probe Tip
reference plane

] s

Ground

Port 1ZI l Port 2 -
L | 77777

Ground Ground

Device Terminal

reference plane
] B

Fig. 1.3 On-wafer parasitics and reference planes for system error calibration and on-
wafer parasitics de-embedding.

Besides the systematic errors, on-wafer parasitics including the probing pads and
the interconnections need to be removed secondly, a process called “on-wafer de-
embedding.” As shown in Fig. 1.3, the probing pads and interconnections often have
much larger dimensions when compared with the intrinsic transistor due to the size
limitations of RF probes. Thus, a second reference plane is defined at the very end of
the interconnections from probing pads to device terminals, which is the device terminal
reference plane in Fig. 1.3. The standards used to solve error terms are fabricated on the

same wafer as the desired device. The same probing pads and interconnections are



shared by the desired device and the on-wafer standards to keep the reference plane
consistent. Since systematic errors and on-wafer parasitics are removed in two steps,
this approach is identified as “two-step calibration” in the dissertation. Open-short
developed in 1991 lumps on-wafer parasitics as three shunt and three series elements,
which is still the industrial standard on-wafer de-embedding technique until now. Fig.
1.4 (a) shows the equivalent circuit for open-short. Two on-wafer standards, an OPEN
and a SHORT, are necessary to remove the six lumped elements [14].

Fig. 1.4 (b) and (c) give the equivalent circuits for two alternatives to open-short,
three-step and pad-open-short, which make different assumptions of on-wafer parallel
parasitics. Open-short assumes that the large probing pads are the only source of
parallel parasitics, and thus the three shunt elements are representing the parasitics at
the pads [14]. Three-step also lumps the parallel parasitics as three shunt elements, but
the third one is between the two series elements instead of the two parallel elements [15]
[16]. This assumes that the parasitics between the two pads can be ignored, while the
parasitics between the ends of the two interconnect lines are considerable, because of
the smaller distance between the two ends when compared with the distance between
the two pads. Four on-wafer standards, an OPEN, a THRU, a SHORT1 and a SHORT?2,
are necessary for three-step de-embedding [15] [16]. Pad-open-short lumps the parallel
parasitics at the pads and the interconnect lines separately. Three shunt elements are
used to represent the parallel parasitics at the pads, which can be evaluated from a PAD
standard without any interconnect lines. The distributive parallel parasitics along the
interconnect lines is lumped as three series elements and three shunt elements at the end

of interconnect lines. Although, pad-open-short lumps on-wafer parasitics as nine
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elements, it only need three standards, a PAD, an OPEN, and a SHORT [17]. Pad-open-
short was shown to be better than open-short for on-wafer inductor structures measured
above 10GHz. However, this improvement, to a large extent, depends on the layout
design [17]. For on-wafer transistor structures, the interconnect lines are not as long and
wide as the interconnect lines for the conductor structures in [17], and the parallel
parasitics along the interconnect lines is not comparable to the pad parasitics. In this

case, pad-open-short will not show great advantage over open-short.

V=2 |
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Fig. 1.4 The lumped equivalent circuits for (a) open-short, (b) pad-open-short, and (c)
three-step de-embedding.

Fig. 1.5 shows the equivalent input resistance and capacitance, R, and C,

extracted from two-step calibration results [18] [19]. The system errors are calibrated

using SOLT, while the on-wafer parasitics are removed using three different techniques,



open-short, pad-open-short, and the improved three-step. The de-embedding procedures

are detailed in Appendix C. As compared in Fig. 1.5, the three methods give

approximately the same R, and C, for the examined NMOS transistor, and all of them

show an unphysical frequency dependence of C, . This indicates that for transistor

measurement, these three de-embedding methods all fail at frequencies above S0GHz,
even though they are using different lumped equivalent circuit with different
complexities. A four-port de-embedding technique, which describes the on-wafer
parasitics as a four-port network, was developed in [20] with applications on SiGe
HBTs. Advantages over open-short at frequencies above 30GHz were illustrated using
simulated results. However the math is complex and no experimental results are
presented. Furthermore, pad-open-short was shown to be more accurate than four-port
for on-wafer inductor characterization in [17]. These issues need to be examined on

CMOS technologies.
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Fig. 1.5 The equivalent input resistance and capacitance extracted from open-short,
pad-open-short, and improved three-step de-embedded results.

Two-step calibration can provide the most accurate system error information as
long as the ISS standards are accurate. The disadvantage is that the system error
calibration step is time consuming and need to be rechecked several times for hourly
measurement. Also, two-step calibration involves a process to switch between the ISS
substrate and the wafer. Another approach, the so called “single-step calibration”,
defines only one reference plane, which is the reference plane at the device terminals.
On-wafer standards are used to determining the error terms. The systematic errors and
on-wafer parasitics are removed in a single step. The difficulty is that most IC processes
cannot deposit a precision resistive load with good repeatability [21]. Due to the less
accurate on-wafer standards, single-step calibration are expected to provide less

accurate S-parameters when compared with two-step calibration, and thus not widely
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used for on-wafer characterization. However, the same on-wafer standards are used for
on-wafer de-embedding and these standards are assumed to be ideal for simplicity in
two-step calibration. There is no occasion to have a huge difference between two-step
calibration and single-step calibration using the same non-ideal n-wafer standards. With
appropriate error calibration techniques, single-step calibration may be able to provide
reasonably accurate results. This issue should be examined experimentally on advanced

silicon technologies.

1.2 Intermodulation linearity measurement

The third order intercept point (IP3) is defined as the point where the 3 order
intermodulation (IM3) product equals the fundamental frequency product for a two-tone
excited system. To extract IP3, the power levels of the fundamental and the IM3
products at the output have to be measured using a spectrum analyzer. Fig. 1.6 shows a
two-tone intermodulation linearity measurement system with two identical Agilent
performance signal generators (PSG) E8247 at the input and an Agilent 8563EC
performance spectrum analyzer (PSA) at the output [22]. The signals generated by the
two PSGs have the same power level, the same phase, but different frequencies. A
power combiner with good isolation is required to combine the two signals. Otherwise,
the power combiner itself may produce extra intermodulation products. The products
will be amplified by the DUT, which leads to a much larger intermodulation product at
the output, and thus introduce undesired errors when extract IP3 of the DUT. Proper
attenuators maybe included before the power combiner to provide low enough input

power level. DC bias circuits at the input and output are necessary for transistor

10



linearity characterization. The power spectrum is measured at the output by a PSA and
output IP3 (OIP3) is calculated by an Agilent 85672A spurious response utility installed
in the PSA. This utility can give not only the amplitude of the fundamental and IM3

products, but also the OIP3 value for the IM3 products.
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Fig. 1.6  An on-wafer intermodulation linearity measurement system.

Fig. 1.7 shows the fundamental and IM3 output products as a function of input
power level P;, in dBm for a typical MOS transistor measurement. The solid lines are
the measured power values in dBm for the fundamental output product and the IM3
output product, P, ;s and P, 34. The dash straight lines are linear extrapolations of
Pou s and Py, 3.4 at a very low reference P;,. The reference P;, for extrapolation must
be well below the 1dB compression point, which is -25dBm in Fig. 1.7. The 1 dB
compression point is the input power level where the small signal gain drops by 1 dB,
which sets the upper limit for small signal linearity analysis The intercept point of the
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two dash straight lines is the third order intercept point (IP3). The input power level at
the IP3 point is IIP3, and the output power level at the IP3 point is OIP3. In Fig. 1.7, the
1dB compression point is -12dBm, [IP3=1.8dBm, OIP3=18dBm, and power gain=16.2

dB.
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Fig. 1.7 The fundamental and IM3 output products versus input power for a two-tone
excited system.

Before extracting IIP3, OIP3 and power gain, the power loss on the input and the
output route, including RF cables and connectors, must be calibrated using a power

meter. The power loss on the input and the output route must be calibrated using

=P
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in dB
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P, is the power level generated by the signal generator. P, is the output power level

monitored at the spectrum analyzer. P;, is the actual input power level at the gate of the
NMOS transistor. P, is the actual output power level at drain terminal of the transistor.
L, and L,, are the power losses on the input and output routes. L, and L,, are
frequency dependent, and need to be determined for each frequency before
measurement. In practice, L;, is much larger than L,,, which can lead to a several dB
shift on IIP3 and power gain. Relatively speaking, the value of OIP3 is much less
sensitive to power calibration.

Instead of using two-tone measurement, IIP3 can also be determined using
simulated or measured I-V data and small-signal parameters of the transistor, which just
requires DC and S-parameters measurement. For both measurement and simulation, DC
and S-parameters are much easier to obtained and much less time consuming. Fig. 1.8

compares first order IP3 with measured and simulated IP3. The derivation of first order

IIP3 is detailed in Appendix I. K., is calculated using the 3™ order derivative of 7,

with respect to V. only. The first order IIP3 expression fails in modeling the position

of the IP3 sweet spot and the gate voltage dependence of IIP3 in strong inversion region.
Analytical IIP3 expressions containing more nonlinearities have been published [11]
[22] [23] [24] [25] [26]. However the results are mainly for 0.13um and older
technologies, and the MOS model focused is BSIM3V3 [10] [22] [27]. Experimental
results on 90nm technology and simulation results using BSIM4 model need to be

examined as they become the main stream for RFIC designs.

13



N, = 64, W, = 2um, L = 90nm, V__ = 0.8V, f0 = 5GHz, Af = 100KHz
20 f ‘ DS ‘
|

| |
: K3gm =0 [ — First order IP3 /-
e == Simulation

-@®- Measurement

IIP3 (dBm)
>

o

Fig. 1.8 IIP3 versus V, from first order IP3 theory, linearity simulation, and two-tone

measurement.

1.3 Motivation and objectives

1.3.1 High-frequency RF CMOS characterization

Emerging gigabit wire-line and wireless communication applications require
integrated circuits operating at frequencies above 60GHz [28] [29] [30] [31]. This
demands accurate characterization and modeling of transistors at even higher
frequencies. Essential to obtaining a good high-frequency model is the accuracy of the
S-parameter measurement. VNA and RF probes capable of 110GHz S-parameter
measurements are commercially available over 10 years [32]. However, very few
results at such high frequencies are published. This is to a large extent due to the
increased difficulty of error calibration for both system errors and on-wafer parasitics.

The industry practice is a two-step approach, which first correct the VNA system

errors using well established calibration standards on an impedance standards substrate
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(ISS), a process known as system error calibration, and then subtract the on-wafer pads
and interconnect lines using on-wafer standards, a process known as on-wafer de-
embedding. Short-open-load-thru (SOLT) calibration is one of the system error
calibration methods embedded in all modern VNAs, e.g. VNA8510C, and is used in this
dissertation where two-step calibration is involved. The de-facto standard technique of
on-wafer de-embedding is open-short [14], which however fails for frequencies above
20-40 GHz, depending on layout design and process technology. Various alternatives to
open—short have been proposed, including three-step [15], improved three-step [16],
four-step [33], and pad-open—short [17]. These methods use more complicated, but still
lumped equivalent circuits, and hence require more on-wafer standards. For instance,
the three-step methods of [15] and [16] require four on-wafer standards. However, due
to the lumped nature of the equivalent circuits used, these methods cannot capture the
distributive nature of on-wafer parasitics, and fail above 50 GHz as already shown in
Fig. 1.5. For transistor characterization at extremely high frequencies, on-wafer de-
embedding methods that can accurately describe the distributive nature of on-wafer

parasitics are urgently needed.

1.3.2  Four-port network for on-wafer parasitics

As discussed in Chapter 2, the accuracy of error calibration is determined by the
error model, calibration standards, and calibration techniques. A unified 12-term model
was developed in 1970s, and became a standard model for two-port VNAs. The SOLT
calibration technique is implemented in all modern VNAs to solve the 12 error terms

[34]. However, the 12-term error model was shown to be insufficient for high-frequency
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measurement, since the leakage errors were modeled using only two error terms in the
12-term model [35] [36]. Same problem exists for error calibration techniques using
8(10)-term model. The most complete error model for two-port system is a 4x4 matrix,
a l6-term error model, which is essentially a four-port error network relating four
known waves and four unknown waves [35] [36]. Several advanced techniques solving
the four-port network have been developed over the years [36] [37] [38] [39]. The 16-
term model and the calibration techniques can in general be applied to remove both
systematic errors and on-wafer parasitics.

This leads to an idea of describing everything between the probe tips and the device
terminals as a four-port network instead of using lumped equivalent circuits [40] [20],
an idea that is similar to the 16-term error adaptor in system error correction [36], at
least mathematically. Fig. 1.9 (a) illustrates the four-port network for system errors,
with two ports inside VNA and two ports at probe tips, which was described as 16-term
or 15-term error model frequently [36] [38] [39] [41] [42] [43]. Fig. 1.9 (b) shows the
four-port network for on-wafer parasitics with two ports at probe tips and two ports at
device terminals, e.g. gate and drain for MOS transistors [20]. Note that all of the a
waves are incident waves which entering the four-port network at each port, while all of
the b waves are reflected waves which leaving the four-port network at each port.
Therefore, the S-parameters of the four-port networks in Fig. 1.9 can be easily defined
using the a and b waves. Analytical solutions of the four-port parasitic network were
developed in [19] [17] [20] and [44], using three, four, and five on-wafer standards with
varying degree of assumptions. For example, with reciprocal assumption, the number of

unknowns is reduced to ten and only four on-wafer standards are necessary [45]. With
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reciprocal and symmetric assumptions, the number of unknowns is reduced to six and

only three on-wafer standards are necessary [17].

Port 0 Port 1 Port 1 Port 1*
(VNA) (Probe) (Probe) _(Gate)
ay—» —» b, b —» —» b,

b, *+— 4-port -y, | a, <+— 4-port - |
error DUT on-wafer [SA]
b, «— | adaptor | «—a, ] a, «— | parasitics | «=—a, ]
a, —_— —_— b2 b2 —_— —_— b;
Port 3 Port2  Port2 Port 2*
(VNA) (Probe) (Probe) (Drain)

(a) (b)
Fig. 1.9 (a) The four-port network for systematic errors. (b) The four-port network for
on-wafer parasitics.

1.3.3  General four-port solution

Even though on-wafer parasitics is passive and the associated four-port network
should be reciprocal, there are two practical reasons to seek for a solution for generic
four-port network, which we will refer to as “general four-port solution.” First, in order
to arrive at an analytical solution, a must for real-time fast measurement, on-wafer
OPEN and SHORT standards are assumed to be ideal in all of the de-embedding
algorithms, while the fabricated standards always have parasitics. In board
measurements, inaccuracies of standards are known to lead to nonreciprocal S-
parameters for physically passive structure [46]. A general four-port solution will allow
us to examine the reciprocity of the four-port parasitics experimentally.

The second reason for seeking a general four-port solution is to directly obtain

transistor S-parameters from the measured raw S-parameters without having to perform
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system error calibration using ISS. This can result in significant saving in time and
effort as ISS calibration is time consuming and needs to be repeated frequently, even
during a day of measurement. Also, physical change of substrate is involved. Ideally,
the same general four-port solution obtained for on-wafer parasitics de-embedding can
be applied to raw S-parameters as is, to remove VNA system errors and on-wafer
parasitics in a single step. Not all of the general four-port solutions can be used for
single-step calibration. For instance, the solution of [20] can be used, while the solution
of [19] cannot be used. The four-port de-embedding algorithms of [20] and [19] make
no assumption of the nature of on-wafer parasitics, while the algorithm of [17] assumes
that the four-port network for on-wafer parasitics is reciprocal and symmetric.

In this dissertation, two general four-port solutions that can be applied as single-
step calibration are developed, 1) a Y-parameter based analytical solution and 2) a
singular-value-decomposition (SVD) based numerical solution. With five on-wafer
standards, both of them solve a generic four-port network and can be applied on the
measured raw S-parameters without ISS calibration. The results were presented in 2007
Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems [19], 2007
IEEE Trans. On Electron Devices [45] and 2007 IEEE/MTT-S International Microwave
Symposium [47]. The analytical four-port solution in [45] is much simpler than [20] and
[19], and considers the parasitic capacitance of the non-ideal on-wafer load resistors. An
added advantage of this solution is its intimate relation with open-short, which is then
used to quantify the errors left after open-short de-embedding. However, the Y-
parameter analytical solutions in [20], [19] and [45] are all limited by specified on-

wafer standards and cannot take advantage of the redundancy available from the
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measurements of five on-wafer standards, e.g. singularities [36]. These issues are
ideally handled with the SVD based numerical solution in [47]. Although the SVD
based four-port solution cannot give insight views of the parasitic network, it is easy to
apply with multiple combinations of on-wafer standards and provides an indication of
the validity of the solution. This dissertation presents detailed derivation of the
analytical solution and the numerical solution, and demonstrates their utility on a
0.13um RF CMOS technology from 2 to 110GHz for both two-step calibration and

single-step calibration.

1.3.4 Single-step calibration

With a general four-port solution, it is possible to solve the four-port network
between the two ports inside VNA and the two ports at the device terminals. The known
standards are fabricated on the same wafer as the desired device. This idea of utilizing
on-wafer standards to remove systematic errors and on-wafer parasitics in a single step
was not new. Actually it was introduced at the very beginning of VNA error correction.
However, it is not widely used for transistor characterization for several reasons. First,
error calibration using ISS standards are repeatable and traceable, which can be verified
using stated references. For example, National Institute of Standards and Technology
(NIST) in USA and the National Physical Laboratory (NPL) in UK provide and
maintain reference standards. By comparing the calibrated VNA results with the
reference S-parameters, the performance of VNAs can be verified. With on-wafer
standards, the S-parameters of these standards are determined by the technology, which

can very a lot from process to process. It is hard to provide reference standards and
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verification kits. Fortunately, the measurement comparison programs (MCP) provide
another way to assure measurement accuracy. MCP compares the results of the same
device that travel between the participating laboratories to avoid serious errors or
provide verification on areas without reference standards. The MCP program illuminate
us that the single-step calibrated results can be verified using two-step results for
several on-wafer reference standards. Although, ISS calibration is still necessary for
verification purpose, it still greatly reduces the measurement time since these reference
results just need to be measured once for one wafer. It does not need to be repeated for
every test structure.

Secondly, it is hard to accurately model the on-wafer standards. The standards on
ISS substrate are modeled using non-ideal capacitance, inductance, and delay time
based on physical analysis and verified using reference values. The accuracy of the on-
wafer standards affects the accuracy of the error corrected S-parameters. The
experimental results in Chapter 6 indicate that assuming ideal on-wafer standards leads
to reasonably accurate results in the advance CMOS technology examined. The open
capacitance, the short inductance, and the through delay are negligible because of the
small dimension of the transistors. The non-ideality of on-wafer load resistor can be
modeled using a parasitic capacitor in parallel with a perfect resistor. The experimental
results in Chapter 6 indicate that single-step four-port calibrated results are practically

identical to the two-step four-port calibrated results after switch error removal.
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1.3.5 Validity of BSIM4 model for nonlinear RF modeling

The model parameters extracted from DC, CV, and S-parameters are based on a
small-signal schematic, and accurate for small-signal modeling of transistors. For
transistor modeling at signals higher than certain value, they do not represent the real
transistor performance. In general, the linear model need to be verified using nonlinear
simulation [8]. The intermodulation linearity simulation accuracy of the BSIM4 model,
a widely used model for RF design, is examined against measurement, particularly in
the moderate inversion region, where a linearity sweet spot exists and can be utilized for
high linearity RF circuit design [48] [49]. In BSIM4, the moderate inversion region is
modeled by mathematical smoothing functions interpolating between physics based
approximations in the weak and strong inversion regions, instead of physics based
surface potential approximation that can cover all levels of inversion. Its accuracy in
linearity simulation, particularly in moderate inversion, therefore needs to be
experimentally evaluated, as linearity simulation requires not only accurate modeling of

the first order I-V relations, but also higher order derivatives. Note that we do not

address simulation of harmonic or intermodulation distortion at V=0V, a known

problem for BSIM4 [50].

1.3.6 Third order intercept point modeling

The nonlinear performance of transistors is typically measured by the 1dB

compression point and the third order intercept point (IP3). Using either measured or

simulated I-V data, IP3 sweet spot biasing current can be determined from zero Ksg,,

point based on first order IP3 theory [11] [51]. Circuits have been published to utilize
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this zero Ksg, point for high linearity LNA designs [48] [52]. However, experimental

IP3 results indicate that the actual IP3 sweet spot V, is lower than the zero Ksg, Vi

by a noticeable amount as already shown in Fig. 1.8 [53]. More accurate analytical IP3
expressions for CMOS devices involving more nonlinearities have been developed
recently [22] [25] [26]. The complete IP3 expression developed in this dissertation
considers not only transconductance nonlinearities, but also output conductance
nonlinearities and cross terms. This expression is used to quantify the impact of these
nonlinearities and explain the biasing, device size, and frequency dependence of IP3.

Furthermore, guidelines for optimal biasing and sizing for high linearity are developed.

1.3.7 Third order intermodulation distortion characterization

Experimental IP3 results of CMOS devices have been examined using two-tone IP3
measurement [22]. However the results were primarily for 0.13um and older
technologies, and the model examined is BSIM3V3 [10] [22] [27]. This dissertation
presents experimental characterization of IP3 in a 90nm RF CMOS process, as well as
comparing measured IP3 with simulated IP3 using a BSIM4 model. For practical
linearity characterization as well as optimal transistor sizing and biasing in circuit
design, the linearity is examined as a function of biasing voltages and device sizes. An
array of devices with different finger numbers are designed, fabricated and
characterized as a function of Vgs and Vps , at multiple frequencies. 2GHz, 5GHz, and
10GHz are selected because most current RFIC applications fall in this range. In
particular, the sweet spot biasing current for practical large device sizes of interest to

RFIC is investigated. The results were presented in 2008 IEEE Radio Frequency
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Integrated Circuits Symposium [53] and the extended paper was accepted by 2008 IEEE

Trans. Microwave and Techniques [54].

1.4 Outline of Contributions

Chapter 1 gives an overview of topics related to on-wafer transistor
characterization including linear and nonlinear performance, and gives the motivation
of this research. Chapter 2 presents layout details of on-wafer transistors and standards.
Carefully designed GSG probing pads, metal ground plane, and shielding structures can
help on-wafer parasitics de-embedding and transistor characteristics. Transistors with
different gate connection topologies are compared.

The accuracy of S-parameters is determined by error models and correction
techniques. Chapter 3 presents the four-port error adaptor concept, the classical 12-term
model, and the most complete 16-term model for a two-port system. As a widely used
system error calibration method, short-open-load-thru (SOLT) calibration is
demonstrated in details. And, the idea of performing single-step calibration is
introduced.

Starting from Chapter 4, the concept of four-port error adapter is extended to on-
wafer parasitics de-embedding from systematic error calibration. A generic analytical
four-port solution for on-wafer parasitics using Y-parameters is developed in Chapter 4.
Five specified on-wafer standards, OPEN, SHORT, LEFT, RIGHT, and THRU, are
necessary for solving the four-port network. A numerical way to evaluate the errors
remaining after open-short de-embedding, and to examine the reciprocity and symmetry

of on-wafer parasitics is given using experimental results. Chapter 5 presents a
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numerical four-port solution for on-wafer parasitics using singular-value-decomposition
(SVD). Although it does not give insight views of on-wafer parasitics, the SVD based
solution is easy to apply and gives the most accurate de-embedded results. Although the
set of standards can be any non-singular combination of five standards, the same OPEN,
SHORT, LEFT, RIGHT, and THRU standards as used in analytical solution is used for
comparison. Chapter 6 demonstrates the application of the two four-port solutions in
Chapter 4 and Chapter 5 on single-step calibration.

Another topic that draws the attention of circuit designers is the linearity
(nonlinearity) of the transistors, which determines upper limit of the spurious dynamic
range of transistors or circuits. Chapter 7 evaluates the BSIM4 model for a 90nm RF
CMOS technology, which is later used to generate the I-V and small-signal parameters
needed to calculate IP3 analytically. Chapter 8 develops a valuable analytical 1P3
expression for MOS transistor nonlinearity modeling. The expression is developed
based on Volterra series theory using simulated I-V and S-parameters. Biasing, channel
width, and frequency dependence of IP3 are well understood using this analytical
expression. Chapter 9 compares the calculated IP3 with experimental IP3 for the 90nm
RF CMOS technology. Guidelines for optimizing high-linearity applications are given

based on experimental results and calculated IP3.
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CHAPTER 2

ON-WAFER TEST STRUCTURE

Since a pair of Cascade infinity probes are used to contact the on-wafer test
structure, there are several layout rules regarding probe pad placement and sizing that
must be followed [55]. Typical contact size of Cascade infinity probes is 12pmx12pum.
To achieve reliable contact, it is recommended to further bring the probe down by 50-
75um after the probe tip has made initial contact with the wafer surface, which leads to
a 25-40um lateral skating. Thus, the minimum probing area recommended for general
use is 50umx50pm [55]. And, the minimum center-to-center space between pads is
100pm. The sizing and spacing requirements for on-wafer probing make it impossible
to place the probes directly on the terminals of a modern MOS transistor since the
dimension of a typical MOS transistor is only several microns big. Probing pads and
interconnect lines leading to the terminals of the transistor are necessary for on-wafer
transistor characterization. The GSG probing pads designed for on-wafer
characterization are illustrated in Section 2.2.

Ground shield was proved to be able to improve noise performance and on-wafer
de-embedding [56] [57] [58]. The first metal layer is used to build the ground shield
metal plane as detailed in Section 2.2. It was shown that different gate geometry can
affect the DC and RF performance [56] [59] [60] [61]. An array of CMOS transistors

with different gate pattern are carefully designed and fabricated. Several parameters that
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are critical to RF and noise performance of CMOS transistors are extracted and

compared for different gate pattern in Section 2.3.

2.1 Typical on-wafer transistor test structure

Fig. 2.1 (a) is the top view of an on-wafer test structure for a MOS transistor with
probing pads and interconnections. GSG probing pads are designed for the GSG
Cascade infinity probes, which can shield the signal path between two balanced ground
paths and provide tight control on the fields around the signal probe. The dimension of
the probing pads and interconnections are much larger than the transistor. Fig. 2.1 (b)
gives a closer view of the MOS transistor under test. The four terminal MOS transistor
is connected as a two-port system with source and substrate tied together to ground. The
MOS transistor in general has multiple gate fingers to reduce gate resistance and a
substrate ring around the whole active area to provide better shielding from adjacent
structures. The channel width of MOS transistors can be modified by either changing

the width of each finger or changing the number of fingers.
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(a) MOS+PAD (b) MOS only
Fig. 2.1 The top view of an on-wafer test structure for transistors. (a) The whole test
structure including probing pads. (b) The MOS transistor under test only. The
dimension is not to scale.

Fig. 2.2 shows the pictures of the chips taken under the microscope. Fig. 2.2 (a)
shows the chip fabricated on a 0.13um RF CMOS technology for developing four-port
calibration techniques. Each column contains five on-wafer standards and a 0.13pm
NMOS transistor. An array of 90nm NMOS test structures with different gate
connections and different layouts is fabricated on the 90nm chip in Fig. 2.2 (b). The
measured S-parameters are used for characterizing the effects of different gate patterns
on small-signal parameter extraction. The chip in Fig. 2.2 (c) contains an array of
devices for intermodulation linearity characterization on 90nm CMOS technology. The
necessary de-embedding standards are also included in Fig. 2.2 (b) and (c), which are
laid close to the transistor structures to avoid space variation [62]. The small-signal
parameters for the equivalent circuit used to calculate IP3 can be extracted from the

measured S-parameters.
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Fig. 2.2. Chip pictures of the fabricated transistor structures on three RF CMOS
technologies. (b) and (c) are fabricated at different foundries.

(b) 90nm CMOS (c) 90nm CMOS

2.2 Probing pad design considerations

Fig. 2.3 illustrates the cross section of a modern RF CMOS technology. It starts
with a silicon substrate, which is normally lightly p-type doped. Active devices,
including diodes, bipolar transistors, and CMOS transistors, and some of the passive
devices, like poly resistors, are built on the very surface of the silicon substrate using
doped materials. 1-4 thin metal layers (about 30nm thick) either aluminum or copper
will be used for connections close to device terminals. These connections are thin and
narrow, which can only handle low current, and has a higher resistance. Besides, the
first metal layer is usually used as a metal ground plane under the probing pads and the
interconnections to prevent the signal paths from coupling to the substrate [58] [63]. 2-4

thick metal layers (about 50nm thick) with low sheet resistance will be used for long
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and high current connection. The RF layer, normally composing two thick aluminum
metal layers (several micron thick), is used to build the probing pads. A passivation

layer is used to protect the whole structure, and opening must be made on top of the

probing pads.
Pad opening s
&4 ~
PORT1 T PORT2 GND -
PAD PAD PAD m
5
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c
o
P-type substrate Substrate Ring V%

Fig. 2.3  Cross section view of an advanced RF CMOS technology. The dimension is
to scale.

Fig. 2.4 shows the cross section view of three cuts along the test structure in Fig.
2.1 (a). The maximum pad height variation in a row of pads contacted by one GSG
probe is 0.5um. To avoid pad height variation, the top metal layer for all ground pads
and signal pads are the same. To support the overtravel of probe tips while probing, the

pads are built using multiple metal layers, since even the thickest metal layer is less than
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10um thick. Fig. 2.4 (a) is just a copy of Fig. 2.1 (a) with three cut lines for the cross
sections in Fig. 2.4 (b)-(d). The cross section of the GSG pads is shown in Fig. 2.4 (b).
The ground pad is built using all metal layers, and the signal pad is built using the top
two thick metal layers. The number of metal layers used for signal pads depends on the
number of layers available and the metal layer thickness. The ground pads are all tied to
the same metal ground plane built using the first metal layer to provide an as ideal as
possible connection between the four ground pads. The metal ground plane exceeds the
dimension of the signal pad by a size comparable to the total thickness of all metal
layers to provide good electromagnetic isolation from the silicon substrate [58] [57]. A
large number of substrate contacts are scattered over the wafer to provide good
substrate connection and meet the requirement of doping and active area density.

Fig. 2.4 (c) shows the cross section of the cut along the middle between Port 1 and
Port 2 pads, which shows that the connections between opposing ground pads (Port 1 to
Port 2 side) are built using all available metal layers. This helps to provide an ideal and
unified ground connection. The source is tied to the substrate ring locally, while the
substrate ring is connected to the metal ground plane using short and wide metal lines.
The grounded substrate ring can isolate the transistor from adjacent structures. Fig. 2.4
(d) is along a cut across the signal pads at Port 1 and Port 2. Not only the signal pads
but also the interconnect lines to the transistor terminals are built using more than one
metal layer. This will evidently reduce series parasitics of the leads, and increase the
accuracy of the SHORT standard, but introduce coupling to the ground shield, thereby

increase the loss. In general, it is safe to apply at least a few of the metal layers [57].
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2.3 CMOS transistor design considerations

Fig. 2.5 gives the layout of a MOS transistor with 10 gate fingers. Each finger has a
channel length of 0.13um, and a channel width of Sum with double-sided gate contact.
This leads to a “C-look™ gate metal connection to Port 1. Port 2 is connected to the drain
terminal of the transistor. The source terminal is tied to the substrate terminal and
grounded. Multiple thick metal layers are used to connect the source and substrate to the

ground pads to reduce substrate effect and nonidealities of on-wafer standards.
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Fig. 2.5. Layout for one cell of the desired transistor.
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Fig. 2.6 gives the layout of the desired NMOS transistor and the five on-wafer
standards used to solve four-port error adaptors, OPEN, SHORT, LEFT, RIGHT, and
THRU. Fig. 2.6 (a) is the desired NMOS transistor without pads and most of the
interconnect lines. The total channel width of the transistor is 150um, and the channel
length is 0.13pum. The transistor contains three identical cells, i.e. multiplier factor=3.
Each cell has the same layout as shown in Fig. 2.5. Without specification, the S-, Y-,
and Z- parameters used to perform error correction from Chapter 4 to Chapter 6 are
measured on this set of test structures fabricated on the 0.13um chip in Fig. 2.2 (a).The
reference plane is selected to be as close as possible to the gate and drain terminals of

the transistor, which is marked out on the OPEN structure in Fig. 2.6 (b).
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Fig. 2.6. Layout for the desired transistor, NMOS, and the on-wafer standards, OPEN,
SHORT, LEFT, RIGHT and THRU.

The OPEN structure in Fig. 2.6 (b) just takes the transistor out together with the
substrate ring and the necessary lowest layer metal connections. The SHORT structure
in Fig. 2.6 (c) shorts the metal at the Port 1 and Port 2 reference plane to ground using
short and wide metal lines. Multiple metal layers can be used if necessary. LEFT
structure in Fig. 2.6 (d) has two 100Q metal resistors connected to Port 1 in parallel to
provide balanced signal flow at the GSG probe. In like manner, RIGHT structure in Fig.

2.6 (e) has the same two 100Q resistors connected to Port 2 in parallel. One end of the
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resistors is connected to the reference metal as close as possible to Port 1 or Port 2. The
other end is terminates to ground. However, it is hard to connect this end to the same
ground plane as the SHORT structure because of the size limitation of this back-end-of-
line (BEOL) resistor. So, there is a reference plane variation between OPEN, SHORT
and LEFT, RIGHT. Assuming the ground plane is very well connected throughout the
whole structure, this variation is negligible. The THRU structure in Fig. 2.6 (f) simply
shorts Port 1 reference to Port 2 reference in the shorted way. Since the metal line used
to short Port 1 and Port 2 are wide and very short, comparable to the pattern of gate

fingers, THRU standard can be considered as ideal THRU without delay and loss.

2.3.1 Gate pattern and multiplier factor

Fig. 2.7 shows the layout for three NMOS transistors with the same gate length and
total gate width, but different gate patterns and multiplier factors (M). The three
transistors have (a) double-sided gate contact with M=1, (b) single-sided gate contact
with M=1, and (c) double-sided gate contact with M=4. Note that the “C-look™ gate
metal connection is used for double-sided gate contact to balance the current flow at the
two-ends. The transistor with single-sided gate contact is directly connected to Port 1
using wide metal lines. This set of layout is used to investigate the impact of the “C-

look” gate metal and the multiplier factor on the RF and noise performance.
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The gate resistance R, , linear transconductance g, , cut-off frequency f; , and

maximum oscillation frequency f,

max

are the critical parameters for evaluating the RF

and noise performances of a MOS transistor [56]. SOLT calibration is used for system

error calibration. Since the parameters examined here are extracted at frequencies below

10GHz, open-short is valid in this frequency range [14] [45]. f, is extracted using the -
20dB/dec extrapolation method from the H,, versus frequency curve at each bias point.

Jiae 18 extracted using the -20dB/dec extrapolation method from the Mason’s unilateral
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gain (MUG) versus frequency curve at each bias point [64]. An example of f,. and

Juax €Xtraction is shown in Fig. 2.8 and Fig. 2.9. Maximum available gain (MAG) and

maximum stable gain (MSG) do not follow the -20dB/dec slope, and thus are not used

for f.. extraction. R, and g, are extracted using [65]
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Fig. 2.10 compares R,, g,, f; and f,  extracted for the three NMOS transistors.

Fig. 2.10 (a) and (c) show that the transconductance and the cut-off frequency for the
three transistors are approximately the same. Fig. 2.10 (b) shows that the transistor with
double-sided gate contact and M=4 has the smallest gate resistance, and thus the best
noise performance theoretically. Noise parameters are not measured due to lack of

equipments. The transistor with single-sided contact and M=1 does not have the largest

R, as expected. Instead, the transistor with double-sided contact and M=1 gives the

largest R, . The reason may lies on the narrow metal connection from the reference

plane to the double-sided gate contact, while a much wider metal connection is used in
single-sided gate contact transistor in Fig. 2.7 (b). However, it is not possible to move
the reference plane to the end of the narrow gate metal inside the substrate ring, as it is
impossible to layout de-embedding standards in such small area. Fortunately, this
problem can be solved by using different metal connections to the gate. For example,
the transistor layout with M=4 greatly reduces the resistance on the narrow metal lines
because it has four similar parallel connections. Fig. 2.10 (d) shows that f,__ is quite

different for the three transistors. The device with single-sided gate contact and M=1

and the transistor with double-sided contact and M=4 gives the highest f . This

agrees with the lowest R, of these two transistors.
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Fig. 2.10. Extracted parameters for three NMOS transistors with different gate patterns
and multiplier factors.

2.3.2  Gate finger configuration

Fig. 2.11 shows the layout for three NMOS transistors with the same gate length
and total gate width, but different number of fingers (Nf) and finger width (W¢). The
number of fingers and the finger width of the three transistors are (a) N=20, W=2um.

(b) N=10, W=4pum. (c) N=5, W=8um. All of the transistors are laid out using double-

sided gate contact and “C-look™ gate metal connection. Fig. 2.12 (a)-(d) compare R, ,

g., fr,and f _ extracted from open-short de-embedded Y-parameters. Again, SOLT

calibration and open-short are used for system error calibration and on-wafer parasitics
de-embedding. The first two transistors with N=20, W=2um and N=10, W=4um are
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practically the same for the four parameters extracted. The transistor with the longest
Wi (W=8um) has the largest R, and thus the lowest f . as expected. However, the
R, value difference does not follow ideal scaling rules of CMOS transistors. The

reason may also lies on the narrow metal connection to the double-sided gate contact.

The R, value extracted is dominated by the resistance on the metal lines instead of the

gate fingers.

N=10 N=5
Wr=4um Wr=8um

Fig. 2.11. Layout for three NMOS transistors with same total channel width but
different finger width and finger number. W, =40pm.
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Fig. 2.12. Extracted parameters for three NMOS transistors with same total channel
width but different finger width and finger number. Wy, =40pm.

2.4  Summary

The layout rules concerning reliable on-wafer probing are detailed. It is
recommended to use all metal layers for ground pad, and more than one top layer for
signal pads. Ground shield need to be carefully designed. The transistor characteristic
fluctuation caused by layout variation is examined. Double-sided gate contact does not
necessarily provide lower gate resistance. The gate pattern needs to be optimized.
Otherwise, the metal lines connecting out can have considerable impact on gate
resistance. On the other hand, the selection of reference plane is of great important for

transistor characterization.
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CHAPTER 3

ERROR MODELS FOR TWO-PORT S-PARAMETER MEASUREMENT

Of paramount importance in on-wafer transistor characterization at RF frequencies
is to properly correct the errors introduced by the VNA system and on-wafer parasitics
[66] [13] [21] [12]. The demand for increased measurement accuracy in on-wafer S-
parameter measurement can be achieved by improving the hardware, the models used
for characterizing measurement errors, the calibration methods used for calculating
these errors, and the definitions of calibration standards [34]. The type of the error
model depends on the hardware topology of the VNA. There are three-receiver VNA
and four-receiver VNA for two-port measurement. The three-receiver VNA has one
reference receiver for detecting the incident signal, and two measurement receivers, one
at each port. The corresponding error model is a 12-term error model, 6 for forward
direction, 6 for reverse direction [67] [68]. For double-reflectometer VNA with four
receivers, a 8-term error model was introduced and solved in S-parameters and T-
parameters [69] [70] [71]. The leakage terms can be added to the to the 8-term error
model, one for each measurement direction, increasing the number of error coefficients
to 10 [72] . Both the 8(10)-term model and the 12-term models are used for four-
receiver VNA, which even have their calibration procedures embedded in modern
VNAs. The error models and their corresponding calibration techniques are compared

in [73] [74] [68] [75]. If required, several techniques with different conversion
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equations can be used to convert the 12-term model into a 8(10)-term model [75] [76].
These equations are slightly different but are based on the same physical principle. One
may also apply the 8(10)-term model for the three-receiver VNA, with an assumption
that the source match equals the load match of the test set, which holds only in the case
of an ideal switch. For a real system, this may lead to intolerable measurement
inaccuracy. Only the 12-term model guarantees the entire description of three-receiver
VNA [34]. The reasons will be detailed in Section 3.4.

However, both the 8(10)-term model and the 12-term model make an arbitrary
assumption that the leakage terms bypassing the unknown two-port are negligible.
Further measurement experiments and practical experiences reveal that the leakage
terms can have a very complicated nature. A much more general concept of error model
was introduced by Speciale and Franzen in 1977 [37] [35]. The systematic errors of a n-
port VNA are represented by a 2n-port virtual error adapter, with its n-port connected to
the n-port unknown network, and its other n-port connected to the ideal, error-free VNA.
The error adapter consists of 2nx2n coefficients and describes all possible paths
between the 2n receivers. For two-port measurement, the error adapter is a four-port
network, which involves 4x4 error coefficients, i.e. a 16-term model. The 16-term
model is only solvable for four-receiver (2n-receiver) VNA. However, it is also possible
to define a full error model for three-receiver (n+1 receiver) VNA. This includes
significantly more error coefficients, for example, the 22-term model for a three-
receiver two-port VNA, compared with the 16-term model for four-receiver two-port
VNA [42]. The four-port error adapter can not only be applied on systematic error

removal, but also be used to remove on-wafer parasitics as it does not make any
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assumptions of the error network. The four-port error network is described in Section
3.5. There are also techniques published to solve the 16-term model in S- or T-
parameters using five standards [35] [37] [36] [41] [43] [39]. Two general approaches
to solve the four-port error network using five standards are developed in this
dissertation, an analytical solution based on Y-parameters in Chapter 4, and a numerical

solution using SVD and T-parameters in Chapter 5.

3.1 Two-port S-parameter measurement

Fig. 3.1 is the block diagram for the two-port S-parameter measurement system in
Fig. 1.2, which includes VNAS8510C system, DC power supply, and a control computer.
The measurement is controlled by a MATLAB program on the computer through a
USB to GPIB controller. For each measurement, the program first biases the DUT by
sending GPIB commands to the DC power supply, then starts one single frequency
sweep by sending GPIB commands to the VNA’s processor. The DC voltage is added
to the DUT through two bias tees inside the VNA test set. Two DC cables connect the
outputs of the DC power supply to the test set from the backside of the two equipments,

which are illustrated using dash lines in Fig. 3.1.
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Fig. 3.1 Block diagram for two-port S-parameter measurement using Agilent 8510C
system.

Fig. 3.2 shows the simplified block diagram of a two-port system involving a four-
receiver VNA and an unknown two-port. The two bias tees are assumed to be ideal for
AC signals and thus not included. In Section 3.2, it will be shown that the errors
introduced by the bias tees are actually included in the four-port error adapter. A dual
reflectometer is attached to the input of the unknown two-port DUT, and another one is
attached to the output. Thus, the VNA has four receivers, two at each port, to capture
the incident and reflected waves at each port. A switch changes the direction of the
incident power to the unknown DUT for forward and reverse measurements, and

terminates the unknown DUT at an impedance Z, . The four S-parameters exported by
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the VNA are actually the ratios of the incident and reflected waves monitored by the

two dual-reflectometer. S, =b,/a, and S,, =b, /a, are calculated when the switch is
at forward position as g, is the incident signal and b, and b, are the reflected waves.

S, =b,/a, and S,, =b, / a, are calculated when the switch is at reverse position as a,

is now the incident signal.

XX | Port1__

Forward | | P
Dual
Zy Reflectometer T
RF
Source Reverse I I - q,
—
Switch X X Port 2 b,
a, b,

Fig. 3.2 A two-port VNA system with four receivers.

If Z, is a perfect matched load and the switch is ideal, the waves and the S-
parameters can be related through

by =S8,,a, + 8,4, 3.1)

by =8y a,+ 5,4,
Under forward mode, a, =0, the equation reduces to b, = S,,a, and b, =§,,a,. Under
reverse mode, a, =0, (3.1) becomes b, =S,,a, and b, =S,,a, . Therefore, the

measured S-parameters, S , are the wave ratios calculated,
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If Z, is not a perfect matched load or the switch is nonideal, 1.e. a; # 0 in forward

mode, and g, # 0 in reverse mode. The waves measured under forward mode and

reverse mode can be combined as

b, b(:) _ Slz Slg a, ai . (3.3)
by b, Sy Sy ey a4
The superscript “'” differs the waves measured in reverse mode from the waves

measured in forward mode. S* can be calculated from the wave ratios as [39]

Sll — S12521F1 S12 — SIISIZFZ

sM = D D r=% r-% (3.4)
s 1 s 12 ' .
S21 — S22521r1 SZZ — SZISIZFZ b3 Sforward 0 lreverse
D D

D=1-8,S5,'l',. I', and I', are the two additional wave ratios measured under
forward and reverse mode while probing a THRU standard, which can only be
measured by four-receiver VNAs. The process to remove the switch errors caused by
the non-ideal switch and imperfect Z, load is called “switch error removal”, which can
only be performed on four-receiver VNAs. Fortunately, most of the modern VNAs are
four-receiver VNA. The derivation of the equations and a step-by-step guide to measure

I', and I', are detailed in Appendix D.
Denote S”Y" as the S-parameters of the unknown two-port. The directions of the

waves in Fig. 3.2 are defined in a manner that simplifies the error adapter description in

Section 3.2. Thus, the directions of a, , b, , a,, and b, give
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Since the real world measurement system is not perfect, there are random errors

and systematic errors contributing to the measurement of the unknown two-port S”",

i.e. S” =S . For example, Fig. 3.3 (a) shows the magnitude of the measured S

of an ideal resistive termination with S7""** =0 . ‘Sf‘f foad

has 0.01 peak-to-peak

M ,short

variations with respect to frequency. Fig. 3.3 (b) shows the measured ‘SH for an

i i ; M.s
ideal short with S7V""" =1, ‘S“ sshort

has an obvious frequency dependence, and the

values are far away from one. These ideal devices are fabricated on Alumina substrate,
modeled based on physical parameters, and verified by National Institute of Standards
and Technology (NIST) [77] [78] [12]. So, the variations are not in the ideal load or
short. Instead, these errors are introduced by the measurement system. The random
errors, e.g. thermal drift, can only be described statistically, which cannot be
systematically corrected. The systematic errors are reproducible and can be corrected
using computational techniques. However full correction is impossible, due to
superimposed random fluctuations in the measured results [12]. The linear systematic
errors introduced by the imperfect reflectometer can be modeled by a fictitious two-port
error adapter between the reflectometer and the unknown one-port. This results in a

perfect reflectometer with no loss, no mismatch, and no frequency response errors.
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Fig. 3.3 The magnitude of the measured S;; of an ideal (a) LOAD and (b) SHORT.

3.2 Error adaptor concept

In general, all of the linear errors of the imperfect reflectometers, including
directivity errors, frequency response errors, and port match errors, can be lumped into
an error adaptor. This fictitious error adaptor is a four-port network, containing 16 error
terms since four-port network is presented as a 4x4 matrix mathematically. Fig. 3.4
shows the two-port system with a four-port error adaptor inserted between the perfect
reflectometer and the unknown DUT. Port 0 and Port 3 are the two perfect measurement

ports inside the VNA, while Port 1 and Port 2 are the two terminals of the unknown
two-port. a, is the incident wave to the four-port error adaptor, while b, is the reflected

wave to the error adaptor. Without specification, the directions of the waves in error

models and calibration techniques are all defined in the same manner. The subscript is
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the port number where the wave is monitored. £=0,1,2,3. Note that the two bias tees are
three-port components. The return losses and insertion losses of the bias tee are
included in the four-port error adapter, but the leakage errors to the DC power supply
are not. However, the leakages to the DC power supply do not affect the main signal
path, and it is safe to ignore these leakages without any loss in accuracy [68] [79].

Forward a, b, Port 0 Port 1
| —T T— | Gy —> — b,
| |

port [+ ]
: Perfect b, -~ 4Ep°rt g ——

! ,?/’Z)% | Reflectometer 5 rror
Perfect L—— , «<— | Adaptor | =—a, ]

| |
, I I — —
switch | | a, bz
Reverse a, b, Port 3 Port 2

Fig. 3.4 The four-port system error adaptor for two-port S-parameter measurement.

3.3 The simplest 8-term error model

The 8-term model simply doubles the 4-term model for a one-port system at the
two ports [70] [80]. The signal flow graph for the whole error adapter and the DUT is
illustrated in Fig. 3.5. The two error adapters at the two ports are named as X-adapter
and Y-adapter. The error terms are represented using S-parameters. Two additional
leakage terms are added to the 8-trem model which turn it to a 10-term model as shown
in Fig. 3.6 [67]. The first explicit solution for 8-term model was introduced in 1971 by
Kruppa and Sodomsky. Three reflection standards, open, short, matched load, and one
through standard with the two ports connected together are used to calculate the error
terms in S-parameters [70]. The error terms can be either solved using S-parameters or

T-parameters, and modified approaches for different test structures are developed in [67]
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[68] [69] [71][72] [79] [81] [82]. The solution is not shown here as it is not used during

transistor characterization in this dissertation.
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Fig. 3.6 The modified 10-term error model with two leakage errors added.

3.4 The classical 12-term error model

The classical 12-term model handles the switch error problem by using two
separate error models for forward and reverse mode. This error model can be applied

for both four-receiver VNA, and three-receiver VNA. The switch errors no longer need
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to be removed using (3.4). This error model is still widely used in error correction

techniques, e.g. short-open-load-thru (SOLT) calibration.
3.4.1 Forward mode

Under forward mode, the incident wave q, , the reflected wave b, , and the

transmitted wave b, can be measured by both three-receiver VNA and four-receiver

VNA. Fig. 3.7 shows the block diagram of a two-port VNA configured for forward

measurement. Fig. 3.8 illustrates the possible signal paths using a signal flow graph for

forward mode operation, based on 8(10)-term model. e,, represents the leakage path
between the incident signal receiver, q,, and the transmission receiver, b, . I'; lumps
the impact of non-ideal switch or non-ideal Z, termination. Using signal flow graph

analysis, the a, node can be removed, and the signal flow graph in Fig. 3.9 is

equivalent to the signal flow graph in Fig. 3.8, with

. e,65,1; . e, a,
e, =e,+—=—(e,) = , I, =—. 3.6
( 22) 22 1 633F3 ( 32) 1 6331—‘3 3 ( )

a, b,

Forward I I -—
1
Directional
Z, Couplers ol
RF a,
Source | | -~
I I —
> Port 2 2

S

3
Fig. 3.7 A two-port S-parameter measurement system configured for forward mode.
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Fig. 3.8 Forward mode signal flow graph for two-port system including non-ideal Z,
termination.
G
- z
- T T T T T T T I a H
o . b N 2 . i
€0 e A : 21 “: (332) b3
€00 1 1y S S, | (e )*
4 e | S | y (€22
O— <« <! A2 ] <
< < <« < 1<
b a
0 oo DUT I b

Fig. 3.9 Simplified forward mode signal flow graph.

3.4.2 Reverse mode

Fig. 3.10 shows the block diagram for reverse configuration. Under reverse mode,

the incident wave a, , the reflected wave b, , and the transmitted wave b, are measured
by a three-receiver VNA or a four-receiver VNA. Fig. 3.11 illustrates the signal flow

graph for reverse mode operation using S-parameters. e, represents the leakage path
between the incident signal receiver, a,, and the transmission receiver, b,. I'; lumps

the impact of non-ideal switch or non-ideal Z;, termination. Similarly, the a, node can

be removed using signal flow graph analysis, and the signal flow graph in Fig. 3.12 is

equivalent to the signal flow graph in Fig. 3.11, with
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Fig. 3.10 A two-port S-parameter measurement system configured for reverse mode.
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Fig. 3.11 Reverse mode signal flow graph for two-port system including non-ideal Z,

termination.
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Fig. 3.12 Simplified reverse mode signal flow graph for two-port system.
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3.4.3 12-term model
Fig. 3.13 redraws the signal flow graph for forward mode in Fig. 3.9. Note that e,
and e,, in Fig. 3.13 are not the same e;, and e,, that defined in 8-term model, instead

they are the (e;,) and (e,,) calculated in (3.6), which involve the impact of switch

errors since separate error adaptors are used for forward and reverse mode. This does

not affect the error calibration procedures at all. Based on signal flow graph analysis,
the measured wave ratios S,, and S,, are functions of the unknown S”“" as [80]

DUT
(eloem )(Sll - ezzASDUT )

S, =e,+
11 00 DUT DUT '
1-¢,8," —eyS, +ellezzASDvr

(3.8)

(610632 ) (SleUT )

S, =e,+
21 30 DUT DUT '
1-¢,5, " —e,S), +elleZ2ASDUT

(3.9)

where A =SSOV —SPUTSOUT | The 6 (5 after normalization) error terms for

forward mode are directivity error e,,, port match error ¢, and e,,, frequency response

error e,e, and e,e, . The leakage errors ¢, , e, , and e;, cannot be completely
determined because they can only be measured as products as shown in (3.8) and (3.9).
Thus, only e,e, and e e,, can be solved, which is sufficient for calibration. This is
equivalent to normalizing the error terms by e, as illustrated in Fig. 3.14 with the

normalized values on the branches. The 6 error terms for reverse mode are directivity

error e,,, port match error e, and e,, , frequency response error e,e,, and e,e, .
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Fig. 3.14 Normalized 6-term error model for forward mode.

Since the 6-term model in Fig. 3.14 involves lumped error terms, these error terms
no longer represent signal paths, instead they are just mathematical coefficients. To

Gy

separate the error terms in forward mode and reverse mode, a superscript is used to
identify the waves and error terms in reverse mode. The normalized 6-term model for

reverse mode is illustrated using the signal flow graph in Fig. 3.15. The measured wave
rations S,, and S,, are related to S”“" as [80]

. pur
(623632)(522 _611ASDUT)

" oDUT " oDUT K :
l_ellsll _ezzSzz +611622ASDUT

(3.10)

Sy =ey+

(enenn ) (55"

T oDUT ' oDUT , ' :
1-¢,8," —eyS, +611622ASDUT

S, = ey + (3.11)
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Fig. 3.15 Normalized 6-term error model for reverse mode.

Fig. 3.14 and Fig. 3.15 give the complete 12-term model. With 12 forward and

reverse measurements, (3.8)-(3.11) give 12 equations. The 12 unknowns can be

determined by solving the 12 equations simultaneously. Once the 12 error terms are

determined, the S-parameters of the unknown two-port can be calculated as [80] [83]

S —é€y 1+ Sy, —ey3 e |l—e Sy =€ || Sia s
€y 2 K
§oUT _ €10€1 €363, €063, €360
T

2

D
S, —e S, —e. .
21 3 2 43
( 1 +| = (922 - 822 )
§DUT _ €10%, €363,
21 - D
D
S, —e S, —e ,
( 12 %3 | 4| 21" 00 (611_611)
§OUT _ €360 €00
12 - s
D
S, —e. S, —e (S, —e S —e,
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Note that all four measured S-parameters are used to calculate any one S-parameter in

SPYT | and each of the equations in (3.12)-(3.15) contains error terms calculated under

forward and reverse mode. Thus, both the forward 6-term and the reverse 6-term affect

the results of S, since essentially the forward error terms and the reverse error terms

describe the same VNA system.

3.4.4 SOLT calibration

The classical 12-term model has been widely used for over 10 years. One of its
well-established technique is the so called short-open-load-through (SOLT) calibration,
or thru-open-short-match (TOSM) calibration, which is implemented on all modern
VNAs [34]. During SOLT calibration, 12 measurements on four standards are done to
solve the 12 error terms, 6 from forward mode, and 6 from reverse mode. The 6 forward

measurements are three forward reflection measurements on OPEN, SHORT, and
LOAD standards (S,,), one forward isolation measurement on two-port LOAD (S,,),
one forward match and one forward transmission measurements on two-port THRU

(S, and S,,). Similarly, the 6 reverse measurements are S,, on OPEN, SHORT, and

LOAD, §,, on two-port LOAD, §,, and §,, on two-port THRU. The accuracy of

SOLT calibration depends critically on the fabrication and modeling tolerance of the
standards. Additional procedures, such as improving the calibration standard models, or
the use of standards initially characterized with respect to the reference calibration, can
enhance the accuracy of the SOLT calibration [84] [85]. Fig. 3.16 shows the SHORT,

LOAD, THRU standards on a Cascade impedance standard substrate (ISS) 101-190.
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OPEN is defined as an open in air with a minimum distance of 250um above the chuck
surface. LOAD is built using two thin-film 100 Q resistors in parallel [86] [13] [78].
The four standards are characterized using physical measurements and verified by
National Institute of Standards and Technology (NIST) LRM/LRRM calibration [77]

[78] [12].

(a) OPEN (b) SHORT (c) LOAD (d) THRU
(probes in air)

Fig. 3.16 (a) OPEN, (b) SHORT, (c) LOAD, and (d) THRU standards for SOLT
calibration on Cascade ISS 101-190.

A significant assumption of SOLT calibration is that the calibration standards must
be well known. In practice, the internal routine of VNAs uses simple models defined by
several coefficients for each standard [83]. The coefficients of the four standards and
the RF probes must be well defined in the VNA calibration kit for SOLT calibration.
The accuracy of calibration significantly depends on the accuracy of these coefficients.
Appendix E provides a table of the calibration coefficients for Cascade RF infinity
probe with 100um pitch size and Cascade ISS 101-190 with 1 pico-second delay.
VNAS8510C can store two CalKits in the system. The Calibration coefficients can be
loaded into VNA system from a floppy disk that came with calibration standards, or

manually entered into VNA following the steps in Appendix E. The 12 error terms
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determined from SOLT calibration can be saved as a CalSet. Below are the headlines of

a CalSet file,

CITIFILE A.01.01

#NA VERSION HP8510C.07.16
NAME CAL SET

#NA REGISTER 5

VAR FREQ MAG 93

DATA E[1] RI
DATA E[2] RI
DATA E[3] RI
DATA E[4] RI
DATA E[5] RI
DATA E[6] RI
DATA E[7] RI
DATA E[8] RI
DATA E[9] RI
DATA E[10] RI
DATA E[11] RI

DATA E[12] RI

#NA SWEEP TIME 1.839999E-1
#NA POWER1 -2.5E1

#NA POWER2 -2.5E1

#NA PARAMS 30

#NA CAL TYPE 5

#NA DOMAIN TYPE 0

#NA POWER SLOPE 0.0EO

#NA POWER SLOPE2 0.0EO

Fig. 3.17 show S,, and S,, of a 0.13um NMOS transistor for 2-110 GHz. Raw data

is the measured S-parameters without any error calibration. Corrected data is the data
with system error calibrated using SOLT calibration. For parameter extraction and
device modeling, both real part and imaginary part of the S-parameters are important.

Error correction is necessary at all frequencies.
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Nf =30, Wf =5um, L =130nm, VGS =0.6V, VDS =1.5V
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Fig. 3.17 Raw and corrected data for S|, and S,, of a 0.13pm NMOS transistor.

3.5 The most complete 16-term error model

The most complete mathematic model for a four-port network is 16-term model,
since four-port network is essentially a 4x4 matrix. Fig. 3.18 shows the signal flow

graph of the four-port error adaptor, containing 16 error terms. The reflection at each

port contributes four error terms including two directivity errors (e, and e,;) and two
port match errors (e, and e,, ). The transmission from measurement ports to DUT

terminals introduces four frequency response error terms; e, €, , €;, and e,, . The
coupling between the four ports adds eight leakage error terms marked with dash lines
in Fig. 3.18. When the couplings are negligible, it will be reduced to the 8-term model

in Section 3.3.
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Fig. 3.18 Signal flow graph of the 16-term model for a two-port system.

The 16 error terms are actually the S-parameters of the four-port network, which

can be defined using the incident and reflected waves at each port as

S

o €0  €o3 | €1 €n || %

b_3 Gy G5 | G 6 || %
= b

b, €y €53 | €, €|l 9

_bz_ 1 €20 € | € €y |4

For simplicity, the above expression is rewritten using 2x2 matrices

i

E , E, ,E,,and E, are 2x2 matrices defined as

«

M
a
ur

bM

bDUT

El E3
E, E,

D
a

€03

o]

33

€y €3

}’E:i
e

23

€1 €

:

21

€00 )

€3

:|,E4

€y € €5

(3.17)
as

(3.18)
e”}. (3.19)
622

The vectors b, a™ , b”"" and a”Y" are 2x1 wave vectors defined at the perfect VNA

side (Port 0 and Port 3) and the DUT side (Port 1 and Port 2).
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b, b
bM=[0},?”:{‘},aM=[ao},aDUr={al}. (3.20)
b3 b2 a3 a2

Based on the directions of the waves in Fig. 3.18, the S-parameters measured by the

VNA, S", and the S-parameters of the unknown DUT, S”Y" | are defined as

el
b, a, a, b,

ie. b =SYa" and a”"" = §"Y"HPY" . Thus, S and S”" can be related through a

nonlinear equation in terms of £ as

S =E +E, [(SDUT ) -E, }1 E,, (3.22)
or

SOV = [Ez (s"-£)"E +E, T . (3.23)

It can also be written as

(E, -E E,'E,)S™" +S" (E,'E,)S™" + E, E,' - S" E," =[0] (3.24)

2x2 "

It is difficult to solve E from the nonlinear relationship in (3.22) and (3.23).

SDUT

However, using transmission parameters (T-parameters), S and can be related

through a linear relation in terms of error matrix [35]. In that case, error terms can be

solved using linear algebra algorithms [36]. (3.18) can be rewritten using T-parameters

bM TI T; aDUT
e
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t t t, t t t t t
1’{ =|:] 5:|’1'v2=|:3 7:|,T; =|:9 ]3:|’n=|:ll 15:|‘ (3.26)
ZL2 t() ZL4 t8 tl 0 tl 4 tl 2 tl 6

Recall that 5" =S"a" and a”" = S”Y"b""" | (3.25) can be rewritten as [36]

TSP —SYT, SPT 4T, - SYT, =[0], - (3.27)
This is equivalent to [35]
S" =(T, 8™ + T, ) (T, 8™ +1, ) (3.28)
or
SP =(T, -SMT, ) (SVT, - 13 ). (3.29)
Comparing (3.27) and (3.24), the elements in £ and T can be related through
T, =E,-EEE, E =TT,
L =-E'E, and 227 . (3.30)
T, =E E,' E =T, -T,T,'T,
T, =E;' E,=-T,'T,

Since the matrices in (3.27) are 2x2 matrices, each two-port measurement will give
four linear equations in terms of 7. Four calibration standard measurements seem to
give enough linear equations to solve the 16 elements in 7', but in fact this is not true.
Only 14 parameters can be solved by making four measurements for two reasons [41].
First of all, the set of equations is homogeneous, and the maximum number of nonzero
unknowns can be solved is 15, because the only possible solution will be an all zero
solution if the coefficient matrix is full rank. Therefore, 15 error terms can be solved as
a function of the 16™ no matter how many standards are measured. Secondly, because of

the singularity conditions, besides the freely chosen 16™ parameter, one error term

64



remains unknown, and it can be solved using the fifth measurement. Numerical
examples in Appendix G show that the set of equations is ill-conditioned for any four
passive standards.

The previous 8-term model and 12-term model can also be represented using the
four-port network as they are actually describing the same set of systematic errors. The
8-term model is just a special case of 16-term model with negligible leakage terms.
Only directivity, port match, and frequency response terms are considered in 8-term
model. The leakage terms e,, and e, in Fig. 3.13 and Fig. 3.15, can be added to the
signal flow graph, which increases the number of error terms to 10, and can be

determined individually using LOAD standard. Thus the 4x4 error matrix for 8(10)-

term model in defined as

_bo_ I €00 0(ey;) | €1 O—_ao_

b O(e,,) e 0 e,l|la

R i el s | 2=, (3.31)
b, e, 0 | e, 0 | q

| b, | | 0 ey | 0 ey, |la]

The 12-term error model in Section 3.4 is equivalent to two error matrices, one for

forward mode, one for reverse mode [87]. For forward mode, a, is not available, so the

matrix becomes

D70 €00 | €1 €n || 9
b e | e, e
3 30 31 €3
— = — . (3.32)
b, € | € €|l 9
_bz_ | €20 | € €y |4 ]

For reverse mode, it is
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b, €03 | €1 ©n
b. e. | e e, |la
3 33 31 €3 3
= , , e (3.33)
b, €53 | e, eyl 4
_bz_ . €3 | € €y |9 |

There are 12 error terms in forward mode, and 12 error terms in reverse mode if all
leakages are considered. It is published in 1997 as a 22-term model, because only 11 of
the 12 error terms can be solved for either forward or reverse mode [42]. Six standards
will be wanted to solve this 22-term model [42]. As long as two separate error matrices
are used for forward and reverse mode, switch error is naturally removed as discussed

in Section 3.4.

3.6  Error adaptor for single-step calibration

Not only systematic errors, but also on-wafer parasitics can be described as a four-
port network. On-wafer parasitics are the probing pads, and interconnect lines leading to
the device terminals, which actually connects the two ports at the two signal pads, Port
1 and Port 2, to the two ports at the gate and drain of the desired CMOS transistor. That
essentially defines a four-port network between the two probes and the two transistor
terminals. Fig. 1.9 (a) and (b) show the two four-port networks for systematic errors and
on-wafer parasitics. The four-port relations derived in Section 3.5 do not make any
assumption about the properties of the four-port network. So, the same equations can be
applied on system error four-port or on-wafer parasitics four-port. Since the two ports at
the probe tips are shared by the two four-port networks, it is possible to combine the
two four-port networks into one. Fig. 3.19 shows the combined four-port network. The

technique that solves the combined four-port network between the perfect VNA and the
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transistor terminals using on-wafer standards is called “single-step calibration”. The
error models and calibration techniques discussed above can be applied without
modification. However, single-step calibration is not widely used in the past because of

traceability issue and less accurate on-wafer standards compared with ISS standards [34]

[86].
Combined 4-port for
system error & on-wafer parasitics
Port 0 I~ Port1 1| Port 1*
(VNA) I (Probe) ! (Gate)
a, —» II — b - | — b
b+ | 4-port -— Z{l — | 4-port [| =—g
’ I Error on-wafer | | [SA]
b, -— | Adaptor | «-— iz —> | parasitics | | -, [
a, > b | = 5]
Port 3 I Port 2 : Port 2*
(VNA) - (Probe) | _ _ _ _ _ R (Drain)
SM SDUT SA
Fig. 3.19 The combined four-port network including system errors and on-wafer
parasitics.

For transistor characterization purpose, S-parameters are usually measured on a
large number of transistors, which may take hours or days. For two-step calibration, the
accuracy of ISS calibration need to be rechecked frequently as systematic errors may
drift during hourly measurements, e.g. temperature changes. This is time consuming
and requires a manual switch of the test wafer and the ISS substrate. This problem is

naturally solved with single-step calibration. However, as mentioned in Section 1.3.4,
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there are two problems need to be solved. The first is how to verify the accuracy of the
results. The second is how to model the non-ideal parasitics of on-wafer standards.

This dissertation uses two-step calibration results as a reference to evaluate the
accuracy of single-step calibration. Since the verification only need to be done for
several reference test structures before large amount of measurements, it can still reduce
the time for measurement and help automation of large volume measurements. The non-
ideal parasitics of on-wafer standards is also examined in this dissertation. First of all,
OPEN, SHORT standards can be assumed to be ideal from the experimental results in
Section 4.2. The same assumption is applied in on-wafer de-embedding step for two-
step calibration. Secondly, the length of on-wafer THRU is much shorter than the
THRU on ISS substrate, because the dimension of the transistor is usually much less
than the distance between the two signal pads. Thirdly, on-wafer resistor standard can
be modeled using a similar mathematical model as ISS calibration does. The parasitics
of on-wafer resistor can be lumped as a parallel capacitance whose value is determined
from low frequency measurement. Since the parasitic capacitance will not drift a lot for
a fixed process, the value just need to be checked once for one process.

Fig. 3.19 shows the two four-port error adapters for systematic errors, on-wafer
parasitics, and the four-port network combining systematic errors and on-wafer
parasitics. Note that the direction of the a and b waves at the probes are defined
differently for the four-port error adapter and the four-port on-wafer parasitics, to keep
the rules that all @ waves are incident waves entering the four-port, and all of the b
waves are the reflected waves leaving the four-port. For simplicity, the following S-

parameters are defined.
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1. S™ is the measured S-parameter of the unknown two-port without

switch error.

2. SPYT is the measured S-parameter of the unknown two-port after ISS
calibration. The on-wafer parasitics, probing pads and interconnects is
still involved in S”Y".

3. S* is the actual S-parameter of the unknown two-port without system

errors and on-wafer parasitics, which means the S-parameter after two-

step calibration or single-step calibration.

S" and S§* can be easily defined using waves with directions shown in Fig. 3.19 as

b, oM | Do a1* oA bl*
e ] o

It is a little complicated to defining S”". When applied for systematic error calibration,

a, | opur b,
el e

since b, , b, are the incident waves to DUT, and q, , a, are the reflected waves to DUT.

When applied for on-wafer parasitics de-embedding

b, _ opur | Y
Gl e

because, now, b, , b, leave DUT, and g, , a, enter DUT. When applied for single-step
calibration, it does not matter because S”“" do not show up in the calibration

procedures.
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3.7 Summary

Error adaptor concept for two-port S-parameter measurement is introduced. The
error adaptor is a fictitious linear network that is inserted between the measurement
ports and the unknown two-port. For two-port measurement, the error adaptor is a four-
port network, which is described using a 4x4 matrix or 16 error terms, since there are
four waves at the two measurements ports and four waves at the DUT terminals. The 16
term error model is the most complete error model for two-port S-parameter
measurement. 8-term and 12-term error model can be viewed as special cases of 16-
term. The advantage of 12-term model is that switch error is naturally removed because
the two error adapters for forward and reverse mode are completely separated. Thus,
12-term model can be applied on three-receiver VNA and four-receiver VNA. SOLT
calibration is based on the 12-term error model, and implanted in all modern VNAs. For
high frequency applications, especially when the leakage errors are not negligible when
compared with other error terms, 16-term error model is needed. The complete 16 error
model can be used to describe both system errors and on-wafer parasitics since both of
them are four-port networks. Single-step calibration combines the two four-port
networks into one, with two ports inside VNA and two ports at the transistor terminals.
When on-wafer standards are available, systematic errors and on-wafer parasitics can be

removed in a single step.
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CHAPTER 4

GENERIC ANALYTICAL FOUR-PORT SOLUTION

As the operating frequency increases, the distributive nature of on-wafer parasitics
becomes significant. The de-embedding techniques based on lumped equivalent circuit
for probing pads and interconnections fail, including open-short, pad-open—short, and
three-step in Appendix C. The distributive nature of on-wafer parasitics is naturally
accounted for by describing the on-wafer parasitics as a four-port network, i.e. a 4x4
matrix. The four-port network is located between the two external ports at the two probe
tips and the two internal ports at the two-port device terminals [20]. This four-port
parasitics network was shown to be solvable using five on-wafer standards [20] [19].
These solutions, however, are complicated and involve taking square roots, and thus
choice of positive and negative signs. Furthermore, the solution in [20] does not give
insight into the relationship between open-short and four-port solutions, while the
solution in [19] cannot be applied for single-step calibration. The solution developed
below retains the open-short relation of [17], is much simpler mathematically than both
[20] and [19], does not involve taking square root, and is applicable to both two-step
and single-step calibration. All of these improvements are achieved without loss of
accuracy.

One of the standards used is an on-wafer load resistor, which was assumed to be

ideal in [20] and [19], but always has parasitics in reality. The reciprocal and symmetric
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four-port solution in [17] showed that the parasitic capacitance associated with this load
resistor can affect the de-embedding results for on-wafer inductor measurements. In this
solution, we first determine the parasitic capacitance of the load resistor using low
frequency open-short de-embedding, e.g. below 30 GHz, and then include its effect in
four-port de-embedding procedures.

The relationship between open-short de-embedding and four-port de-embedding
derived in [17] is further examined using two matrices of the general four-port solution,
which reduce to identity matrices at low frequencies where open-short is valid. New
criteria for examining reciprocity and symmetry of the solved four-port network are
developed. Using a reciprocal and symmetric solution, four-port de-embedding and pad-
open-short de-embedding were previously shown to be close for inductors, and pad-
open-short was concluded to be superior to four-port due to better tolerance to parasitic
capacitance in [17]. We examine this issue for transistor measurements and show that
these conclusions cannot be generalized, at least to this experiment. Instead, pad-open-
short gives inaccurate results at high frequencies that are close to open-short.

This chapter details the derivation of an analytical four-port solution for on-wafer
parasitics using Y-parameters. With five on-wafer standards, OPEN, SHORT, LEFT,
RIGHT, and THRU, the 16 error terms in Y-format can be determined. Experimental
results are presented and compared with de-embedding methods using lumped
equivalent circuits on 0.13pum RF CMOS technology. An indicator to quantify the

validity of open-short de-embedding is given.
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4.1  Four-port network in Y-parameters

Fig. 4.1 illustrates the four-port description of on-wafer parasitics using port
currents and voltages. Port 1 and port 2 are formed by the two probe tips, i.e. the two
GSG pads of the whole DUT. Port 1” and 2" are terminated at the two terminals of the

two-port device, e.g. the gate and drain of the examined NMOS transistor. We define

current and voltage vectors, /,, V, , I, ,and V, as follows:

14 I 4 I
Ve=|: 1:|’Ie=|:]:|’Vi ={ 1*}’11. =|: 1*:|. (4.1)
v, I, v, I,

|
[}

Il : l---* ---------- * --l l 12
o— 1 ] I, o
| ——0— —0>— |
L i
4 E E ViIIYALL vy 0 T

| [}
[}
[}

Fig.4.1. Block diagram of the on-wafer parasitics four-port network using I-V
representation.

The subscript e means external, while the subscript i means internal. These voltage and

Y,

ei

Y,

current vectors can be related through four 2x2 admittance matrices, Y, . » and

ee?

Y. as:

Ve
V } (4.2)
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YT and the actual

Denoting the two-port Y-parameters of the whole DUT as
two-port Y-parameters of the intrinsic transistor as Y*, we have I, =Y"""V, and

I, ==Y"V, . Y" can then be related to Y"" as [20]:

1

Y=Y, =Y, (YY) Y, (43)
or

Y=Y, =Y, (YT -¥,) ¥, (4.4)
The 16 unknownsin Y, Y, Y, , and Y, can be determined by measuring at least four

on-wafer standards with known Y* since each measurement gives four equations.

Actually five on-wafer standards are necessary when the standards are combinations of

Y,

ie 2

open, short, matched load, in addition to a through line. Once Y, Y,

ee’ “ei?

and Y, are
known, the actual Y-parameters Y of any transistor, can be easily retrieved from the

measured Y°Y7 .

4.2 General four-port Solution

4.2.1 Relationship between open-short and four-port

Substituting the Y-parameters of an ideal OPEN and an ideal SHORT into (4.3), i.e.
y*re =[0], , and (Y Ashort )_] =[0],, . the measured Y-parameters of OPEN and
SHORT can be obtained as [20]:

DUT ,open -1
Y =y, =Y,(%) Y. (4.5)

YDUT,short — Y

ee*

(4.6)
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Note that ideal OPEN and SHORT are used in all analytical de-embedding methods to
achieve an analytical solution. The equivalent two-port networks of ideal OPEN and

SHORT standards are shown in Fig. 4.2 (b) and (c). The SHORT measurement directly

yields Y,,. However, solving ¥, Y,

e

and Y, proves difficult, because of the nonlinear

relationship between Y”Y" and Y* due to matrix inversion and multiplication.

— o—=_____/ —____—+°
(a) NMOS (b) OPEN (c) SHORT
L— o o —t o——J—o
| ' | ! .y, |
| | | | | T :
l GL CL : ! CR G : I |
H— o oo L=l o————+o
(d) LEFT (e) RIGHT (f) THRU

Fig. 4.2. The equivalent two-port network of the intrinsic NMOS transistor and the
five on-wafer standards OPEN, SHORT, LEFT, RIGHT and THRU.

Recall that the open-short de-embedded Y-parameters Y is given by [14]:

-1

yos — |:(YDUT _ yDUT open )’1 _ (YDUT,short _ y DU open )1:| . (4.7)

Substituting (4.3), (4.5) and (4.6) into (4.7) leads to a simple relationship between Y%

and Y [17]:

Y*=v,(v,) v'(y,) 7,. (4.8)
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Derivation details can be find in Appendix F. Denoting 4=7Y, (Yﬁ )71 and B = (Yii )71 Y,,
(4.8) can be rewritten as
Y® = AY’B, (4.9)

or

Y'=A4"Y"B". (4.10)

A and B are 2x2 matrices, which relate to the Y-parameters of the four-port error

adaptor through
a=v, (1) v y11y22 y12y21 yuy11 —ynylz} @.11)
det(Yii ) L VaVn m YRS Vi = ViV
R T
det( ,—,—)_y21y11 — VIS VeV vy,
Voo Ve, and y, are (m,n) elements of the 2x2 matrices Y, ¥, ,and ¥, , m,n=1,2.

Expanding the matrices in (4.9), the elements of open-short de-embedded Y-parameters
are

allYlbeZ +a12 ZbeZ +a11Yl/24b22 +a12YAb
YAb +a b +a YAb +a YAb

21 11 21712 22722

yos _|:an 1fb11 +a, 2/11b11 +a, l;bZI +a12YAb (4-13)

A
b +Cl22 21b +a21 12b +a22YZZb

21 ll 22 21

a, and b, are (i, ) elements of A and B, i, j=1,2.

Instead of directly solving the 16 unknownsin Y, ¥, ¥, ,and Y, , as was done in

[20], only the 8 elements in 4 and B need to be solved after performing open-short de-
embedding [17]. Strictly speaking, only 15 of the 16 unknowns can be solved, due to
the ratio nature of S-parameter measurements, similar to the situation in 16-term error

calibration [41] [80]. For the same reason, only 7 of the 8 unknowns in 4 and B can be
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fully solved, which is sufficient for de-embedding purpose [19]. Three additional on-
wafer standards, LEFT, RIGHT, and THRU, are used in this dissertation to find out the

8 (7 solvable) unknowns left after open-short de-embedding.

4.2.2 Open-short de-embedded LEFT, RIGHT, and THRU

We now examine the three additional standards, LEFT, RIGHT, and THRU, as
illustrated in Fig. 4.2 (d)-(f). The Y-parameters for actual LEFT, RIGHT, and THRU

standards are modeled by:

y et Y, 0 |y 0 0 D Y =Y ) (4.14)
0 0 0 YR _YT YT

Note that the on-wafer load resistor in LEFT and RIGHT, which are assumed to be

purely resistive in [20] and [19], are represented as Y, and Y, to account for non-

idealities of on-wafer resistors. The primary non-ideality is a parallel capacitance, as

shown by their open-short de-embedded Y-parameters at relatively low frequencies

where open-short is accurate. Thus Y, and Y, are modeled as Y, =G, + joC, and
Y, =G, + joC, as shown in Fig. 42 (d) and (e). The admittance and parasitic

capacitance, G,, G,, C,, and C,, are extracted from open-short de-embedded LEFT

and RIGHT below 30 GHz. If high precision low parasitics resistors are used, which are

increasingly available in RF SiGe BiCMOS and RF CMOS processes, one may

determine G, and G, from DC measurements and neglect C, and C,. The Y, in
Y*" becomes infinity for an ideal through line with zero length. A small length

THRU is typically used in transistor measurement to allow signal propagation from

77



input to output. As a result, the s and ¢ terms used to represent the non-ideal THRU in
[19] are close, thus only a single ¥, term is used here, which helps to considerably

simplify the general four-port solution and make the new solution applicable to single-

step calibration. Y, does not need to be known as it will be cancelled out during de-

embedding.

4.2.3 Analytical solution of A and B

The open-short de-embedded Y-parameters of LEFT and RIGHT, Y” and
YOS can be related to elements of 4 and B by substituting Y and Y*"*" in (4.14)
into (4.9). Both Y** and Y*"" have 3 zero elements, thus the final product of AY*B

only contains simple product of the elements in 4 and B. For convenience, we use M

and N defined below instead of Y% and Y %5"%&" .

M =Y 1y — a, b, allblz} (4.15)
- = , .
_a21b11 a, b,

N = YOS,right /YR — a12b21 a12b22 :| , (416)

_a22b21 ayby,

where a;,

b;, M, and N, are the (i, ) elements of 4, B, M, and N, i, j=1,2. Note

i
that M and N are known matrices for the following procedures.

At first glance, one may attempt to solve the 8 elements of 4 and B from the 8
equations provided by LEFT and RIGHT (4 each in (4.15) and (4.16)). This, however,

is not the case, as only three of the 4 equations provided by each measurement are
independent. For example, the ratios of M, /M, and M,,/M, both give a, /a, .
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Thus, only three unknowns can be solved as a function of the fourth unknown for a
LEFT or a RIGHT measurement.
Using the relationship between the elements of M and N and the unknowns in 4 and

B, some of the unknowns can be solved first. To make the solution easier and clearer, 4

and B are normalized to 4" and B’ using A'=kA4, B'=k 'B by a constant k. As we still
have Y* = A4'Y*B"' and Y =(A')71 Y% (B')f1 , we can replace 4 and B by A’ and B’

respectively for de-embedding purpose.

The normalization factor & is chosen based on multiple considerations. First, it must
not affect the accuracy of the de-embedded results. Second, the errors remaining after
open-short can be easily examined from the elements of the normalized matrices. Third,

it will reduce to unity if the four-port network is reciprocal. A choice satisfying these

requirements is k =+/b,, /a,, :

1 a12
A =kd=\lb, /a,A=\Jap, “ | and 4.17)
21 a22
a, 4,
, [a b, ab
B =k“B=\/a“/buB=(\/a”b”) {a“ o ‘2}. (4.18)
allb21 allb22

After normalization, there are only 7 elements that need to be solved in 4 and B'.

We first solve as many terms of 4’ and B’ as possible from M and N, using (4.15) and
(4.16):

a M
ayb, =M,,, allblzzMIZ’andA:_ZI’ 4.19)

a, M,
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a a
— 11 — 11
al]bZI _N21 H a]1b22 _N22 4 and N
a22 a22 al] 22 a]l

a, _ Ny ay

(4.20)

6 of the 7 elements are now solved as functions of the 7", a,, /a,,, which we define as
AZa,la,.

For a given set of measured data, a,,/a,, can be calculated in two ways, either as
M, /M, or as M,,/M,, from (4.15). The analysis below will show that a, /a,,
calculated from M,/ M,, gives better error tolerance. Assuming the actual LEFT is not

ideal, there will be small error term & added to Y as

[y
YAJff’{L ‘9}. @.21)

E €&

The M matrix, which involves the measurement errors in the LEFT measurement and

the calculation errors during open-short de-embedding, can be written as

M:YoS,leﬁ/YL :[anbn a11b12]|_[A A] 4.22)
ayby, ayb, A A

A combines the non-ideality factor €, the measurement errors and the calculation errors.
The physical nature of the LEFT and RIGHT standards dictates that M, and N,, are
the largest elements in M and N, and close to one, respectively, as confirmed by

measurements. Hence, A < a,,b,,, and M,, /M|, can be calculated as

My @byt aby & _an o). (4.23)
M, ab,+A a)b, ab, a,

As O(A) is a very small number, M, /M,, is relatively accurate even with non-ideal

LEFT structure. However, M,, /M, is calculated as
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M22:a21b12+A¢h
M, ab,+A g,

(4.24)

Since a,,b,, and a, b, are close to zero from the physics nature of LEFT, and can be
comparable to A, M,,/M,, may give inaccurate a,,/a,,. A similar situation exists for

a,, / a,,. Hence solutions with M,, and N,, as denominators should be used to obtain
better error tolerance.

Fig. 4.3 plots the real part of de-embedded y,, as a function of frequency, from
which g, is extracted. The g, extracted from the results with a, /a, =M, /M, is
much smoother and more accurate then the one extracted from the results with

a, /a, =M,,/ M,,. The other unknowns are all determined based on the same principle

as shown in (4.19) and (4.20). A" and B’ can be rewritten using (4.19), (4.20), and

A
A=ay,la, as:

N12
1 ﬂlN_ Mll M12
A'= M 2|\ B'= ! 4.25
= 11 M > “ 1| N, Nyl (4.25)
S g W T T
Mll

A is the only unknown left which relates the unknowns solved from the open-short de-

embedded LEFT and RIGHT, and can be solved using the THRU standard.
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4-port dé-embeddéd result With

a,,a,=M,M,, +
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frequency (GHz)
Fig. 4.3. The real part of four-port de-embedded y,, using different a,, /a,, choices.

The a,,/a,, defined from M,, /M, is clearly nosier, and should not be used.

The open-short de-embedded Y-parameters of THRU, Y% can be calculated by

substituting Y™ in (4.14) into Y®"" = AY*"™"B as:

vy ()bt (o) (aen)
_(azl + a22)(bll +b21) (azl + a22)(b12 +b22)

T

(4.26)

YOS Jthru

By taking ratios of the elements of , the equations including A can be constructed

as:
o= )’SSW” _ ygS’thm __ Gy tay M, /M, +2 (4.27)
ye sy a, +a, 1+ AN,/ Ny, ’
5 ygS,thm - yZOZS,thru - b12 +b22 _ M,+N,, /A (4.28)

= OSthru — _ OSthru :
i Yo b, +by, M, +N, /A
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Therefore we have four options to solve A, yoo"™/yaStm 5 08thr 08

9

OS,thru/ OS ,thru
i

Vi

S thru / OS thru
Ya1

, and y9 . The de-embedded transistor Y-parameters are

practically the same for all four choices in our experiment. Below, 4 is obtained from «a

as:
0{+M /M OS ,thru
hmm ol Y (4.29)
TaN, N, i

This general four-port solution here is much simpler than that of [19].

4.2.4 Summary of general four-port de-embedding

To summarize, for two-step four-port parasitics de-embedding, the main procedures
are:

1. Perform VNA system error calibration using Impedance Standard Substrate
(ISS).

2. Measure S-parameters of on-wafer standards and the desired transistor or any
two-port DUT. The S-parameters are transformed to Y- and Z-parameters using
equations in Appendix B [88].

3. Perform open-short de-embedding on measured LEFT, RIGHT, THRU, and the
DUT to obtain Y, y @7l | yoSin “and y oo,

4. Extract G,, G,, C,, and C, from Yl(l)s " and Yz(z)s T gt low frequencies, e.g.
below 30 GHz.

5. Calculate M and N using (4.15) and (4.16).

6. Solve A from open-short de-embedded THRU, Y | using (4.29).

7. Find out the elements of 4" and B’ from M, N, and 4 using (4.25).
83



A\l v\l
8. Calculate Y** for the examined transistor using ¥ ** = (A ) y o8- (B ) .

4.2.5 Impact of non-ideal load in LEFT and RIGHT

In [20] and [19], on-wafer load resistor was assumed to be purely resistive.

However, open-short de-embedded Y-parameters of LEFT and RIGHT show that there
is parasitic capacitance in parallel with the resistance. The parasitic capacitance C, and

C, can be extracted from open-short de-embedded LEFT and RIGHT, y ' and

y2me  The impact of these capacitances is examined by setting C, = C, =0 during

de-embedding procedures. Fig. 4.4 plots the general four-port de-embedded Y-

parameters with and without including C, and C,. The transistor Y-parameters are

noticeably different, especially for the input admittance y7”“ and the effective

A,dut

transconductance ER{ Vi } This difference indicates that the extracted small signal

parameters can be affected, for example, the effective gate resistance extracted using

R, =5R{1/Ylf’d”’} and the effective gate capacitance extracted using

C, =12z f3{1/ ¥} | 18],
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= open-short
— 4-port with CL & CR

frequency (GHz) frequency (GHz)

Fig.4.4. The four-port de-embedded transistor Y-parameters with and without
including parasitic capacitance in y, and v, . For comparison, open-short de-

embedded results are also plotted. No reciprocal assumptions are made for
four-port parasitics de-embedding.

Fig. 4.5 compares R, and C, extracted from Y, in Fig. 4.4. The R, extracted
without C, and C, is 2Q larger than the R, extracted with C, and C,. The general

four-port R, with C, and C, is close to the open-short R, but shows improved
frequency dependence. The closeness is expected as open-short is valid below 30 GHz.

The C, extracted from open-short gives a very strong and unphysical frequency
dependence, while the C, extracted from general four-port is almost frequency

independent, no matter C, and C, are included or not. In strong inversion, for an oxide
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thickness of only a few nanometers, the effective gate capacitance is expected to be

approximately constant even at 100 GHz for a MOSFET of such short channel length.

Fig. 4.5.

g
£
14
3
= X
o 200 : e S S R R e
Cin 4o rt=210fF‘
100 | | | | |
0 20 40 60 80 100 120

frequency (GHz)

Effective gate resistance and capacitance extracted from four-port de-
embedded results with and without parasitic capacitance included in LEFT
and RIGHT. Open-short de-embedded results are also shown for comparison.
No reciprocal assumptions are made.

4.2.6 Quantifying errors of open-short

By examining the elements in A" and B’, the errors remaining after open-short can

be quantified, because Y = A Y*B'. Clearly, only when 4’ and B’ are both identity

matrices, open-short will be the same as four-port, .i.e. Y% =Y". The deviation of 4’

and B’ from identity matrix is thus an indicator of the (in)validity of open-short. Fig. 4.6

plots the real and imaginary parts of the 8 elements in 4’ and B'. At low frequencies, a;,,

b, , a,, and b,, are close to unity with zero imaginary part, and all of the other
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elements are close to zero in both real and imaginary part. This indicates that 4" and B’
are both identity matrices and open-short is valid within this frequency range. As
frequency goes above 50 GHz, the deviation of 4’ and B’ from identity matrix becomes

noticeable and open-short loses its accuracy.

1.4 ‘ 0.1 - - ‘
o 3(a,,) & 3(b,,)| |
‘ 22 22/|
) 1.3791(a11)&iR(b11)f T 0 o l
m | “m !
g 12r———F—~Hf-——1-—1 ©
o3 #, | B 01r-------+----- -
<11 ot
5 et e—— | P2 -]
R(a,,) & R(b,,) | |
0.9 : : -0.3 : :
0.08 ‘ ‘ 0.05 ‘ ‘
(a )1& (b,,) 5 3(312)&3@2‘3 |
R(a R I |
m L __ 12 21 N e Wi |
@ 0.04 IR ,{ Mg
] L L A
< 0 l"‘"Mi,, _
& ! (
R(ay) & m(bu)T i
-0.04 ‘ :
0 50 100
frequency (GHz) frequency (GHz)

Fig. 4.6. The elements of A" and B’ versus frequency.

4.2.7 Reciprocity and symmetry of the four-port parasitics

It was observed in board measurement that non-idealities in the OPEN and SHORT
standards can lead to non-reciprocal parameters for passive structures [46]. Ideal OPEN
and SHORT, however, are necessary in all de-embedding methods to achieve analytical
solution. It is therefore necessary to check if the solved four-port parasitics is still

reciprocal or not, and significant deviation from reciprocity would indicate significant
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error in the analytical solution. Here we propose a simple criterion to examine

reciprocity. From Fig. 4.6, we notice that a,, =b,,, a,, =b,,, a,, =b,, and a,, =b,,, i.e.
A4 = (B ) . Although a,, =b,, is always true as a result of our choice of normalization,

the agreement of the other 3 (6) elements suggests that the solved four-port parasitics is
reciprocal and the on-wafer OPEN and SHORT standards may indeed be viewed as
ideal. Accordingly, the de-embedded Y-parameters using reciprocal assumption are
almost identical to the general four-port results. However, both 4" and B’ are clearly not
symmetric matrices, which is a direct result of our asymmetric layout design

necessitated by our choice of the desired reference planes.

4.3  Reciprocal four-port solution and pad-open-short

Reciprocal four-port network means Y, =Y', Y. =Y, and Y, =Y, [20]. Thus,

ee > Tei ie

we will have 4=B" and k=./b,/a, =1 from (4.11) and (4.12). Therefore, the

number of unknowns can be reduced to 4. All of them can be directly solved from open-

short de-embedded LEFT and RIGHT as:

‘o N,,N.
M11 12721

N22

A=4"'= ,B=B'=4", (4.30)
M12M21
JN.
]‘411 22
because we have a,, =b,,, a,, =b,,, a,=b,,, and a, =b, in (4.15) and (4.16) and

k=4b,/a, =11n (4.17) and (4.18). The de-embedded results using general four-port

solution and reciprocal four-port solution for on-wafer parasitics are very close and can
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be viewed as identical. Given that only one THRU structure is saved, we suggest that
the general four-port solution to be used, as consistency between reciprocity and ideal
OPEN and SHORT can be checked, and single-step calibration can be made.

Note that with reciprocity, there are only 10 independent terms left in the original
4 x4 matrix describing the four-port on-wafer parasitics. On the other hand, the pad-
open-short of [17] uses a 9-element equivalent circuit. It was then suggested and
concluded in [17] with inductor data that pad-open-short is better than four-port, as it
gives comparable results, but does not require using on-wafer load resistors. We
reexamine this issue for active RF CMOS transistors in Fig. 4.7, where open-short, pad-
open-short, and reciprocal four-port results are compared. The Y-parameters of PAD is
estimated from layout using extraction tools, as was done in [17]. Above 50 GHz, open-
short is much less accurate, as the lumped equivalent circuit with 6 elements fails.
Although pad-open-short includes 9 elements in the lumped equivalent circuit, the
improvement over open-short is very limited. The reciprocal four-port with 10 error
terms does a much better job particularly above 50 GHz. The main reason for the
success of the 10 term reciprocal four-port method, we believe, is that it does not rely
on lumped equivalent circuit, and has little to do with the use of one more term than
pad-open-short. One may use an equivalent circuit with more than 10 elements and still
obtain less accurate results, as lumped circuits fail at higher frequencies. Our results
strongly suggest that for higher frequency transistor measurements, four-port is

necessary and superior to pad-open-short, despite the need for on-wafer load resistors.
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Fig. 4.7. Reciprocal four-port de-embedded transistor Y-parameters versus the results
using open-short and pad-open-short de-embedding.

4.4 Summary

A new general four-port solution for on-wafer transistor measurements is
developed and its utility is demonstrated on a 0.13um RF CMOS process. The impact
of non-ideal on-wafer load resistor is examined, and can be accounted for by including
the parallel parasitic capacitances. Through proper normalization, easy to use new
criteria are developed for quantifying the difference between open-short and four-port,
as well as for examining reciprocity and symmetry of the four-port parasitics. Despite
the assumption of ideal OPEN and SHORT, as was done in all de-embedding methods

for achieving analytical solution, the solved four-port network for on-wafer parasitics is
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shown to be reciprocal. Comparison with pad-open-short shows that for transistor
measurements, pad-open-short does not provide significant improvement over open-

short, and four-port is necessary despite the need to use on-wafer load resistors.
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CHAPTER 5

NUMERICAL FOUR-PORT SOLUTION

On-wafer transistor S-parameter measurement is fundamentally important in both
laboratory and production testing. The most complete system error model is the 16-term
model [36], which accounts for all of the possible signal paths between the four waves
measured inside the VNA and the four waves at the two terminals of the DUT, as
illustrated in Section 3.5. The idea of describing everything between the probe tips and
the device terminals as a four-port network [17] [20], is essentially the same as the 16
term error adaptor concept in system error calibration, at least mathematically, as
illustrated in Fig. 5.1. Analytical equations for determining the 4x4 Y-parameters of the
four-port network are developed in Chapter 4 and [19] [20], using five on-wafer
standards. However, these analytical solutions can only be applied if the specified five
standards, OPEN, SHORT, LEFT, RIGHT, and THRU, are available. Once other
standards are used, new equations need to be derived. Also, due to its analytical nature,
the solutions cannot take advantage of the redundancy available from the measurements
of five on-wafer standards, and does not provide information on the relevant importance
of the 16 terms of the parasitic four-port. Furthermore, analytical solutions do not
provide information on systematic measurement errors. These issues are ideally handled
with a singular value decomposition (SVD) based solution which solves the 4x4 S- and

T-parameters of the parasitics four-port. Experimental results are demonstrated on a
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0.13um RF CMOS process. Note that SVD was first used to solve for the T-parameters

of the 16 term error model in [36].

o—— | T :
o1 9 a, :
Lo [SA] l
L 1 b b |
I —0— —O—<—
O ¢ [} : :
b1 | TTTTTTTTTEEE T

Fig. 5.1

5.1

Four-port parasitic network in T-parameters

The four-port error adaptor for on-wafer parasitics in wave representation.

Fig. 5.1 illustrates the four-port error adaptor for on-wafer parasitics. a and b are

the incident and reflected waves at each port. Port 1 and Port 2 are the two probe tips,

while Port 1" and Port 2 are the two device terminals. The linear equation relationship

in (3.27) can also be applied for on-wafer parasitics. Rewrite the equation as below

TI SA_sDUT]—szA_i_T;
tl

T{Tl Tg} f
n 1] |y

t4

-8, =[0],, - (5.1)
t5 t9 tl3
t6 th t14 (5 2)
t7 tll llS
tS t12 116

S* is the S-parameter of the internal transistor itself, and S”“" is the S-parameter of the

transistor plus the probing pads and interconnects as defined in Section 3.6. Each
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measurement on a known two-port standard gives a pair of known S* and S”Y" and
four linear equations in terms of 7 as expanding (5.1) gives
g g
.
t2
, , , . ] t
S0 =SSR SSISET Sh 0 —SASET —sAsE 10 —sp st 00 oo || [0]-(5-3)
0 St ~SiSE ~S{USET 0 S5 -SASAT -SuSHT 01 -SHT -s2 00 0 o || |0
Sp 0 -SpSP -SHSET S 0 -SpSPT -SpSET 00 0 0 10 -SPT -SET |0
0 85 ~SiSH” ~SESPT 0 Sh -SASRT SISET 00 0 0 01 =S spT v o
14
tl5
_tl(’_

S and SPY" are the elements of S* and S”Y", m,n=1,2. t, is the elements of 7,

mn

k=1-16. Written in matrix, the above four linear equations are C, 7T, , = [0] w1+ Caag 18

the coefficient matrix for each two-port measurement. For two two-port standards, 2x4

equations will be obtained, and the coefficient matrix will be C; . For n two-port

standards, nx4 equations will be obtained, and the coefficient matrix will be C( In

nx4)x16
principle, four two-port standards are sufficient to solve the 16 unknowns. However, in
practice, five on-wafer standards are required, and only 15 unknowns can be fully

determined.

5.2 SVD based four-port Solution
Given the four linear equations in (5.3), four on-wafer measurements give 16 linear
equations which can be rewritten in matrix as C,,T;,, =[0] 16 - 1t seems like that the

16 unknowns can all be fully determined using the 16 equations. However, the only
possible 16-term solution is an all zero solution because the set of equations is
homogenous. In linear algebra, the rank of the coefficient matrix determines the number
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of the unknowns can be solved. If C,  is full rank, the only possible solution is

T :[0]1 o+ Since it is impossible that the error terms are all zero, the rank of the

coefficient matrix is less than 16, that is to say that the maximum number of unknowns
can be determined is 15, no matter how many on-wafer standards are measured.

The equations may be solved by normalizing the unknowns to one of the unknown

terms, preferable one whose magnitude is close to unity. In Appendix H, the ¢, term

was used as normalization factor for one-port error correction, essentially because the

frequency response ¢,,e,, can only be solved as product. Since 7, = E,' and T, T3, Ty
are functions of E,' in (3.30), and the diagonal elements of E,_ e, and e,, , are related
to frequency response, the diagonal elements of T4, £, and ¢, are good choices for

normalization. ¢, is used as the normalization factor in this dissertation. The

normalized T matrix is

tl tS t'9 tl}

T{Tf T%}: hoh o fe| (5.4)
T'Z T;t t3 t7 tll tlS
t, t, t, 1

t. =t, /t,, k=1-15. After normalization, (5.1) can be rewritten as

TS" —SP T84 + T, - SPV'T, =[0] (5.5)

2x2 "

The four linear equations for each measurement is then rewritten as
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S§0 -SSR -SISET Sh 0 ~SuSET -sisET 10 =527 -spm o0 o 7| [0 ] (56)
0 St SIS SISET 0S4 -SASET -SASET 01 -S8T ~S8T 00 0 _

S50 SISIT -SSR Sh 0 -SASPT -sASET 00 0 0 1o-spr |17 se

0 S —SASPUT _gAghur 0 g —SASPUT _gAShUT 0 0 0 0 01 -S27 sber

Denoting the 15 normalized unknowns as 7, C,¢ ] j6q :[O]1 . Can be rewritten as
AgasTisa = Bisq» Where Cig, o = I:Al6><15 _BIS><1:| .

As discussed in Section 3.4, the ¢, and e, error terms cannot be measured

independently because of the ratio nature of S-parameters [35] [36] [41] [42]. Since T-
parameters represent the same four-port network as the E matrix, the same singularities
exist in T and E matrices, although they are not that obvious in T matrix. By numerical
simulation it was shown in [39] that the equations are singular for any four standards.
The condition numbers of several sets of four standards are shown in Appendix G.
There must be additional assumptions of the four-port network if 15 unknowns are
solved using four standards [39] [41]. Five on-wafer standards are strictly needed for a
general four-port solution. One of the standards should be a two-port standard or a
though connection, e.g. THRU in Fig. 2.6. There is no upper limit for the number of
standards. However, if the five standards chosen are nonsingular, adding more standards

will not greatly improve the de-embedded results as shown in Appendix G.
Given pairs of S* and S”Y" of five known standards, the elements of T can be
determined from twenty (5%4) linear equations using (5.6). The set of linear equations

can be written as 4, 7}, =B,,, - The set of equations 4, 7T, =B,,, 1s over
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determined, and can be solved using SVD. The solution is T, ,= A} .B,,,, where

Aj.s is the pseudo-inverse of A4,,,,;. The 15-term solution 7,5 = A4}, B,,, is sufficient

for calculating actual S from measured S”Y" for any unknown DUT using an
alternative expression of (5.1) as

g4 — (Tlv _SDUTTZ-)*I (SDUTT4~ —T3'). (5.7)

To make the comparison between analytical four-port solution and numerical four-

port solution easier, the same NMOS transistor and OPEN, SHORT, LEFT, RIGHT and

THRU standards used for the analytical four-port solution in Section 4.2 are used here

as a demonstration. Back-end-of-line resistors are used as on-wafer load in LEFT and

RIGHT. Imperfect on-wafer load resistors are still modeled as Y, =G, + joC, and

Y, =G, + joC, as shown in Fig. 4.2 (d) and (e). The value of G;, C; , Gg, and Cr are

determined from low-frequency open-short de-embedding. According to analytical
four-port solution, neglecting the capacitance does not introduce significant errors in
most parameters.

The above process can be directly applied to solve for the combined four-port
network including both system errors and on-wafer parasitics. The S”Y" will be

replaced by the measured raw S-parameters, S*'. The results will be show in Section 6.2.

5.3 Experimental results for on-wafer parasitics de-embedding
Fig. 5.2 shows typical de-embedding results on a 32 finger N-type MOS transistor
at one typical bias, V,=1.5V, V,,=1.5V. Each finger has a gate width of 5um and a

length of 0.13um. S-parameters are measured using a HP 8510XF system, from 2GHz
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to 110GHz. ISS calibration using SOLT is first performed. The ISS calibrated S-

parameters of the five on-wafer standards shown in Fig. 2.6 are then used to determine
the four-port T matrix (15 independent terms). The transistor S-parameters S* are
obtained using (5.7) and converted to Y-parameters. The de-embedded results using the

popular open-short [14], pad-open-short [17], both of which are based on lumped

equivalent circuits, are compared with the analytical four-port solution in Section 4.2.

—— Open-Short

=== Pad-Open-Short

0.2] 4-port SVD solution
4-port analytical solution

Fig. 5.2 Comparison of Y-parameters between open-short, pad-open-short, SVD
based numerical four-port solution, and analytical four-port solution.

The SVD results are practically identical to the analytical four-port results in

Section 4.2, which are carefully chosen among several possible solutions based on
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singularity considerations. With SVD, singularity is naturally handled [36], and no
special measurements need to be taken. Redundancy is handled by SVD as well [81].

The SVD and analytical four-port results are significantly different from the open-
short and pad-open-short results. The frequency dependence of Y, from four-port
results is more physical. To observe this better, we plot out the effective gate resistance

R, ZSR{I/Y“} and effective gate capacitance Cin=—1/[2ﬂfi§{l/Y“}] [27] in Fig. 5.3.

While open-short and pad-open-short give the same R, as four-port solutions, they

give a very strong and unphysical frequency dependence of the effective gate
capacitance. In strong inversion, for an oxide thickness of only a few nanometers, the
value of the effective gate capacitance is expected to be approximately constant even at

100GHz for a MOSFET of such short channel length.

‘ —— Open-Short
[ -] P .___| === Pad-Open-Short
=) N 4-port SVD solution
£ \ I 4-port analytical solution
14 T

frequency (GHz)

Fig. 5.3 Comparison of effective gate resistance and capacitance between open-short,
pad-open-short, SVD based four-port solution, and analytical four-port
solution.
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5.4 Reduction of Error Terms and Number of Standards

Using SVD, the relevant importance of different error terms can be examined
efficiently. For both the parasitics four-port and the combined four-port used in single-
step calibration, only 12 terms of the full 16 terms are important as shown below. This
reduces the number of standards from 5 to 4. SHORT, LEFT, RIGHT, and THRU are a
good combination needed for the final 7 solution. One may then omit the OPEN
structure. The saving in chip area is not significant, and it does not allow the use of
open-short de-embedding at lower frequencies for extraction of capacitive parasitics of
the left and right loads. Having open-short can be useful as this serves as the reference
from traditional on-wafer de-embedding and open-short is known to be accurate at
lower frequencies when used with ISS calibration. Comparison with open-short can
prove useful at the algorithm development stage as consistency of four-port with open-

short at low frequencies indicates a correct four-port solution.

5.4.1 Quantify error terms for four-port on-wafer parasitics

To quantify the impact of the 16 error terms, the SVD solved T-parameters are
transferred to S-parameters since S-parameters give straightforward physical meanings
of the signal paths. Because the solved T terms are normalized, the relationship between
the normalized T terms and the S-parameters of the four-port network need to be
developed first.

Using the relationship between the E and T elements in (3.30), the E elements

calculated from the normalized T elements are
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E,, E,, E,, E, represent the four-port network after normalization. The S-parameters

of the four-port network without normalization is
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Although, E,, E,, E,, and E, are no longer the original S-parameters of the four-

port network, it does not affect the relative importance of the error terms. Fig. 5.4 shows
the magnitude of the error terms in E,, E,, E,, and E,. The normalization factor, ¢,,
does not affect the comparison between the diagonal elements and the non-diagonal
elements in each 2x2 matrix. In Section 3.3, the 8-term model assumes that the leakage
terms, (e,,,€y), (€,,€y,), (€y,€;), and (e,,,e,), are negligible. From Fig. 5.4, it is
clear that this assumption works well for the whole frequency range as the magnitude of
the non-diagonal elements of each 2x2 matrix is at least 20dB lower than the magnitude
of the diagonal elements. Note that although the magnitude of the diagonal elements of
E, and E; are much larger than the diagonal elements of E; and E4, it cannot be
concluded that the diagonal elements of E, and E; are dominant elements, because the

elements in E; and E; are normalized S-parameters.
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Fig. 5.4 The magnitude of the S-parameters for the four-port on-wafer parasitics.

5.4.2 8-term solution using three on-wafer standards

Since the non-diagonal elements of E,, E,, E,, and E, are much less than the
diagonal elements, it is possible that 8 error terms is sufficient for on-wafer de-
embedding. Note that here the 8 error terms are ¢, €, €, €,, €y, €3, €, and e;,

as shown in Section 3.3. Because SVD solves the T-parameters of the four-port on-

wafer parasitics, the 8-term E matrix is transformed to T matrix using
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If only 8 error terms, the diagonal elements of E, , E,, E, , and E,, are involved, the

non-diagonal elements of the corresponding 7, , 7,, T, , and 7, matrices calculated

using (5.10) are all zero.
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The four linear equations for each measurement are
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Three standards give 12 equations, which are sufficient to solve the 7 unknown

elements in (5.12). However, the set of non-singular standards need to be carefully

chosen. Some of on-wafer standards may lead to unphysical results. For example, with a
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perfect matched load at Port 1, the second equation in (5.12) is Si""¢,, =0, which is

obviously not true in practice. The singularity of the standards can be verified using
condition number of the coefficient matrix. Considering the 5 available standards
fabricated, there are six possible combinations of three standards if THRU is chosen as
one standard. Among the six combinations, only three of them are non-singular, i.e. 1)
SHORT, THRU, LEFT, 2) SHORT, THRU, RIGHT, and 3) THRU, LEFT, RIGHT. Fig.
5.5 shows the condition number of the coefficient matrix built using the six
combinations of three standards. The condition number for 5 standards is also shown as
reference. Fig. 5.6 compares the de-embedded Y-parameters using open-short, SVD
based 16-term and 8-term solution. The 5 standards used to solve the 16-term solution
are OPEN, SHORT, THRU, LEFT, and RIGHT. The 3 standards used for 8-term
solution are SHORT, THRU, and LEFT. With non-singular standards, 8-term model

can provide reasonably accurate results.
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5.5 Summary

On-wafer parasitics de-embedding using a SVD based numerical four-port solution
is demonstrated on a 0.13um RF CMOS process. The SVD four-port results are shown
to be close to the analytical four-port results in Section 4.2. Redundancy and
singularities are naturally handled by SVD. The leakage errors are much smaller than
the directivity errors, frequency response errors, and port match errors. 8-term error
model is sufficient for on-wafer parasitics de-embedding. Three standards are necessary
for solving the 8-term error matrix. Non-singular standards must be carefully designed.
The condition number of the coefficient matrix can be used as an indicator of the

singularity of the sets of standards and thus the validity of the de-embedded results.
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CHAPTER 6

SINGLE-STEP CALIBRATION

As discussed in Section 3.6, both system errors and on-wafer parasitics can be
described as a four-port network. A significant difference between the four-port system
error adaptor and the four-port on-wafer parasitics network is that system errors drift
over time, and for this reason, ISS calibration must be performed at least once a day,
and validated often, e.g. before measurement of each wafer lot. This inevitably requires
an operator to load a special ISS holder on the wafer prober, making measurement time
consuming and impossible to automate in production testing. A solution to this problem
is to combine the four-port system error adaptor and the four-port on-wafer parasitics
into one four-port network, and directly solve the combined four-port network without
ISS calibration using the same on-wafer standards previously used for on-wafer four-
port parasitics de-embedding. In practice, this single-step approach is rarely used,
particularly for transistor measurements, for various reasons, the most important being
that on-wafer standards are less accurately known compared to precision ISS calibration
standards. In this work, we will compare the results from the two-step approach, i.e. ISS
calibration plus four-port on-wafer parasitics de-embedding, and the results from the
single-step approach to quantify the errors introduced in the much simpler and easier to
automate single-step approach on a 0.13um RF CMOS process. This is facilitated for

two four-port de-embedding approaches, the analytical four-port solution in Section 4.2,
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and the numerical four-port solution in Section 5.2. We will show that the single-step
approach can give as accurate transistor Y-parameters as two-step calibration, from

2GHz to 110GHz. However, switch errors must be removed first, since switch errors are

not involved in the four-port network. Switch errors are introduced by non-ideal Z, or

non-ideal switch. The four-port error adaptor only lumps the linear errors between the

measured four-waves, the four receivers, and the four desired waves.

6.1 Analytical four-port single-step calibration

Although the combined four-port network is no longer reciprocal, the intrinsic
device parameters can still be retrieved from measured raw S-parameters using the
general four-port solution in Section 4.2 as is, without performing ISS calibration. For
best accuracy, the parasitic capacitance of the load resistor in LEFT and RIGHT can be
included in the same way as in the two-step four-port calibration described in Section
4.2. The parasitic capacitance needs to be determined from ISS calibrated LEFT and
RIGHT measurement. As the on-wafer parasitics do not drift a lot as the VNA system
errors do, the capacitance only needs to be determined once. The value can then be used
for all measurements sharing the same load resistor. It does not need to be frequently
verified or recalibrated as VNA system error calibration does, which, in general, will
cost at least 30 minutes for one full two-port calibration. Moreover, poor calibration
associated with less accurate calibration standards can also degrade the overall accuracy
of the measured results. Single-step calibration results, using the general four-port

solutions, can save a lot of time and effort during RF on-wafer measurements.
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To perform single-step calibration, the measured raw S-parameters without ISS
calibration are directly used for all of the calculations from step 2) to step 8) in Section
4.2.4. As the on-wafer standards are all assumed to be ideal, e.g. ideal OPEN and
SHORT, relatively ideal on-wafer load resistor with a capacitive parasitics, the single-
step calibration results are expected to be less accurate than the two-step calibration
results. Fig. 6.1 compares single-step and two-step four-port calibration results for the
HP 8510XF system, from 2 GHz to 110 GHz. As expected, the Y-parameters from
single-step calibration are not as well behaved as the Y-parameters from two-step

calibration. However, the overall values of Y-parameters are still fairly accurate,
particularly for critical parameters like imaginary part of Y,,, which indicates the gate

capacitance. To further analysis the source of the small ripples, the same measurements
are repeated using another system, a HP 8510C system, from 2 GHz to 26 GHz. The
results are shown in Fig. 6.2. The 8510C results are much less noisy than the 8510XF
result, even when compared over the same frequency range. Given the measurement
system dependence and the frequency dependence, these ripples in single-step
calibration are believed to be due to the system errors that are not calibrated out by the
on-wafer standards. Since the SVD based numerical four-port solution can give
information of the singularity of the solution, examining the condition number during
single-step calibration using the SVD based solution in Section 6.2 may give some

information of the ripples.
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0.05| """ Single-step 4-port calibration

frequency (GHz) (a) frequency (GHz)

Fig. 6.1. Single-step versus two-step four-port using the analytical four-port solution
with data measured using a HP 8510XF system from 2 GHz to 110 GHz.

= Two-step 4-port with SOLT calibration
0.01| == Single-step 4-port calibration

frequency (GHz) (b) frequency (GHz)

Fig. 6.2. Single-step versus two-step four-port using the analytical four-port solution
with data measured using a HP 8510C system from 2 GHz to 26.5 GHz.
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6.2 Numerical four-port single-step calibration

The same four-port SVD algorithm in Section 5.2 is applied on the raw S-

parameters without ISS calibration to remove the combined four-port network including

both system errors and on-wafer parasitics. S“" in (5.1) and (5.7) is replaced by S .

Again, the on-wafer standards are all assumed to be ideal, e.g. ideal open and short,
relatively ideal resistor loads with a capacitive parasitics.

Fig. 6.3 compares the single-step SVD four-port results with the two-step SVD
four-port results. Also shown are the open-short results with ISS calibration, the most
popular practice today. The pad-open-short results are similar to open-short results, and
thus not repeated here. Similar to the single-step calibration using analytical four-port
solution, the Y-parameters from single-step SVD four-port are noisier than the Y-
parameters from two-step SVD four-port. To summarize, single-step calibration using
four-port techniques has led to reasonably accurate transistor Y-parameters, despite the
less accurate on-wafer standards compared to precision ISS standards. The ability to
avoid ISS calibration makes this attractive for production testing, as ISS calibration
needs to be performed and checked often, and involves a separate manual step of

loading ISS holder.
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Fig. 6.3 Comparison between two-step open-short and four-port on-wafer parasitics
de-embedding results with ISS calibration and single-step four-port
calibration results without any ISS calibration.

Another advantage of using single-step calibration is that the distributive nature of
on-wafer parasitics is naturally included, as evidenced by the closeness of the single-
step results to the two-step results. Above 50GHz, the open-short results are much less
accurate, simply because the lumped equivalent circuit used for open-short de-
embedding fails. Even though system errors are removed more accurately with ISS
standards when compared with single-step calibration, the failure of open-short on-
wafer de-embedding makes the final result invalid.

The added advantage of using SVD is that it not only solves the system equations,

but also gives valuable information about the system [36] [89]. The condition number of
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the coefficient matrix is an indicator of the error sensitivity. For the same inaccurate on-
wafer standards, the condition number is noticeably higher for single-step four-port
calibration, as shown in Fig. 6.4, indicating less tolerance to measurement errors. This is
another reason for the less accurate single-step result compared to the two-step result

with ISS calibration.
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Fig. 6.4 Condition numbers of the coefficient matrix in on-wafer parasitics de-
embedding and single-step calibration.

6.3 Impact of switch errors

One possible reason for the ripples is the switch errors. To investigate this, the
switch errors are removed using the algorithm in Section 3.1 [80]. Fig. 6.5 and Fig. 6.6
compare the single-step calibrated results with and without switch error removal for the
two four-port solutions. The two-step four-port calibrated results are also shown for
comparison. Fig. 6.5 compares results using analytical four-port, while Fig. 6.6
compares results using SVD based numerical four-port. Both of them indicate that

switch errors are the most important reason for the ripples in single-step calibration.
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Switch error terms I', and I', are determined by the load impedance connected to the

switch inside the VNA system, which does not change a lot even for months. Adding

switch error removal will not cost a lot of labor for large volume measurements.

— ISS Calibration + analytical 4-port
==== Single-step analytical 4-port with switch error
== Single-step analytical 4-port without switch error

frequency (GHz) frequency (GHz)

Fig. 6.5 Comparison of the single-step four-port calibrated results with and without
switching error correction. The analytical four-port solution in Section 4.2 is
applied.
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—— ISS Calibration + SVD 4-port
==== Single-step SVD 4-port with switch error
== Single-step SVD 4-port without switch error

0 50 100 0 50 100
frequency (GHz) frequency (GHz)

Fig. 6.6 Comparison of the single-step four-port calibrated results with and without
switching error correction. The SVD based numerical four-port solution in
Section 5.2 is applied.

6.3.1 Quantify error terms using S-parameters

As discussed in Section 5.4, although, E,, E,, E,, and E, are no longer the
original S-parameters of the four-port network, it does not affect the relative importance
of the error terms. Fig. 6.7 shows the magnitude of the error terms in E,, E,, E,, and
E, . The normalization factor, ¢,,, does not affect the comparison between the diagonal

elements and the non-diagonal elements in each 2x2 matrix. From Fig. 6.7, it is clear
that this assumption limits the application of 8-term model on single-step calibration.
First, (e, ,€,;) are not that small when compared with (e, ,e,;) even at low frequencies.
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Similar situation exist when evaluating the elements in E4. Secondly, as frequency
increases, the difference between the diagonal elements and the non-diagonal elements
in E, and E; reduces, which means the leakage errors become comparable to the
dominant errors. Note that although the magnitude of the diagonal elements of E, and
E; are 10dB larger than the diagonal elements of E; and E4, it cannot be concluded that
the diagonal elements of E, and E; are dominant elements, because the elements in E,

and E; are normalized S-parameters.
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Fig. 6.7 The magnitude of the solved 16 error terms of the combined four-port
network.
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6.4 Summary

The accuracy of single-step calibration using two general four-port solutions is
experimentally investigated on a 0.13um RF CMOS process. In contrast to popular
belief, single-step four-port calibration produces reasonably accurate and acceptable
transistor Y-parameters from 2GHz to 110GHz, despite the less accurate on-wafer
standards compared to precision ISS standards, which facilitates production testing and
process monitoring. The distributive nature of on-wafer parasitics is also naturally
included, due to the four-port description of the combined error adaptor. The single-step
approach to transistor measurements is thus valuable as it does not require ISS
calibration and thus facilitates production testing. The impact of switch errors on single-
step measurement is also investigated. After removing switch error, single-step
calibration provides practically the same results as two-step calibration for both the
analytical four-port solution which was first developed for on-wafer parasitics and the

numerical four-port solution based on SVD.

117



CHAPTER 7

VALIDITY OF BSIM4 MODEL FOR NONLINEAR RF MODELING

Once the model parameters are extracted from a set of DC, CV, and S-parameter
measurements, it is important to verify the developed model by performing model
validation experiments. The idea is to provide an environment as close as possible to the
real measurement, and to verify whether the model can predict the measured results.
Only after the model passes the validation test, the model can be transferred to
designers. Note that the measurements used for model parameter extraction can be quite
different from the measurements used for model validation. For example, distortion
measurement with high input power is not used for parameter extraction, but it is
necessary for verifying the linear model developed as distortion exists in real
applications. In this chapter, the DC, AC, and nonlinear performance of a BSIM4 model
is verified.

BSIM4 model is one of the widely used MOS transistor model for RF designs. In
BSIM4, the moderate inversion region is modeled by mathematical smoothing functions
interpolating between physics based approximations in the weak and strong inversion
regions, instead of physics based surface potential approximation that can cover all
levels of inversion. Its accuracy in linearity simulation, particularly in moderate
inversion region, needs to be experimentally evaluated, since an IP3 sweet spot exists in

this region.
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7.1  Linearity measurement and simulation

The two-tone on-wafer system in Fig. 1.6 is used to measure the output spectrum at
the drain of the examined NMOS transistor [22]. Fig. 7.1 shows the simplified block
diagram for this 50Q system. The gate and the drain of the NMOS transistor in linearity
simulation are also terminated at 50Q ports. Fig. 7.2 shows the schematic for two-tone
intermodulation distortion simulation. A “psin” component from the ‘“analoglib” of
Cadence generates the two-tone excitation at the gate. Since linearity measurement is
made at the probe tips, and it is impossible to calibrate on-wafer parasitics, a passive
RLC network, which models the low frequency on-wafer parasitics, is inserted between

bias tees and device terminals to make the environment as close as possible to real
measurement. An array of transistors with number of fingers (N, ) ranging from 5 to 64
are measured and simulated with sweeping biasing voltages at different fundamental

frequencies. Although QPSS analysis is selected to speed the linearity simulation, it

may still take days even with a high performance computer.
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Fig. 7.1 Block diagram for two-tone intermodulation linearity measurement.
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Each finger of the NMOS transistor is 2um wide and 90nm long. For N = 64, the

total width is 128um, which is close to those found in 5GHz low power 90nm CMOS
LNAs [49] . Therefore, the analysis will be focused on this device size. In practice,
because of low gain and low levels of intermodulation products in small width
transistors as well as dynamic range limits of the spectrum analyzer, the minimum gate
width that IP3 can be measured reliably is 10x2um for this 90nm CMOS technology.
ITP3, OIP3, and power gain are measured at different Vs, Vps, and fundamental
frequencies to examine the biasing and frequency dependence of IP3 sweet spot. For

each measurement, the power amplitude at the signal generators, P;,, is swept, and the
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output power level for the 1% order output and the 3™ order intermodulation product are
monitored, P,y 1 and Py, 3,4. After power calibration, the third order intercept point is

obtained using linear extrapolation illustrated in Section 1.2. Pjy, yor=-25dBm.

7.2 DC and linear characteristics
Fig. 7.3 shows I,-V ¢ curves for V, ;= 0.6, 0.8 and 1.0V and Fig. 7.4 shows /-
V,s curves for V. =0.4 and 0.8V. Fig. 7.5 (a) shows S, versus frequency at one fixed

biasing point, V ;= 0.4V and V,,=1.0V, while Fig. 7.5 (b) shows S;; versus gate

biasing voltage at a fixed frequency, SGHz. Fig. 7.6 compares the cut-off frequency, fr,

extracted from S-parameters versus gate voltage. Fig. 7.7 shows all Y-parameters versus
frequency at V,=0.4V and V,,=1.0V, a representative moderate inversion bias. Fig.
7.8 shows all Y-parameters at 5 GHz versus V for V,,=1.0V. Both simulation and

measurement data are shown in Fig. 7.3-Fig. 7.8. The Y-parameters here include pad

parasitics by design, as IP3 is measured on-wafer including probing pads. Overall, the

BSIM4 based subcircuit model does a good job in modeling /,¢-V., I,5-V,g, S-

parameters, fr, and both frequency and bias dependence of most Y-parameters over the

whole V¢ region, including the moderate inversion region.
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Fig. 7.7 Y-parameters versus frequency at V.= 0.4V and V,,=1.0V. R and J stand
for real and imaginary parts.
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Fig. 7.8 Y-parameters at SGHz versus V. V,;=1.0V. R and 3 stand for real and
imaginary parts.

7.3  Nonlinear characteristics

In real applications, the nonlinearities of the transistors and other components can
introduce undesired harmonic products to the output signal. Since the amplitudes of
harmonics and intermodulation products are higher order functions of the amplitude of
the input signal, and the amplitude of the fundamental signal is a linear function of the
input power level, the amplitudes of the harmonics and intermodulation products
increase in a much faster way than the fundamental signal amplitudes as input power
increases. Fig. 7.9 compares the amplitudes of the measured and simulated output

signals at the fundamental frequency. The transistor is biased in moderate inversion
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region with V;=0.4V, V,.=0.8V. At low input power, the higher order products are

much less than the fundamental signal, so the power gain from measurement and
simulation are both approximately constant. As Pi, increases, power gain starts to drop
because of the amplitude of the harmonics and intermodulation products added to the
desired signal are negative. The gain drop in the simulated result is clearly observed in
Fig. 7.9. Because of the limitation of the maximum power level that can be generated
by the signal generators, the Pj, in measurement is not high enough to show this gain
drop obviously. The 1dB compression point, where power gain drops by 1dB, can be

determined as illustrated in Fig. 7.9.

10 777777 r— - T - - 71 1 7 \77777777777777777‘777
Line: simulation |
Power gain = 14.2dB l

| 1dB compression point = -13.2dBm | ;,///
Symbol: measurement | Ak |

| Power gain = 12.5dB
Estlmated 1dB point = -11 4dBm

Pout (dBm)
S

Pin (dBm)

Fig. 7.9 The amplitude of the fundamental output signal versus input power level at
Vog=0.4V, V,,=0.8V.
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Fig. 7.10 shows the power level for the fundamental signal and the third order
intermodulation product versus drain current density for multiple drain biasing voltages.
Due to the limitation of the maximum power level can be generated in experiments, the
results are for P;;=-28dBm, which means the transistor is operated in linear mode. Only
when Py, is larger than -10dBm, the transistor is driven into nonlinear mode. However,
as shown in Fig. 7.9, it is hard to realize in experiments. Therefore, the nonlinear RF
modeling performance is not directly evaluated by comparing the output power level.
Instead, IP3 is extracted from low P;, measurement and used as an indicator for the

linearity of the transistor.

N, = 64, W, = 2um, L = 90nm, f0 = 5GHz, Af = 100KHz
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Fig. 7.10 The amplitude of the fundamental output signal and the third order
intermodulation product versus J, .
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Fig. 7.11 shows input IP3, IIP3, from measurement and simulation for multiple V.
N,= 64. With V¢ increasing from 0.6 to 1.0V, /¢ increases only slightly, but IIP3
increases by a much larger factor, particularly at higher ¥, when the device is biased
closer to linear operation region. And, the IP3 sweet spot V., decreases as Vg

increases. The V¢ dependence of IP3 sweet spot is determined by the threshold voltage

change due to DIBL, which will be verified using simulation results with and without

DIBL induced V,, change in Section 8.5.
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Fig. 7.11 Measured and simulated IIP3 versus ¥V, at multiple V.

Fig. 7.12 shows IIP3 from measurement and simulation versus J,, for N,=10, 20,

and 64. The peak of measured IIP3 is not perfect because IP3 is not measured in a very
fine biasing step. Linearity simulation can predict IP3 sweet spot accurately for devices

with N,=10, 20, and 64. Note that the sweet spot J,,; decreases from 35uA/um for
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N,=10 to 20uA/um for N ,=64. Note that, the zero K3, point is marked as it is the
IP3 sweet spot estimated using first order IP3 theory. The zero Ksg,, points for the three
transistors are practically the same since the devices scale well. So, just the zero K3,

point for N ,=64 is shown in Fig. 7.12. The deviation between the actual IP3 sweet spot

and the zero K3, point increases as device size increases.
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Fig. 7.12 Measured and simulated ITP3 versus J ,; for devices with N, =10, 20, and 64.

Fig. 7.13 and Fig. 7.14 show the measured IIP3 at 2, 5, and 10GHz for devices with

Nf=10 and 64 ( a total width of 20um and 128um). For Nf=10, IIP3 at 2, 5, and

10GHz are practically identical. For N =64, IIP3 increases as frequency increases. This

frequency dependence can be attributed to capacitive components in the transistor as

129



detailed in Section 9.2.3. The frequency dependence of simulated IIP3 in Fig. 7.13 and

Fig. 7.14 is similar to the frequency dependence of measured I1P3.

Nf= 10, Wf= 2um, L = 90nm, Af = 100KHz
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Fig. 7.13 Measured and simulated IIP3 versus V; at multiple frequencies for N, =10
(W=20um).

130



Nf = 64, Wf = 2um, L = 90nm, Af = 100KHz
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Fig. 7.14 Measured and simulated IIP3 versus V; at multiple frequencies for N, =64
(W=128um).

7.4 Summary

This chapter evaluates the BSIM4 model of the NMOS transistor for linear and
nonlinear performance using a set of DC, S-parameter, and power spectrum
measurements, especially in the moderate inversion region. The results demonstrate
good fittings on both DC and AC characteristics. Despite its interpolating nature of
moderate inversion modeling, the BSIM4 model can accurately describe I-V, and Y-
parameters in moderate inversion region. The subcircuit based BSIM4 model can
predict the distortion behavior of a CMOS transistor correctly, which enables distortion
optimization of RFIC circuits using mathematical models and simulators. The linearity

sweet spot is investigated to be deviated significantly from the widely accepted zero

Kg,, point for a practically large device size found in LNAs.
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CHAPTER 8

MODELING OF INTERMODULATION LINEARITY

An important consideration in RFIC design is linearity, which sets the upper limit
of spurious free dynamic range. Among various linearity measures, the two-tone third
order intermodulation distortion (IM3) is the most widely used, and is typically

characterized by the third order intercept point (IP3) [11]. Using either measured or

simulated I-V data, IP3 sweet spot biasing current can be determined from zero Ksg,
point based on first order IP3 theory [11]. K3, is defined as the 3 order coefficient of

the nonlinear transconductance . Circuits have been published to utilize this zero Ksg,

point for high linearity LNA designs [48] [52].

However, it was shown in [53] that the IP3 sweet spot from measurement and
simulation both shift to a lower V than the zero Ksg, point and the first order IP3

theory cannot correctly model the biasing and device scaling dependence of IIP3. More
accurate analytical IP3 expressions need to be developed. The complete IP3 expression
in this work is developed using the nonlinear current source method based on Volterra
series. The nonlinear drain current source includes nonlinear transconductance, output
conductance and the cross terms. The IP3 expression published in [22] [25] [26] are

just special cases of this complete IP3 expression. It will be shown later that the cross
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terms ignored in [22] [25] are important for accurate IP3 modeling and are responsible
for the V,; dependence of IP3 sweet spot V., to drain induced barrier lowering (DIBL).

Linearity simulation results using BSIM4 model are compared with calculated
results. For the frequencies examined in this work, 2GHz, 5GHz, and 10GHz, open-
short de-embedding is valid for the layout design used. Thus, the pads and
interconnections are modeled using open-short equivalent circuit consisting of three
series and three shunt elements in Cadence. However, this added parasitics network

does not affect IIP3 that much.

8.1  First order IP3 theory

Fig. 8.1 shows the small signal equivalent circuit used for analytical IP3 analysis.
ve =V (cos @, t+cos a)zt) is the two tone input signal. @, =27f, and o, =27 f, . fi
and f, are the frequencies of the two-tone excitation spacing by Af=100KHz. R; is the
source resistance, while R, is the load resistance. Here R and R, are both 50Q. C,

and C, are the small-signal gate to source capacitance and drain to substrate

capacitance with values extracted from S-parameters. First order IP3 theory considers
nonlinear transconductance only. The linear and the second- and third- order nonlinear

transconductance can be identified with the coefficients of Taylor expansion as

g :6105 KZg :laleS 3¢ :l% (81)
"V "2 oV "6 OV,

The small-signal nonlinear current source i, can then be approximated by the first three

order nonlinearities as
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. 2 3
lds = gmvgs +K2gmvgs +K3gmvgs : (82)

The first order input referred IP3 (IIP3) for the small-signal equivalent circuit in Fig. 8.1

1s then calculated as

(8.3)

The derivation is detailed in Appendix J.

N

Fig. 8.1 The small signal equivalent circuit used for IP3 analysis.

When K3, =0, first order IP3 gives the maximum IIP3, which is the well known

IP3 sweet spot used to improve linearity in circuit designs. Fig. 8.2 plots g, , K3, , and

the first order IP3 calculated using (8.3). A sharp IIP3 peak is observed near the

threshold voltage, during the transition from subthreshold to strong inversion when

K3¢, becomes zero. However, the sweet spot IIP3 is not necessarily the highest. The

calculated IIP3 can be higher in strong inversion since g, saturates and K3g, is very
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small as V., increases. Experimental results also show that IIP3 varies strongly with

Vs at sweet spot position and high ¥V as detailed in Section 9.2.

N =64, W_=2um, L = 90nm V_..=0.8V, f0 = 5GHz
f f DS ’
20
—~ 10
S
m
=
&
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0.2 04 0.6 0.8 1
VGS (V)

Fig. 8.2  First order IP3 with a sweet spot at K3, =0.

8.2 Complete IP3 expression

An IP3 expression including all of the nonlinear coefficients of order 3 and below
is derived using Volterra series. The nonlinear current source method together with the
small signal equivalent circuit in Fig. 8.1 is used to calculate the Volterra kernels [24].

Although C,, is not included in Fig. 8.1, Volterra series analysis with C,, can also be

done. The expression with C_, is too complicated and thus not shown. The IP3

gd
expression without C,, is sufficient for understanding the biasing and device size
dependence of IP3. Only when frequency is high and device size is large, C,, is needed

as illustrated in Section 9.2.3.
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8.2.1 Two dimension nonlinear current source
The nonlinear current source i, in Fig. 8.1 controlled by gate-source and drain-

source voltages is written as [24]

_ 2 3
lds - gmvgs +K2gmvgs +K3gmvgs
2 3
+g, v, +K2¢ v, +K3¢, v, . (8.4)

2 2

+K2gmg0\/'gsvds + I<32gmg,ro\/gsvdY + K3gm 2g0VgsVds
g, and g  are the linear transconductance and output conductance. K2, and K3g, are
the 2™ and 3™ order nonlinear transconductance, while K 2¢, and Ksg, are the 2™ and

d .
3" order nonlinear output conductance. K2, ¢, , K3g,q,, and Ksg, »¢, are the 2nd, and

3 order cross terms. The nonlinearity coefficients are defined in Table 8.1.

Table 8.1 Definition of nonlinearity coefficients of nonlinear drain current.
Transconductance Output Conductance Cross term
gmzali g():a]i Kzgmg():%
oV oV s OV 0V s
10°1 10°1 ol;
2gm = __?S 2g0 = ——§S K32gmg.,o = 2 DS
2 0V 2 0V OV 0V
10’1 10’1 ol;
3¢, :_—13)3 3¢, 2——?8 K3gm2éu = DS 5
6 oV, 6 OV OV.OV )

Fig. 8.3 shows all of the nonlinear coefficients versus V, at V,=0.8V for a large

device width used in practical circuits, W=128um. The zero K3g, Vs is marked

because it is the IP3 sweet spot estimated from first order IP3 theory. All of the
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derivatives are calculated from simulated I-V data. The I-V data are simulated using
BSIM4 model in Cadence and exported with 12 digits to ensure accurate numerical
evaluation of 2™ and 3™ order derivatives. Fig. 8.3 (a) and (d) show the linear
transconductance and output conductance versus V. Fig. 8.3 (b) and (c) show the 2nd
and 3" order nonlinear transconductance, while Fig. 8.3 (e) and (f) show the 2" and 3™
order nonlinear output conductance. Fig. 8.3 (g)-(i) are the 2" and 3" order cross terms.
Compared with the cross terms, the output conductance nonlinearities are much smaller,
especially at the sweet spot. The impact of cross terms on IIP3 sweet spot location

should be negligible, which is evaluated numerically in Section 8.3.
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Fig. 8.3 The nonlinear coefficients versus V.
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8.2.2 Input IP3 expression

Using Volterra series analysis, the complete IIP3 expression with i, in (8.4) is

derived as
l1+(wC, R)*
IIP3 = I (@C,R) ) (8.5)

6R
¢ &+Al +A, + A FA,
gr”

The derivation of (8.5) is detailed in Appendix J. The first term in the denominator,

K3, /g, , is due to the 3" order transconductance as found in first order IP3 expression

(8.3). The other terms containing nonlinear output conductance and cross terms are

grouped as Ay, Ay, Az, and Aq.

1 K 1
A1 = _§K2gmg0 2n Zl _§(K32gmg0 )ZZ ’ (86)
2 1 1 2
Ay =5 Koe, Kos, Z, +§(K3gngo) 2,7, +§(Kzgmgo) Z., (8.7)
AS = _K3gogr2rlZé —%K2gmgoK2gong7 > (88)
2 2
A, :E(Kzgo) g7, (8.9)
where

Z,=7,(20)+2Z, (0, - o,),

2, =Z,(@)| ¥ (o,)Y; (@) +2],

Z, =27, (0~ 0)Z,(0)+Z,20)Z,(-,),
Z, = Z;(@)] 2% (0)Y; (@) +1],
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Z,=27Z,(0,-w,)Z,(-,)+Z,(20)Z, (o),

Z,=2,(®)Z,(-w,),

Z,=2,(0)Z,(20)+2Z (0)Z,(0,)Z,(20,) +6Z,(0)Z,(0,)Z, (0, - @),
Z, = Zz(a)l)[ZL (2w)+2Z,20)+6Z, (@, - a)z)] ,

Z, =2} (0)Z,(-0)| Z,(20,)+2Z, (0, - o) |

1 1
- , Yg(@)=—+ joC,,.
g, +joC,+1/R, R

Z,(w)=
A1, Ay, A;, and A4 are functions of the 2™ and 3™ order nonlinear output

conductance and cross terms. The values of the cross terms, especially K2¢,¢, and
K3q,¢, In Ay, are comparable to g, in moderate inversion region as shown in Fig. 8.3.
In strong inversion region, g, saturates, and K3, reduces to zero. Aj. A, A3, and A4

will be comparable to K3g, /g, even if they are close to zero as we will show below.

This indicates that A;, A,, A3, and A4 are all important for IP3 modeling. Therefore, the
IP3 expressions without cross terms in [22] [25] are not accurate enough. Note that the
complete IP3 expression derived in [26] is a special case of (8.5) at low frequencies.
Furthermore, the numerical results in [26] were calculated by neglecting various
nonlinear terms and the derivatives in the nonlinear coefficients were calculated from an
approximate drain current function instead of a complete MOSFET model. Here, the
numerical results are all calculated using the complete IIP3 expression in (8.5), and all

of the derivatives are calculated using simulated I-V data from a BSIM4 model.
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An inspection of (8.6)-(8.9) shows that A;, Ay, A3, and A4 depend on Z, and Y, as

well. The load impedance will thus affect IP3 sweet spot when it dominates Z, . In this

work, IP3 is only examined for a 50Q load due to its practical relevance and
straightforward measurement. When A;=A,=A3;=A4=0, the complete IP3 expression of
(8.5) reduces to the first order IP3 of (8.3).

First order IP3 does not scale as device size scales because the scaling factors of

K3, and g, are cancelled and (@C, R)” is much smaller than 1 for the devices used.

Ay, Ay, As, and A4 have quite different scaling factors as device size scales as shown in

Section 8.4.

8.3 Impact of the additional terms

Instead of the zero Ksg, point in (8.3), IIP3 peaks at the point where the
denominator of (8.5) is zero. Fig. 8.4 (a) shows the denominator in (8.5) versus V.,
which is the sum of K¢, /g, , A1, Ay, A3, and A4, while Fig. 8.4 (b) shows K3¢, /g, ,
A1, Ay, Az, and A4 as a function of V individually. V,;=0.8V. The IP3 sweet spot

from (8.5), 0.327V, is much lower than the zero K3¢, point, 0.3754V. A, and A, are the

two largest terms that affect the shift of the IP3 sweet spot. A; and A4 have very little

impact on IP3 sweet spot since they are much smaller than A; and A, near the zero

K3g, point. Since A; is negative and A, is positive around the zero Ksg, V., the

GS »

impact of A; and A; on the shift of IP3 sweet spot are opposite. A} moves IP3 sweet spot
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to lower ¥V, and A, moves IP3 sweet spot to higher V', when compared with the zero

K3sg,, V. The Az and A4 terms, however, are important at higher V.

N, = 64, W= 2um, L = 90nm, Vo = 0.8V
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Fig. 8.4 (a) The denominator in (8.5) versus V. (b) Each term in the denominator of
(8.5) versus V. V,=0.8V.

Fig. 8.5 shows the impacts of A, Ay, As, and A4 on IIP3. Since A; is much larger

than Ay, a V¢ lower than the zero K3g, Vg is observed at IP3 sweet spot. Although
the deviation between IP3 sweet spot V,, and zero Ksg, Vs is dominated by A,
adding the other three elements can model IP3 sweet spot better. At high V., ,
Ksg, /g, is close to zero, and is comparable with the value of Aj, Ay, A3, and A4 as

shown in Fig. 8.4 (b). Thus, A;, Ay, Az, and Ay all affect the value of IP3 at high V
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significantly as shown in Fig. 8.5. Therefore, all of the nonlinear coefficients are

important for IP3 modeling including cross terms.

Nf = 64, Wf =2um, L=90nm, V__ = 0.8V, f0 = 5GHz, Af = 100KHz
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Fig. 8.5 IIP3 versus V,; from simulation, first order IP3 expression in (8.3), and
complete IP3 expression in (8.5) with different nonlinearities included.
V,s=0.8V.

8.4 Device width scaling

The linear and nonlinear coefficients in (8.5) all scale by a factor of K as device
size scales by K. The scaling factors of the Z terms are complicated. For very small
devices, Z, is approximately R,, and Y, is approximately 1/ R;. Therefore, the scaling
factors for A, As, As, and A4 are K, K%, K2, and K* respectively. In the extreme case, if

Z, and Y; are dominated by g, , C, and C_, Ai, Ay, A3, and A4 do not scale as device

g’
size scales. For the device sizes and frequencies examined in this work, the C, and C,

terms are relatively small, and the scaling factors for A;, A,, A3, and A4 are close to K,

Kz, K, and K*. This indicates that the impact of A, Ay, Az, and A4 on IP3 sweet spot is
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much stronger for large devices. As N, increases, a decrease of IP3 sweet spot Vi is

expected.

Fig. 8.6 shows the calculated IIP3 using (8.5) versus J,; for devices with multiple
finger numbers. Drain current density J,, is defined as /¢ /W . First order 1IP3 is
shown for comparison. As J,,-V,, is nearly identical for varying N ,, the calculated
first order IP3 for varying N, are perfectly overlapped. For N, = 1, IP3 from (8.5) is

almost the same as first order IP3, and the sweet spot is at the zero K3, point. As
device size increases, the deviation between IP3 calculated using (8.5) and first order

IP3 increases. J ¢ of the IP3 sweet spot is the lowest for the largest N .
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Fig. 8.6 IIP3 calculated using (8.5) and (8.3) versus J, for devices with multiple

finger numbers.
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8.5 DIBL effect

The V,¢ dependence of IP3 sweet spot V, is a direct result of the DIBL introduced

threshold voltage change from previous analysis. The threshold voltage change caused

by DIBL is modeled using AV, (DIBL) in BSIM4 model [2]. To further investigate the
impact of DIBL, simulation results with and without AV, (DIBL) are compared.
AV, (DIBL) is turned off by setting corresponding model parameters to zero.

Fig. 8.7 (a) shows I,¢-V,, results from simulation with and without AV, (DIBL).
Without AV, (DIBL), I, at low V, for different V, are close. The zero Ksg, points
are therefore close for different V¢ as shown in Fig. 8.7 (b). Fig. 8.8 shows simulated
IIP3 with and without AV, (DIBL) for N, =64. Without DIBL, the V},; dependence of

IP3 sweet spot V, is dramatically reduced.
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Fig. 8.7 (a) 1,4, (b) K3g, versus V,, at multiple V,; for simulation with and without

V., shift due to AV, (DIBL).
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Fig. 8.8 IIP3 calculated using (8.5) versus V, at multiple V,, for simulation with
and without AV, (DIBL).
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Fig. 8.9 (a) compares the denominator of (8.5) for simulations with and without

AV, (DIBL). Fig. 8.9 (b) and (c) compare the most important terms in the denominator
of (8.5), K3¢, /g, and Aj+A; individually. A3 and A4 are not shown here because they
have very little impact on IP3 sweet spot. The variation of A;+A, with V, is
approximately the same for simulation with and without AV, (DIBL). Thus, the impact
of Ai+A; on the V),; dependence of the deviation of IP3 sweet spot V, from zero Ksg,
point is approximately the same for simulation with and without AV, (DIBL). The V;
dependence of IP3 sweet spot V, is thus mainly a result of the V,; dependence of the

zero Ksg,
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Nf = 64, Wf = 2um, L = 90nm

/gm+A1+A2+A3+A4

gm

K3

K3gm/gm

A1+A2

Fig. 89 (a) K3, /g, TAitA+A3+A4, (b) K3e, /g, , and (c) Aj+A, versus V., at
multiple ¥V, for Cadence simulation with and without AV, (DIBL).

8.6 Summary

This chapter develops a complete analytical IP3 expression which involves not only

nonlinear transconductance but also nonlinear output conductance and cross terms. The
deviation of the sweet spot V , from the widely accepted zero Ksg, point for a

practically large device size found in LNAs is attributed to output conductance

nonlinearities and cross terms through this expression. The impacts of these additional

terms added to Ks¢, /g, are examined individually to figure out the dominant factor
for IP3 sweet spot shift. The significance of the additional terms scales with device
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width. Therefore, the deviation of IP3 sweet spot from zero Ksg, point is the largest,
and IP3 sweet spot J,¢ is the lowest for the largest device. In the 90nm CMOS

technology used, the sweet spot J,, decreases from 40 to 20uA/um as gate width

increases from 2 to 128 um. For large devices of interest to RFIC design, simulation

using a good model and measurement of IP3 must be used to accurately identify the

sweet spot biasing current density. Simulation results without AV, (DIBL) indicate that

the V¢ dependence of IP3 sweet spot V, is dominated by the threshold voltage shift

caused by DIBL effect.
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CHAPTER 9

CHARACTERIZATION OF RF INTERMODULATION LINEARITY

After developing the complete IP3 expression in Section 8.2, IP3 sweet spot of
single transistor and simple circuits can be estimated using measured I-V and S-
parameters of single transistor, instead of two-tone intermodulation measurement.
However, because of the [-V data measured using Agilent 4155 only has 5 digits, which
is not sufficient to provide smooth 2™ and 3™ order nonlinearity coefficients in Table
8.1, the calculated IP3 are all from simulated I-V and S-parameters using the BSIM4
model examined in Chapter 7. The same set of equations can be applied on measured I-
V and S-parameters once the measured data has enough digits.

This chapter compares the measured and calculated IP3 results for a 90nm RF
CMOS technology. The complete IP3 expression developed in Section 8.2 is used. [-V
data and device small signal parameters are extracted from DC and S-parameter
simulations using the BSIM4 model validated in Chapter 7. The IP3 expression can
accurately predict the biasing and device size dependence of IP3 sweet spot. The
frequency dependence of IP3 is determined by the small signal capacitance. Thus, the
frequency dependence is very weak and negligible for small device. For large device,
not only gate-source capacitance and drain-bulk capacitance but also gate-drain
capacitance are important. To determine the value of IP3 accurately, more complete

equivalent circuit of MOS transistor must be used in Volterra series analysis.
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9.1 Power gain measurement

Of particular interest to linearity measurement is the power gain. Since 50Q2 source
and load are used in IP3 measurement, at low input power, the power gain obtained

from sweeping input power linearity measurement should agree with the small signal

power gain S,, from S-parameter measurement, which involves much more systematic
error correction. Therefore, the power gain (at low P, ) from linearity measurement

using spectrum analyzer with S,, from S-parameter measurement using VNA, are

compared in Fig. 9.1, as a means of assuring power calibration accuracy for linearity

measurement. The power gains extracted from intermodulation measurement are close
to §,, from S-parameter measurement within 0.5dB for most measurements in this

dissertation.

Nf = 64, Wf =2um, L =90nm, VDS=0.8V, f0 = 5GHz

20

Gain (dB)

Fig. 9.1 Gain from linearity measurement ( P,,, - F, ) and gains-parameter

measurement (.S,, ) versus V.
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9.2 Linearity Characteristics

From analysis in Section 8.3, the IP3 sweet spot is not only determined by Ksg,,,

but also the 2™ and 3™ order cross terms through A, and A, in (8.5). Here, the accuracy
of (8.5) is examined against measured IP3 for different biasing voltages, different
device sizes, and different fundamental frequencies to further verify the impact of the
additional terms. Overall, the analytical expression is not bad for this 90nm RF CMOS

technology.

9.2.1 Drain voltage dependence

Fig. 9.2 shows IIP3 from measurement and (8.5) for multiple V,;. N, = 64. With
V,s increasing from 0.6 to 1.0V, I, increases only slightly, IIP3 increases by a much
larger factor, particularly at higher V;, and the IP3 sweet spot V. decreases.

To explain the V,; dependence of IP3 sweet spot and high V,; IP3, K3¢, /g, and
Kse, /g, tA1TAx+Az+A4 are plotted in Fig. 9.3. The zero K3, point shifts to lower
V.s asV,g increases because of the threshold voltage change due to DIBL. The V,
gaps between IP3 sweet spot and zero K3, point for different V¢ are approximately

the same. Thus, the V,, dependence of IP3 sweet spot is determined by the threshold
voltage change due to DIBL, and the impacts of the A terms on IP3 sweet spot are
similar for different V,;. This was verified using simulation results with and without

DIBL induced ¥, change in Section 8.5. At high V., K3, /g, are close while

Kse, /g, tA1TA+As+A4 split for different V. Both K3, and g, do not show great
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V,s dependence at high V. because the transistor is biased in saturation region for all
three ¥,,. However, the ¥, dependence of the 2"* and 3™ order output conductance
nonlinearities and cross terms is noticeable. This directly leads to highly V¢ dependent
A terms at high V. Therefore, the denominator of (8.5) and thus the calculated 1IP3

are V,, dependent at high V.

Nf = 64, Wf = 2um, L = 90nm, f0 = 5GHz, Af = 100KHz

10 ‘ ‘
: —_— V=06V !
. ! == Vg=0.8V !
I | == Vpg=1.0V !
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IIP3 (dBm)
o

Symbol: Measurement

J |
7 | . .
24 ' Line: Analytical IIP3
|
|
|
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Fig. 9.2 Measured and analytical IIP3 versus ¥V, at multiple V,¢. Analytical I1IP3 is
calculated using (8.5).
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Nf = 64, Wf = 2um, L = 90nm, f0 = 5GHz, Af = 100KHz
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0.2 0.327 0.3754 0.7
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Fig.93 K3, /g, and Ksg, /g, +A1+Ay+As+A4 versus V¢ at multiple V.

9.2.2 Finger number dependence
To verify the analysis of device scaling in Section 8.4, Fig. 9.4 shows 1IP3 from

measurement and (8.5) versus J,; for N,=10, 20, and 64. The peak of measured 11P3

is not perfect because IP3 is not measured in a very fine biasing step. (8.5) can predict

IP3 sweet spot accurately for devices with N =10, 20, and 64. Note that the sweet spot
Jps decreases from 35uA/um for N, =10 to 20uA/um for N, =64. K3, /g, for

N ,=10, 20, and 64 are so close that only the zero K3, point for N, =64 is shown in

Fig. 9.4 for reference.
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Fig. 9.4 Measured and analytical IIP3 versus J ,; for devices with N, =10, 20, and 64.
Analytical ITIP3 is calculated using (8.5).

9.2.3 Frequency dependence

Fig. 9.5 shows measured IIP3 at 2, 5, and 10GHz for devices with N, =10 and 64
(a total width of 20um and 128um). For N, =10, IIP3 at 2, 5, and 10GHz are
practically identical. For N, =64, IIP3 increases as frequency increases. This frequency
dependence can only be attributed to C,, and C, in (8.5). However, IIP3 calculated
using (8.5) does not show a strong frequency dependence for N,=64 as shown in Fig.
9.6 (a). To further explore this, C,, is added to the small signal equivalent circuit. Fig.
9.6 (b) shows IIP3 calculated using Volterra series with C,, added at multiple

frequencies. The strong frequency dependence of calculated IIP3 with C,, is similar to

the frequency dependence of measured IIP3.
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For small devices, C,,, C,, and C,, are small, and thus the terms containing these

capacitances are relatively small. For frequencies below 10GHz, the ITP3 calculated are

practically the same for different frequencies. Fig. 9.7 shows IIP3 calculated using (8.5)

and Volterra series with C,, for N =10 at 2, 5, and 10GHz. The results are overlapped.

Wf = 2um, L = 90nm, Af = 100KHz

20 ‘
| | — f0=2GHz
; ; == f0=5GHz
| | wass f0=10GHz
® | |
H | |
H | |
€ 10+ .
% |
~ |
™
o

] |

| |

1 1

1 1
0 200 400 600
Jpg (HA/um)

Fig. 9.5 Measured IIP3 versus J,; at multiple frequencies for N, =10 and 64
(W=20um and 128um).
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Fig. 9.6
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Analytical TIP3 (a) without C,, and (b) with C,, at multiple frequencies for

N ,=64 (W=128um). Analytical IIP3 without C,, is calculated using (8.5).
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Fig. 9.7 Analytical TIP3 with and without C,, at multiple frequencies for N, =10

(W=20um). Analytical IIP3 without C,, is calculated using (8.5).
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9.2.4 Large signal linearity

The solid lines in Fig. 9.8 represents the typical fundamental frequency output
power, Pou1s, and the third order intermodulation (IM3) output power, Poysrd, Versus
input power, Pj,, curves for a moderate inversion gate bias. By observing the two curves,
an unexpected minimum IM3 output power point at certain input power level is
investigated. A better output signal power to distortion ratio can be achieved by
selecting this Py, level as the circuits working point [23]. This large-signal IM3 sweet
spot is not defined for small-signal operation, and cannot be evaluated using the
extrapolated IP3 point. Note that instead of a gain compression at certain input power as
shown in Fig. 1.7, the output signal first linearly follows the input power, then it
experiences a faster rate of rise before it saturates. This phenomena is named as gain

expansion, and can be observed sometimes [23].

Nf =64, Wf= 2um, L = 100nm

10 ‘ e
VGS =0.3V, VDS =0.8V ! ’x-/‘
0 0 = 5GHz, Af=100KHz ~ == A .
ATTN=0dB == g
Tl ..o )]
& 30
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)
o
60------ - - -1 . -
large signal sweet spot
| |
Pout,3rd : :
// ; | |
/' | | |
L’ | | |
-90 L L L
-30 -20 -10 0 5

Pin (dBm

Fig. 9.8 The output power amplitude for fundamental and 3" order intermodulation
products versus input power.
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Fig. 9.9 shows a contour plot for sweeping gate bias and input power. The deep
valley marked using square symbols are the IM3 sweet spots [90]. Below -10dBm input
power, the sweet spots appear at around gate bias 0.33V, which is the IP3 sweet spot.
As the input power increases, the IM3 sweet spot shifts to lower gate bias voltage

obviously.

|:’out,3rd

-10 N,=64, W,=2um, L=100nm
Vp=0.8V, ATTN=0dB
f0=5GHz, Af=100KHz

-20 ___//
-24

-10

(dBm)

P.
in

-15

-20

-25

0.3 04 0.5 0.6 0.7 0.8 0.9 1
Vas v)

Fig. 9.9 Contour of 3 order intermodulation output power with sweeping gate bias
and input power.

9.3 Summary

In this chapter, the measured IIP3 is compared with calculated IIP3 using I-V and
S-parameters from BSIM4 based simulation. The complete IP3 expression can correctly
model the biasing, frequency, and device size dependence of IIP3 even with simulated

I-V and S-parameters as long as the model is valid in DC I-V and S-parameters. In the
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90nm CMOS technology used, the sweet spot J,, decreases from 40 to 20 uA/um as

gate width increases from 2 to 128um. The V,; dependence and its device width

dependence are also investigated using experimental results. These results provide
useful guidelines to linearity characterization, simulation as well as optimal biasing and

sizing for high linearity in RFIC design.
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APPENDIX A

ABBREVIATIONS AND SYMBOLS

A.1 Abbreviations

DUT: device under test. (Everything probed by the probes is a DUT.)
GSG: ground-signal-ground.

IM3: third order intermodulation.

IP3: third order intercept point. (IIP3: input IP3) and (OIP3: output IP3)
ISS: impedance standard substrate.

PSA: performance spectrum analyzer.

PSG: performance signal generator.

SOLT: short-open-load-thru.

SVD: singular-value-decomposition.

TRL: thru-reflection-line

VNA: vector network analyzer.

A.2 Matrix symbols and matrix index

Y% Y-parameters of LEFT after open-short de-embedding.
Y€ Y _parameters of RIGHT after open-short de-embedding.
SM Measured S-parameter without switch errors.
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SPYT: S-parameter of the whole on-wafer test structure being probed.

S The actual S-parameter of the desired two-port.

Comments:

1) If QO is a two-dimension matrix, Q

mn

or g, is the (m,n) element in the matrix.
The subscript is the row and column index of the element.

2) If Q is the name of a test structure or a multi-port network, then S¢ (E?), Y2,

72, T2, and A9 are the S-, Y-, Z-, T-, and ABCD- parameters of the structure

or the network. The transformation between them is listed in Appendix B.
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APPENDIX B

TwO PORT NETWORK REPRESENTATIONS

Two port network can be represented using S-, H-, Y-, Z-, and ABCD-parameters.
The transformation between these representations is important for system error
calibration, on-wafer parasitics de-embedding and model parameter extraction. Table
B.1 gives the transformation between H, Y, Z, and ABCD parameters. The

transformation from S to Y and Z are given as
-1 -1
Y=Y, (I-S)(I+S)" & S=(Y+1,) (Y, -Y), (B.1)
Z=2,(1+8)(I-S)" & S=(z,+2) (z-2,). (B.2)

where Z, is system characteristic impedance. Z, =50Q. ¥, = Z,'. The 2x2 matrices for

the transformation from S to Y and Z are listed below:

1-8,,+S,, —A; v =25,
[YH le}: 148,48, A, 148,48, +A ’ B3)
Y, Y, Yo _2Sz1 Yo 1+S11_S22_AS
1+, +8,, +Ag 1+8),,+8,, +Ag
I+5,, -5, —A; 7 28,
{Zn le}: ' 1=8,, =8, +Ag ' 1=8,, =8, +Ag , (B.4)
Zzl Zzz 2S12 7 1_S11+S22_AS

C1-8, =S, +A; 1-8,-8, +A

where Ag =S§,,S,, —S,9,,.

170



Transformation between two port H, Y, Z, and ABCD representations

Table B.1

Q
Q 9 Q
@ davla| Juxial Joalo|l ®Q
g ~ | <
- < O
U slaTla | aja T)a| TI0 =0
] IS I I~ RS BN I oA = o =
NIN NN N N |4l N
N _
NGRS IR & = = = & ~|. &
SN INICIERN B ENCENGERIN, ISR N
[ R — o o~ DYHY].HHN.
SRS SRS T s ]| TIE
.
—|sZ Yﬂ_Yn NN Yn_A_Y V_.A 4 V_.“,. L A__ N
T H_HIAH_MHHLHH_H |
) _
=8 SR =] I A ) P I S I
s e P S R R P
®
o >~ N 3
<

1Y22 _leYm > Az = ZnZzz _ZIZZ21 > AABCD =AD-BC.

n
I

H11H22 _H12H21= AY

A, =
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APPENDIX C

REVIEW OF ON-WAFER DE-EMBEDDING METHODS

C.1 Open-Short de-embedding

Fig. C.1 shows the equivalent circuit for open-short de-embedding. Fig. C.2 shows

the equivalent circuits and layouts of the OPEN and SHORT standards. Denoting

Y +7, -Y,
A (C.1)
- Y, +Y
and
Z,+7Z Z
Zo=|"* 7 6, (C.2)
Z, Z+Z,

the measured Y-parameters of OPEN and SHORT are YY" =Y, and
YYo= Y, +Z;'. That leads to Z, = (¥ —y™o )"

Using the properties of shunt and series connected two-port networks, the measured

Y-parameter of any DUT, Y, in Fig. C.1 is
—1 -1
Y¥ -, +{ZS 7] } . (C3)
Thus, the actual Y-parameters, Y, can be obtained as

Y = ((YM —yMooren )’1 — (Mt y Miorer )’l )_l . (C.4)
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Open-short de-embedding is valid as long as the parallel parasitics is mainly located at
the probing pads. It is still an industry standard de-embedding method, and can provide

valuable device parameters below 30GHz.

[V3 ]
IY3I

°__|i|_ [YA] _@__O

[v] [v2]

o o
Fig. C.1 Equivalent circuit of on-wafer parasitics for open-short de-embedding.

||Y3||
o II Y3 II o o |24| | Izs |——o
a2 0 B [
o o o o

g I

(a) OPEN (b) SHORT
Fig. C.2 Equivalent circuits and layouts of (a) OPEN, and (b) SHORT standards.
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C.2 Pad-open-Short de-embedding
Fig. C.3 shows the equivalent circuit for pad-open-short de-embedding. Fig. C.4
shows the equivalent circuits and layouts of the PAD, OPEN, and SHORT standards.

Denoting Y, as (C.1), Z; as (C.2),and Y, as

Y, +7, -Y,
A (C5)
Y, Y+,

Thus, Y =¥, , Y =y, + 7', and Y =Y, +(Z;+Y," )’l . Zg and Y, can

S

be solved as

1

Zs — (YM,short _ yM.pad )‘ , (C.6)

Y,

1

_ |:(YM,0pen _yM.pad )‘1 _ (YM,short _yM.pad )‘1 }1 ~ yMeoven _ yM.pad (C.7)

The equivalent circuit that shown in Fig. C.3 gives

—1 -1

YM=YE+[ZS+(Y, i) } , (C.8)
Y can then be obtained as
-1

y =((YM -7, —ZS) Y. (C.9)

Pad-open-short de-embedding lumps the distributive parasitics along the connections at

the pad and the end of connections, which can work up to S0GHz.

174



5]

xa] bl lxa

R

2]

Fig. C.3 Equivalent circuit for pad-open-short de-embedding.

—

L

(a) PAD

(b) OPEN

L

(c) SHORT

Fig. C.4 Equivalent circuits and layouts of PAD, OPEN and SHORT standards for
pad-open-short.
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C.3 Three-step de-embedding

Fig. C.5 shows the equivalent circuit for three-step de-embedding. Fig. C.6 shows

the equivalent circuits and layouts of the OPEN, SHORTI1, SHORT2 and THRU

standards. Denoting

(C.10)

(C.11)

(C.12)

Y™ and Y can be related through (C.8) and (C.9). The elements of Y, , Z,, and Y,

can be solved from on-wafer standards since

Y, -V, : -
3 3

Z,+7Z Z
YM,Shurtl — YE +Z;11 , ZS1 — 4 6 _61 ,
Z Z+Y, +Z,

Z. +Y'+Z7 Z
YM,ShortZ — YE +Z§; , ZS2 — 4 3 6 6 ,
Zé 6

YM,thru — K +“Y3" _Y3“ R Y" :(Z +Z )_]‘
—Y3 Yz +),3 3 4 5

The elements of Y., Z¢, and Y, are
_ v M,open M ,open
o=nrr+r

_ v M,open M ,open
=Y Y,
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(C.16)
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Ir

-1
Z, :E (251,11 _Zsz,zz)_(Ylg/[’th ) (C.19)
1 i ru 1]
Z; :E (Zsz,zz _Zs1,11)_(Y11;[’th ) (C.20)
17 thru 1]
Z :5 (Zs1,11 +Zs2,22)+(Ylng ) (C.21)
-1 17!
Y3 — |:_(Yl}214,open) + (YIAZ/[,thm ) il ) (C22)
[V3 1
l Y3 [
o | 24 | YA 1 25 | )
L] (=]
(o, O
Fig. C.5 Equivalent circuit for improved three step de-embedding.
oLt oz {7 —o o—H{z F{E —o o—{Z -z o
|Y1| |Y2| |Y1| |26| |Y2| |Y1| |26| |Y2| |Y1| E(Zl
o o o o o o o o
g = — LI LI
R - — - - .
I [ 1 [ [ 1
(a) OPEN (b) SHORT1 (c) SHORT2 (d) THRU

Fig. C.6 Equivalent circuits and layouts of OPEN, SHORT1, SHORT2, and THRU
standards for improved three step.
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C.4 Transmission line de-embedding

The on-wafer parasitics and the desired device can be represented as a cascade of
several two port networks as shown in Fig. C.7. The input and output networks, which

are composed of the probe pads and the interconnections leading to the device, are

represented using ABCD parameters, A" and 4° . A" =4"""4" and
A" = 4" 4™ | where, A™"" and 4™"* are the ABCD parameters of the probe pads

at input and output, A4* and 4" are ABCD parameters of input and output
interconnections. Fig. C.8 shows the equivalent circuits and layouts for the THRU1 and
THRU?2 standards. The two transmission line structures have different length ¢ and 7, .
The measured ABCD parameters of the desired device is
AY =A™ 41 4% (C.23)
Thus, the measured ABCD parameters of THRU1 and THRU?2 are

AM,thrul :AINAA,thmlAOUT :APADIAAJ,’SAPADZ’ (C24)
AM,thruZ :AINAA,thmZAOUT :APADIAA,K‘LAPADZ. (C25)

The ABCD parameters of a transmission line with length ¢, —/; can be calculated as

-1
AP = 40 (AA’/‘S ) because the ABCD parameters of a transmission line of length

{ are given by

Z.sinh y/

(C.26)

4 B] cosh y/
C D|

Zisinh yl  coshyl

C
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where Z. is the characteristic impedance, and y is the propagation constant. Z. and y
are the same for THRU1 and THRU2. Denoting 4"'+™"s = 4*"™? (AA’”’"“I)A, one will

have

1

AM,/L—[S — APADIAA,('VL‘/'S (APADI )7 (C27)

In special case, ¢, =2/, the ABCD parameters of symmetric pads can be determined

from THRU1 and THRU2. 4™ = 4™? = \/(AM”’””l | AR ZEEC I S T

it is hard to solve the ABCD parameters without a PAD standard. However, it is not
necessary to solve PAD parameters for de-embedding purpose because the PAD

parameters are cancelled out during de-embedding as shown below.

0 —0 . (0 .
To solve A™"+™'s without solve 4™”' and A™"*, A4™'+™'s is transformed to

Y"-+~'s ysing equations in Appendix B. From pad-open-short de-embedding, the Y-

parameters of a symmetric PAD standard can be represented as

Y, 0
YM~PAD:[(1)’ Y} (C.28)
P

Thus, using Y-parameter representation, we have

yauts oyt _| Yo O (C.29)
0 _YP

Because transmission line is a symmetric structure, the Y-parameters of PAD can be

cancelled out using Y*"+'s :[YM’“’[S +swap(YM’“’45 )J/2. swap(YM’“”“‘) swaps

the two ports of Y**"e™'s . 4*:™'s can then be obtained from Y™+ .
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The Y-parameters of the left and right half of THRU1 both contains one probing

pad and a transmission line with length //2. Denoting the left half as Y"'", and the

right halfas Y°U"", Y and Y°”"" are calculated as

{\I[,thrul _ylll;[,thrul _ i’ﬁs 9 {l;l,thrul
YIN* _ c
= , (C.30)
M thrul 7/65 M ,thrul
2 12 —=-12 12
4z,
ouT* IN* 0 1
YO =pY"e, Pl L. (C.31)

Z. and y are extracted from 4" as

AA,/,Lfks h71 AA,((L—/S
Z.= |—— and }/=COS—”. (C.32)
Ay b —Ls

Thus, the ABCD parameters of the input and output networks are then given by
A™N =A™ A and A% = 4°UT"4"'s"* | The ABCD parameters of the desired

device is obtained as

At =(A™) 4 (4%T) (C.33)
:___mEU_T___I :___OU_TP_UT___|
T L | rABcD] i - 5
ABcD] | | (aBcD] | | A nBco] | | jaBcoy | |
|| pPAD1 X |1 | Il v PAD2 | |
o—lL— — i :- — H—o

Fig. C.7 Equivalent circuit for transmission line de-embedding.
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| s : ' ls :
| |
o—] —O0 O0— —o
D1 D2
P/:\D : X v : PZ\D P?D : X Y : PQD
o—] —O0 O0— —o
= - ==
s
X Y l,
—
| 1 | |_| 1
I
— O —

153

(a) THRU1

(b) THRU2

Fig. C.8 Equivalent circuits and layouts of THRU1 and THRU2 for transmission line
de-embedding. The length of transmission line is not to scale.

181



APPENDIX D

SwITCH ERROR REMOVAL

D.1 Switch error removal equations
Fig. 3.2 shows a two-port measurement system with four receivers. The

characteristics of the switch can be removed by making no assumption of Z; . For each
two-port measurement, S, =b,/a, and S, =b, /a, are calculated in forward mode,

while S, =b,/a, and S,, =b,/a, are calculated in reverse mode. The subscript is the

oy

port number where the wave is monitored, while the superscript means reverse

mode.

XX | Port1___

Forward | | - q

Dual

Z, Reflectometer [SA]
Sweep

Oscillator Reverse I I - q,
—
Switch N Pot2”

a, b,

Fig. D.1 A two-port S-parameter measurement system with four receivers.
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Under forward mode, if a, =0, matched Z, termination, then the calculated S,
and S,, are the measured S;/ and S,/ of the two-port. If a, #0, not matched Z,
termination, the S-parameters of the two-port are defined using

sl L)
Similarly, under reverse mode, if a, =0, the calculated S,, and S,, are the measured

SY and SJ); of the two-port. If @, #0, the S-parameters of the two-port are defined

using
bo | Sl}j Sl}j |, (D.2)
b Sy Sy L4
Combining the forward and reverse mode configurations,
bO bé — SIAI[ Sllgl aO avo . (D3)
b, b, Sy Sy lla a

Therefore, the S-parameter of the two-port, S , is calculated as

BRI R

M M| '
Sy Sy by byla;, a

which can be rewritten as

boa; _b(;a3 b(;ao _boa(;
,A , , A , ,A:aoa;—a3a;)
bya,—ba, b, —ba,
A A

S = (D.5)

Substituting S,, =b,/a,, S, =b, /a;, S,,=b,/a, and S,, =b,/a, into (D.5), S with
switch error removed is calculated from the raw S-parameters exported from VNA as

183



S11 — S12S21F1 S12 — SIIS12F2

S¥ = D D r =% r-% (D.6)
) 1 s 2 ' .
S21 _S22S21r1 Szz _521S12F2 b3 forward 0 lreverse
D D

I', and I', are user functions defined above for forward and reverse mode, which can
only be measured using four-receiver VNA. D=1-S,,S,I’,T’,. S" is the measured S-

parameters of the DUT after removing switch errors, while S,,, S,,, S,,, and §,, are

the raw S-parameters directly saved from the VNA without switch error removal.

D.2 Step-by-step guide to measure the switch errors

1. Setup VNA

Define the frequency list, the input power level, and the averaging factor as the
same as the setup used for on-wafer standards and transistor measurement.
2. Define user functions in VNA

Press the key in |oRGNYISPERIN block to bring the user parameter menu

onto the CRT/LCD screen.
Define I') = a, /b, under forward mode first. a, and b, are the waves monitored

by the receivers at Port 2. Thus, in VNA, they are named as a2 and b2.
=  Select USERI.

= Press REDEFINE PARAMETER.

=  Press DRIVE, PORTI.

= Press PHASE LOCK, al.

=  Press NUMERATOR, b2.

=  Press DENOMINATOR, a2.
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Press CONVERSION, 1/S.

Press PARAMETER LABEL, then enter a2/b2, then press TITLE DOWN,

REDEFINE DONE.

Define I', = a, /b, under reverse mode. a, and b, are the waves monitored by the

receivers at Port 1. Thus, in VNA, they are named as al and b1.

Select USER2.

Press REDEFINE PARAMETER.

Press DRIVE, PORT2.

Press PHASE LOCK, a2.

Press NUMERATOR, bl.

Press DENOMINATOR, al.

Press CONVERSION, 1/S.

Press PARAMETER LABEL, then enter al/bl, then press TITLE DOWN,

REDEFINE DONE.

3. Measure I') and I,

Display all of the four S-parameters on the screen first. Press the [DISPLAY]| key in

WSO block. Select DISPLAY MODE, FOUR PARAM SPLIT. All of the four S-

parameters, S11, S21, S12, and S22 are displayed on the screen.

Then, replace two of the S-parameters with the defined user functions, USER1 and

USER2. Press the MENU] key in |aROBNYISEN block, select USER1 and USER2. The

four parameters displayed on the screen are now 1/USERI1, 1/USER2, S12, and S22.
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Probe THRU standard on the Cascade ISS 101-190 substrate. Press the key
in SEUIYIBIBEN block to bring the stimulus control menu onto the CRT/LCD screen.
Select the MORE, then SINGLE to make a single measurement. Wait until the

measurement is finished and HOLD is marked with underline.

4. Export data as a CITI file

Insert a floppy disk. Press the key in the ENSRUBENR@YIANBN block. Press

STORE, MORE, DATA, enter the name of the file DD ERR, and then press STORE

FILE.

5. Example CITI file exported

CITIFILE A.01.01

#NA VERSION HP8510XF.01.02
NAME RAW DATA

#NA REGISTER 6

VAR FREQ MAG 35

DATA USER[1] RI

DATA USER[2] RI

DATA S[1,2] RI

DATA S[2,2] RI

#NA DUPLICATES 0

#NA ARB SEG 2000000000 70000000000 35
VAR _LIST BEGIN

2000000000

4000000000

6000000000

8000000000

10000000000

12000000000

64000000000

66000000000

68000000000

70000000000

VAR LIST END

COMMENT YEAR MONTH DAY HOUR MINUTE SECONDS
CONSTANT TIME 2007 08 10 15 00 03.0
BEGIN

-2.35986E0,1.20932E1
7.40478E0,-3.54687E0
-6.18872E0,-6.42651E0
-6.24414E0,1.01318E1
2.61523E1,-9.20996E0
-2.70185E1,1.02001E1
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-1.75854E0,-5.03784E0
3.19091E0,-3.38647E0
6.30932E0,4.04101E0
1.53857E1,3.04736E1
END

BEGIN
-3.03686E0,7.43920E0
6.72070E0,-3.75439E0
-4.42919E0,-5.90649E0
-8.03173E0,3.51220E0
2.05234E1,-0.71484E0

-5.20507E0,-1.43994E1
2.87963E0,-3.32666E0
3.16540E0,2.25952E-1
3.81811E0,4.58984E0
END

BEGIN
-1.07403E0,6.15478E-1
3.27758E-1,-1.46313E0
1.61621E-1,1.29162E0

-7.56713E-1,-1.14001E0

9.71008E-1,7.04650E-1

4.18945E-1,-9.37377E-1

-3.78418E-1,3.74939%E-1

5.19653E-1,1.14196E-1

0.25878E-1,-5.13000E-1
-3.73977E-1,2.49313E-1

END
BEGIN

-1.68396E-1,-0.82214E-1
2.12471E-1,-0.45509E-1

-0.3302E-1,2.36198E-1

-2.22015E-1,0.30609E-1

1.02417E-1,1.53465E-2
0.18722E-1,1.90048E-1

1.18751E-1,1.54907E-1

-0.9021E-1,-1.97334E-1
0.75592E-1,-1.50070E-1
-0.87142E-1,-3.28628E-1

END
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APPENDIX E

CALIBRATION KIT SETUP

This is a step-by-step tutorial for calibration kit setup on Agilent VNA 8510C.
means the block’s name of a group of the keys which is printed on the front
panel of the equipment. CAL| means hardkey which is the button on the front panel
under each block. The number and unit keys on the right side of the screen are not
included. MORE means softkey on the screen which can be selected using the buttons
on the right side of the screen. The following steps are for Cascade RF infinity probe
with pitch size of 100um, and Cascade ISS 101-190 substrate. The values entered are
from the data sheet of the probes and the substrate, which are also listed in Table E.1.

1. Modify CalKit

Press hardkey in the \IBNON| block, then select MORE, MODIFY 1 to

modify the calibration coefficients for CalKit 1. Select MODIFY 2 to modify the
calibration coefficients for CalKit 2.

2. Define calibration standards

Select DEFINE STANDARD.

Press 1, x1. Make sure the OPEN is underlined.
Press OPEN.
Select CO, enter-6.5, x1. Enter 0, x1 for C2, C3, and C4.

Select SPECIFY OFFSET, enter 0, x1.
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Press STD OFFSET DONE.

Press LABEL STD, enter the name of the standard, e.g. OPEN-6.5.
Press TITLE DONE.

Press STD DONE.

. Repeat Step 2 for SHORT, LOAD, and THRU standards

SHORT: Press DEFINE STANDARD, enter 2, x1, and then select SHORT.

LOAD: Press DEFINE STANDARD, enter 3, x1, and then select LOAD.

THRU: Press DEFINE STANDARD, enter 4, x1, and then DELAY/THRU.

Class assignment

Press SPECIFY CLASS

Select S11A, enter 1, x1. OPEN is defined as standard 1 in step 2.
Select S11B, enter 2, x1. SHORT is standard 2 in step 3.
Select S11C, enter 3, x1. LOAD is standard 3 in step 3.

Do the same for S22A, S22B, S22C, FWD TRANS, REV_TRANS, FWD

MATCH, REV MATCH, FWD ISOL'N, REV ISOL"N, using the corresponding

class assignment values from Table E.1 (c).

Press SPECIFY CLASS DONE.

. Label classes

Press LABEL CLASS

Select S11A, enter ‘OPEN-6.5", and then LABEL DONE.

Select S11B, enter 'SHORT 3.3", and then LABEL DONE.

Select S11C, enter 'TLOAD 50°, and then LABEL DONE.
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Do the same for S22A, S22B, S22C, FWD TRANS, REV _TRANS, FWD

MATCH, REV MATCH, FWD ISOL'N, REV ISOL"N, using the corresponding

standard labels from Table E.1 (c).

Press LABEL CLASS DONE.

6. Label the calibration kit
Press LABEL KIT, enter the title of the calibration kit, e.g. "ISSIO0UM", and

then TITLE DONE, KIT DONE (MODIFIED).

7. Save calibration kit in VNA and floppy disk

Press SAVE. To save the calibration kit to CALKIT 1 in the VNA memory.

Press [DISC, in the [NURCIBINSBVIONOR block, the select STORE, CALKITI-

2, CALKIT 1, enter a filename, e.g. "CK _100". The calibration kit will be saved

on a floppy disk with name CK 100, which can be loaded into VNA later using

LOAD, CALKITI1-2, CALKIT 1.
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Calibration Kit Coefficients

Table E.1

0S Avol ¢ UOE|OS| 9SINRY “pasn sKem[e SI AB[op
0SS Avo1l ¢ uolje|os| pJemio4 OOmo: pue ﬂawcﬁ wn)Og yim NYHL ‘saInonas
I L b Lo osIone 1S9} JO}SISURI) 10,] "A[UO INIONLS 1S9} oY)
Jo doueysip ped [eudis 03 [eugis 3y} uo spuadop
dl OAHI 4 HOTEI premod yorym uapuadoput ozis yond st Kefop NYHL (¥
dl [N4HL | uossiusuel| ssiorey 07 /T=Ae[op T500S="Z YIM 19SJJO QUI| UOISSTW
dl NdHL 1% uoissjwsuel | plemioH -suen ooﬁmﬁomﬂb &wﬁa B SB PI[9POIN - WIS, T Am
05 AVOT c e 9qoxd HSD Ayturyur Iy dpeose)) : dqoid (7
: '061-101 SSI 9peose) : arensqns SST (1
£'¢ LIOHS 4 g°s
¢'9-N4dO I Vs
0S¢ Avol € oM's
¢'¢ LUOHS z a's HdL'¢ HAT'8 | L9 wnog|
$'9-NddO I viis Hdvy"0- Hdge | BS9- wnoo|
SSVT0 QvANYVLS | © a0 rE v WL T uoys T | wado D youd
sjuowugIssy sse[) prepuels (9) saqoixd HSD Ayuyur .y 9peose)) 103 jueisuo)) (q)
dl NYHL XBOD) 666 0 0¢ 0 ! NJHL | ¥
0 Avol Xe0D) 666 0 00S | O [8000°0-| PaxId avotl| ¢
€€ LdOHS | X'OD 666 0 0¢ 0 0 ¢¢ |[LYOHS| ¢
$'9-NddO XeoD) 666 0 0¢ 0 0 0 0 0 $9- |[NddO | 1
XV NIN U | SON | oosd 3dAL | ON
13av1 3AIND3IAVM °Z | SSOT | AVI3A | ONIAITS |ZH/dg, 0b [ZH/de 0L |ZH/H,,.0L | 04
QYvaNvLs joxv0d [ joQgaxid| €D [9) %o) 09
HO AONINOIA 13s440 QYVaNvLsS

'061-101 SSI 9peoseD pue ‘yond wnoo| ‘9qo1d DS ANULUL 1Y SPedse)) 10} SUOHIULIP pIepuess uoneiqeds [0S (8)

191



APPENDIX F

THE RELATIONSHIP BETWEEN OPEN-SHORT AND FOUR-PORT

Fig. 4.1 illustrates the four-port network for on-wafer parasitics. There are two

external ports, and two internal ports. ¥V, I, V., and I, are the voltages and currents

at each port. The subscript m is the port number, m=1,2. The superscript * means
internal ports. Based on the definition of Y-parameters, the voltages and currents can be

related through the Y-parameters of the four-port network as

A I B I | 4
V| s [ s am || L E
A T IR A
A IR R A IR VA |

To make the following derivations easier to read, voltage and current vectors are

14 I Ve I
Ve:[ 1}’Ie:|:l:|"Vi :{ 1*}311- :[ 1*}' (F.2)
VZ 12 VZ 12

The superscript e means external ports, while i means internal ports. The relationship in

Ie _ Yee Yei I/e
RIS

defined as

(F.1) can be rewritten as

where
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Yw{yii y‘if}nf{yff yﬂ,xe{yi yf}n{yff y} F4
Yo Vm Yo Vn Yo Vo Yo Vo

The two-port network between the external ports gives

14 _ lelUT yl[;UT A your _ ylll)UT y@ur (F.5)
v, Lo oL o

With the direction of currents defined in Fig. 4.1, the two-port network between the

{Vf}{y{i yé}{—q YA:{;VS y{’z} E6)
2 I 2T U9 | R iV

Through the Y-parameters of the four-port network, Y°" and Y* are related as

internal ports gives

YDUT — Yee _ Yei (YA + Yii )71 Yie, (F.7)
or,
YA — _Yii _ Yie (YM _ Yee )_] Yei . (F.8)
mTTTTTTT T T STTTT |
I ! On-wafer Parasitics : I
o—— I I I | o
| —€—0— —0—>— |
+ : : + + : : +
A O EE
| |
— i 1 _ _ : : —
|
|

Fig. F.1. Block diagram of the 4-port network for on-wafer parasitics using -V
representation.
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Since the Y-parameters of ideal OPEN and SHORT are Y7

(YA,short )_] — |:0:|2><2 , using (F7), YDUT,open and YDUT,short are

-1

yPunoren — Y, -Y, (Yu )

ie °

YDUT,Shurt — Y

ee*

Recall the open-short de-embedded Y-parameters of the device, Y,
-1 17!
YOS — |:(YDUT _ YDUT,open ) _ (YDUT,short _ YDUT,open ) :| .
Substituting (F.9) and (F.10) into the Y* expression above,
YDUT _ YDUT,open — Yei |:(Yii )‘] _ (YA n Yii )‘1 j| Yie ,
YDUT,short _ YDUT,open - Yei (Yii )_l Yie

and thus

1

Yo = {(Y“ [(Y"" ) (v ey } Y )

—(Yef (v )*1 e )-T |

= [O]2X2 and

(F.9)

(F.10)

(F.11)

(F.12)

(F.13)

(F.14)

The equation is too complicated to give any clue of the relationship between Y* and

Y*. It must be simplified. The first thing can be done is taking the Y and Y* out.

B -1
yos —ye {|:(Yii )’1 _(YA LYl )1} : _Yn} yie

(F.15)

It is difficult to further simplify the equation because of the plus-minus operators inside

the brace. To eliminate the plus-minus operations, two identity matrices,

(YA +Y"")71 (YA +Y”) and (Y”)(Y” )71 are added to (F.15),
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yos -y {[(w ) ) () () )y | —Y”}_ ve (£.16)

Taking the common elements, (Y 14+y” )71 and (Y 4 )71 , out of the square brackets leads

to

Y® =y* {(Y"‘)[YA ]’1 (Y*+ Y”)—Y”} e, (F.17)

which is equivalent to
Yo =ye {Y“’ Y] - Y“’}_1 Ye. (F.18)
This gives a very simple relationship between Y* and Y*,
Y% =ye(y') v (v') e (F.19)
Although (F.19) is derived for on-wafer parasitics and starts from open-short de-
embedding, the solution is general to single-step calibration as long as Y **" = [0] s

and (Y Ashort )71 = [0] .., - The only difference is that, when it is applied on the measured

raw S-parameters without ISS calibration, Y?/"%" | yPUT%" "and Y do not have

their physical meanings as what they have in two-step calibration.
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APPENDIX G

SINGULARITY OF LINEAR EQUATION SET

G.1 Typical calibration standards

The most common calibration standards used for S-parameter measurement are
two-port standards, through (THRU) and delay(DELAY), and one-port standards,
match (M), short (S), and open (O). The one-port standards are used in pairs to build a
two-port standard for two-port system calibration. For example, the LEFT standard used
for four-port calibration can be viewed as a M-O standard, which means a matched load
at Port 1, and an open standard at Port 2. A zero length THRU is kept for all of the
combinations examined below for two reasons. First, the set of standards must includes
a two-port standard to measure the transmission errors. That means, a THRU or
DELAY standard must be included. Secondly, the ends of the interconnects of Port 1
and Port 2 are very close for on-wafer transistor structures. Thus, a zero length THRU
structure is the one of the simplest structures to be built on-wafer. The results shown
below are from Cadence simulation. The parasitic network is built using ideal resistor,
capacitor, and inductors with values close to the values extracted from measurement.

The M standard is an ideal 50Q resistor since the VNA system is a 50Q system.
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G.2 Singularity of on-wafer standards

An analytical proof for the singularity of the combinations of standards is
complicated. However, it can be easily examined by numerical simulation examples
using condition number of the coefficient matrix. The condition number is defined as

the ratio of the largest singular value over the smallest singular value of the matrix. For

four standards, there are 16 equations written in matrix as 4,75, = B, . If the

coefficient matrix A

615 is not full rank, and the number

has zero singular values, A4,,;

of unknowns can be solved equals to the number of non-zero singular values. If 4, is

full rank, but has extremely small singular values, which leads to an extremely large
condition number, the set of equation is ill-conditioned (singular), and the validity of
the solution is questionable. Assuming THRU is taken as one of the four standards, and
the other three standards are chosen from the pairs consisting O, S or M, i.e. O-O, S-S,
M-M, O-S, S-O, O-M, M-0O, S-M, M-S, there are 84 different combinations.

Fig. G.1 compares the condition number, the minimum singular value and the
maximum singular value for four sets of standards. The coefficient matrix A4, are all
singular since the condition numbers are extremely large for all cases. For five

standards, the coefficient matrix is 4,,,;, and there are 126 possible combinations if

THRU is chosen. 46 combinations was shown to be singular in the reference. The
nonsingular combinations are listed in Table G.1.

Fig. G.2 compares condition number, minimum and maximum singular values for
five sets of standards. The results indicate that these combinations are nonsingular and

can provide valuable T solutions. Among the five sets of standards, the combination of
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THRU, O-0, S-S, S-M, M-S gives the smallest condition number, and thus the best
tolerance to measurement errors. If the five standards are nonsingular, then adding more
standards will not help to improve the validity of the T solution. Fig. G.3 compares the
condition number, minimum and maximum singular values for 5, 6, and 7 standards.
Two sets of nonsingular five standards are compared. Both of them show that adding

more standards do not reduce the condition number of the coefficient matrix.

@
2
S
S
£
c
o
=
c
o
o
S 10 —= THRU, M-M, 0-O, S-S
E 6X -==« THRU, O-M, M-O, S-S
8
3 4 - pIS
c
®
£ 2--E -
g : ¢ : _.: .,
E glsesemred - | : ;
g
s 3 } } } | |
; | 1 ;______@_____r__.
E-, :l—"—.=l—"-l‘;|-1_:'""_-?:5?:—.':.-===:.'F:=:........:...........-|‘ru.-..
;| R e —
® | ‘ | |
E | 1 | ! ;
K™ 2.6 L | . ‘ ‘
g 0 20 40 60 80 100

frequency (GHz)

Fig. G.1 Condition number, minimum and maximum singular value for four standards.
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Table G.1 Nonsingular combinations of five two-port calibration standards for 16
term error model. Assuming one standard is a zero length THRU.

THRU A-M M-A A-A B-B THRU M-M A-A B-B A-B

THRU A-M B-A A-A B-B THRU M-M A-A B-B A-M
THRU A-M B-M A-A B-B THRU M-M A-A A-B B-A

THRU A-M M-A B-M A-A THRU M-M A-A A-B M-A
THRU A-M M-B B-M A-A THRU M-M A-A A-B M-B
THRU A-M B-A B-M A-A THRU M-M A-A A-M M-A
THRU A-M B-A M-B A-A THRU M-M A-A A-M M-B

THRU A-M B-A A-B B-B THRU M-M A-A B-M M-B
THRU A-M M-A A-B B-B THRU M-M A-B A-M B-A

THRU A-M B-M A-B B-B THRU M-M A-B A-M M-A
THRU A-M M-B B-A B-B THRU M-M A-B A-M M-B
THRU A-M M-B B-M B-B THRU M-M A-B B-M M-A

THRU A-M M-A B-M B-B
THRU A-M M-A B-M A-B
THRU A-M M-A B-M B-A
THRU A-M M-B A-B B-A
THRU A-M M-B B-M A-B
THRU A-M M-B B-M B-A
THRU A-M B-M A-B B-A

A = open, B = short, or A = short, B = open.
Reference: K. J. Silvonen, "Calibration of 16-term error model," Electronics Lett., vol.
29, no. 17, pp. 1544-1545, 1993.
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Fig. G.2 Condition number, minimum and maximum singular value for five standards.
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Dot Line: 5 standards + M-M & L=400um transmission line
\ \ \

N
A

N
o

condition number
— —
o (3, ]

A

0 20 40 60 80 100
frequency (GHz)

Fig. G.3 Condition number for multiple number of standards.

200



APPENDIX H

ONE-PORT ERROR CORRECTION

Fig. H.1 shows the block diagram for a one-port system. The system consists of a

sweep oscillator, a dual-reflectometer consisting of two couplers connected back-to-

back, and the unknown one-port DUT, I'”"". The direction of power flow through the

system is indicated using arrows. g, and b, are the incident and reflected waves

measured by the VNA. The measured reflection coefficient of the unknown one-port is

defined as ' =5, / a, . The linear errors introduced by the imperfect reflectometer can

be modeled by a fictitious two-port error adapter between the reflectometer and the
unknown one-port. This results in a perfect reflectometer with no loss, no mismatch,

and no frequency response errors.

Incident Reflected
| | «—a
Reflectometer '

- b_o rour 4
a, b,

Fig. H.1 The block diagram for a one-port measurement.
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H.1 Error adaptor for one-port system
Fig. H.2 shows the fictitious two-port error adaptor for a one-port system. The error

adapter has four error terms. Defining incident waves to the error adapter as a, and a, ,

the reflected waves to the error adapter as b, and b, . a means incident wave, b means
reflected wave. The subscript is the port number. The measured and the actual reflection
coefficients of the unknown one-port are ' =5h,/a, and T°"" =a, /b . Written in

matrix, the S-parameters of the two-port error adapter can be defined using the waves as

e skels)
b, e, €|l a e, €
The 2x2 matrix E is the S-parameters of the two-port error adapter.

The same relation can be equivalently represented using the signal flow graph in
Fig. H.3. The system directivity e,, can be best understood when an ideal match load is

under test. Part of the incident q, is reflected back to b, through the branch labeled ¢, ,

1—~DUT

independent of the . Thus, when measuring I'"" | there must be some residual

signals measured.

M DUT
“F Tbo : 2-port i
| | ay—> — b,
~y | | Error
5 Perfect b, Adaptor
WEED  Reflectometer
Oscillator 4 error terms

Fig. H.2 The combined two-port error adaptor for one-port S-parameter measurement.

DUT

a
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Fig. H.3 Signal flow graph of the two-port error adaptor in one-port measurement.

H.2 Relationship between ' and T"'"Y"

Denoting T'" =b,/a, and T”"" =@, /b, in (H.1), T" and T""" can be related
through
(€€ = ewe )T+ e, TP + gy =T . (H.2)

°Y" | three equations containing the

By measuring three standards with known
unknown error terms are built. Then the error terms e, , (ewe01 ), and e, can be solved.

After that, T"”"" for any measured I'"" can be obtained using

™ —e
v = = 0 . (H.3)
( _eoo)en €€

Note that, only three error terms, ¢, (eloem), and e, need to be solved for error

correction purpose. This is because of the ratio nature of S-parameter measurement. The

most widely used standards are OPEN, SHORT, and LOAD. Without specification,

LOAD standard in this work means matched Z; load. Fig. H.4 show the magnitude of

the solved error terms, |e,|, |e,€, |, and ‘91 1‘-
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Fig. H4 The three error terms solved using OPEN, SHORT and LOAD standards.

I'"" in (H.2) is a nonlinear function in terms of

The relationship between I'” and
the error terms, e, , (ewem), and e, . Due to the difficulty in solving nonlinear
equations, a linear equation in terms of the error terms is developed next as a

generalized interpretation which can be easily extended to two-port system.

H.3 A generalized interpretation

The linear equation is derived from the transmission parameters (T-parameters) of

the two-port error adapter. In matrix, the T-parameters of the error adapter is written as

bo L Llg
Lo}_{tz tj{bl} (D
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Similarly, denoting TV =4, /a, and T”"" =q, /b, , T" and T"""" are related through

t, TP T, TP 41, —TVY¢, =0. (H.5)
This is a linear equation in terms of the elements in 7. Since T-parameters represent the
S-parameters of the same error adapter, (H.5) can be rewritten in a similar format as
(H.2),

Z‘L]‘—!DUT _FM t_Zl_‘DUT +t_3 :rM (H.6)

I 1 I
Comparing (H.2) and (H.6), the elements in 7 can be related to the elements in £ as

L l I
= €061 ~ €y > l‘_ =€, t_ =€y - (H.7)

I 4 4

Note that all of the unknown terms are normalized to ¢, and the equation is still a linear

equation of the unknown terms. After normalization, only three unknowns need to be
solved. Three standards, e.g. OPEN, SHORT, and LOAD, can be used to solve the three

equations as below

FDUTI _FMIFDUTI 1 tl /t4 FMI
FDUT2 _FM 2FDUT2 1 tz /t4 — FMZ . (8.8)
FDUT3 _FM3FDUT3 1 t3 /t4 FM3

Once the three error terms are solved, the system errors of any measured I can then

be calibrated using an alternative of (H.6) as

v b

rovT fa (H.9)
I8 _l_,M ti
t, t,
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Considering the linear equation in (H.5), at first glance, one may think with four
measurements, ¢, , ¢, , t,, and ¢, can be completely solved without normalization.

However the resulting linear matrix problem is homogenous. For four measurements,

the four linear equations written in matrix are

FDUTI _FMIFDUTI 1 _FMI tl O
FDUTZ _I—\M ZFDUTZ 1 _FMZ ¢ O
DUT3 M31DUT3 M3 = ’ (H'IO)
Rl o AN LU | PR
FDUT4 _FM4FDUT4 1 _FM4 t O

If the four unknowns can all be solved, the coefficient matrix must be full rank. This
leads to an all zero solution of 7. So the rank of the coefficient matrix must be smaller

than 4, which means in maximum, only three of the unknowns can be solved. This is

theoretically attributed to the ratio nature of S-parameters and the inability to solve e,
and ¢, independently. The normalization of 7 elements will not affect error calibration

at all.
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APPENDIX [

DERIVATION OF FIRST ORDER INPUT IP3

Fig. 8.1 shows the small signal equivalent circuit used for analytical IP3 analysis.

vy =V (cos @, t+cos a)zt) is the two tone input signal. @, =27 f, and @, =2xf, . R;

is the source resistance, while R, is the load resistance. C, and C, are small signal

gate to source capacitance and drain to substrate capacitance. First order IP3 theory

considers the small-signal nonlinear current source i, as a function of v, only. With
small-signal input, it can be approximated by the first three order Taylor expansion as

Iy = &Ves +K2ng;S +K3gmv; . (I.1)

g, K2¢,,and K3g are the first three order nonlinearity coefficients of i, , which can

be calculated as

ol g
oV

laleS 3 _163105
2012 T e ol

GS

gm = s Em — (12)
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p R R
ORI S0 W A

8 - d

Fig. .1  The small signal equivalent circuit used for IP3 analysis.

For a two-tone input signal, v, = A(cos , t+cos a)zt). The amplitudes of v, and
v, are related by Vj :A‘l—i- ja)CgSRS‘ . The two frequencies are f, and f, .
o =2rxf, , and o, =27 f, . Therefore, the output drain current in (I.1) contains
components at frequencies mw, +nw, , m and n are integers. The magnitude of the
fundamental components at @, and @, are g,A+9/4K3; 4>, and the 3" order

intermodulation components at 2w, —@, and 2, — @, are 3/4K3,, A’ . Under small

signal excitation, the magnitude of the fundamental components are approximately
g,4 , since the second term can be ignored when compared with the g, 4 term.
The 3™ order intermodulation distortion (IM3) is defined as the ratio of the 3™

order intermodulation components and the fundamental components,

éngmA3

4
M, =——. 1.3
3 2 A (L.3)

The 3" order intercept point is the point where the fundamental and the 3™ order

intermodulation components are equal, which is /M; =1 in (I.3). The amplitude of v,

at the 3" order intercept point is calculated as
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A= 8| (L4)
3|K3g,
Therefore, V at the 3" order intercept point is
szg—m[n(a)c R )2} (L5)
S 3 K3gm g 'S

The corresponding maximum available power at the power source v, is defined as input

referred IP3 (IIP3) as

2

2 1+(wC R
/S (€. R )
8R, O6R  |Kse,

g,

(1.6)
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APPENDIX J

DERIVATION OF INPUT IP3 BASED ON VOLTERRA SERIES

Volterra Series approximates the output of a nonlinear system in a manner similar
to Taylor series approximation. For sufficiently small inputs, the output of a nonlinear

system can be described as the sum of the transfer functions below order three. The first

order transfer function H1 (s) is essentially the transfer function of the linearized circuit.

The 2™ and 3™ order transfer functions, H z(s1 ,S2) and H 3(s1 2 S5,85 ) , can be solved in

increasing order by repeatedly solving the same linear circuit using different order
excitations.

Fig. J.1 shows the small signal equivalent circuit for a MOS transistor excited by a

voltage source with source resistance Ry and loaded with a resistance R, . C,, and C,

are the gate-source and drain-bulk capacitance. The nonlinear current i, is controlled

by gate-source and drain-source voltages, which can be approximately calculated as the
sum of a series containing powers of the control voltages. The i, expression limited to

first-, second-, and third-order nonlinear behavior is

ids = gmvgs + govds ............................................. ﬁrsl‘ Order(ll'near)
+K2gmv; +K2g, v + K g0,V Vgt second order NOAY
+K3gmv; +K3g, v + K32gmg0V;SVdS +K3g, ZgOVgSVi ---third order
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./8\+

) R . . RL§
. T."* Wi, " Tc

8 - - d

Fig. J.1 ~ The small signal equivalent circuit used for IP3 analysis.

Applying Kircoff’s current law at node 1 and 2 in Fig. J.1 yield

RL-I-SCgS 0 1

s Pl R (J.2)
1 % s
g, R—+gu +sC, 2 0

L

The voltages above are Laplace transforms. Denoting Y, (s)=g, +sC, +1/R, and

Y (s)=1/Rs +sC,,, (J.2) can be rewritten as

{YS (s) 0 MVI}: dl .

The 2x2 matrix in the left-hand side is the admittance matrix of the circuit. V; , V, and

Vs are Laplace transforms.

J.1  First order kernels

The first order kernels are calculated from the response of the linearized circuit to
external input V. Fig. J.2 gives the linearized equivalent circuit. The voltage source is
converted to a current source, which is the only excitation of the circuit when
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calculating the first order kernels. ¥, and V, reduce to the first order transfer functions
of the voltages at node 1 and 2 when ¥ is set to one. The transfer functions at node 1
and 2 are denoted as H1, (s) and H1,(s). The first subscript indicates the order of the

transfer functions, while the second subscript corresponds to the number of the node.

Hence the transfer functions can be solved from the matrix equation below,

At e

Solving (J.4) gives the first order transfer functions at node 1 and 2 as

H1 = — J.5
1(S) YS (S) RS ( )
_g 1
Hi,(s)= ’” — (J.6)
R ABIACE
® <
1 * R
—V R § p—) S | L§
Rs * Cgs - ¢ 8V gs + 8,V ‘ - Cd

Fig. J.2  The linearized equivalent circuit for solving first order kernels.

J.2  Second order kernels

The second order kernels are calculated from the response of the linearized circuit

to the second order virtual nonlinear current source, iNL2 as shown in Fig. J.3. The
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virtual excitation iNL2 is placed in parallel with the corresponding linearized element,

and is the only excitation applied to the circuit when calculating second order kernels.

The external excitation V is grounded. Denoting the second order kernels at node 1

and 2 as H?2, (s1 ,sz) and H2, (sl ,sz), these transfer functions can be solved from the

matrix equation as

J.7)
g, Y, (s1 +S2) Ha2, (sl,sz)

Y (s, +5,) 0 H2, (s,.s,) { 0 }

—INL2
iNL2 1s determined by the second order coefficients in (J.1) and the first order kernels of

their corresponding controlling voltages,

INL2=K2¢, H1, (s1 )H11 (sz )

+K2¢,H1, (5, ) H1y (s,) : (J.8)

%Kzgmgo [, (s, ) H (s,) + H (s, ), (s,)

Solving (J.7) gives the second order kernels at node 1 and 2 as

H2, (s,5,)=0 (1.9)
Ha, (s, ,sz)zﬁ (1.10)

0 @,

+ INL2 +

§ Ry C T Ves @D Vis

& = gmvgs +g0vds

Fig. J.3  The equivalent circuit for solving the second order kernels.
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J.3  Third order kernels

Similarly, the third order kernels are calculated using the equivalent circuit shown

in Fig. J.4. iNL3 is the third order virtual nonlinear current source. Denoting the third

order kernels at node 1 and 2 as H3, (SI,SQ,S3) and H 32(sl,s2,s3) , these transfer

functions can be solved from

Y (s, +5,+55) 0 H3, (5,.5,.5,) :{ 0 } o
& YL(s1+s2+s3) H32(s1,s2333) —iNL3 ’

inL3 1s determined by the third order coefficients in (J.1) and the first- and second-
order kernels of their corresponding controlling voltages,
iNL3 = K3g, H, (s, ) H1, (5,) H, ((sy)
+§K2gm [, (s ) H2, (5205, )+ H (52) H, (0, )+ H (5, 2, (5,0,
K3, Hy (s ) o (s, H (53
2 e, [ (5 12 (505, 1 () 2 (5, (5, #2505,

. 1 . Hy, (sl )Hz2 (52,33)+H11 (SZ)H22 (51 ,53)+H1l (s3)H22 (sl ,Sz)
—Rlg g,
3 +H1, (S1 )Hzl (sz,s3)+H12 (sz)Hzl (s1 ,s3)+H12 (s3)H21 (s1 ,sz)

Hy, (Sl )Hll (Sz)le (53)
%—%Kﬁgmg(7 +H1, (S1 )Hll (SS )H12 (SZ)

+H1, (SZ)HI1 (33 )le (Sl ) (J.12)

H, (Sl )HlZ (S2 )le (S3 )
+§K3gm2go +H1, (Sz )HlZ (Sl )le (S3 )

+H1, (s3 )Hl2 (Sl )Hl2 (Sz)

Solving (J.11) gives the third-order kernels at node 1 and 2 as
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H3, (s,,5,)=0 (J.13)

(1.14)

§ Ry C T Ves @D Vis

+ INL3 +
& = gmvgs +g0vds =

Fig.J.4 The equivalent circuit for solving the third order kernels

J.4  Input IP3
For a nonlinear system described using Volterra kernels, the amplitude of the

fundamental output product is V‘H 1, ( Jjo, )‘ (or V‘H 1, ( ja)z)

), and the amplitude of

. . .3
the 3" order intermodulation product is ZV3‘H32 ( jo,, jo, ,—jw, )‘ (or

%V3 ‘ H3, (_ jo,, jo,, ja)z) ), where V' is the amplitude of the two-tone input signal at

v, . Then, the input IP3 (IIP3) is calculated as

1 | le(jwl) |

1IP3 =
6RS H32(ja)1 ,ja)1 :_ja)2)‘

(J.15)

where
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. -g 1
Hi(jo )= : — (J.16)

(o) Ys (e, )Y, (jo, ) Rs

—INL3
H3 | jo ,jo, ,—jo, )= J.17)

2(] (EWAC 2) YL(zja)l—ja)z)
Substituting (J.16) and (J.17) into (J.15), we have

p3=—L | 1R “gm (J.18)

6R; |Y, (jo ) |ines|
since Y, (Zja)1 —ja)z)zYL (ja)1 ) for A o=, -0, <o, .

Denoting s, = jo, , s, = jo,, and s, =—jo, INL3 can be solved from (J.4)-(J.12).
The complete IIP3 expression for (J.18) is

1+ (@wC. R
1IP3 = ! (@Cy k) . (J.19)

6R,
‘ &+Al +A, +A FA,
gn1

where

1 Kz;m 1
Al :_EKzgmgo g—&Zl _§(K32gmgo)22,

A, = %KzngzgoZ3 -I—%(Kng ZgO)ng4 +%(K2gmgo )2 Zs,

1
A} = _I<3gog-riz6 _nggmgoKzgong7 ’

A= %(Kz&; )2 gnZs -

The impedance elements (Z-elements) above are calculated as
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Z,=7,(20,)+2Z, (0 - o,),

2, =Z,(@)| Y (0¥ (@) +2],

Zy =272 (0, -0)Z,(0)+Z,20)Z,(-0,),

Z,=72;(@)] 2Y; (~0,)Y; () +1]

7,222, (0~ 2,) 2, () + 7, (20) Z, (),

Zy=Z(@)Z,(~®,)

Z, =Z(@)Z,20)+2Z,(0)Z,(@,)Z,20,) +6Z (0)Z,(0,)Z, (0, ~ @, ),
Z, =7} ()| 2,2m)+2Z,20) +6Z, (0, - ,) |

Z, =2} (0)Z,(-0,)| Z, (20,)+2Z, (0, - w,) |

with Y, (ja)):RL+go+ja)Cd, Z,(0)= v ! and YS(ja)):RL+ja)ng.

L Lja))’ s
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