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Abstract

The flow field of an axisymmetric turbofan inleaw investigated experimentally
and computationally. Flow visualization results #esbtained using LIF, hydrogen
bubbles, and PIV. Incidence angle was determindzkta primary factor in the variation
of pressure coefficients near the leading edgéeirilet geometry. Formation of an inlet
vortex was observed when the inlet was in the pnédyiof the ground.

An optimization study for a non-axisymmetric tufdo inlet duct using Genetic
Algorithms and Computational Fluid dynamics wasoatenducted. The CFD model
included flow conditions of the CFM56-5B turbofanlat duct geometry to provide
baseline results for comparison with the optimigesdmetry. A grid refinement study
was conducted to ensure accuracy of results. Tk generation and computational

model was used in the optimization study.
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Introduction

Efficient inlets are an integral part of a propaisisystem because the performance
of an engine depends greatly on the characterisfidbow provided by the inlet. The
purpose of an engine inlet or diffuser is to matice mass flow requirements of the
compressor for efficient operation at a given fliglondition. In doing so, a diffuser
slows down the flow to a lower Mach number with thest pressure recovery so as to
provide the highest stagnation pressure upstreatheotompressor face for improved
thrust generation. Diffusion of flow is accomplishby decelerating the flow such that
the steep stream wise pressure gradient does solt i@ boundary layer separation
rapidly and flow unsteadiness and consequenthdisirtions in the velocity profiles at
the compressor inlet that can lead to compresatrastd surge.

Inlets are categorized as either integrated or @ddshsed upon where they are
located on the aircraft. Integrated inlets are & phthe body of the aircraft, commonly
on the fuselage and are also known as buried in@esmon locations include on the
nose of the fuselage (chin), above or below theelage (chin or over-fuselage),
underneath the wings (armpit), on the fuselagerbetwe tail (tail root), or on the wing

leading edge, Figure 1.
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Figure 1. Inlet Locations — Integrated engines [1]

Integrated inlets are commonly used in military laygpions for their improved
aerodynamic characteristics in transonic and sopersflight. However, efficient and
stable supersonic diffusion for a wide range ofesgpnic Mach numbers is difficult to
achieve. Supersonic integrated inlets must capgheeengines required mass flow rate
while managing shocks in the inlet. To ensure thijable inlet geometry may be
required to minimize inlet loss and drag [2]. Ineggd inlets are more constrained by
internal aerodynamics due to engine placement heckfore require longer ducts that
bend and turn the flow. Therefore, internal flowa®tion and secondary flow are the
primary design concerns [3].

Unlike integrated inlet, podded inlets are placed distance from the aircraft and

are commonly used in subsonic commercial applinati@lue to two important
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considerations: 1) the engines are farther fronfukelage, therefore, the engines radiate
less noise to the cabin, and 2) maintenance isrgiyeasier. Common locations include

under and below the wings, on the tail, and evetherwingtips, Figure 2 .

b 2he _ele

Over-wing Aft-fuselage
Under-wing

—= =2y
:éjﬁr\%c%

Tail Over-fuselage Wingtip

Figure 2. Inlet Locations —Podded engines [1]

Since podded inlets are placed away from the dircthe engine ingests
undisturbed freestream flow. They also have simbet ducts and therefore have the most
direct route possible from freestream flow condiiado the engine [3][4] and a near-
isentropic internal diffusion can be achieved [2ariable inlet geometries are used to
adjust the inlet for optimal flow conditions at rtiple operating conditions. Variable
inlet lip geometry is not required but is commonBed to improve performance at low
speeds, such as during takeoff [5]. A few exampfegriable inlet geometry devices are

shown for reference in Figure 3.



FLEXIBLE LIP LEADING EDGE FLAP

LEADING EDGE DOOR TRANSLATING LIP

BLOWING SLOT SINGLE SLOTTED INLET

Figure 3. Thin lip inlet auxiliary devices at low peed [5]

The primary aerodynamic considerations for a poddkd design are the distance
air travels from freestream conditions to the facef, the shape of the inlet, and the type
of attachment to the wing. A subsonic, podded imlas chosen for this investigation;
therefore further literature on podded inlet aera@lyics is presented here.

Podded inlets consist of a nacelle or duct thatosnds the engine. The cross
section of a typical subsonic inlet nacelle andrig§or geometry parameters is presented
in Figure 4. The inlet area, Asometimes referred to as the inlet highlighthis area of
the forward most cross section of the duct. Theimam internal area of the duct is at
the fan-face. The main purpose of the inlet, tagase the pressure by decelerating the
flow through subsonic diffusion, is achieved byiacrease in area from the inlet to the

fan-face, A
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Figure 4. Subsonic Inlet Nomenclature [1]

The area of flow that is ingested into the engaieg given condition, is known as
the capture area. This area is normally non-dinoerasized by the inlet area, and is
referred to as the capture area ratio. The magnitdidhe capture area ratio is dependent
on the freestream flow conditions and the mass flequirements of the engine.

To understand how capture area ratios may be greatess than one, Seddon’s

[3] conclusions analysis of incompressible flowoilgh an inlet is presented here.

(1+ kqe(A\?/Af )Z)qe/qoo =1- Cpe (6)

Using the definition of dynamic pressure:

%

A A=V N, | 2 / L =(a/a.) o

Substituting Equation 6 in Equation 7 obtains:



1-C,,
1+k(A/A ] ®

For a real world engine, the area at the fan-fatke exit area:

Aw/Ae=

A = a [1=Co
- 1+k ®)

The final result, Equation 9, shows that, assunmogmpressible flow, that the
capture area is determined primarily by the are#hatfan face. The inlet area was
simplified out of the equation; this proves tha tapture area is independent of the inlet
area. Therefore, the flow at the entry to the ialgapts to the required mass flow value
set by the fan-face area whether or not the imk & large or small.

Equation 9 was obtained by assuming incompressshlgsonic flow, but Seddon
asserted that this conclusion may be applied topcessible subsonic flow as well.
Qualitative results for compressible and incompbdsssubsonic flow are the same,
though quantitative results differ. Therefore alative understanding of compressible
flow through an inlet can be gained from incompitdssiow.

During low-speed high-thrust operations (take-oifl @limb) the inlet may be at a
sub-critical operating condition, and not initiallygest enough air to meet the mass flow
requirement. If this occurs, the engine will atténbp ingest the air required [1]. A
streamline pattern of additional suction is presdnh Figure 5a. The inlet area is less
than the freestream area and flow accelerateshetmlet.

During level-flight at cruise velocities, the inlehay be at a super-critical

operating condition, and ingest more air than ggineed. During this condition inlet must
6



spill the excess flow out the front lip of the mleeferred to as spillage [1] [4]. A
streamline pattern of spillage is presented in fadeb. When spillage occurs, the inlet

area is greater than the freestream area, anddéoelerates into the inlet.

g b

@) (1) (2) ®) (1) (2)
_______ e _
7»..———--____ _____ f:/ il?\
[ T P

o 1 | N Ao 4 -~
_\.J_I:———’ g -_—_::":..
e SR e

Figure 5. Typical Streamline Patterns for Subsonidnlets [4]

The freestream capture area is commonly non-diraeaBzed by the area of the
inlet and referred to as the capture area rati@ ddpture area ratio is greater than one
during sub-critical operating conditions, less tltare at super-critical conditions. The
critical condition is when the capture area rasi@qual to one, and is commonly referred
to as full flow.

For all capture area ratio values, the flow biftesaat the duct leading edge of the
inlet and either is ingested into the engine owfi@xternally around the duct. Freestream
flow that is not ingested accelerates externallgrate surface of the duct and causes a
region of lower pressure near the external surfatehe duct lip. At high-speed
conditions, the flow may accelerate and becomersope, resulting in the formation of
shock waves. The ingested flow decelerates in iffiesdr and, depending on the rate of
the pressure rise, can be a source of local flgparsgion. Flow separation also occurs on

7



the external and internal surfaces of the inle): i the exterior surface, on the (2)

interior lip, (3) or nose cone, Figure 6.

Figure 6. Possible locations of boundary layer sepation [4]

During high alpha operations, the likelihood ofdbflow separation and formation
of separation bubbles increase [6][7]. This pofigibis manifested in cases of nacelles
with sharp lips. Sharp lips are designed to havema@ flow for a specific flight
condition, at the cost of performance at off-desigonditions. Rounded lips are
commonly used to ensure well behaved internal fidvaracteristics at most flight
conditions. Internal flow separation may occur hetarea of the inlet increases too
quickly. Limits exist on the radii of curvature tfe leading edge and internal diffuser
section of the duct which maximize the pressurevery with minimal to no flow
separation [9]. Internal flow separation has laadeerse effects on engine performance.
Many research efforts have focused on inlet deigaredict and ultimately prevent flow
separation through the use of wind tunnel testempirical models, and numerical
analysis [8][10].

The purpose of the inlet is to increase the pressfirthe flow by lowering the
Mach number. Because of this, during compressilbes,fan inlet is a form of a
compressor. Like a compressor, the inlet ingests $tream flow, at a high Mach number

and low pressure, and increases the local pressul@wvering the Mach number of the
8



flow as it passes through the inlet. (The inletslity to increase the pressure is known
as the pressure recovery and is considered the daegje of inlet efficiency.) The
pressure recovery is the ratio of the work doneompression to the total available
kinetic energy of the flow. In high freestream flgwthis ratio is equivalent to the total
pressure ratio, or the ratio of the total pressurine exit of the diffuser to the freestream
pressure.

As previously stated, diffusion in podded inletséar isentropic, and therefore are
quite efficient, commonly having pressure recoveglues over 90%. The pressure
recovery is critical to engine performance becam@oximately a 1% reduction in inlet
pressure recovery will reduce thrust by about 1[BPb

Reductions in pressure recovery can be caused thulémce due to flow
separation, losses due to boundary layers on thesei walls, and external and internal
shock waves. The total effect of these disturbamcepressure recovery is known as
distortion. Distortion is used to describe the magie of how non-uniform and non-
ideal a flow is across the face of the enginehatderodynamic interface plane (AIP)
between the inlet and the engine [5]. Distortidienrgto an adverse distribution of flow at
the API and is described in terms of the variatbtotal pressure across the engine face
[3].

Distortion levels are traditionally visualized biofting total-pressure contours in
polar coordinate form at the AIP [5]. The data listied as if looking upstream, to view
how the engine sees the oncoming flow. A typicdaltpressure distortion plot

comparing experimental and analytical data is preskin Figure 7.
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Experiment Analysis

Figure 7. Example Total-pressure distortion contourplot [5]

A certain level of radial non-uniformity will alwayexist, even without flow
separation, due to the boundary layer growth onirlet walls, that can cause major
engine aerodynamic failures [11],[12]. The mostesevmalfunctions caused by distortion
are compressor stall and engine surge. Compretabisswhen airflow separates from
the airfoils in the compressor, decreasing engeropmance. Flow separation, if severe
enough, may cause engine surge. Flow separationpearent the compressor from
increasing the local pressure inside the engingsing the pressure inside of the engine
to be higher than the pressure in the compressorirdet. If this occurs, the high-
pressure flow from the combustor surges back thrdhg front of the inlet and can cause
severe structural damage.

Malfunctions due to distortion can not be completetevented through careful
design, but inlets can be designed to limit theicwrences to a minimum that can be

considered negligible. This is accomplished by nzéming a tolerable amount of

10



distortion. This tolerance limit is the amount aktdrtion an engine can experience

without surge occurring.
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Distortion can be caused by a number of sourcgsribng on the type of inlet
and location on the aircraft. Presented here iowrview of common aerodynamic
effects that increase distortion, depicted in Feg8r[5]. Distortion can be caused by: (a)
Flow separation due to the interaction betweenitihet shock and the compression
surface boundary layer; (b) Spillage of the boundayer from the front of the fuselage
that can be ingested into the inlet; (c) Vorticemfed upstream of the aircraft can be
ingested: vortices formed by the aircraft or vasicgenerated by other aircraft if the
aircraft crosses the path of another aircraft leeftihre vortices have dissipated; (d)
Separated flow in a curved or S-duct diffuser;Separation at the duct lip due to sideslip

or high incidence angle.

—

i
et N\

FLOW SEPARATION B

N

LIP SEPARATION

AT INCIDENCE
(d) (e)

Figure 8. Sources of distortion [5]
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Other types of ingestion induced distortion includgestion of weapon exhaust,
re-ingestion of hot-exhaust during vertical andrskeke-off and landing (VSTOL) flight
and use of thrust reversers due to, and the irmgestiinlet vortices near the ground.

Inlet vortices are vortices that form between thletiand the ground; and are also
known as ground vortices [13]. They form when émgine is operating at high power
near the ground while at low speeds or stopped Ndimally the vortex core cannot be
seen with the naked eye, but condensation can ¢haseortex core to become visible

[15].

R -—

=#", §.S.AIR FORCE _ | _

p_— E———

Figure 9. Ground vortex visualization [16]

In the absence of the ground, inlet vortices do oxtur. In freestream flight,
streamlines of ingested flow are axisymmetric .éw Ispeeds, the capture area is near
infinite and freestream flow may be ingested frocpasiderable distance away from the
engine centerline. In the presence of the groumel,ground impedes these streamlines
below the inlet and the flow lines become asymmgtausing a stagnation point to form

on the ground [17].
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However, inlet vortices do not occur solely from iatet being near the ground.
Inlet vortices require a non-ideal flow field torfio; therefore only in the presence of
flow disturbances will inlet vortices form. A commanisconception is that the vortex is
formed by the gas turbine rotor, but this is ineot13].

Disturbances such as wake vortices from other aftra@nd cross winds cause
horizontal flow to be introduced to the verticatlgw of air from the ground to the inlet.
A vortex immediately forms when this occurs [14fligh axial velocities in the vortex
core occur and cause a large drop in pressure [A8tartoon of the vortex core flow

field is presented in Figure 10.
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Figure 10. Inlet vortex flow model (inlet vortex sairce)

Inlet vortices are a problem to the aerospace inglusecause of the drop in
pressure in the vortex core. This pressure drosesauhe vortex to become like a

“vacuum” and to pick up rocks, sticks, dust, etud areate foreign object debris [14][19].
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The vortices are not strong enough to carry dethrés entire distance into the
engine, however, the vortices can be strong entudgbss objects upward, and the inlet
flow field ingests the object. In the absence ofirdat vortex, the ingested flow field is
not strong enough to suck objects on the grounal ik engine [17]. Therefore if the
formation of inlet vortices can be prevented, daendige to FOD will be prevented.

Inlets can be designed to minimize the formationndét vortices but they can
never be wholly prevented. Some novel concepts Ihe@emn developed to periodically
break up the inlet vortex. However these have lbeend to stir up as much debris as the
inlet vortices that they prevent [14][19]. A commanethod implemented by the
aerospace industry to minimize ingestion of objatis the engine is to keep the runways
clean by sweeping and or vacuuming the runwaysregaar basis [13].

Inlet vortex suppression through design requirestrang understanding of the
characteristics of their formation. The main cheastics of the vortex are its stagnation
location on the ground relative to the engine d@adtrength. The strength of the vortex
and location of the stagnation point depend orcthes wind conditions and are not fixed
[17]. To gain a better understanding of this, @Gola’s analytical flow model is
presented here [13]. Colehour divided the flow imaiscid potential flow and viscous
flow. He concluded that the potential flow modeloals the deduction of a fairly
complete flow model in the region of the groundnglaHe asserted that the complete
three-dimensional flow field can be studied usimg method of Rubbert by assuming the
flow is inviscid and incompressible [20]. With tleeassumptions, his potential flow field

results are shown here.
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A simple sink flow near a ground plane was usedntmlel flow with quiescent
ambient conditions, Figure 11la. With the additidrtamgential flow to the sink flow, a
model of flow with some ambient wind condition istained, Figure 11b. It was found
that the addition of a head-wind caused the stagnabint to move in the ambient flow
direction. A large enough addition of a tangenfialw was found to remove the
stagnation point from the ground, Figure 11c. Hisuits support the assertion that the

stagnation point location is variable and dependearthe ambient flow conditions.
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Figure 11. Potential flow streamlines a) quiescerit) low speed c) high speed [13]
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Genetic Algorithms (GA) and Motion Adjoint methodave been used in the past to
optimize aerodynamic shapes for freight trucks [2f#s turbine engines [26], missiles
[27][28], and aircraft wings and airfoils [29], [BBn efficient tool used for optimization
of aerodynamic shapes is the Class-Shape-Trandiorm@ST) method with Bernstein
Polynomials (BP) [31],[32]. This method has beewcsssfully used with the GA to
create equations for and to optimize airfoil anodpedler [33] geometries.

Optimization of an inlet duct can be used to inseepressure recovery and ensure
flow uniformity at the inlet to an engine, resuglinn better performing and efficient
engine inlet geometries. However, little researab heen done on optimization of engine
inlet geometries using Bernstein Polynomials and GA

The CFM56-5B turbofan inlet duct was used as treeli@e geometry for this effort.
It was chosen because it is widely used aroundavtirld. It is the primary engine for the
A320 family of aircraft, and any implemented impeovents to the inlet geometry would
have a significant economic impact on the airlimguistry. The CFM56 engine is a single
stage, high-bypass ratio turbofan engine designpe@dmmercial and military use. The
CFM56-5B has the highest fan pressure ratio oC&M56 engines, providing between
22,000 and 33,000 Ibs of thrust, and is the fimhmercial engine to use an ultra-low
emission combustor.

A binary encoded GA was used to drive Computatiéihald Dynamics (CFD) that
ran three dimensional flow simulations with the afroptimizing engine geometry. The
inlet geometry was defined as multiple BernsteityRamials whose coefficients were

varied using a binary encoded GA over a wide desgace to optimize the inlet
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geometry for cruise conditions. The system cre&vedhis optimization effort was thus
both versatile and modular and allowed for desitpas, in future, could enable further

modular additions including engine pylons and wimtgrfaces.
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Methodology

1 Experimental

1.1 Model Geometry

The axisymmetric model's geometry was determinedmfravailable two-
dimensional CFM56-5B specifications using a genatgorithm and the Class Shape
Transformation method (CST) [31]. Exact data powése obtained for each of the duct
surfaces (two internal and two external duct s@e$aaising AUTOCAD. This was done
to obtain equations to represent each surface byeditting the data point. Bernstein
polynomials have been proven accurately to reptesaroils and nacelles [31].
Therefore, a real-coded genetic algorithm was usedandomize these Bernstein
polynomials to match the twenty points obtainedrfrthe figure for each curve. This
method is presented in detail in the appendicesidguhis method four equations were
found, with a maximum percent difference from tlagadpoints of less than 0.1 %. This
was assumed to be a negligible error.

A 3-Dimensional model was created from these 2-Da@qns with circular swept
revolution from the upper surfaces to the loweralty, a non-axisymmetric model
would have been used for experimental tests. Howeaweaxisymmetric model was
chosen over the real world non-axisymmetric CFMB6geometry due to machining
limitations using a CNC lathe. The axisymmetric mgetry was obtained by revolving the

19



equations representing the real world duct uppefases 360° about the engine
centerlines.

The lower portion of the duct is blunt, which wassamed to minimize the
formation of inlet vortices when near the grountieTupper airfoil has a larger camber
and a shape that matches more conventional duotejep The upper duct surfaces were
chosen to create the model because it was assumaethéy were more critical to cruise
condition design. A comparison of the model geoynetsed and the CFM56-5B is

presented in Figure 12 and Figure 13.

3.9240 o

Figure 12. Axisymmetric Model Geometry (inches)
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ECFM56-5B ENGINE AIRFLOWilE & s W W ==

Figure 13. CFM56-5B Duct and Engine Layout

Photos courtesy of CFM International, a 50/50 jatotmpany between Snecma and
General Electric

The model was cut from a solid block of acrylicngse CNC lathe from a STEP
file created in SOLIDEDGE. Acrylic was chosen to &lele to permit light to shine
through the model to illuminate clearly the flowell inside the model. This was
necessary to be able to conduct flow visualizaitiside the model cavity. The nose cone
was painted black to reduce reflections that wawaldersely affect the captured images.

Initially after machining, the model had a turneédsh and was opaque. The model
was polished using NOVUS polish remover level 2 &meh level 1 to obtain a clear

finish.
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2 Experimental Data Acquisition
Flow visualization was conducted on scale modelnggoy of a high-bypass

turbofan inlet duct.

2.1 Test Facilities

All tests were conducted in the Auburn Universitgréspace Engineering 45 cm x
45 cm cross-section test section water tunnel.té&$iesection was 2 m long and
transparent, which allowed for flow visualizatiomdaquantitative measurements. The
water tunnel was capable of maximum velocity ofrh/$ and had a turbulence intensity

of 1% at maximum velocity.

2.2 Experimental Setup

Tests were conducted in the water tunnel and thdehwas sting mounted on a
specially designed support system. The model waseaxtied to a constant volumetric
flow rate water pump to achieve a favorable presguadient in the cavity of the model.
The extracted flow was deposited back into the matenel through a hose, at
approximately thirty times the body diameter doweetn of the model support system,
which was assumed to have a negligible effect erfldw field. The vertical support was
attached to the sting mount at approximately fadybdiameters behind the trailing edge
of the model. The entire support assembly restetth@mop of the tunnel walls. This
distance was chosen to limit the moment arm cabgelde model on the support system,
while also minimizing disturbance caused by thenclyical vertical support strut. The
mass flow rate was determined from the measuragwetiric flow rate using a Fill-RITE

digital flow meter attached directly after the ratater pump. A laser light sheet was
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created using an argon laser and reflected usmgrar to illuminate regions of interest,

as can be seen in Figure 14.
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Figure 14. Water tunnel experimental flow visualizéon diagram

The laser sheet was set at an obtuse angle tomravadows caused by refraction
in the leading edge of the lower surface from bgiresent in the PIV images. A dark
colored material was placed on the opposite sidbeofvater tunnel from the camera to
absorb reflected light that would interfere witbvil visualization results, as can be seen
in Figure 15. Note that the inlet model is not etied to the mounting system in the

image shown.
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Figure 15. Water tunnel flow visualization setup

2.3 Tests Performed
The tunnel was run at Reynolds numbers of 37000,700000, 15000, 18000, and

22000 based on the diameter of the inlet nearahddce (2 inches).

2.3.1 Flow Visualization
Two flow visualization methods were used in thifogf hydrogen bubbles and

laser induced fluorescence (LIF); simultaneouslyl afone. Hydrogen bubbles were
produced through electrolysis by applying voltageoas a platinum wire and anode
placed in the water tunnel. The electrolysis caubechydrogen and oxygen in the water
to separate and form visible hydrogen bubbles filldwed accurately the path of the
flow. A constant voltage of 34 V was applied thrbutdpe probe for all tests to create
optimum size and amount of bubbles for flow viszetion. A bubble wire probe that

created bubbles vertically on the X-Y plane wasdute obtain data on the vertical
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symmetry plane of the model. The probe consistedhode equally spaced 32 Swg
platinum wires. The probe was mounted onto a tsangrsystem that rested on the tunnel
side walls. A 2 mm thick laser light sheet was pthdn the plane of symmetry to

illuminate the hydrogen bubbles.

For the LIF tests, a solution of sodium flourescealt and water was injected into
the freestream flow at approximately two model boiymeters away from the leading
edge of the model. An airfoil shroud was placeddht dye injection tube to minimize
interference caused by the introduction of the ohection system to the flow. Flow

visualization results were recorded using a higkedpCCD camera.

2.3.2 Particle Image Velocimetry (PIV)

Particle Image Velocimetry is a non-intrusive tedue that tracks the motion of
seeding particles in the flow. The particles aleminated by a dual-pulsed laser light
sheet in the plane of interest. The laser lighteftected off of the particles during the
duration of the laser pulse. A CCD camera is pmsé&d perpendicular to the plane of
interest to capture a series of still images from light reflected from seeding particles.
The camera is synchronized with the dual-pulser lgs@btain pairs of images with a
known time difference between the images of each. ggach seeding particle
displacement distance is determined by calculatwgchange in location of individual
seeding particles between the first and secondemégach pair. The time between each
dual pulse laser is set according to the freestrealocity of the flow field for each
experiment and the cross-correlation camera ishsgnized with the dual-pulse laser.

Therefore the time and displacement of the seegerticles between each image is
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known. From each pair, the velocity vector magiatiand direction of the seeding
particles can be obtained from the known displacesef the seeding particles between
each image.

Measurements were statistically averaged from 206 of images to remove any
outlying disturbances in the flow as well as obt&i@ major trends of the flow. Each pair
of images may have not caught every intricacy & tlow with the same fidelity.
Averaging multiple pairs of images ensures thatoredata of high fidelity is obtained
for the entire flow field. Increasing the total niien of images increases quality of the
averaged data, however a limit exists after whigdraasing total pairs of images gives
diminishing returns. The number of pairs of images chosen to obtain a well defined
flow field, while not requiring an unreasonable ambof time to compute the statistical
average of the pairs. Rifki determined that “thelehulsed laser and cross-correlation
camera allow the system to significantly reducegasaacquisition rate between a pair of
consecutive images in the illuminated observatilame [34].” An increased acquisition
rate decreases the time required for each serigmagfe capturing, thus allowing for a
larger number of total image pairs to be taken siadistically averaged in the same
amount of time.

A Dantec Dynamics PIV system, consisting of a Hegis® 1k x 1k cross-
correlation CCD camera and a PIV 2100 processaorNmw Wave Research 50 mJ dual-
pulse ND: YAG laser were used to acquire PIV imates were processed using Dantec
Flow Manager Software. The interrogation window duder cross-corexhaurelation

computation was 32x32 pixels with 50% overlap. Ri&ta was post-processed using
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Tecplot 360. The flow was seeded with silver coabetlow glass spheres with an
average diameter of 20 microns. These were choseaube they are highly reflective,
with specific gravity approximately equal to oneddollow the streamlines of the flow

closely.
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3 Computational Fluid Dynamics
The CFM56-5B geometry used in the experimentalstigation was also used for

the CFD solution.

3.1 Grid Generation

One of the major requirements of the automatedropaéition discussed later in
this effort was the need for fully autonomous anthputerized grid generations driven
by a GA. Such an automated grid generation progra® created for the CFM56-5B
engine geometry. The program created a journabfilged on the geometry of the inner
and outer surfaces of the duct. The journal fils wan by the grid generator code.

The commercial code GAMBIT was used to developastructured mesh from
the journal file defined in one zone. The inputhe grid generation code included values
for the constants in the Bernstein Polynomials e &s the chord lengths of the 2D duct
geometry on the vertical X-Y plane

A 3D grid was also generated based on the CFM5é+iine duct. Assumptions
were made about the engine geometry to obtain grRDfrom available 2D data of the
duct. It was assumed that the upper surface ofittue CFM56-5B is revolved over a
circular path to the lower surface. As can be gdaefigure 16, the CFM56-5B duct is

nearly circular. Therefore this assumption was deeto be reasonable.
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Figure 16. CFM56-5B mounted on wing

Photo courtesy of Gary Brossett via the Aircrafgire Historical Society

A geometric representation of the circular revaotused to model the engine is
shown in Figure 17. The image on the left is tlieutar revolution of the interior surface
points and the image on the right is the circuéaofution of the exterior surface points.
The concentrated blue regions near the leading adgeepresentative of the clustering

of points near the leading edge as previously roeaet.
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Figure 17. 3-D geometry generation using circularevolution of 2-D CFM56-5B

In the figure, the vertical lines that connect thmper and lower surfaces are the
circular revolutions, while the vertices on the syetry plane, representative of the 2-D
data for the CFM56-5B, are shown as vertices. Cguumts for each pair of upper and
lower surface points were obtained and the distafroen the center to the surface were
determined. This distance was set as the raditigedgircular revolution.

The vertices where the radii are extended on the pfane are shown as black
vertices. The virtual line that connects these fgotloes not appear “flat” because y-axis
location of the center points between the upper thedlower surface points was not
constant as the upper and lower surfaces variddreliftly from each other along the
chord.

The assumption of a circular revolution introduegkhown discrepancy in design
between the optimized geometry and the real wanlgine because the CFM56-5B duct
is not a perfect circle. However, this assumptioaswequired for computational

efficiency..
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The fuselage, wings, and pylon were not modeledhia effort. The engine
exhaust was not an area of interest for this wark@FD modeling of the exhaust would
have greatly increased the complexity of the ingasbn. Therefore the exhaust volume
was replaced by a sting of five fan-face diameitetength.

The engine was assumed to be symmetric about thé ptane to reduce
computational time and allow for a finer mesh ieas of high gradients. A cylindrical
shaped grid was used instead of a rectangular giith, the engine centerline placed
along the centerline of the cylinder to furtherueel the computational time.

The grid was generated with a sufficient numbenadal points to resolve the
flow field around the CFM56-5B geometry accuratéysuccessive ratio was applied to
the growth of the mesh relative to defined edgesb anfaces. The ratio was chosen to
place the smallest x-axis vertex spacing closeshéoleading edge and increase this
spacing as the vertices were placed further albegchord length. This successive ratio
was applied to the inner and outer surfaces ofdtiet as well as to the tip of the nose
cone.

The primary region of interest was near the cowlargl inside the duct inlet
before the fan face. The mesh was refined to madalrately the pressure gradients in
this region and is discussed later. The nodal poidre carefully developed to create a
well-defined mesh that adequately modeled the flohile not requiring excessive

computational times.
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3.2 CFD Solver Model

The CFD solver used for this effort was the commadlsc available Reynold’s
Averaged Navier Stokes (RANS) code, FLUENT. An iimiplpressure-based solver was
used for this effort. The pressure-based solverchasen because it maintained accuracy
and robustness of the solution model given a langaber of geometries prescribed by
the GA.

Convergence was defined to be when all of the vessddropped below a f0n
magnitude. A Mach number ramp-up was used to entgrestability of the solution
during initial solution convergence. A first-ordaccuracy solver was used until the
solution converged. To increase the accuracy ofstiietion, the converged first-order
solution was used in a second-order accuracy solver

The Spalart-Allmartas (SA) turbulence model wasdubecause it was designed
specifically for aerospace applications involvinglMbounded flows [21]. The SA model
is a one-equation turbulence model and was chosen maore complex two-equation
turbulence models (ie. k-epsilon, k-omega) or R&smstress models due to reduced
computational times.

Turbulence models are accurate only for attachaasfl The flow field around the
CFM56-5B was assumed to remain attached duringserudetached flow would be
avoided during the original design process of thgiree. However, for the optimization
study, if the GA generated a geometry that cauded Geparation to occur, the
inaccurate separation modeling would not affectapgmization study. The turbulence

model would inaccurately model the flow separatibowever the incorrect solution
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would accurately solve for increased losses inl tptassure, compared to geometries
with no detached flow. The separated flow solutwould not be chosen as a “best
geometry” by the GA using the tournament selectioaethod, explained later, and
therefore would be ignored. Therefore an attacHed fsolver was deemed to be
adequate.

The boundary conditions for the solution were seffaa-field pressure, pressure
outflows, or no-slip walls. The surfaces of theenand outer duct, sting and nose cone
were set as no-slip walls. The entry plane upstrefthe engine and curved plane of the
cylindrical grid were defined as pressure far-fielmlindaries to model the flow coming
into the control volume. A pressure outflow boundars used for the fan-face to model
air ingestion. The exit plane of the grid downstneaf the engine was set as a pressure
outflow. For the pressure outflow boundaries, thessnflow rate was not enforced, and
therefore was allowed to change during convergehe grid used is presented in Figure

18 below.
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Figure 18. CFM-56-5B CFD grid
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3.3 Boundary Layer Resolution: Near — Wall Treatment

Boundary layer growth on the interior surfaceshs tluct and nose cone causes
losses in total pressure. To better understandytbisth, and to ensure that the grids used
in the y sensitivity study accurately resolved the boundawer, a brief overview of
boundary layer profiles by Frank White is preseriietbw [22].

The velocity profile of a boundary layer consistshoee regions: the viscous sub-
layer (y < 5), the outer region (359 y" > 30), and the overlap region £&y* < 30). In
the viscous sub-layer, viscous shear is dominant t#we velocity profile is linear.
However, in the outer region, turbulent shear isnth@nt and the velocity profile is
logarithmic. In the blending region, both viscos@yd turbulence are important in
resolving the boundary layer, and the velocity ieak represented by a blending of the
linear and logarithmic profiles. Presented in Feggum is the experimental turbulent
modeled in wall coordinates. As can be seen infithee, the law of the wall fits the
experimental data. The law of the wall howeveryfor 1000, the data departs the wall

law due to an adverse pressure gradient.
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Figure 19. Universal wall law plot for turbulent boundary layers on smooth, solid

surfaces [23]

To accurately model the boundary layer and neal+#@glon, multiple approaches
can be used. Given here is a description of thertear-wall treatments predominantly
used: near-wall models or wall functions [21].

For near-wall modeling, a mesh is developed tolvesthe viscosity-dominated
region completely to the wall, which includes theceous sub-layer and overlap region.
However, to properly resolve this region a consbér fine mesh is required.

Wall-functions do not resolve the viscous regiorarnthe wall. Instead, semi-
empirical “wall functions” are used to model, agpoped to fully resolve, the near-wall
region. Because wall functions do not require a fmesh all the way to the wall,
turbulence models that use wall functions do nquire grids to be as fine, compare to

near-wall models. Therefore, solutions using watictions are faster and therefore more
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practical. This is true only for high-Reynolds-nuenllows because of the thin boundary
layer.

As previously stated, the turbulence model usesl tva SA model. The SA model
uses an enhanced wall function. Instead of modeliveg near-wall region as three
separate wall laws (viscous sub-layer, outer laged overlap layer), enhanced wall
functions formulate the law-of-the-wall as a singkall law for the entire near-wall
region.

Because of the lack of universally accepted modelthe overlap region, grid

solutions with y values in the blending region were avoided fordhgmization study.

3.4 Flight Conditions

The goal of the optimization study was to demomstra methodology for
optimizing a turbofan inlet for cruise conditiorisxact flow parameters for the CFM56-
5B engine duct during cruise are proprietary infation of GE and Snecma, and had to
be approximated for this effort. The engine is phienary engine for the A320 family of
aircraft. Therefore the far-field conditions wer@sbd upon the A320 cruise conditions at
a Mach number of 0.8 at 38,000 ft altitude. A statiessure was estimated at the fan-face
by assuming a face Mach number of 0.4 and assumistpgnation pressure at the
constant freestream value. This is the proper bayndondition for inlet modeling. The
static pressure was set, while the total pressutbeafan-face was free to vary due to

loses in the boundary layer.
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3.5 Grid Refinement
A grid refinement study was conducted on the CFNB6geometry to ensure that
variation in solutions of different sized meshesdshon ¥ solutions and grid spacing

were negligible.

3.5.1 y" Sensitivity Study

Before conducting the grid mesh size refinemendysta grid sensitivity study of
the aspect ratio of the first boundary layer meak wonducted to verify that variations in
y* did not affect the solution.

The goal of the optimization was primarily concetveth the interior of the duct.
Therefore conditions at the fan-face and on therioit walls of the duct and nose cone
versus number of grid cells are presented to coenessults.

Initial y+ estimations were based on a boundargian a flat plate for freestream
and fan-face Reynolds numbers to determine appirifneights of the first layer of the
boundary layer mesh.

The initial height of a boundary layer mesh is camiy non-dimensionalized by
the tangential grid spacing and given as a pergentais is referred to as the boundary
layer aspect ratio. The first boundary layer mespeat ratio was varied to generate
coarse and fine grids to determine the aspectsratioges that corresponded to each
boundary layer region. As can be seen in Tablespea ratios of 200% and higher
corresponded to y+ values in the outer region>0). Aspect ratios between 25% and
200% corresponded to" yalues in the blended region £5y" < 30). Aspect ratios of

12.5% and below corresponded to y+ values in theouis sub-layer {(y< 5).
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Table 1. Initial boundary layer aspect ratio comparson for y+ sensitivity study

Area-Weighted y+

Initial BL Aspect Grid Inner Duct Outer Duct
Ratio Points Surface Surface
300% 911097 61.70 122.03
200% 996064 40.44 79.46
100% 1164641 19.16 37.98
50% 1328332 9.03 17.94
25% 1450240 4.81 8.70
12.5% 1616464 2.46 4.47

The y solutions of the inner duct and outer duct surfaceach grid are presented
in Figure 20 and Figure 21. Horizontal lines arertain onto the figures to show the
boundaries between the three regions of the boyrager. As can be seen in the figures,
the majority solutions of the grids generated werthe blending region, which is known

to be the least accurate.
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Figure 21. Grid comparison of area-weighted ysolutions on outer duct surface
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For comparison of solutions, a course mesh andrfiagh were chosen from the
grids generated based on their solutions of the-aeighted ¥ values on the interior and
exterior surface of the duct. The aspect ratidiercourse mesh was chosen such that the
solution y values were in the outer region of the boundaygravhile the aspect ratio for
the fine mesh was chosen such that the solutiaalpes were in the laminar sub-layer of
the boundary layer. The mesh sizes and y+ solubbm®th grids are shown in Table 2.
Shown in Figure 22 below is a comparison of the regtny plane mesh near the upper

surface duct leading edge also for both grids.
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Table 2. Mesh sizes used for y+ sensitivity study

Area-Weighted Area-Weighted
Initial BL Interior Duct Surface Exterior Duct Surface Number of
Aspect Ratio y" y" Cells
Course Mesh 200% 40.44 79.46 996064
Fine Mesh 12.5% 2.46 4.47 1616464

i

Flgure 22. Comparlson of coarse and fine mesh for+ysenS|t|V|ty study

Table 3, the total drag values for the coarsest, dar an aspect ratio of 300 %,
were significantly less than the solutions usingléss coarse grids. This was assumed to
be because the boundary layer mesh was too caamgmperly resolve the boundary
layer on the duct surface.

As previously stated, Sparta-Allmartas solutionsthe blending region are less
accurate. However, the solutions presented inabie tbelow, which includes solutions in
all three regions of the boundary layer, can b& $ede nearly identical, excluding the
coarsest grid. Therefore it was concluded that that solutions were insensitive to

changesiny
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Table 3. Solution comparison for y+ sensitivity stdy

Total Drag
Initial BL Nose Fan-Face Area-
Aspect Grid Inner Duct ~ Surface  Weighted Total =~ Mass Flow
Ratio Points  Surface (N) (N) Pressure (N/f) Rate (kg/s)
300% 911097 162.87 314.41 12407.02 51.2436
200% 996064 2205.30 1370.14 12426.50 51.3746
100% 1164641  2208.58 1369.00 12405.34 51.2235
50% 1328332  2199.96 1369.43 12424.21 51.3647
25% 1450240  2191.46 1371.70 12402.54 51.1904
12.5% 1616464  2204.07 1370.36 12400.2 51.1800

Plots of the interior solution values are preserttetbw to see more easily the
negligible differences between the solutions. Tlotgd data is non-dimensionalized and
presented as percentages of the coarse mesh sol8btution data of the coarsest grid,
aspect ratio of 300%, is not presented.

Figure 20 and Figure 21 present the total drachefitner duct surface and nose
cone. The solutions for drag on these surfacepm@asented because drag prediction is
sensitive to the boundary layer resolution. Theeefd the differences in drag between
each grid were small, it could be concluded that lbundary layer for each grid was

properly resolved.
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The goals of the optimization study were to maxanilow uniformity and total
pressure ratio at the fan-face. The area-weigtutad pressure and the mass flow rate at
the fan-face are presented in Figure 25 and FigGreo prove that the solutions of the

grid chosen for the optimization study were insevisito changes in'yand valid.
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As can be seen in the figures, the differences é&tvgolutions were minimal, and
therefore were considered to be negligible. It waacluded that the solutions were

insensitive to the values of.y

3.5.2 Far-Field Boundary Refinement

A study was conducted on the sensitivity of theigohs to the minimum distance
from the edge of the finite grid to the engine nlpdeterms of fan-face diameters. The
coarse mesh chosen for thesgnsitivity study was chosen as the baselinedomparison
for this study. The minimum distances of the grggsherated are shown in Table 4.

Shown in Figure 27 below is a comparison of themmsthe symmetry plane seen from

afar.
Table 4. Solution comparison for Far-Field sensitity study
Total Drag
Distance Inner Duct  Nose Fan-Face Area-
(# Fan Grid Surface  Surface Weighted Total Mass Flow Rate
Diameters) Points (N) (N) Pressure (N/m2) (kg/s)

40 752591 2201.01 1369.57 12394.30 51.131
20 745101 2198.62 1369.72 12379.59 51.0293
10 737694 2198.92 1370.41 12425.34 51.3697
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As can be seen in the figures, the differences éatvsolutions were minimal, and
therefore were considered to be negligible. It waacluded that the solutions were
insensitive to the far-field boundary, on the ranfédistances investigated in the far-field
sensitivity study. The far-field distance of fotiynes the fan-face diameter was chosen
for the optimization study due to increased soluiccuracy at little cost due to the small
increase in total grid size. This slight increasetatal grid cells was due to the cells

furthest from the geometry were considerably large.
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3.5.3 Grid Spacing Refinement

The coarse mesh chosen for tHesgnsitivity study was chosen as the baseline for
comparison for the grid spacing refinement studye Thitial and maximum mesh sizes
were varied to obtain a more coarse mesh and fehmrhe initial and maximum grid
spacing, dictated by the size function startinthatleading edge of the duct and affecting
the inner and outer duct surfaces, of the gridegead are shown in Table 5. Shown in
Figure 32 below is a comparison of the symmetry@laesh near the upper surface duct
leading edge also for both grids.

Table 5. Grid comparison of initial and maximum grid spacing

Interior Duct Initial % Fan- Maximum %
Surface Diameter Fan-Diameter Number of Cells
200.00% 0.290 14.496 510045
Coarse Mesh  100.00% 0.145 7.248 996064
66.66% 0.096 4.832 1511458
Fine Mesh 50.00% 0.072 3.624 2048880

Figure 32. Comparison of coarse and fine mesh forig spacing study
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The solutions were found to be insensitive to variens in y+, however y+ solutions
are presented in

Table 6 to determine which region of the boundamet each mesh solved. The

data shows that the y+ solutions of all grids walbeve 30, and therefore were in the

outer region of the boundary layer.

Table 6. Grid comparison of y+ solutions for grid efinement study

Area-Weighted'y
Grid Spacing Grid Points Inner Duct Surface Oiitect Surface

200% 510045 47.96 172.67

Coarse Mesh 100% 996064 40.43 79.46
66.66% 1511458 36.08 56.39
Fine Mesh 50% 2048880 31.90 46.46

The solutions of the y+ sensitivity study were @dmsagain compared but between
solutions of the grids generated in the grid refieat study. Presented in Table 7 are
these solutions. As can be seen in the table,aluti@ns of all of the grids were close to

each other. The coarsest mesh, which had neantifoas less number of cells than the

fine grid, had almost the same values.

Table 7. Solution comparison for grid refinement sady

Total Drag
Grid Grid Inner Duct Nose Fan-Face Area-Weighted Mass Flow

Spacing Points Surface (N) Surface (N)  Total Pressure (N/m2)  Rate (kg/s)

200% 510045 2210.35 1363.07 12412.92 51.2248
100% 996064 2205.30 1370.14 12426.50 51.3746

66.66% 1511458 2203.17 1370.63 12408.47 51.2698
50% 2048880 2199.88 1371.38 12399.50 51.2117
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The data in Table 7 is plotted in the followinguigs. The plotted data is again
non-dimensionalized and presented as percentagdse afoarse mesh solution, which
had a grid spacing of 100%.

As can be seen in the figures, the differences é&twthe solutions are negligible.
It was therefore concluded that the solutions wesensitive to variations in grid

spacing.
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4  Inlet Optimization

4.1 Genetic Algorithms
A genetic algorithm is an optimization techniquattis based upon the biological

process natural selection through successive raptioth generations of an evolving

population. A member of a population is a samplsigte for the system of interest.

Members with beneficial genetic traits survive gads on these traits to their children.
Members without these positive traits generallyndd survive as often to reproduce and
pass on their genes, and genes that are not bi@ahefie gradually removed, or naturally
selected out, from the population. After multiplengrations, the result is a population

that is better suited to their design goals thanattginal population.

4.1.1 Tournament Selection

The genetic algorithm employed in this investigatis modeled after natural
selection through the use of a tournament selecBefection is based on a designated
fitness to the desired qualities, representativea afatural environment, developed by
Murray Anderson. Initially a population is creatiedm a range of traits, representative of
genetic chromosomes. New populations are created frarents chosen randomly from
the population.

As previously mentioned, the main goals of the ropation study were to
maximize flow uniformity and total pressure ratidlze fan-face. To do this, the GA used
a best performer selection method known as tournarselection. The tournament
selection method picks, at random, two pairs of imens in the total population of each

generation. The “better” member of each pair isselmobased on the quality value
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calculated from the weight single representativieies for each optimization goal. The
next generation is created from the two “better’mbers by “mating” the two
geometries. Each member of the new generationeated by randomly splicing the
codes of each of the “better” members.

A flow chart of an example GA run including the toament selection process for
three generations of an eight member populatioshswn in Figure 37. The roman
numerals above the flow chart represent the stefigeqrocess. For the first generation,
generation a, the GA randomly creates eight mentieessd upon input parameters given
to the GA. Two pairs of members are randomly chdsam the total population for the
tournament selection process, [I]. The first stefhe tournament selection process is the
fitness calculation and determination of the “bdgtiess member for each pair, [ll]. A
member’s fitness is a measure of a desired chaistateof the member. The “best”
member of each pair is then mated by randomly isigjitheir characteristics to a member
of the next generation b, [Ill]. This step is rafex until the entire population of the new
generation is created. The entire process, st¢pl] [and [Il] are repeated to create the

third generation, generation c.
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Figure 37. Example tournament selection and creatioof new generations

The process is not limited to only eight members thinee generations; these
values were chosen only as an example. This praeesbe used for any combination of

total members in each generation and number ofrggoes.

4.2 Integrated CFD and GA Networks

The network of integrated computers set up to alhawti-node parallel CFD case
ran under the direction of the Grad the capability to drive up to four simultane@iD
case runs with one smaller network of computerallmwv fully automated, rapid three
dimensional grid development under the directionthe GA. This computer network

consisted of a maximum of sixty available procesgor CFD runs on thirty computer
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nodes. All processes were initiated on a centraleneeferred to as the head node. In
addition, a total of four CFD solvers were run dlitameously on the above cluster.

All CFD simulations were run with the FLUENT softseawhereas grid generation
requirements were met using the GAMBIT based gedegator as discussed previously
with both being remotely initiated and controlleda non-GUI environment by the GA.
The current network uses the FLUENT V6.2 versiditveare as the CFD solver and was
upgraded to use the latest FLUENT V6.3 versiorvga# that served as the basis for the
CFD runs conducted for this optimization effort. bief overview of the networked
environment is presented in Figure 38.

The relationship between single nodes in the coerptltister with the head node
that drove the entire networking operation alonthwine GA is presented in Figure 39.
The file structure shown here was used for eadgh@processors running in parallel for

each of the CFD cases being run.

GENETIC ALGORITHM CLUSTER NODES
—>

CREATES MEMBERS OF A
GENERATION

FLUENT CASE RUN

mesh 1

MEMEBER 1

¥
FLUENT CASE RUN
HEAD NODE mesh 2

results used | MEMBER 2
MESH GENERATOR
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o }i‘l FLUENT CASE RUN
generation MEMBER 3

and process
POSTPROCESSING

repeats

data from FLUENT CASE RUN
¥

members after
mesh 4
RESULTS FLUENT case MEMBER 4

ruans

Figure 38. Generalized concept of operations for given generation GA run [34]
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POST PROCESSING AND QUANTIFICATION
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Figure 39. Network structure of GAMBIT and FLUENT [ 34]

4.3 Optimization Goals

The main optimization goals for the engine cowhmgre identified as maximizing
the total pressure ratio and flow uniformity at #regine fan face. The goal emphasis for
the first run was on maintaining the total presstaBo while improving the flow
uniformity. This was achieved by adding weightiragtbrs on the two goals to ensure
that one goal acted as the primary goal (flow uniity) while the other acted as the
secondary goal (total pressure ratio). Improvemantke primary goal had precedence
over the secondary goal but still were not set@oidant as to improve at the cost of the
secondary goal.

The method for quantification of the two goals msportant. For both the total

pressure ratio and flow uniformity, the calculasomust be averaged for the entire fan
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inlet grid surface so that net goal values are back to the GA for evaluation. This
averaging process, however, must take into accoimt validity of the governing
equations of the flow. This constraint was met bing a modified version of the Stewart
Mixing Analysis designed for gridded surfaces [3#hich is applicable to CFD grids.
The flow uniformity was quantified as the standdrstribution of the velocities at
all the cells of the grid about the mean valueh& tlow velocity as calculated by the
modified Stewart Mixing Analysis. Equation 10 pnetsethe resulting form of the mean
velocity of the flow along the axial direction dfet engine at the fan inlet surface.

2
e &
Bper  \ Y H1 y+1

Where,

V& > [P<(i)AG)]
OO N
REFRRer )izl 4 PREF
A= - ( )2 (11)
RT & N M i :
Gin E{Ps(')[ ) M
The flow uniformity is therefore defined as:
Standardeviationof flow = \/ iM@T—vxf (12)

The average total pressure is similarly definedgigihe mixing analysis as:
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(13)

P e
The total pressure ratio is then evaluated by digidhe pressure obtained from

Equation 13 by the free stream total pressure value
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4.4 Design Space

A constrained design space for a limited scopenup#tion study was used to
demonstrate the optimization abilities of the genetlgorithm. Variations of two-
dimensional geometric parameters of the three-démeal duct were used to create the
limited design space.

The geometry of the duct was allowed to vary byngiag the coefficients of the
Bernstein Polynomials, representing the interiod @&xterior duct surfaces, about the
baseline CFM56-5B geometry. For the optimizatiamdgt the representative curves of
the CFM56-5B that were varied can be seen belokigare 40 as dashed lines, while the

geometries that were held constant can be seasliddises.
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Figure 40. Design space for optimization study
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The upper and lower leading edges were varied bying the exterior chord
lengths of the inlet. The exterior chord lengthgsevget as independent input, designed by
the GA, with a variation of 10% about the CFM-56-88ues. The range of the possible
leading edges can be seen in brackets in Figure 40.

The interior chord lengths were set to be dependerte exterior chord lengths.
This was accomplished by the trailing edge locatibeing held constant; as the CFM56-
5B trailing edge locations, seen as black cirakeBigure 40.

The varied quantities created a design space ceatprof a total of twelve
variables. The two optimization goals plus the weelariables constituted the overall
input and output quantifications for the GA runsmAatrix of possible geometries at the
maxima and minima of the design space is presemidéigure 41. The CFM56-5B
geometry is represented by thin lines, while thengetries created by the GA are

represented by thick lines.
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Figure 41. Maximum and minimum input geometry variables for GA design space

In the figure, the upper plots have larger Bermsteolynomial coefficients, and

therefore have thicker chords, while the lower ploave smaller Bernstein Polynomial

coefficients. The plots on the right have longeordhlengths, while the plots on the left

have shorter chord lengths.
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Results & Discussion

5 Experimental Results

PIV was found to be a more efficient for exteralf field investigation compared
to dye injection and bubble wire because of entnaint. Streamlines for the entire flow
field were obtained simultaneously using PIV. Hoemvonly one streamline was
obtained at a time using LIF. Bubble wire was abl@btain streamlines for the entire
flow field simultaneously as well, but an imageac$ingle frame did not convey the flow
field as clearly. However, it was found that LIFdabubble wire were better flow
visualization techniques for obtaining the interfalv field due to limitations in PIV
data acquisitions.

PIV data is not presented above the upper geonwiriace or inside of the
geometry due to these limitations. Data in regiomere the laser passed through the
model was unreliable due to the light having begernally reflected and refracted off of
the acrylic model geometry.

In the flow visualization images, a second streaenlivas observed that had less
intensity than the main streamline, Figure 42. Tdd@sond streamline was found to be a

reflection of the laser used to illuminate the flbeld and was ignored.
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Figure 42. Example LIF Data

PIV measurements are presented using streamlingn dfow field superimposed
onto pressure coefficient contour plots, as carmsdéen in Figure 43 below. Pressure
coefficients were calculated from PIV velocity wactfield measurements using the

incompressible pressure coefficient equation:

=1(%,) a9

The freestream pressure coefficient, where thesprescoefficient is equal to zero,
IS seen as orange or green in the figures.

Regions of lower pressure coefficients, where twoall flow velocities are greater
than the freestream velocity, are seen as colderso the figures and conversely, the
regions of higher-pressure coefficients, whereltival flow velocities are less than the

freestream velocity, are seen as warmer colorisarigures.

67



051

y/d

L

:

-0.5

-1 -0.5 0 05 1
x/d

Figure 43. Example PIV Data

Contour plots reveal that the pressure coefficbamtours in the vicinity of the inlet
were circular in trend. Multiple contour levels da@ seen near the model inlet area. The
contour level spacing closest to the inlet areaelatively small, and moving further
upstream and away from the inlet, the spacing besolarger, until the contour level
values are equal to freestream. The small confoarisg is indicative of a high pressure
gradient, representative of the simulated ingestidiow into the inlet.

Higher pressure coefficients were measured neangher and lower leading edges
of the duct due to stagnation. However, the conteuel spacing was greater than the
contour level spacing of ingestion. Therefore thespure gradient due to stagnation was
concluded to be less than the pressure gradientodsiection. At a distance further from
the duct surface, and further from the engine edime, the contour level values return to
freestream values.

A close investigation of the external flow fieldastgeam of the model centerline

revealed that the freestream flow was at a sligisitiye angle from the horizontal. This
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was due to the upper boundary of the water beifngeasurface, instead of bounded by a
wall. Therefore the water level height was fregise and fall due to the water displaced
by the model obstructing the flow.

Dye injected upstream and outside of the extermalase of the model was
ingested into the inlet at a freestream Reynoldsbar of 3700, as can be seen in Figure
44a. The dye streamline can be seen continuingetpdrous screen, representative of the
engine fan face. Because the capture area wategtikan one, it was concluded that the
test was analogous to a sub-critical operating itimmd

PIV results corroborated the flow visualizationdiimgs. Streamlines obtained by
PIV closely match streamlines of flourescein dyedufor flow visualization, Figure 44b.
The streamlines allow one to visualize the capstmeam tube decreasing in area, normal

to the plane of view.
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Figure 44. Re, = 3700 4.5 hz a) LIF b) PIV
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5.1 Effect of Reynolds Number

As an aircraft goes through its flight envelopes émgine inlet encounters multiple
flow fields, with varying freestream flow Reynoldsimbers and angles of attack. The
most common of these flight conditions are take-dffnb-out, cruise, and approach. The
effect of varying the freestream Reynolds numbdrilevthe incidence angle was held
constant, on the external flow field around the slogeometry is presented in this
section. This was done to determine the effect eyrields number on the flow field
separately from changes in incidence angle.

It was determined that at a Reynolds number of 3#®$ capture area was larger
than the inlet area, therefore the capture aréa wats greater than one, Figure 45. The
capture area can be seen as the two opposite $itreanfurthest from the engine
centerline that are ingested into the inlet. Thetatice between these streamlines

converge as they are ingested indicative of a siticat operating condition.
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Figure 45. Sub-critical operating condition Re, = 3700 4.5 hz a) LIF b) PIV

70



Regions of pressure gradients were observed toppeodmately elliptical. The
ellipses of pressure gradients all had the same-sajor axes: fixed as the distance
between the upper and lower inlet leading edges.slte of regions of constant pressure
gradients increased further from the inlet leadedpges. The elliptical regions also
increased in eccentricity further from the leadauge.

As the freestream Reynolds number was increasedsttbamline of the ingested
dye moved closer to the internal surface of thet d@ometry. At a critical freestream
Reynolds number of 11000, the streamline of thecteid dye stagnated at the leading
edge of the duct, as can be seen in Figure 46ar Afagnation, the streamline of the
bifurcated and a fraction of the streamline wa®stgd into the engine while the rest of
the streamline spilled over the duct surface ao@véd externally around the model,

Figure 46a. The capture area was found to be appabely equal to one, indicative of a

nearly critical operating condition.
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Figure 46. Critical operating condition Re, = 11000 13.4 hz a) LIF b) PIV
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Pressure coefficient contours revealed that eatdtow near the surface of the
duct had lower pressure coefficients. This was tu¢he flow accelerating over the
surface of the duct. Higher pressure coefficiene&semmeasured near the duct leading
edges, due to stagnation. The pressure coeffic@rburs near the model inlet were only
slightly higher than the freestream.

As the freestream Reynolds number was increasetl thascritical number,
spillage occurred. At a Reynolds number of 1500@, idjected at a height inside of the
duct, closer to the model centerline, was fountlaw externally around the duct, as can
be seen in Figure 47a, indicative of a super-alitoperating condition. The external flow
near the duct was found to have even greater demtepressure coefficient contours,
Figure 47b. The pressure coefficient contours riear model inlet had a significant

increase compared to the freestream.

Figure 47. Super-critical operating condition Re = 15000 17.9 hz a) LIF b) PIV
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Further increasing the freestream Reynolds numhethdr increased the

differences in local and freestream pressure aoeffis. This can easily be seen by

comparing Figure 47b, Figure 48b, and Figure 49bvine

I
~
o

05 f

_%

Figure 49. Super-critical operating condition Re, = 22000 a) LIF b) PIV

External flow was found to accelerate and causeetopressure coefficients.
Ingested flow decelerated and caused increasedguyseexoefficients. Increasing the

Reynolds number was found to amplify these trends.
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It was therefore concluded that the capture arethefinlet is sensitive to the
freestream Reynolds number. This corroborated Segd@dssumptions of flow through a

duct, as described earlier.

5.2 Effect of Angle of Incidence

A quantitative analysis, using PIV, of the effe€tvarying the incidence angle of
the model on the external flow field around the mlogeometry is presented in this
section. The incidence angle was varied while tegnelds number was held constant.

The geometry was set at positive ten degrees, ara degrees incidence angle.
These angles were chosen because they represeruxiapgtely angles of attack
experienced during take-off and cruise conditid?¥, measurements were not obtained
for the flow field above the model due to refrantiof the laser sheet inside of the
geometry. The duct was also set at negative temedeg The model geometry was
axisymmetric; therefore the flow field below the det when set at a negative incidence
angle, was equivalent to the flow above the madbkgn set at a positive incidence angle.
It was determined earlier that there were diffeesnbetween the flow fields, due to the
presence of the vertical support in the experimesgtup, however the flow fields were
observed to be comparable, and Figure 51 below.

Pressure gradients were observed to be closeshevgeear the inlet duct leading
edge, indicative of a strong potential. The regiohpressure gradient variations for each
angle of incidence were observed to be similar.

Elliptical regions of pressure gradients were obsérfor all angles of incidence.

As previously seen, the ellipses semi-major axe® iged at the upper and lower inlet
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leading edges. Therefore the angle of the extenegibns of pressure coefficient was
found to be equal to the incidence angle of theehddowever, increasing the incidence
angle was found to not increase the eccentricityefelliptical distributions.

Compared to an incidence angle of zero, the regeer the forward most duct
leading edge, when at a non-zero incidence anglperenced increased pressure
coefficient values. Simultaneously, the region rnibarrearward most duct leading edge
experienced decreased pressure coefficient values.

For the sub-critical operating condition, an inse& incidence angle was found to
increase the pressure coefficient near the stagnatigion, Figure 50. However, for the
super-critical operating condition, an increasthmincidence angle further decreased the
pressure coefficient of the flow field near theezrtal surface of the inlet. This decrease
in pressure coefficient is indicative of higheraaties, assumed to be caused by the flow
accelerating over the external inlet surface.

The region of variation to the external flow fieldried with changes to angle of
incidence. Streamlines near the lower lip, at negaangles of incidence, would be
ingested into the inlet. However, the same straasli when the model was placed at
positive angles of incidence, flowed externallyward the geometry.

The streamlines near the external surface of thet dere affected by the duct
impeding their flow when the model was at an inomke angle. However, external
streamlines followed closely the curvature of the@emal surface for all angles of

incidence.
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The freestream streamlines were found to be natfgigntly affected by variations
in the incidence angle, and therefore capture diccaot change as well.

The ingestion or spillage of flow streamlines of #xternal flow field was found to
be dependent on angle of incidence. However, th@rntieends were concluded to be
independent of the incidence angle of the modelds therefore concluded that the

capture area of the inlet is independent of thelerce angle.
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Figure 51. PIV Results Re = 15000
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5.3 Formation of an Inlet Vortex

An interesting phenomenon known as an inlet vomes captured during the
course of the experiment. The vortex formed whenniodel was placed two diameters
from the bottom wall the water tunnel, which senadthe ground plane. The camera
was placed 45 degrees to the tunnel wall to ob#aicross-planar view of the inlet.
Previous studies used a similar setup to capt@réotimation of an inlet vortex [13]. The
mass flow rate was held constant for all tests.

To gain an understanding of quiescent flow, PIV saeaments were taken with the
model placed within two body diameters from thetdrot surface of the water tunnel. As
can be seen in Figure 52, the magnitude of thecitgloncreased as the radial distance
from the inlet decreased. The streamlines can & tgebe ingested from both tangential
directions from the inlet leading edge. Away fromownd plane, the streamlines would
be axisymmetric. However, the ground plane impethedstreamlines below the model
and caused the flow to be asymmetric. This caussdgmnation region to form below the
inlet; the approximate stagnation streamline caisd®n in Figure 52 directly below the
model leading edge.

Pressure coefficients could not be calculated umedhe freestream velocity was
zero. This would cause a division by zero in thespure coefficient equation. Instead, to
gain a quantitative understanding of the flow fjelte velocity magnitude was calculated

and superimposed onto streamlines in Figure 53ukmm following equation:
M =vu? ¥’ (15)
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Figure 52. Quiescent flow PIV measurements Re= 0

Inlet vortices were known to require a disturbabtzehe flow field, therefore a
disturbance in the form of a cross-face motion agglied to the flow field near the inlet
leading edge.

The formation of the vortex in quiescent flow isegented in Figure 53 as still
images each with a 20/32 second time differencevd®t them. Flourescein dye was
injected upstream of the inlet near the wall of thenel. The dye traveled along the
bottom surface until it was ingested into the inlghe vortex formation can be seen in
frame a of Figure 53. The vortex formation was fbtm be a transient, unstable process,
as can be seen from frames a — d. After frambedybrtex became relatively stable, as

can be seen in as frames e — h being almost idéntic
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Figure 53. Inlet Vortex Formation Re, = 0, dt = 20/32 seconds

Injection of dye into the flow field introduced mall, but non-negligible amount
of perturbations to the otherwise laminar freestréiaw in the x-axis direction. This
addition of momentum was assumed to cause sliglgrad effects on the flow field.

As an alternative method to capture the inlet vgréeflourescein salt crystal was
sprinkled on the ground plane in the vicinity oé tiegion where the inlet vortex was
observed to form. As the crystal dissolved, a smtubf fluorescent dye was produced
and contained in the termination region of the @oxn the ground plane. The
fluorescent dye contained in this region can ba ssean intense bright region in Figure

54.
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Figure 54. Inlet Vortex Stagnation Region, Re=0

The large axial velocities produced by the vortansed a drop in pressure in the
vortex core. This drop in pressure entrained theréiscent dye into the vortex core. The
entrained dye allowed the tight vortex to be s&ém inlet vortex originated on the

ground plane and terminated at the porous screpresentative of the fan-face, as can

be seen in Figure 54.
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6 Computational Fluid Dynamic Simulations

6.1 Simulation of CFM56-5B

A vector plot on the symmetry plane is presenteBigure 55. The flow bifurcates
at the stagnation points of the duct leading edgbsh is represented by dark blue, and
either flows externally around the duct, or is isigel into the engine. The flow that is
ingested decelerates, seen as colder coloratiale thie flow that goes externally around

the duct accelerates, seen as warmer coloration.
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Figure 55. Vector Flow Field of CFM56-5B at an Angd of Attack of two degrees

Deceleration causes the pressure coefficient teease, while acceleration causes
the pressure coefficient to decrease. This carebe m pressure coefficient contour plots

with the grid mesh superimposed onto the plots,feidgp6a. and Figure 56b. The pressure
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coefficient is referenced from the free-stream gwes and is defined by the equation for

pressure coefficient:

c,=P"P (16)
qoo

Therefore, a pressure coefficient of zero represeggions where the pressure is

equal to the free-stream pressure, as can beséggure 56a. as areas of bright green.
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Figure 56. Flow field pressure coefficient contouplots for the CFM-56-5B

Mach number contours are plotted in Figure 57a Bigilire 57b to show the
manner in which the geometry of the duct affects tach number of the flow field
(Note that the two figures do not have the saméekc@ihe fan inlet for the engine in
both figures can be seen to have a Mach number nealy 0.4 as specified. Since the
pressure value set at the pressure outflow bouncamgition was simply an estimate
assuming the freestream stagnation pressure, hgosoconfirms that this was in fact a

reasonable assumption for the fan face.
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As previously stated, the boundary layer on théaser of the duct was resolved
using an aspect ratio boundary layer mesh. A clegsamination of the vector flow field

of Figure 58 reveals that the boundary layer groatimg the lengths of the surfaces was
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w field Mach number contour plots forthe CFM-56-5B
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indeed resolved and the growth of the boundaryrlesyevident.

Figue 58, Boundary Laer Growth of CFM56-5B AoA: 2
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6.2 Optimized Geometry

The initial GA run was initiated for a total run df0 generations with each
generation having 20 members. The run was initiaiteer the computer cluster as
defined previously. The GA found and selected thintum goal values at the end of this
run and the results are shown in Figure 59 andre&ig®. Shown in Figure 60 is the
generational improvement of the total pressure ratithe fan inlet of the engine, with the
baseline geometry results presented as a solid blae It should be noted that for this
run, the total pressure ratio had a lower weighfagjor than the flow uniformity, which
was the primary goal. As such, only marginal imgment could be expected for this
parameter as the run progressed. This is evidemt fesults.

The flow uniformity showed a marked improvementrotee course of the GA run.
Figure 59 shows the results for this parametem@éie primary goal for this run, it was
found to improve by 25% over the baseline CFM-56€aBe. The improvement over the
best performer for the initial generation was 5%l d@ime improvement over the worst

performer of the initial generation was found to%&%.
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Figure 59. Flow uniformity: best & worst performers vs. GA Generations

The total pressure improvement over the initial egation best performer was
found to be equal to 0.08%, shown in Figure 60. Tthprovement over the worst
performer of the initial generation was found todogial to 0.2%. The GA generated best
performer however had a 1% decrease in total pressumpared to the baseline CFM56-
5B geometry. This was assumed to be due to therasgighting given to the flow

uniformity.
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Figure 60. Total pressure ratio: best & worst perfemers vs. GA generations

The method used to obtain an average of each dgegjrat the fan face was
determined to correctly model the fithess improvettieends. However, it could not be
assumed that that the values were quantitativelyrate. This was determined to be
adequate to prove the abilities of the optimizatimethod and setup.

A comparison of the optimized and baseline gedeseis presented in Figure 61.
As can be seen in the figure, the optimization el@eed both the external chord lengths

from the baseline geometry.
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Figure 61. Comparison of the original and the optinzed CFM-56-5B Geometry

88



Conclusions

The capture area was found to be directly propoatito the freestream Reynolds
number, but independent of the incidence anglehef model. An inlet vortex was
determined to be a steady well behaved vortex, ethus/ cross-flow disturbances
introduced to the flow field.

Computational modeling of a full scale turbofan medry results suggest that the
assumptions of grid spacing and y+ values for thesimused were reasonable. The
computational model of the CFM56-5B engine was usethe baseline for a geometry
optimization study to improve total pressure arawfluniformity at the fan-face. The
improved turbofan inlet geometry, compared to thHeMG6-5B model, had a 25%
increase in flow uniformity while at the cost ol decrease in total-pressure at the fan-
face. The hardware and software setup was usetidaptimization study was found to

be a fast, proven, robust, and effective system.
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Appendices

1 CST Transformation & Bernstein Polynomials

There are a number of possible methods to appragireguations of airfoil
geometries. One of the most efficient methods & d¢lass function, shape function
transformation (CST). Presented here is the thdevgloped by Kulfan [31][32].

The general equation of an airfoil can be represktas
(W)= th-w)msrly) +y Ty (17)
The first two terms of Eqg. (14) form the class fiime, Sn is the shape function,
and the final term is the trailing edge thickndsghe physical space Eq. (14) becomes:
z/c(x/c) = yx/c - x/c) sr{x/c)+ (y/c z/cre ) (18)
A graphical representation of Eq. (14) is showFRigure 62 .
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Figure 62. General equation representation for agund LE, sharp TE airfoil [32]
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The class function controls the LE radius, airtbickness, and boatail angle while
the shape function determines the geometry betweeihE and TE. Depending on the
shape function chosen, a number of possible shaphe design space can be modeled.

The class function in the design space is defirse@H|[32].

Cllw)=l)™ f-y]™ (19)

with g being the fraction of the chord. In the physiqaae the unit class function

Clyc)=(xc)™ du-xcl™ (20)
where c is the chord length and x is the x posiéitmmg the chord. The first term of
Eq. (17) affects the shape of the leading edgetla@dast term affects the shape of the
trailing term, as defined by N1 and,.NAn example of possible shapes applicable to

airfoils can be seen in Figure 63.

N;=1.0,N=1.0 N=05N=10 N=05N=05
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< D ¢ e N )
= /,,/ \ p ’_/,/’ \\ 3 g
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Figure 63. Class Function 2D Design Space

The entire airfoil was represented by the combamatf two unit class functions,

for the upper and the lower surfaces, multipliedahynit shape function.
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The unit shape function is defined by a BP of dhe@er n with the variable x/c
ranging from 0-1.0. The BP’s were chosen due taritathematical property of “Partition
of Unity” which states that all of the terms of & Bum to equal 1.0 [32]. This is a
desired quality because all powers of BP are e@alany order of n for BP can be used.
If BP of different orders of n were not all equdien BP could not be used for this
method.

The shape function is defined as [32]

n

S A (x)= Z%r) - x/c)"" 21)

= r!(n

The first term of the equation defines the binonuakfficients with increasing
order of n for the BP. For each order of n, thediste n + 1 number of total terms in the
BP.

The first term of Equation (18) defines the lead&uigie radius by the equation:
First Term=,/2R./c (22)
The second term of Eq. (18) defines the boataileabg the equation:
Last Term=Tang +Az/c (23)

The remaining terms, those between the first ast] éae known as shaping terms,

which affect the geometry of the airfoil betweean teading and trailing edge.
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The components of the peaks of the shape funcaom®qually spaced along the
chord, for i ranging from O to n, which is detereuhby the equation:

(%/©)smax =i/m (24)

The components of the peaks of the component wirboe also equally spaced
along the chord, for i ranging from 0 to n, whishdietermined by the equation:

(9/€)zmax = (Ny +1)/(Ny + N, +n) (25)

Increasing the order of n increases the abilitthefshape function to equate airfoil
geometries. This is because as the order of nases the number of peaks to be able to
match the desired geometry increases [32].

A negative effect of increased order of n is insezh computational times.
Eventually increasing the order of n past a critraanber will have diminishing returns;
improvements in accuracy between orders of n velsmall enough to be negligible and
will not be worth the increased computational timéalues of n = 6-9 for BP accurately
modeled airfoil geometries [32]. A Bernstein Polgmal of order n = 6 was chosen
because it is a high enough order of n to accyrameldel an airfofl and has decreased
computational times compared to higher orders of n.

The entire 2D duct geometry that is to be curviedit with the exception of the

turbine blade geometry and nose cone, can be sdégure 64.
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Figure 64. CFM56-5B Duct Geometry to Equation Fit

The entire airfoil can be created with two unitssldunctions, one for the lower
surface and one for the upper surface. The enfirdi&t, consisting of 2 airfoils, can be
created with 4 class functions. Equations 23 & 2lng the entire duct geometry. The
first two terms of each equation are the classtfancThe last terms represent the shape
function, BP of order n = 6.

The variables Nand N were set equal to 1.0 and 0.5 to create a clasgifumwith
a rounded leading edge and a sharp trailing edge variables of A were modified [33]
to apply to the CFM56-5B coordinates and prelimyriaounds were set at -100 to 100 to
allow for a larger design space. This 2D class/stapction for each curve consists of 9
variables. Each airfoil consists of an upper awdelosurface, which are defined by two
different sets of BP equations. The entire 2D drantsists of two airfoils, with two

surfaces each, for a total of four surfaces andaBbles for all of the surfaces.
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Airfoil, Outer Surface definition:

*(x/c)’ + [6* *(x/c)P* (1- x/c)l]
+[15* A * (x/c)' * (1- x/c)z]
Zou = (/)% [L= (/0] "2 * | +[20% A, * (x/)** (1- ¥/ +(x19* 2
+ 5% A (/o] * (L- x/)
+[6* A* () > @-xf [ A+ - (g | 26)

Airfoil Inner Surface definition:

* (x/c)° + [6* x/cf * (L- x/cf]
+[15% A, ( *(1- x/c 2]
Ziper = (/€)™ * [1= (/)" * | +20% A (x/c) (L-x/cf +(xI0)* 2
+15% A, * (x/cf * (L= x/c)’
+[6* Ay (o) * (- xef [+ A - (ool .
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2 Example GA Curve Fitting Design Space

Having fixed the input parameters, the GA desigacspeould finally be defined by
fixing the range of values above and below theregfee values. The resulting design
space is shown in Figure 65. In Equation 23, thiealkkes A_;were given bounds of -200
and 200. One can see in Figure 65 that the bouraegitions of the Genetic Algorithm
used to fit the data. The comparison of the maxinama minimum lines to the known
data points of the duct geometry proved that a ematttical solution existed in these

boundaries.

50
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z-axis location,
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Figure 65. GA Design Space

99



3  Example Curve Fitting of Bernstein Polynomials tocCFM56-5B Cowl

The number of generations that the GA was run fas wncreased from 50
generations to 200,000 generations to determinaltiiity of the GA to match the data.
It can be seen that the more generations that fev&s run for curve fitting the upper
surface of the top airfoil, the closer the equaticoame to matching the data. The curve
fitting of the upper surface of the top airfoilrepresented in Figure 66 and Figure 67. All
four curves that create the duct geometry wereectitybut only the fitting of the upper

surface are presented here.

12 4

10 1 - == -Datato Fit

—=a— GA Output

z-axis location, ir
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Figure 66. GA Equation Fitting after 50 Generations
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Figure 67. GA Equation Fitting after 200,000 Generaons

At approximately 10,000 generations, the returnsnofeasing generations were

greatly diminished (Table 1). In Figure 68 a hymdidrelationship between generations

and fitness can be seen, with an asymptote at appacely fithess equal to 0.2. For a

perfect curve fit, the fithess would be equal torfis discrepancy can be attributed to

errors in recording geometry data from the avada®FM56-5B duct geometry as well as

limits of BP’s ability to fit the curve. Howeverhé maximum distance between the

CFM56-5B duct geometry and the BP representatiaiheicurve is .0944 in, less than a

tenth of an inch.
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Figure 68. Equation Fitness with Increasing Generadns of GA Run

Table 8. Fitness Ratio Data of Increased Generati@en

Generations Fitness AFitness % Difference
500 4.800183773 0 0.0000%
1,000 2.863285065 1.936898708 40.3505%
2,000 1.610103011 1.253182054 43.7673%
5,000 0.860965073 0.749137938 46.5273%
10,000 0.39534381 0.465621263 54.0813%
20,000 0.386857092 0.008486718 2.1467%
50,000 0.258321494 0.128535599 33.2256%
100,000 0.224858895 0.033462599 12.9539%
150,000 0.224622801 0.000236094 0.1050%
200,000 0.224622801 0 0.0000%
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4  PIV Uncertainty Analysis

To ensure confidence in the data obtained using BifVuncertainty analysis was
conducted. Standard deviation is a gauge of thertaioty of the data. Therefore the
standard deviation for each dataset was obtainedriduct the analysis. Shown below is

an example standard deviation contour plot.

y  Std. Dev.

0.05
0.045
0.04
0.035
0.03
0.025
0.02
0.015
0.01
0.005
0

y/d

Figure 69. Example standard deviation, Re= 22000

The standard deviation was obtained for all tesesaShown in Figure 70 is the
standard deviation for each test case. As can ba 8e the figure, the uncertainty
increased as Reynolds number increased for aleargjlincidence. Interestingly, the PIV
measurements taken when the model was placedatigi@ of incidence of zero had the
largest uncertainty of all measurements. PIV measants at a negative angle of attack

had the least uncertainty.
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Figure 70: PIV Standard deviation: Variation in angle of incidence and Re

The average of the standard deviations for allsgasawas found to be % 2.42. This
uncertainty value was assumed to negligible. Tloeeethe measured data was concluded

to be precise.
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