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Abstract

IEEE 802.11 standard has evolved from the early basic tressgon rate to today’s multiple
transmission rates. The performance of IEEE 802.11 deviassbeen improved by exploiting
multiple transmission rates. However, to take advantagad evolution, a mechanism is required
to choose the most appropriate rate under different cirtamess, namelyate adaptation

Rate adaptation is critical for improving system perforgguby exploiting multiple trans-
mission rates provided by the current IEEE 802.11 WLANSs @ldiss LANS) and adjusting the
data rate accordingly under different channel conditidriee key challenge in designing such an
algorithm is to select the most suitable data rate undegréifft environments in order to maximize
the throughput over wireless links. For a given channelpibwrer the channel quality, the lower
should the data rate be. However, in a congestion dominaeebrk, lowering the data rate does
not help the situation, instead, it further decreases tifiput because lower transmission rate will
increase both transmission range and transmission timéanefore introduces more collisions.

Multiple rate adaptation schemes for IEEE 802.11 WLANSs Hasen proposed and studied.
The first generation rate adaptation schemes work well iilsamt free environments. However, in
a congestion dominated environment, these schemes pepfoorty because they do not differen-
tiate frame losses caused by collision from those framesksaused by channel degradation and
unnecessarily decrease the data rate. The second geneed@daptation schemes use Request
To Send/Clear To Send (RTS/CTS) control frames to diffes¢mtframe losses. However, there
exist several problems when using these control frames.obweus problem is the introduction
of overhead which may lower network performance especiafign the data frame size is small.
The second problem is that, in IEEE 802.11 standard, the R&&vays transmitted at the lowest
rate which may waste bandwidth under certain circumstaridesthird problem is deciding when

to turn on and off RTS/CTS control frames to reduce the oathe



Besides the problems mentioned above, most current rapgadiben schemes only consider
the situation when the channel quality is good or when thezeadot of collision. Little or no
action has been taken when the signal strength is low. Aaugtd our study, special actions need
to be taken when the channel quality is poor. In our proposgarithms, we have made several
adjustments to accommodate this situation.

This dissertation first gives several guidelines on how tEigiean efficient rate adaptation
scheme and then presents two practical rate adaptationthlge calledAdvanced Rate Adapta-
tion (ARA)andFast Recovery Rate Adaptation (FRRA)ese two algorithms fully satisfy the pro-
posed guidelines and are implemented along with four otresentative rate adaptation schemes
on a Linux-based testbed. The proposed algorithms and stfexted rate adaptation schemes are
evaluated extensively in both controlled and public fiektge Experiment results show that ARA

and FRRA outperform other rate adaptation schemes in mesasos.
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Chapter 1

Introduction

During the last decade, IEEE 802.11 [2] Wireless LAN (WLANisigained wide popularity
for broadband wireless networking. IEEE 802.11 standasildeen evolving from the earlier
basic transmission rate to today’s multiple transmissaieg. The performance of IEEE 802.11
devices has been improved by exploiting multiple transioisgates. However, to take advantage
of such evolution, a mechanism is required to choose the ap®topriate rate under different
circumstances, nametgte adaptation

Rate adaptation is a link-layer mechanism critical to thetesy performance in IEEE 802.11
WLANSs (Wireless LANs) and has been studied extensively aen¢ years. The key idea of this
mechanism is to select the most appropriate rate underditfeircumstances. When the channel
condition is degraded, the link may not be able to suppontecuirrate, therefore, frame losses
occur and a lower data rate may be more desirable. Howeven alframe is lost due to collision
instead of channel degradation, the data rate should nadyeaksed for the following two reasons:
1) A lower rate may exacerbate medium congestion becausangét frame transmission time
and wider transmission range (more interference); 2) A towate is wasteful of bandwidth and
unnecessary as channel conditions may well support a higteer

Rate adaptation on IEEE 802.11 networks has been extepnsivglied in the past years and
many schemes [10-20] have been proposed. These schemeasatasdified into two generations:
without loss differentiation and with loss differentiatio~or the schemes without loss differentia-
tion, they do not differentiate the cause of frame lossegaddce the data rate when the transmis-
sion failure count or failure rate reaches a certain thrigsHgy doing this, these schemes assume

that all frame losses are caused by channel degradatiorimited congestion losses [10, 13, 14].



Such an assumption is valid as long as the MAC layer deploysesmllision avoidance mecha-
nisms such as the use of Request To Send/Clear To Send (R¥p0Mmtrol frames to eliminate
or minimize the congestion losses. Some first generatiogrsek [11,12, 15] rely on these control
frames to adapt the rate and minimize the collision lossesvever, according to the IEEE 802.11
standard, the use of RTS/CTS control frames is optional aadmmended only when the frame
size is larger than thRTS Threshold (2347 bytes)d thus limit the use of these schemes.

To solve the limitation of the first generation rate adaptaschemes, researchers have pro-
posed the second generation rate adaptation schemes [18,&fjust the data rate accordingly
in different situations: channel degradation or collisidrhough researchers use different meth-
ods to assess the channel conditions and to differentiatérdime losses, most of them believe
that the data rate should be decreased only if the framedassused by channel degradation and
should remain the same if the frame loss is caused by callisBome of the second generation
rate adaptation schemes [19] use RTS/CTS control frameiff¢éoehtiate frame losses caused by
channel degradation and collision. However, there exigtrsd problems: 1) The introduction of
overhead. This problem is obvious since for each transthité¢a frame, RTS/CTS exchange oc-
curs before the data frame; 2) In IEEE 802.11 standard, tt®iRalways transmitted at the lowest
rate and this is not desirable in certain circumstances.ekample, when the channel strength is
strong, transmitting RTS control frame at the lowest rata vgaste of bandwidth. Furthermore,
transmitting at the lowest rate may cause the RTS controidre collide with other frames due to
longer transmission duration and wider interference; 3 décision concerning when to turn on
and when to turn off the RTS/CTS control frame. Thereforés @lear that RTS/CTS should not
always be turned on especially when the data frame size ii. Sthés is one of the challenges that
one must face when designing an efficient rate adaptatiamitig.

Besides the ability to differentiate the cause of framedesanother challenge for designing
a proper rate adaptation algorithm is how to adapt to chararetions. Since the wireless signal

is not stable and may change even in several microsecondsfieient rate adaptation scheme



should take the opportunity to increase the data rate wheechtnnel strength becomes strong and
decrease the data rate when the channel strength beconles wea

Moreover, when a IEEE 802.11 WLANS adaptor is just turnedioa rate adaptation scheme
will select an initial rate for transmission. Normally, tinétial rate is selected from the highest rate,
the medium rate, and the lowest rate. Most of the existing®&s just use the medium rate or the
lowest rate in the supported rate set. However, this detisilmdependent of the actual channel
conditions and therefore may be inappropriate. The iniéitd should be chosen carefully in order
to fully utilize current channel condition. For example,arsituation where the channel strength
is strong, selecting the lowest transmission rate as thialinate may yield a poor throughput.
Therefore, selecting an appropriate initial transmissede is another challenge one has to face
when designing the rate adaptation algorithm.

Another important factor in designing an efficient rate adapn scheme is the rate adjust-
ment metric. The metric can be classified into two categpgéker using a threshold or using
statistics from the past. Each method has its advantagedisadivantages. Using a threshold in
the metric is simple and easy to implement but may not be ateenough whereas using statistics
from the past is more complex and may not be able to adjustatieequickly. More details about
the rate adaptation metric will be discussed in Section 5.1.

Another challenge in designing a rate adaptation schenheilsdcompatibility. Many existing
rate adaptation schemes [11, 12, 18] require modificatiadheturrent IEEE 802.11 standard and
therefore are hard to implement and to collect experimegtallts. These schemes normally only
have theoretical meanings.

The contributions of this dissertation are listed below:

e Investigates these challenges and proposes severaligegl@r designing an efficient rate

adaptation algorithm.

¢ Implements the proposed rate adaptation algorithms (ARAFRRA) and other four repre-

sentative rate adaptation schemes on a Linux-based tegiktmhsively controlled and field



experiments have been conducted to compare the proposesdtlaigs with the selected

schemes.

From the experiment results gathered from the implemeetgt¢d, the proposed algorithms
outperform other rate adaptation schemes in most scenafios good performance of the pro-
posed algorithms come from: 1) The ability to preciselyafiintiate the frame losses caused by
channel degradation and collision; 2) The ability to quycldcover from a frame loss, regardless
of whether this frame loss is caused by channel degradationllision. Detailed discussion on
why the proposed algorithms perform better than other rd#gpi@tion schemes can be found in
Chapter 5.

This dissertation is organized as follows: It first gives thetivation and objectives of this
study in Chapter 2. Then, it presents the background infoom&n Chapter 3 and reviews existing
rate adaptation schemes in Chapter 4. Chapter 5 shows iihlt®tathe proposed algorithms are
designed and implemented. The evaluation and analysiegirttposed algorithms are explored
in Chapter 7. Finally, Chapter 8 concludes this dissemediod Chapter 9 shows what needs to be

done in the future.



Chapter 2

Motivation and Objectives

Rate adaptation is critical to the system performance irelBH2.11 [2] WLANs (Wireless
LANS), however, this link-layer mechanism is left unspexfin the IEEE 802.11 standard. In
recent years, researchers have been studying this mechand have proposed many schemes.
These proposed rate adaptation schemes can be classiigdiintategories: without loss differ-
entiation and with loss differentiation. The first genevatrate adaptation schemes [10-14,16] do
not differentiate the frame losses and assume all the l@ssedue to channel fading. While this is
true in certain cases, it is not applicable in most enviromieThe second generation rate adapta-
tion schemes [18-20] try to differentiate the frame lossebmaay yield much higher throughput
in real situations.

Though the second generation rate adaptation schemerediftge the frame losses, some
of these schemes [18] are not compatible with the currenElBB2.11 standard and therefore
cannot be implemented on current commercial product. Gtbeeond generation rate adaptation
schemes [19, 20] are compatible with the IEEE 802.11 stahdi#wwever, these schemes can only
determine the frame losses caused by channel fading andtcprecisely determine the frame
losses caused by collision.

For the frame losses caused by channel fading, the trarnismisge should be decreased in
order to adapt to the environmental changes. For the frasse$ocaused by collision, decreas-
ing the data rate may not help the situation but to make it &gisce a lower data rate results
in longer transmission time and wider broadcast range, lwhidl lead to even more collisions.
Therefore, we shouldot decrease the transmission rate if a frame loss is causedllgicco
Since different causes of frame losses require differetiias;, if a rate adaptation scheme cannot

precisely determine the cause of these losses, an inapgtepction may be taken and therefore



results in throughput degradation. To design an efficieletadaptation scheme, one has to design
a mechanism that can precisely differentiate the frameebsaused by channel degradation and
collision.

Besides the ability to determine the different causes oh&dosses, an efficient rate adapta-
tion scheme should be able to recover from these losseslguitdwever, existing rate adaptation
schemes do not have an efficient mechanism to recover froim lsgses because they cannot
precisely know what the current situation is.

In this dissertation, two practical rate adaptation akhpons have been developed that can
differentiate frame losses caused by channel degradatioolltssion. They also can recover from

frame losses very quickly.



Chapter 3

Background

This chapter first describes the fundamental access metia&g 802.11 [2] MAC. Then it

investigates the literature on the characteristics of IBEE 11 wireless channels.

3.1 |IEEE 802.11 Channel Access

In this section, we first introduce the basic channel accaesshamism of IEEE 802.11 Dis-
tributed Coordination Function (DCF). Then we explain thESRCTS exchange mechanism in

IEEE 802.11.

3.1.1 IEEE 802.11 CSMA/CA

The backoff procedure for DCF is shown in Figure 3.1 (Figue8adopted from [2], Section
9.2.5.2, Figure 9-6 Backoff procedure). The basic mediuocess method of the IEEE 802.11
MAC is a DCF known as carrier sense multiple access with sioli avoidance (CSMA/CA).
The CSMA/CA protocol is designed to reduce the collisionbatality when multiple stations
are accessing the same medium. The highest probability ofigien occurs when the medium
becomes idle following a busy medium. The reason is becausigphe senders could have been
waiting for the medium to become idle again. That is why a cemtackoff procedure is necessary
in order to resolve the medium contention conflicts. The D&IFaised on CSMA/CA as illustrated
in Figure 3.2.

When a station wants to transmit data, it first senses theumeth determine whether the
medium is idle. If the channel is not occupied by anotheii@tathe transmission may proceed.
The CSMA/CA distributed algorithm forces a gap of a minimumnation (DIFS) to exist between

contiguous frames. A transmitting station must ensurettieinedium is not busy for the duration

7
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Figure 3.1: Backoff Procedure for IEEE 802.11 DCF

of DIFS. If the medium is occupied during this period, thentmitting station has to defer it's
transmission until the end of the current transmission.eAfteferring, this station shall select
a random backoff interval and starts decreasing this iatesounter while the medium is idle.
A transmission is successful when the sender receives an fA@K the receiver. If no ACK is
received in a given time, the sender will schedule a retrésson.

It has to be pointed out that even with random backoff, a framag still collide with other
frames when two or more stations finish the backoff procedurailtaneously. Such collision
cannot be resolved due to the nature of the DCF, and the istuatay become worse as the
number of transmitting stations increases. A frame is gaediwhen it collides with other frames

or there exists channel errors.

3.1.2 RTS/CTS Exchange in IEEE 802.11

Both the RTS and CTS frames contain a Duration Field that dgfihe time period that the
medium is to be reserved to transmit the actual data frametandeturning ACK frame. Due
to the broadcasting nature of RTS and CTS frames. All théostmivithin the sender range (can

hear RTS) and the receiver range (can hear CTS) may learngfieim reservation by reading the
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DIFsS

Contention Window

PIFS

SIFS Backoff Window /
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Defer Access the medium is idle

DIFS

Figure 3.2: Basic Medium Access Protocol of IEEE 802.11 DCF

Duration Field in the RTS or CTS frame. Therefore, it is pbksthat one sender that is unable to
hear from another sender and yet still know about the impendse of the medium to transmit a
data frame by listening to a CTS frame. Through the exchahB& 8 and CTS frames, the hidden
terminal problem is solved.

The RTS/CTS exchange can also perform as a collision inferamd a transmission path
check. If the return CTS is not heard by the station which sehe RTS frame, there exists a high
probability that a collision occurred due to the fact thaSRises robust transmission rate.

The procedure of RTS/CTS exchange is illustrated in Figu8e(&igure 3.3 is adpoted from
[2], Section 9.2.5.4, Figure 9-7 RTS/CTS/data/ACK and NAXtieg). From Figure 3.3, it is clear
that the wireless channel is reserved for the transmittiation after a successful exchange of
RTS/CTS frames.

According to the IEEE 802.11 standard [2], the decision t&engse of the RTS transmission
is made solely at the sender side. When the size of the culegatframe is equal to or larger
than the RTShreshold RTS/CTS exchange occurs before the transmission of therdudata.
However, in most of the typical IEEE 802.11 devices opegaéia infrastructure based mode, the

RTS threshold is set to the largest value,(2347 bytes which actually disables the exchange
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Defer Access Backoff After Defer

Figure 3.3: RTS/CTS Exchange Procedure in IEEE 802.11

of RTS/CTS control frames in most cases. Although IEEE 8D2tandard defines that the trans-
mission of RTS frame should be triggered by the RTS thresh@iithg of the RTS frame for other

purpose can be found in supplemental standards.

3.2 Investigation of IEEE 802.11 Wireless Channels

This section explains several existing IEEE 802.11 link soe@ment experiments [5, 6, 8, 9]
and the conclusion drawn from their assessments. Most séthgsessments were conducted in an
outdoor environment, more assessments are needed foriedaconments.

Rodriget al.[6] collected realtime traces from the SIGCOMM 2004 confees From the ob-
servation they provided, around 28% of data frames had tetb@nsmitted and the retransmission
took around 35% of whole transmission time. This observasiaggests thdhe rate adaptation
algorithms implemented in current commercial wireless@dadrivers is ineffective.

Aguayoet al. [5] used hundreds of node pairs with mounted antennas ahéhtop of dif-
ferent campus buildings to form a mesh network named Roaénperform extensive link-level
measurement in an IEEE 802.11b [3] environment. From thg@eements, several interesting

results are given:
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e Regardless the communication distance, most of the linkergnce frame loss. So the

frame loss rate is not closely correlated to the commuranatistance.

e The fact that most links experience frame loss is probab&tdunulti-path fading in outdoor

environments.

e When loss rate increases due to collision, higher data maitgs result in better performance
than lower data rates. This indicates thajood rate adaptation algorithms should not take

the loss rate as the sole indicator to adjust the data rate.

Although Aguayoet al. carried out extensive experiments and analyzed in dewiattors
impacting IEEE 802.11 networks, their results are limitedEEE 802.11b network and outdoor
environments. Bianchi, Formisano, and Giustiniano [8hped out that the physical codings are
different between IEEE 802.11b and IEEE 802.119g [4]. Theeefthey may have different char-
acteristics even in the same environment. Bianchi, Oliged Potort [8] also found that the link
behavior of IEEE 802.11b and IEEE 802.11q is totally différdue to the difference in physical
coding, therefore, some environments may be suitable 16EIB02.11b network and not suitable
for IEEE 802.11g network.

Chebrolu, Raman, and Sen [7] used an IEEE 802.11 rural nketwioere there is limited in-
terference to monitor several long distance links. Themobasion somewhat contradicts Aguayo’s

observation.

e The transmission rate has a great influence upon the frareedos

e The external interference has a great impact on commuaorcati

The reason why Aguayo [5] and Chebrolu [7] draw two differesriclusions is because they were
using two different network settings. Even though they warth using IEEE 802.11b outdoor
networks, Aguayo was using a collision dominated networlenghs Chebrolu was using a rural

network.

11



Souryalet al.[9] conducted the IEEE 802.11 link experiment in an indoafiemment. They
claim that the SNR is a good indication of link robustnesswier, they did not specify which
IEEE 802.11 standard they were using; therefore the readts not applicable to some IEEE
802.11 standards. One conclusion upon their assessméhéd BNR can be a good indicator for
rate adaptation algorithms.

The above investigation of the literature for IEEE 802.11elss channels shows that not
only is rate adaptation schemes implemented in current cancial wireless adaptor drivers in-
effective, but also inappropriate indicator (loss rate3 baen used for designing rate adaptation

algorithms.
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Chapter 4
Related Work

During the last decade, IEEE 802.11 [2] Wireless LAN (WLANjshbecome the dominant
technology for both indoor and outdoor broadband wirelesworking. This chapter explains the
most typical and latest relevant rate adaptation schemigslivided into two sections, namely First

Generation and Second Generation. The last section sugesdhiese rate adaptation schemes.

4.1 First Generation: Rate Adaptation without Loss Differentiation

A frame loss in IEEE 802.11 networks is generally caused anobl/signal fading or col-
lision. First generation rate adaptation schemes do nfardiftiate the cause of these losses. In
IEEE 802.11 networks, a station can use the RTS/CTS comtolds to reduce the collision for
data transmission. RTS/CTS frames are very small in size.sEinder starts the transmission by
sending a RTS control frame to the receiver, and the receileresponse with a CTS frame if it
is not busy. All other stations that hear the exchange of BTS/control frames will remain silent
until the completion of the whole transmission transactibmerefore, the use of RTS/CTS control
frames can minimize collisions. Since the first generataig adaptation algorithms are intended
for networks using RTS/CTS, their lack of loss differentatis reasonable because most of the
data frame losses are due to channel fading.

Auto Rate FallbackARF) by Kamerman and Monteban [10] is the first rate adaptatiga-al
rithm proposed for IEEE 802.11 based wireless networkss diriginally designed for a Lucent
Technology wireless LAN product, the WaveLan-Il. This aigfum is simple and intuitive. It starts
the transmission at the highest rate, when the ACK is missiémirfing a successfully transmitted
packet, the first retry is transmitted at the same rate. IfAGK is missed again, the transmis-

sion rate is decreased and a timer is started. When eithdmtlee expires or the successively
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received ACKs reaches a threshdfd(/NV = 10), the transmission rate will increase. A new trans-
mission (probe packet) will be sent at this higher rate. & tiew transmission fails, the system
will immediately fall back to the lower rate. ARF suffers fnotwo problems. First, it cannot
perform efficiently in an environment where the signal sgterchanges quickly. It either waits
for the timer to expire or the successful transmission reac¢he threshold before the rate can be
upgraded. Both of these conditions take time. Second, iEtf@anel condition does not change
at all, ARF still keeps upgrading the rate when the successinission count reaches threshold,
which will lead to a periodical failures and rate oscillaiso

Receiver Based AutoRatRBAR) [11] by Holland, Vaidya, and Bahl is the first rate adap-
tation that takes advantage of the control frames RTS/Caissinitted at the basic rate. RBAR
requires incompatible changes to the IEEE 802.11 standamld aspects: 1) The original stan-
dard transmission time in the header of RTS/CTS is chang@édket size and rate; 2) A new
message RSH is introduced to finalize the tentative reservatformation in CTS. The RBAR
algorithm mandate the use of RTS/CTS mechanism. A pair of &TS control frame exchange
appears before the start of each data frame transmissioren\Wie receiver receives the RTS
control frame, it calculates the transmission rate for theoming data frame based on the Signal
to Noise Ratio (SNR) of the received RTS frame and a set of 3N&holds. The rate is then
sent back to the source in the CTS frame. This algorithm suffem several major problems:
1) The modification of the RTS/CTS control frame is not coripatwith current IEEE 802.11
standard and therefore cannot be deployed in current IEREL&8Metworks; 2) The RTS/CTS
frame exchange needs to appear before the transmissiorclodesa frame even if there are no
hidden terminals exist and this is a great waste of the baittin8) It assumes that the SNR of a
transmitted packet is available at the receiver, which tsahways true.

Sadeghet al. proposed a rate adaptation scheme callpgortunistic Auto RatéOAR) [12].
This scheme is based on the observation that channel calediieres are typically several packets
transmission times. The goal of this scheme is to achievpdeahfairness instead of throughput

fairness. A throughput gain can be obtained when the charamesupport a higher transmission
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rate instead of the basic transmission rate. The key ideaA&t @ to use fake fragmentation. In
the IEEE 802.11 standard, the fragmentation mechanisnmide®swa simple and practical way to
hold the channel for multiple packets. In OAR, it first usesMRBrate adaptation scheme to get
the available data rate through the exchange of RTS/CTSaldrames. Then if the data rate
is above the base rate, theore fragmenftlag in frame controlField of MAC header is set until
L%J packets have been transmitted. For example, suppose thasa rate is 2 Mbps,
and the channel can support up to 11 Mbps. OAR will try to sEg\qi = 5 packets compared to
the original 1 packet at base rate.

Pavon and Choi proposed thank Adaptation Strategy for IEEE 802.11 WLAN via Received
Signal Strength Measureméb#-RSS) [13]. This rate adaptation scheme is based upon two facts:
1) The frame error probability depends on the received freemgth and its transmission rate; 2)
The transmitting station can estimate channel behaviordaping track of the Received Signal
Strength (RSS) measured from the frames sent by the Access (R&). Upon receiving any
frame, the station will update the averagedS_avg using the RSS measured from the received
frame. In this algorithm, a thresholBh[s, j] is defined as a two dimensional array wheris
the transmission rate for IEEE 802.11b [3] with a maximum bamof 4 corresponding to the
transmission rate from 1 Mbps to 11 Mbps ahi$ the category of frame length. This algorithm
classifies the frame length into three types: 0-100 byte8;11D0 bytes and 1000-2400 bytes.
Therefore, the threshol@ih[i, j] holds 12 values and each value is used to indicate the minimum
RSS value required for a particular transmission. Theahiutalue for each threshold is set to O
and will be updated dynamically when the station starts terae. For exampleé['h[2, 2] is the
estimated minimum RSS for a frame whose length is betweerl000 bytes and transmits at 2
Mbps. Two algorithms are defined in order to update the tloleshh|[:, j| :

Thli,j] = (1 — ) x Thli, j] + a x RSS,
RSS_avg = (1 — ) x RSS_avg + 3 X RSS.
Where RSS is the received signal strength measured fronatist frame received. The values of

« andg are between 0-1. Besides the problem it does not differtentiiee cause of frame losses,
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this scheme is designed for IEEE 802.11b. For IEEE 802.1getare 12 different transmission
rate. Therefore, the threshaldh[:, j] will hold 36 values, which greatly increase the algorithm
complexity and inaccuracy.

Adaptive Auto Rate Fallbadl®ARF) by Lacage, Manshaei, and Turletti [14] is a rate adap-
tation scheme based upon ARF. It reduces the ARF oscillgtioblem by using a changeable
threshold/N for the successful transmissions required to increasedterdte. AARF increases
the data rate afteN consecutive successful transmissions and decrease ¢eftexttwo consecu-
tive package failure. If the first transmission fails aftes tate is just increased, AARF falls back to
the lower rate and also doubles the threshold required ted@se the rate /N (with a maximum
of 50).

Rate adaptation schensampleRate[16] by Bicket is based on transmission statistics over
cycles. It starts transmission at the highest rate. Everthtdata packet, SampleRate picks a
random rate which may do better than the current one to sendata packet. If the selected rate
provides smaller transmission time, it will switch to thege. SampleRate reduces the number
of rates it must sample by eliminating those rates that damrwide better performance than the
current one being used. This scheme stops sampling whenatiaters four consecutive losses.
The process of this scheme is explained in the following gotamin IEEE 802.11b, for a packet
of 1500 bytes, the transmission time are about 1299%834.us, 2976us, 1873us for four data
rates 1 Mbps, 2 Mbps, 5.5 Mbps and 11 Mbps, respectively (ffagare 5-1 in [16]). Suppose
current data frames are transmitted at 11 Mbps, after namsinission, the average transmission
time is 3761us, which is bigger than the lossless transmission time oMbps. Then the tenth
package will be transmitted at 5.5 Mbps assuming that thesmaght yield better performance.
Note that 1 Mbps and 2 Mbps are not selected because theiedessansmission time for the
packet is higher than the average transmission time at therduate. SampleRate aims to achieve

the best average throughput in the long run.
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4.2 Second Generation: Rate Adaptation with Loss Differenation

The first generation rate adaptation schemes are effeat@asvironments with limited colli-
sion losses. They are working either in an environment watleollision or in a mixed environment
exchanging RTS/CTS control frame before the transmisdieach data frame to reduce the colli-
sion. However, in reality, most data frames are transmitiedmixed environment. The exchange
of RTS/CTS control frame before the transmission of each ftatme introduces a lot of overhead
which dramatically reduce the throughput. Even worse esihe first generation rate adaptation al-
gorithms do not differentiate frame losses, they treat@llbsses as channel fading which may not
be appropriate in certain situations. To respond accyr&beh frame loss, recent rate adaptation
schemes use several ways to differentiate the cause of fmses and thus respond accordingly
to these losses. In the following section, these scheme=xatained.

Pang, Leung and Liew proposed a rate adaptation scheme agishdifferentiation ability
called Loss Differentiating-ARFLO-ARF) [18] for IEEE 802.11 WLANs by combining ARF
with a loss-differentiating MAC [17] they developed. Thesadifferentiation is performed at the
receiver side in LD-ARF. This scheme assumes there are mhittrminals in a WLAN and all
stations can hear each other. The authors argue that the fraader in IEEE 802.11 is small and
may not be corrupted by channel fading. If the frame headeorsipted, then it must be caused
by collision because if two stations transmit in the sameetsiot, the whole frame is corrupted
including the frame header. Therefore, if a frame headebeastecoded by the receiver while the
payload cannot, then the cause of the frame loss is due toehtading. Otherwise, the frame
loss is due to collision. If a frame loss is diagnosed as debamnel degradation, a negative ACK
NACK s sent back to the sender to reduce its rate with the assoimibtat the source address is
still available in the decoded frame header. Besides tlsedifferentiation, all other operations are
the same as in ARF. This scheme suffers from several problEirst, the author assume that the
frame header in IEEE 802.11 can only be corrupted by coflisihich is not always true. Second,

it is possible that the source address is corrupted whidhcatise theNACK unable to send back

17



to the source. Thus, the scheme will not work in this situatidhird, modification of the IEEE
802.11 standard makes the scheme impractical.

SchemeCollision-Aware Rate AdaptaticfCARA) [19] by Kim et al. believes that the effec-
tiveness of a rate adaptation algorithm depends on howtfeesh irespond to the change of channel
condition and also depends on how the collision can be dstexntd processed. CARA assumes
that the transmission error probability of a RTS controhfeais negligible because of its small
size and robust transmission rate. Therefore, all therti@nsmission of RTS control frame are
due to collision. In this algorithm, it mandate the use of RTES control frames in case of a
frame loss. A data frame is first transmitted without the suppf RTS/CTS control frames, if the
transmission fails, the exchange of RTS/CTS will be ingtthfor the next retransmission attempt.
If RTS control frame failed, then CARA will keep sending RT&tilit successfully receives the
CTS. However, if the RTS/CTS exchange is successful butnarrsmission fails, the rate will be
decreased because the loss must be caused by channel tlegraldze following data frames are
transmitted at a lower rate without the exchange of RTS/Cit8 a data frame fails again. Other
than turning on RTS/CTS control frames, CARA adjusts tha datie in the same way as ARF.

The Robust Rate Adaptation Algorithetheme RRAA) by Wonget al. [20] is a statistical
rate adaptation scheme with loss differentiation. It cstissof three modules: Loss Estimation,
Rate Change and Adaptive RTS Filter. The Loss Estimationutead used to assess the channel
condition by using a time window (5 - 40 frames) to keep tratkhe frame loss ratio. The Rate
Change module decides whether to change or keep the cuatenbaised on the estimated loss
ratio. The Adaptive RTS Filter module is used to selectivein on or turn off RTS/CTS exchange
to reduce the collision losses. In RRAA, each rate is assatiaith three parameters, namely the
estimated window size, the Maximum Tolerable Loss thresliBl,r;), and the Opportunistic
Rate Increase threshol®{r;). RRAA starts transmission at the highest rate, whenevateais
chosen, it is used to transmit the next estimated windowfsarees. The loss rati® is calculated
based on how many frames have been lost within the window $Meen the window finishes,

a new rate is chosen based on this loss ratio. If the loss Fatio Py,r;, the rate is decreased.
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If P < Pogr, the rate is increased. Ko <= P <= Pyrr, the rate remains unchanged and
the estimated window slides forward to calculate the lois nNtinuously for the current rate.
RRAA uses a small trick to adapt the rate change more quicklgdiculating the best (worst)
possible loss ratio. The best (worst) possible loss ratialisulated by assuming all the following
frames in the estimated window are transmitted succedsilurg). If the best possible loss ratio
is already larger tha®,, 1, the rate is decreased immediately and a new estimated wisizots.
Similarly, the rate is immediately increased if the worssgible loss ration is already smaller than
Por;. To solve the hidden terminal problems, RRAA uses a mechaciadled adaptive RTS filter.
The key idea of this mechanism is using a RTS window siRE{,,..4), all data frames within this
RTS,,,q are transmitted with RTS turned on. TS, is initially set to 0. If the last frame
is lost without RTS turned onRkT'S,,,.q increases by one because last frame loss may be caused
by collision. However, if the last frame fails after the REurned on or the last frame succeeds
without RTS turned onRT'S,,,.q is halved because last frame did not experience collisidasi
frame succeeds with RTS turned @ti['S,,,,; remain unchanged. However, RRAA is not efficient
in some situations. It does not change data rate even if @meefloss is detected due to channel

degradation because it does not adjust its rate until th@tedch estimated window.

4.3 Summary of Rate Adaptation Algorithms

The above rate adaptation schemes can be grouped undeemwliftziteria: whether it dif-
ferentiate the frame losses, where the data rate is adjumteldwhat is the indicator of channel

conditions. Table 4.1 summarizes these criteria.
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| Schemes | Loss Differentiation | Based Location| Condition Indicator |

ARF No Sender Based | Loss ratio
RBAR No Receiver Based| SNR
OAR No Receiver Based| SNR
LA-RSS No Sender Based | RSS
AARF No Sender Based | Loss ratio
SampleRate No Sender Based | Loss ratio
LD-ARF Yes Receiver Based| Loss ratio
CARA Yes Sender Based | Loss ratio
RRAA Yes Sender Based | Loss ratio

Table 4.1: Summary of Rate Adaptation Schemes
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Chapter 5

Design

This chapter first gives several guidelines in designing fioient rate adaptation scheme
for IEEE 802.11 [2] networks. Then it analyzes the problemsurrent rate adaptation schemes.

Finally, the proposed algorithms are explained in detalil.

5.1 Design Guidelines

This section proposes several design guidelines for diegjgan efficient rate adaptation

scheme.

5.1.1 Ability to Differentiate Frame Losses

In the IEEE 802.11 standard, the RTS/CTS control frame exgh#s disabled by default due
to the overhead. Without the help of these control framest, gieneration rate adaptation schemes
treat all the frame losses as from channel fading and dexsd¢hs data rate whenever the frame
failure rate reaches certain threshold. Although this m@thvorks when there is no collision, it
will fail in a complicated environment where both channeji@delation and collision occur. This
failure is caused by the inability to differentiate framedes. If a frame loss is caused by collision,
decreasing the data rate will not help solve the problem blitnmake it worse. The reason is
because a lower transmission rate has longer transmissierand wider broadcast range, which
will lead to even more collisions in this situation. Thenmefpan efficient rate adaptation scheme

should be able to differentiate frame losses and resporatdiog to these different causes.
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5.1.2 Fast Response to the Variation of Channels

An efficient rate adaptation scheme should be able to adagtioonment changes. Other-
wise, the scheme may lose the opportunity to transmit attzehidata rate or keep sending the data
at a high data rate when successful delivery is not possiateefficient rate adaptation scheme
should be able to grab the opportunity by increasing themddavhen the signal strength is strong

and decreasing the data rate quickly when the signal stretighs dramatically.

5.1.3 A Suitable Initial Rate

In a multi-rate wireless network, when the driver for a melsilation is initialized and attached
to a node, it will set the initial transmission rate. Badigdhe initial rate is set with three choices:
the highest rate, the medium rate and the lowest rate. Mdkeaturrent rate adaptation schemes
use the medium rate as their initial rate, which is 5.5 Mbps&EE 802.11b and 36 Mbps for
IEEE 802.11g. This makes sense since the current enviraroordition is unknown. However, it
is not efficient when the channel condition is extremely goodoor. An efficient rate adaptation
scheme should take these extreme cases into considerati@etan appropriate rate as the initial

rate.

5.1.4 Ability to Accommodate Poor Channel Conditions

When the channel condition is poor, a higher data rate walll e result in more corrupted
frames. Most people believe that using a low data rate maypefger results. Therefore, when
the signal strength is very low, most existing rate adaptasichemes tends to decrease the data
rate to the minimum rate (1 Mbps). However, using the minintate does not necessarily gives
a better performance than the other rates. Figure 5.1 shwvaverage TCP throughput in a
poor channel and collision free environment by using d#ifeérfixed rates. From Figure 5.1, we
can see that the average throughput increases when we sletineadata rate from the maximum
transmission rate of 54 Mbps. The throughput reaches itk mhen the data rate is 12 Mbps,

after which, the average throughput starts decreasing. e kkhat the throughput is related to
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the transmitted frames and the delivery ratio. From Figule We can see that at the minimum
rate, the delivery ratio is close to 1, which means almosbfathe frames have been transmitted
successfully. However, its low data rate transmits fewamfes in a given amount of time. On
the contrary, at 12 Mbps, even though more than half of thedésahave been corrupted, it still
gives a much better throughput since it can transmit moradsacompared to the minimum rate.
Figure 5.1 shows that selecting the lowest data rate in a gloannel environment may not be

appropriate.

Average Throughput (Mbps)

B .0
1 2 5.5 6 9 11 12 18 24 36 48 54

Different Fixed Rates (Mbps)

Figure 5.1: TCP Throughput by Using Fixed Rates in a Poor 6éaQuality Environment

5.1.5 Ability to Adapt Different Protocols

Currently, there are two different transport protocold #r@ commonly used, namely Trans-
mission Control Protocol (TCP) and User Datagram Protdd@lF). TCP provides reliable and
ordered delivery of a stream of bytes between stations. efbiex, TCP is mainly used for infor-
mation and data retrieval applications, for example, walwier, email and file transfer. On the
other hand, UDP uses a simple transmission model withoutdhd-shaking process used in TCP,

and it does not guarantee reliability and data integritis thainly used for real-time applications
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which are normally time-sensitive. In such systems, dnogiackets is preferable to waiting for
delayed packets.

TCP uses a network congestion control algorithm in orderctoewe congestion avoidance.
For each connection, TCP maintains a congestion windowtitignthe total number of unac-
knowledged packets between two stations. It uses a mechamilted slow start to manage the
congestion window. The window is initialized as one maximaggment size (MSS) which means
it can accept one packet at the beginning of a connectionn Tifeewindows starts increasing by
1 MSS as each packet is acknowledged. This actually makesotigestion window to increase
exponentially. When the congestion window exceeds cettm@shold, the algorithm enters a new
state called congestion avoidance. In this state, as lomp@asiuplicate ACKs are received, the
congestion window is additively increased by one MSS eveond trip time. However, when a
packet is lost, the algorithm will reduce congestion windowl. MSS, and reset to the slow start

state (TCP Tahoe). The TCP’s slow start process is showrgur&is.2.

25

Congestion Window (in segments)

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Transmission Round

Figure 5.2: TCP Tahoe’s Slow Start Process

Figure 5.2 shows that even one packet failure may cause tlire cb@gestion window to
decrease dramatically and the threshold be halved. Thetdfas very important to keep a low

loss ratio in order to get better performance in a TCP traffibis is especially important in a
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collision dominated network, where there are a lot of packatl be corrupted due to collision.
Therefore, the use of RTS/CTS control frames is necessaiguise the exchange of RTS/CTS
frame reserves the bandwidth and decreases the probabdityn packet will collide with other
packets.

Contrary to TCP, UDP does not have any congestion controharesm. If the receiver
cannot process the data, it will simply drop those packelterdfore, to get a better performance
in a UDP traffic, the sender should not introduce too muchlwead. However, in a collision
dominated network, the use of RTS/CTS contro frame is gitlessary in order to avoid too much
collision.

An efficient rate adaptation scheme should consider theréifit characteristics of TCP and

UDP traffics and should react differently depending on threeru traffic type.

5.1.6 A Good Metric to Adjust Data Rate

Some of the current rate adaptation schemes adjust thead@tayrmonitoring the consecutive
success count (with threshold normally set to 10) and theemirtive failure count (with threshold
normally set to 2). While this method is simple, it is not aeta. According t(RRAA[20], the
probability of successfully transmitting a data packetdwing ten consecutive success is only
28.5%. And the probability of a failure in a data transmissadter two consecutive failure is only
36.8%. These statistics show that the consecutive succéaduse count should not be used as
the metric to adjust the data rate.

Besides monitoring the success and failure count, oth&mseh try to use the signal to noise
ratio (SNR) as the indicator to adjust the rate. Howevemaling to SampleRate [16] and RRAA
[20], SNR isNOT a good indicator of the channel condition and therefore khoat be used in

the metric.
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5.1.7 Compatible with Current Commercial Product

A practical rate adaptation scheme should be compatibke eutrent commercial product,
which means we should not make changes to the IEEE 802.1dasthn Several existing rata
adaptation schemes [11,12,18] require modification of BteH 802.11 standard and therefore are
hard to implement on the current commercial wireless ndtvadaptors.

The above guidelines give us some basic ideas on how to desigfficient and practical
rate adaptation scheme. The next section will explain topgsed algorithms as well as how they

satisfy these guidelines.

5.2 RTS Control Frame

RTS control frame has several characteristics which makatiéble for use as a probe frame.
First, it has a very small size; according to the IEEE 802tahdard, it is only 20 bytes in length.
Compared to a normal data frame, which is usually larger 29 bytes, a smaller probe frame
has a smaller probability of colliding with other frames dae¢he shorter transmission time. Sec-
ond, RTS/CTS control frames have the ability to reserve treiwvidth. Therefore, a data frame
following a successful exchange of RTS/CTS rarely collidéhwther frames. Furthermore, a
failure frame after such exchange must be caused by chaegeddhtion since the bandwidth has
already been reserved. Third, RTS transmission rate istdjle in our testbed. Even though
transmitting the RTS at rates other than the lowest doestnctiy follows the IEEE 802.11 stan-
dard, it does not modify the content of a RTS frame and theeafostill compatible with current
commercial products.

To demonstrate that the use of RTS as the probe frame is hahpéucollision dominated
network, we use several equations to calculate the praotyatiibt a RTS frame will not collide
with other frames.

Suppose in an IEEE 802.11 network, theresrstations that has a frame available to transmit

at all time. All the data frames are of equal length and thestr@ission of one frame occupiés
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time slots. Letr denote the probability that a station transmits in a rangarhbsen slot timer(
can be obtained using Bianchi’s work [21]). Now, supposeafrtbese stations transmit a frame.
Let ¢ represent the probability that no other stations will trart$n any generic slot occupied

by the frame currently being transmittegdcan be calculated as follows:

g=(1-7)N" (5.1)

Since the entire frame must not collide with other framdshalT" slot time occupied by the
transmitting frame must not overlap with any transmissifvam other stations. Therefore, the

probability P that the entire frame does not collide with other frames caaxpressed as:

P=¢"=(1-7)T®D (5.2)

Suppose the transmission of one RTS frame tdkésne slots and the transmission of one
data frame take® time slots. Through the use of RTS, the probability for a dedene not to
collide with other frames is increased from the origifial- 7)?V=1 to (1 — 7)BWV-1),

Next, let's see some examples. Table 5.1 lists some impgreameters in IEEE 802.11g

(Suppose no other IEEE 802.11b stations connect to the AP).

| Parameters | Value |
Slot Time 9 us
SIFS 10us
DIFS 2 x Slot Time + SIFS = 28:is
Physical Layer Overhead20 s
Signal Extension 6 us
CWmin 15 Slots
CWmax 1023 Slots
RTS Length 20 Bytes
CTS Length 14 Bytes
ACK Frame Size 14 Bytes
MAC Header Length 36 Bytes

Table 5.1: Summary of IEEE 802.11g Parameters
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Considering a WLAN where there are five stations and the MA@ndalata payload is 1500

Bytes. With the MAC layer header, the frame length is 1536eBy{The time needed to transmit

this data frame isPhysical Layer Overhead + 7—29308_—_ Therefore, it will occupy 230,
60 and 28 slots at transmission rate 6 Mbps, 24 Mbps and 54 Mbppectively. Similarly,
transmitting a RTS frame will occupy 6, 3 and 3 slots respedtiat these rates. Since IEEE
802.11 uses bhinary exponential backoff mechanism, thegtibty that a station will transmit

a frame in a randomly chosen slat)(is small. Based on these information and Equation 5.2,

Figure 5.3 plots the probability for a RTS frame not to cadligdith other frames.

0.9 I 0.89

——6 Mbps
~—24 Mbps
54 Mbps

Probability That a RTS Frame Will Not Collide with Other
Frames
o
(9]

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
Probability That a Station Will Transmit in a Randomly Chosen Slot

Figure 5.3: Probability for a RTS Frame Not To Collide withh®t Frames

From Figure 5.3, we can clearly see that a RTS frame has a hadjabpility not to collide
with other frames. Especially whenis small, the probability of no collision can reach as high
as 0.89 when the transmission rate is above 24 Mbps. Alsougirthe exchange of RTS/CTS,
the probability that the original data frame does not celkdth other frames has increased to the
probability that a RTS frame not to collide with other frames

It has to be pointed out that the previous calculated RT S tngssion time is only the trans-
mission time for RTS itself, it does not include the standatdS, SIFS, and IEEE 802.11 ACK.
To calculate the total transmission time of a data frame RIlIS/CTS and IEEE 802.11 ACK in
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IEEE 802.11g only environment, we should use the followiqgation:

Total Transmission Time =

DIFS + Physical Overhead + RT'S + Propagation Time +

SIFS + Physical Overhead + C'T'S + Propagation Time +

SIFS + Physical Overhead + DataTime + Propagation Time + Signal Extension +
SIFS+ Physical Overhead+ IEEFE 802.11 ACK + Propagation Time+ Signal Extension

5.3 Algorithms

This section first introduces our original design of a ratepadtion algorithm, named Ad-
vanced Rate Adaptation AlgorithmPARA). Then it explains how it is extended to a better algorithm
called Fast Recovery Rate Adaptation AlgorithaiRRA).

5.3.1 Advanced Rate Adaptation Algorithm (ARA)

The key idea of ARA is to make use of the RTS control frame. Adicw to the IEEE 802.11
standard [2], the decision to make use of the RTS transnmissimade solely at the sender side.
When the size of the current data frame is equal or larger tt@aRTS thresholdthe RTS/CTS
exchange occurs before the transmission of current dataets, in most typical IEEE 802.11
devices operating in infrastructure based mode, the RT&Stiotd is set to the largest value (i.e,
2347 byteys which actually disabled the exchange of RTS/CTS in mas¢saAlthough the IEEE
802.11 standard defines that the transmission of RTS framéddhe triggered by the RTS thresh-
old, use of the RTS frame for other purpose can be found inlsopmtal standards.

The following section discusses how ARA satisfies the pregagiidelines.

Ability to Differentiate Frame Losses

As explained before, an efficient rate adaptation algorishiwuld be able to differentiate the
cause of frame losses, because different causes of frameslosquire different actions. ARA

satisfies this guideline by taking advantage of the RTS obfitames. When a data frame is
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transmitted unsuccessfully, a RTS will be sent at the sateeas the failed data frame. If the
corresponding CTS can be received successfully, then tlientichannel has a high probability
of supportting this data rate since the RTS is transmittedeasame rate as the failed data frame.
Therefore, the failure of previous data frame is probabidéused by collision. Remember that
such RTS frame has a very low probability of colliding witthet frames due to its small size
and high transmission rate. If such RTS frame is transmgtextessfully but the following data
frame still fails, then it is very obvious that the data lossaused by channel degradation since
the bandwidth has already been reserved by the successhamgye of RTS/CTS. By using this

method, ARA precisely differentiate frame losses causechiayinel degradation from collision.

Fast Response to the Variation of Channels

ARA uses a fast and precise rate adjustment mechanism. Aareag above, if the RTS/CTS
exchange is successful but the following data frame stifi fehe failure must be caused by channel
degradation. Therefore, the data rate will be decreasessponse for such environment changes.
ARA does not act like other rate adaptation schemes whiclaukeeshold to decrease the trans-
mission rate. Using a threshold to adjust data rate is ngtioaccurate, but also responds slowly

to the variation of the channels.

A Suitable Initial Rate

ARA uses the highest data rate, 11 Mbps for IEEE 802.11b [8] % Mbps for IEEE
802.11g [4] as the initial rate. The reason is because ARAthasbility to quickly identify
the cause of frame losses and be able to adjust the tranemiase efficiently in response of chan-
nel degradation. Therefore, in an environment where siginahgth is strong, ARA does not need
to adjust the data rate. Whereas in an environment wheralsitnength is very weak, ARA can
quickly decrease the data rate to a suitable level when i¢ fnd that the channel cannot support

the current rate any more.
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Ability to Accommodate Poor Channel Condition

ARA is originally designed for the situation where the chalrsondition is good. Therefore,

it does not adapt to the situations where the channel condgipoor.

Ability to Adapt Different Protocols

ARA concentrates on the TCP traffic and does not adapt to U&ffrctr

A Good Metric to Adjust Data Rate

Most of the current rate adaptation schemes use conse@utdaess count or consecutive
failure count as their metric to adjust the data rate. Howetés method is not only inaccurate,
but also loses the opportunity to grab the short gain perfagtrong signal strength. ARA uses
RTS and the following data frame to identify channel degtiatiacand therefore be able to decrease
the transmission rate quickly and precisely. ARA also ukessticcess count to increase the data
rate but does not need to be consecutive. As stated preyjdbsl probability of a successful
transmission after ten consecutive success transmissimy 28.5%. Think of a situation when
the channel quality is improving, however, transmissiamrestill occurs due to the broadcast
nature of the wireless transmission. A single failure offthene may cause the consecutive success
count to reset to 0, which means those rate adaptation sshieave to recount this counter and
wait it to reach the threshold before they can increase tteerdée. This is not desirable since the
current channel quality is improving. ARA does not resetdhecess count as long as the data rate

is not changed in order to grab the period of strong signakdyi

Compatible with Current Commercial Product

ARA uses the RTS control frame but extend the usage becaed€lth may be sent at other
rates besides the basic rate. However, no modification ienmside the content of a RTS frame

which makes this algorithm still compatible with currentromercial product.
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ARA is the original design of a rate adaptation algorithm arsatisfies most of the proposed
guidelines. It is specially designed for TCP traffics and kgorery well in situations where the

channel quality is not poor. Figure 5.4 shows the state itianf ARA algorithm.

Initial State
rate = maxRate;
m =n =0;
Ts=8;
Pw=1;
status = RTS OFF:

A 4
Wait for Data n >= Py,
m ++; n++;
n=0; if ((status == RTS_LOW) Success Failure
if (m >=Ts) { && (rate > minRate)) { Status = RTS_HIGH
If (rate < maxRate) rate --;

rate ++; n<Pu m =0;
m=0; n=0;
} status = RTS_OFF;
status = RTS_OFF; } /

Success Failure

Failure

\ 4

Status = RTS_LOW

Data Tx

Figure 5.4: ARA Algorithm
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5.3.2 Fast Recovery Rate Adaptation Algorithm (FRRA)

FRRA is based upon ARA. However, it extends ARA in severakatgp First of all, it uses
states to best identify current network status. The adgentd using states is very obvious: we
can easily know the current status and therefore can phea@asgust the transmission rate. As
explained in the previous chapter, different cause of frémsses requires differnet actions. We
should not decrease the data rate when a frame loss is caysetlision and should not keep the
current transmission rate when the channel starts to degBydusing the predefined states, FRRA
knows the exact current network status and therefore caly ezake adjustments to the data rate.
Basically, it has five states, namely NORMAL, PREOLLISION, COLLISION, PREFADING
and FADING.

Besides using the predefined states, FRRA considers bothra@ie and UDP traffic while
ARA only concentrates on the TCP traffic. Since a TCP traffie tpaite different characteristics
from a UDP traffic as we have explained in Section 5.1.5. leiyvmportant that a rate adaptation
scheme takes both types of traffic into consideration.

As we have explained in the previous section, ARA works wed situation where the signal
strength is not poor. FRRA not only considers the situatiber the channel quality is good, but
also considers the situation when the channel quality is.ge@m Figure 5.1, we can see that a
lower data rate gives a higher delivery ratio. However, daiglelivery ratio does not necessarily
means a better throughput. This is because a lower datagateaty transmits fewer frames in a
given amount of time. Therefore, even though most of the ésan be delivered successfully,
the throughput may not be high. FRRA improves the througbgdimiting the minimum rate to
6 Mbps. Note that even though Figure 5.1 shows that when ttzerdee is 12 Mbps, the highest
throughput can be achieved, it is wise to select a lower dd&as the minimum rate in order to
make the rate adaptation scheme work in a exremely low sgjhadtion. Using 6 Mbps as the
minimum rate not only gives us close to maximum throughputtgbso guarantees that FRRA may

work well even in a extremely poor channel environment.
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Another improvement of FRRA over ARA is the fault toleraneature. We know that a
frame failure occurs even when there is no channel degmadatd collision due to the wireless
broadcast feature. This kind of failure may cause the raptation schemes to misjudge the cause
of frame losses and therefore react incorrectly. FRRA sthliseproblem by using a probe frame
at different states in order to quickly recover from an inappiate state.

Next, let’s look at how FRRA fully satisfies the proposed glildes we mentioned before.

Ability to Differentiate Frame Losses

FRRA uses the similar idea as ARA to differentiate framedss3Vhenever a frame is lost,
FRRA will first send a RTS frame at the same rate as the lost fdatae. If the RTS can be
transmitted successfully, then the previously lost frarag & high probability of collision since
the RTS is using the same transmission rate as the failedfrdat®. If the RTS/CTS exchange
cannot be done at the current rate, FRRA will initiate anofRES/CTS exchange by using the
lowest transmission rate. If this exchange is successfuthauframe still cannot be transmitted
successfully, FRRA will assume that the current channehctsupport the transmission rate and
believe the previous frame loss was caused by channel dggragince the successful exchange
of RTS/CTS has already reserved the bandwidth. By usingtéisisnique, FRRA can precisely

differentiate the different causes of frame losses.

Fast Response to the Variation of Channels

In order to adapt to change in the environment, FRRA usessstatbest describe the cur-
rent situation. It has five predefined states, namely NORMARE COLLISION, COLLISION,
PREFADING, and FADING.

NORMAL state means current data rate is steady and there iistexderence from another
station. At this state, FRRA will keep sending packets withthe exchange of RTS/CTS control
frames in order to reduce the overhead. If the success ceaadies certain threshold, FRRA will

try to increase the data rate. After the rate is increasetdamext level, if the following packet
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is transmitted failed, FRRA will immediately fall back toetoriginal rate and the threshold is
doubled. This process is similar to AARF [14] to avoid rateilb&tion.

At the NORMAL state, whenever a frame failure occurs, FRRA first assume the lost is
caused by collision. It enters a new state called RIRBLLISION which means predicted colli-
sion. In this state, FRRA will initiate the exchange of RT®8Ccontrol frames to determine the
exact cause of this loss. Note that the RTS frame is transtnity using thesame rateas the
failed data frame, this is the key difference between FRRA @ther rate adaptation schemes. If
the RTS/CTS exchange is successful, FRRA will know that trenael is still supporting current
data rate and the previous frame failure was caused byioolli¥herefore, FRRA will change the
current state to COLLISION. If the RTS/CTS exchange is unessful, FRRA believes there is
a high probability that the previous frame loss was causechiayinel degradation since the RTS
frame is very small in size and will not easy collide with atframes. FRRA will further judge
the cause of this frame loss by entering the BFEDING state.

In the COLLISION state, FRRA will set up a RTS Countets{C'ounter) and a RTS Window
(rtsWnd) to best support the current situationtsCounter is initially set to 0 andrtsWnd is
initially set to 5 which means the next 5 data frames will lmmsmitted with the help of RTS/CTS
exchange. For each successfully transmitted frame;tid@ounter will be increased by 1. When
it reaches thetsCounter, FRRA will go back to NORMAL state. This is necessary because
do not know whether the collision station still exists. Iethollision station does not exist and
we are still using RTS/CTS exchange before each transnfitdeae, a lot of bandwidth will be
wasted due to the unnecessarily transmission of RTS/CTaslto be pointed out that, although
there are other rate adaptation schemes that also use a RIB®WIFRRA is different in some
aspects. The RTS/CTS exchange of FRRA is done at the curegrsntission rate instead of the
lowest rate (1 Mbps) as in other rate adaptation schemese $ire lowest transmission rate has
a longer transmission time and a wider broadcast rangeg tisslowest rate may cause the RTS
frame itself to collide with other frames and therefore megd these rate adaptation schemes to

misjudge the current situation. FRRA transmits the RTS &ata higher data rate to reduce the
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probability of RTS collision and therefore provides a befterformance in a collision dominated
environment. In the COLLISION state, if the RTS/CTS exchaagthe current rate is successful
but the following data frame is corrupted, FRRA believed tha channel condition has become
worse and it will enter a new state called PREDING which means it predicted fading.

In the PREFADING state, one RTS frame will be sent at tlwevesttransmission rate. |If
both the RTS/CTS exchange and the following data frame camabsmitted successfully, then
FRRA may have misjudged the cause of the previous frame iloss e new frame is transmitted
by using the same data rate as the failed frame. Therefor@ ARRiIl immediately fall back to
the NORMAL state and continue to increase the success aouxige that the success counter
is resumed instead of restarting from 0. This is because uhert rate has not been adjusted,
therefore, the success counter is still valuable to detezrinow many frames has been transmitted
successfully at this rate. However, if the RTS/CTS exchatijdails or the RTS/CTS exchange
is successful but the following data frame cannot be dedivethen obviously the channel cannot
support the current transmission rate. Therefore, FRRRAentker the FADING state.

In the FADING state, a RTS will be sent at the lowest rate, éffibilowing data frame cannot
be delivered after the successful exchange of RTS/CTS theedata rate will be decreased to the
next level and the state will reenter the NORMAL state. Hosve¥f the RTS frame cannot be
delivered successfully, then current channel quality nibgstery poor since the RTS is already
transmitted by using the lowest rate. At this situation, PRKII keep sending RTS frames until

it can be transmitted successfully.

A Suitable Initial Rate

FRRA uses the highest transmission rate (54 Mbps) as thalirate. Most rate adaptation
schemes use the medium rate (36 Mbps) as their initial tresssom rate because they do not know
what is current optimum transmission rate. These rate atlaptschemes either uses statistic
method or use the consecutive success or failure count angose threshold. Only when the

counter reaches the threshold can the current rate be adhaHgeever, this method makes these
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rate adaptation schemes hard to reach the optimum ratetbimedjustment takes time. FRRA can

precisely determine the cause of frame losses and can gueadhes the optimum rate even when
the current channel quality is very poor. Therefore, selgdhe highest transmission rate gives a
better performance when the signal strength is strong aesl at decrease the performance when

the signal strength is poor since it can decrease the datsoratlower level very quickly.

Ability to Accommodate Poor Channel Condition

From Figure 5.1, we can clearly see that when the channeittmmd very poor, transmitting
at the highest rate will not give any throughput since allttaasmitted frames will be corrupted.
Therefore, we need to decrease the data rate in order to tadéyi situation. However, using the
minimum rate (1 Mbps) only ensures that most frames can beedetl successfully. It does not
necessarily means that we can get a higher throughput dine tiariited transmission data rate.
In the design of FRRA, we set the minimum transmission rai ktbps in order to get the best
performance.

We have to point out that transmitting at a lower rate doeonbt gives a lower throughput,
but also makes the rate adaptation algorithm harder to ez¢o\a higher data rate when the chan-
nel condition improves. Most of the rate adaptation al¢pong can only increase their transmission
rate step by step, for example, from 1 Mbps to 2 Mbps, and sd@ barefore, it is unwise to drop
the data rate to a very low level. In FRRA, we set the minimuta that the algorithm may reach
to be 6 Mbps. This not only guarantees that we get a bettengfmmut when the channel condition
is poor, but also makes it easier to recover from the lowea date should the channel condition

improve.

Ability to Adapt Different Protocols

FRRA is designed not only for TCP, but also for UDP. For a TGHfitr, FRRA uses the help
of RTS/CTS control frames to minimize the possibility of patlosses. As we have explained in

Section 5.1.5, the loss ratio is a key factor for improvingTigerformance.
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For a UDP traffic, even though the use of RTS/CTS frames intted overhead, FRRA mon-
itors current state and avoids unnecessarily use of theseotdrames in order to get a better

performance in a UDP connection.

A Good Metric to Adjust Data Rate

FRRA uses different states to best describe differenttsitas, therefore, it is very easy and
clear as how we should adjust the data rate. The decisioniis gear, the NORMAL state
means current transmission rate is steady and there is hsiaol All the frames are delivered
immediately without overhead and nothing needs to be donthéodata rate. Only when a frame
loss occurs will FRRA change to other states. The COLLISI®@itesindicates there are collision
stations and therefore FRRA will keep the current data ratetarns on the RTS/CTS exchange
to minimize collision. At FADING state, FRRA knows that thieasinel condition cannot support

the transmission rate and will simply decrease the data rate

Compatible with Current Commercial Product

The only thing FRRA changes is the transmission of RTS fram@shigher rate rather than
the lowest rate. However, this change is not against the IBEE11 standard and can still be
implemented in current commercial products.

By satisfying all the above guidelines, a practical and igfficrate adaptation algorithm is

proposed and implemented. The state transition of FRRAawshn Figure 5.5.
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IF (success >= success_Threshold)

rate ++;

NORMAL

IF (rtsCounter == rtsWnd IF (rate Decreased)

IF (RTS, Tx Success
&& Data Tx Failure)

IF (RTSy Tx Success
&& Data Tx Success)
rtsCounter ++;

IF (Data Tx Failure)

IF (RTSy Tx Success
PRE_COLLISION

IF (RTS, Tx
&& Data T

IF (RTSy Tx Failure)

IF (RTSy Tx Success
&& Data Tx Failure) IF (RTS, Tx Failure ||

(RTS, Tx Success && Data Tx Failure))

PRE_FADING

Figure 5.5: FRRA Algorithm
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Chapter 6

Implementation

This chapter first explains the Madwifi [1] driver, which is@pmen source IEEE 802.11 device
driver for Atheros cards in Linux and FreeBSD. Then it disasshow the two proposed algorithms

are implemented on Madwifi.

6.1 Madwifi Driver

We use Madwifi 0.9.3.2 as the device driver for our Proxim {gse cards to implement the
proposed rate adaptation algorithms. In this section, wedkplain the basic structure of Madwifi
driver, then we will use FRRA as an example to illustrate howdmpile, debug, install and run

this algorithm in our Linux-based testbed.

6.1.1 Madwifi Basic Structure

The basic structure of Madwifi driver is shown in Figure 6.5.ghown in the figure, the Mad-
wifi driver consists of four components: HAL, ath, NetlEEE28D1 and Rate Control. Among
these components, HAL(Hardware Abstraction Layer) actaramterface for the other compo-
nents to access the hardware firmware. The ath componemisniates HAL and provides spe-
cific callbacks for other components. NetlEEE 802.11 congpbimplements most of the IEEE
802.11 features such as frame assembly and disassemhlgrdayption etc. Rate Control compo-
nents is the key component when implementing a new rate atiapalgorithm. It is responsible
for selecting a transmission rate for each data frame. Dipgron the status of a transmitted
frame, different rate adaptation algorithms might makéed#int decisions in order to maximize

the network performance.
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In our implementation of the proposed algorithms, we mads edgorithm an individual
module in the operating system. The detailed informatioh@m the proposed algorithms can be

built into modules will be shown in the next section.

Rate
Control

Net802.11

Figure 6.1: Madwifi Basic Structure

6.1.2 Compile, Debug, Install & Run The Proposed Algorithms

This section shows how we install the proposed algorithmsi@gules in our Linux-based

testbed.

Compile The Algorithm
e Open folder madwifi/atlvate, create a new folder namfzch.

e Put FRRA's source code into foldéra.
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e Create a makefile in this folder, the makefile should be smdather existing rate adapta-

tion algorithms in Madwifi.
o Edit madwifi/net80211/ieee802k4ate.h and adtEEE80211RATEFRRAto the enum.

e Edit madwifi/net80211/ieee802Xate.c and addEEEB0211RATEFRRA] =“ath_rate_frra”

to the module names.
¢ Edit madwifi/athrate/makefile and addra to the appropriate position.

o Edit madwifi/scripts/madwifi-unload.bash (for the unlodd/adwifi modules) and adttra

to the appropriate position.

o Edit madwifi/scripts/find-madwifi-modules.sh (for the rerabof Madwifi driver) and add

frra to the appropriate position.

Debug The Algorithm

In order to debug, first we need to enable debug in source code:

e Enable debug in source code, this can be done by adding tbeviog code:
#define FRRADEBUG
#ifdef FRRA.DEBUG
enum{

ATH_DEBUG_RATE = 0x00000010 /* rate control */
%

e Use “DPRINTF” in the source code to print out the debug messag
The format for DPRINTF is:
DPRINTF(sc, “Debug Message with Variable Value %d”, valegb
or

DPRINTF(sc, “%s”, “Debug Message”);
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e To see the debug message, type the following command asdheser:
athdebug rate

dmesg

Install The Algorithm Into The Linux Kernel:

The procedure to install a new rate adaptation algorithmrasdule into the Linux kernel is

shown below:

e Remove previous madwifi driver from Linux Kernel:
Open a terminal, change to folder madwifB.3.2/scripts and type:
Jmadwifi-unload.bash

Jfind-madwifi-modules.sjuname -r)and select (for remove) when prompted.

¢ Install the new madwifi driver:
In the madwifi root directory, type:
make

make install

Run The Algorithm

e To run FRRA, open a terminal and type the following commancbas
madwifi-unload.bash

modprobe atlpci ratectl=frra

6.2 ARA Implementation

ARA is the original proposed rate adaptation algorithm aocentrates on TCP traffics. It
first defines two threshold parameters narfigd(7T's = 5) and P, (P, = 1), T's is the success
count threshold which is used for the algorithm to upgradertte to a higher level, ang,, is

used to check whether previous data frame has failed. Ifdkeeid transmitted unsuccessfully, the
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algorithm will enter a state while RTS/CTS exchange willwrcto help differentiate the cause of
frame loss. ARA also holds two rate index sets, namétyandciz. rix is used to hold the current
data frame transmission rate index afdis used to hold the current RTS transmission rate index.
A rate index corresponds to the real transmission rate, ¥amele, in IEEE 802.11g, there are
in total 12 different transmission rate ranging from 1 Mbp$# Mbps and the rate index ranges
from O to 11 to correspond to these 12 rates.

At the beginning of the state transition, ARA sets the ihitate to be the maximum rate,
which is 11 Mbps for IEEE 802.11b and 54 Mbps for IEEE 802.1kalso initialize variables
m, n, andstatus. Variablem is used to hold the number of frames being successfully et/
at current rate and variable is the consecutive failure count for any lost data packethak
to be pointed out that even though n is the consecutive &aitount, it iSNOT used in the rate
adjustment metric to decrease the data rate. This varislolely used as a condition test to decide
whether ARA needs to change to another state. Variahleus tells the algorithm whether a
normal RTS/CTS exchange (RTS is sent at the lowest rate tel@rs RS, Tx) is successful
before the transmitting of next data frame. If the exchasgeiccessful, this variable will be set as
RTS.ON, otherwise (including the situation where RTS is sentiatsiame rate as the failed frame),
itis set as Normal.

After the variables has been initialized, ARA will wait fdred coming data frames. Whenever
a data frame is found in the transmission queue, ARA will trgend the data without the help of
RTS. If the data is delivered successfully, ARA will increabe success count by 1 and reset
the failure count: to 0. It will also reset variabletatus to NORMAL because next frame will be
transmitted without the help of RTS/CTS control frame. Whereaches the thresholds and the
current transmission rate is not at the maximum rate, tleewdt be increased to a higher level. If
the transmission fails, ARA will increase the failure courtby 1. Note that at this point, we do
not resetn yet.

Whenn is equals to 1, it means the previous data transmission led.faARA will try to

differentiate the cause of this failure. It will first send &&t the same rate as the failed daia &
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riz), denoted afRT'Sy Tx. If the corresponding CTS can be received successfidleral things
can be confirmed: 1) The channel condition may support curege since RTS is transmitted at
the same rate as the failed frame; 2) There is a high probatifat the previous frame loss was
caused by collision; 3) The bandwidth has been reservedubeaaf the successful exchange of
RTS/CTS. Therefore, the next data frame will have a high g@lodly to be successful. Since the
cause of the previous data frame loss is collision, we do eetirio adjust the data rate index.
And success count will be resumed because the channel condition does not ehérigas to be
pointed out thatn does not need to reset to 0 even when a data frame failure gcaardong as
the channel condition does not change should not be reset and therefore does not necessarily
need to be consecutivéhis is quite different with other rate adaptation algumts and one of the
reason why ARA is more efficient than the other algorithms.

However, it is still possible tha®T'Sy Tx may fail. This happens when the channel condition
is degraded. Since RTS is very small and has a low probabilitplliding, there is a high proba-
bility that the failure is caused by channel fading. In ordeconfirm this, ARA will send the RTS
at the lowest speedir = 0), denoted byRT'S; Tx, and also the variabletatus will be set to
RTS.ON. At this point, there is a high probability th&7"S; Tx will be transmitted successfully
because of the small size and robust transmission rate.r thigecorresponding CTS has been
received, the bandwidth has been reserved for the next dakep Recall that the data rate index
riz is still not changed in the above steps. Therefore the baittiviias been reserved through
RTS}, but the data is still transmitted using the same rate indexas the previous failed data. It
is very likely that this frame will not be delivered succeslf Since the cause of this failure is
clearly due to channel fading, the data rate will be deck&sa lower level and we reset every
variables and start the transmission from beginning.

It is very interesting that in some rare situations, the aigtrength is so weak that no frame

can be delivered successfully. ARA will enter a state thatilitkeep sending RTS at the lowest
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rate. In this case, the RTS is serving as the probe packet bitandhe change in channel condi-
tions. ARA will not deliver any data frame until at least onesessful exchange of RTS/CTS has

occured. At this point, ARA will try to resume the transm@si

6.3 FRRA Implementation

As we have explained in Section 5.3.2, FRRA uses pre-defitetdssto best describe the
current environment status.

The initial state of FRRA is NORMAL, which suppose the wisdalevice is in a stable envi-
ronment with limited collision (for example, Home). The RTS'S exchange feature is disabled in
this state in order to reduce the overhead. If no frame lossrescFRRA will stay in the NORMAL
state and keeps transmitting data at the current rate batthireshold is reached.

If a frame is lost, FRRA first assumes that the loss is causedobigion. It changes its
state to PRECOLLISION, which means it predicted collision state. Atdlstate, FRRA will
send a RTS frame at the same rate as the lost data frame. tiothiol frame can be transmitted
successfully, then there is a high probability that the jonevlost data frame is caused by collision.
The reason is because the RTS is transmitted by using thesgzerd as the lost data frame. If the
channel condition cannot support current rate, then RTEalgib be corrupted by using this rate.
Therefore, FRRA will treat the current environment as s@in dominated network and enter a
new state called COLLISION. If the RTS control cannot be $raitted successfully, then FRRA
will enter a state called PREADING, which means it predicted fading because the franss lo
may be caused by the channel degradation.

Suppose FRRA is in the COLLISION state, it will turn on the RT$S exchange in order
to reduce collision. To enable RTS/CTS, FRRA setups a RTSlovin(rtsiW nd). Within this
window, all the data frames are transmitted after the RTS/€Xchange. The key challenge here
is to select an appropriate RTS Window size. Setting it togelaize may help to reduce collision,

but introduces too many overheads. Besides, the RTS wintkswhas different effects on TCP
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and UDP traffics. Figure 6.2 and Figure 6.3 show the averade th@ughput and average UDP

goodput in a collision free environment where the signarsith is strong.
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Figure 6.2: TCP Throughput for Different RTS Window Size i@allision Free Network

30

!
i)
.L'I

25 4.7

20

15 14.8

10

Average UDP Goodput (Mbps)

1 5 Full RTS
RTS Window Size

Figure 6.3: UDP Goodput for Different RTS Window Size in a li3udn Free Network

From these two figures, we can clearly see that when we setitBe/ndow size to be too
small, for example 1, as shown in the figures, it may achieveaal gperformance for UDP traffic

since it does not introduce too much overhead by sending Ré@&ever, the throughput of TCP
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is poor due to a higher failure rate as shown in Figure 6.4. Adwawve explained in the previous
chapter, the failure rate is very important for a TCP conpeact Even one packet failure may
cause the TCP congestion window to decease to 1 (TCP Tahdejaaise the throughput to be
dramatically decreased. Consider the fact that there are than thousands of packets delivered
in one connection, setting the RTS Window size to be very kisiabt desirable.
8%
7%
6%
5%

4%

Failure Rate

3%

2%

1%

.0%
1 5 Full RTS

0%

RTS Window Size

Figure 6.4: Failure Rate for Different RTS Window Size in alliS8mn Free Network by Using
TCP Connection

What about turning on the RTS/CTS all the time? Although thag/ lower the failure rate, it
introduces too much overhead causing UDP goodput to safeshiown in Figure 6.3.

Besides TCP throughput and UDP goodput, another imporatdifin a UDP traffic is jitter.
Jitter is often used as a measure of the variation in packay.d& network with constant latency
has no variation and the jitter will be zero. We know that UBRiostly used in real-time systems;
therefore, jitter is a very important factor in the assesgné UDP traffic. Figure 6.5 shows the
average jitter for different RTS Window sizes in UDP trafficom this figure, we can clearly see
that when we set the RTS Window size to be too small or too Jdihgsgjitter will be increased.

Considering the TCP throughput, UDP goodput and jitter inPUraffic, in the implemen-

tation of FRRA, we set the initial value ofsWVnd to be 5.
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Figure 6.5: Jitter for Different RTS Window Size in a Coldsi Free Network by Using UDP
Connection

Besides the RTS Window, FRRA also sets up another varialiedea sCounter; this vari-
able is used to monitor how many data frames have been traadmiith the help of RTS/CTS
exchange. For each data frame that uses the RTS/CTS&tdheunter is increased by 1. When
thertsCounter reachestsWWnd, FRRA will return to NORMAL state. This is to identify whethe
the collision stations still exist. If there are no more =N stations, staying in the COLLISION
state will introduce a lot of overheads and result in periamoe decrease.

Suppose thetsConter reachestsWnd and FRRA recovers to the NORMAL state, but the
following data frame transmission fails. Then there is ahhifpance that the collision stations
still exist since the previous data frame can be transm#tedessfully with the help of RTS/CTS
exchange. FRRA willimmediate return to the COLLISION state thertsW nd will be increased
by 1 to indicate that we are currently still in a collision dioated network. However, if this frame
can be delivered successfully at NORMAL state, then thasiofl station might not exist any
more. FRRA will stay in the NORMAL state and decreaserthy@l nd by 1 to reflect this change.

In the COLLISION state, if a data frame transmission faitert it is very possible that the
loss is caused by channel degradation since the exchange€SICRS has already reserved the

bandwidth. In this case, FRRA will enter a state called BFREDING meaning it predicted fading.
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Note that FRRA will also enter PREADING if the initial RTS/CTS exchange fails, as shown in
Figure 5.5.

In the PREFADING state, FRRA will first try to send a RTS frame by using tbwest trans-
mission rate (1 Mbps). If the RTS/CTS exchange is not sufwkess the exchange is successful
but the following frame fails, then it is clear that the chahcannot support the current transmis-
sion rate. FRRA will enter a new state called FADING to desegthe transmission rate. However,
if a frame can be transmitted at this state, then FRRA migh haisjudged the cause of previous
failed frame. Therefore, it will immediately fall back todtNORMAL state.

The FADING state is the only state that FRRA will decreasedata rate. At this state, if
current transmission rate is not minimum, FRRA will decestie data rate to next level and return
to NORMAL state hoping that the newly decreased rate can ppasted by the changed channel

and the whole process starts again.
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Chapter 7

Evaluation

In order to compare and evaluate the proposed rate adap#ddgiorithms, several existing rate
adaptation schemes are selected. For those schemes witeadjtstment metric is based upon
RSSI or SNR, they are not chosen for the following two reasdndgkSSI or SNR is not a good
indicator of channel conditions in [5,16]; 2) Current WLAMNaptors do not provide RSSI or SNR
specification mapping to data rates, which makes the impiéation quite difficult. Therefore,
only those schemes with their rate adaptation metric baped loss rate are selected. Table 7.1

summarizes the characteristics of these selected rat¢éstidapchemes.

| Loss Differentiation | Consecutive success or failure Counf Loss Statistics]

No AARF SampleRate
Yes CARA RRAA

Table 7.1: Representative Rate Adaptation Schemes

7.1 Methodology

Our Linux-based testbed consists of one wireless routemaultiple laptops. Each laptop
is equipped with one wireless PC Card. The detailed infaondbr the hardware and software
configuration can be found in Table 7.4 and Table 7.5 respaygtiThe proposed rate adaptation
algorithms are implemented on the client (laptops) sidebse of the open architecture feature.
We select these PC Cards for several reasons: 1) These PE€ @&ad\theros AR5212 chipset,
this chipset allow us to easily switch between IEEE 802.4 Thbdes for experimental purpose;
2) Atheros AR5212 chipset is supported by the open soureerdkadwifi [1]. Madwifi driver
is designed in layers which makes it easy to make modificatiorthe driver; 3) The Madwifi

driver is organized into different modules, and the rateptation mechanism is deployed as an
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individual module. This architecture makes the implemgoieof a new rate adaptation algorithm
easier; 4) The Madwifi driver also provides a lot of usefullso@hich we can use to collect the
communication statistics for each experiment.

The experiments are conducted on an indoor Linux-baseoe@stnd campus network, each
experiment runs for 2 minutes in order to cover the channghtians. To minimize interference
from other people near our lab, we run these experiments 12100 AM to 5:00 AM when there
are limited people activities in the building.

The two proposed algorithms are implemented on a Madwifedrivhich is the only available
open source IEEE 802.11 device driver for Atheros cardsmuki To test both the TCP and UDP
performance of different rate adaptation schemes, we @s€[R2] as the network testing tool.

In order to see how the channel conditions affect the peidioce of these rate adaptation
schemes, we have selected three different locations whegdgnal level is dramatically different.
Table 7.2 summarizes the channel conditions at these ¢osasind Table 7.3 shows the channel
conditions for our campus wireless network. To avoid thevigaongested wireless channels (1,

6, 11) in our lab, we select Channel 9 to do our expeirments.

| Locations | Channel | Signal Level | Noise Level| Link Quality |

Location 1| 9 -44 dBm -95 dBm 51/70
Location 2| 9 -58 dBm -95 dBm 37/70
Location 3| 9 -67 dBm -94 dBm 27170

Table 7.2: Channel Conditions at Different Locations

| AP Name | Channel | Signal Level | Noise Level| Link Quality |
| tsunami | 1 |-48dBm [ -96dBm | 48/70 |

Table 7.3: Channel Conditions for Campus Wireless Network

Besides interference from channels, the frame size alsa esat impact on the performance
of the rate adaptation schemes. Figure 7.1 shows how diffel@agram size might affect the

performance of these rate adaptation schemes in locatidretemo collision stations exist.
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Figure 7.1: Impact of Different Datagram Size to a UDP Traffic

From Figure 7.1, we can see that as the datagram size insrélaséJDP goodput decreases.
This is obvious because a larger frame means more transmissie, and more transmission time
results a higher failure rate.

Considering the above factors, in our controlled experisieme choose Channel 9 to avoid
interference with other wireless channels. We set the TCman segment size (MSS) to be
1460 bytes and the UDP datagram size to be 1470 byte. Thesgzesare actually the default
sizes in Iperf. Besides the packet size or datagram sizegttbesTCP window size to be 250k and
the UDP bandwidth to be 54 Mbps in Iperf. For each experimeeiget the rate adaptation scheme
runs for 2 minutes. After each experiment, for a TCP conpective record the throughput, total
transmitted frames, failure rate and RTS ratio. For a UDReotion, we record the goodput, total
transmitted frames, delivery ratio, RTS ratio and jittenewhole process is repeated several times

to collect the average communication statistics.
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7.1.1 System Configuration

This section lists the system configuration for the evatuatiable 7.4 summarizes the hard-
ware configuration and Table 7.5 shows the software confiiguras well as the tools used in the

experiments.

| Hardware | Manufacturer | Model |
Router/Access Point D-Link DIR-655
Wireless Cards Proxim Orinoco Gold 8470-FC
Chipset Atheros AR5212 (b/g) Rev.01

Table 7.4: Hardware Configuration

\ Software \ Name \ Version
Operating System Fedora 7| 2.6.21-1.3194.fc7
Wireless Driver Madwifi | 0.9.3.2

Network Testing Tool Iperf 204

Table 7.5: Software Configuration

7.1.2 Network Configuration And Topology

This section shows the different network configuration usethe experiments. Different
types of experiment environments are designed to evalhatpdrformance of the proposed algo-
rithms and those selected rate adaptation schemes. Thegsaticlude the situations where the
wireless station is static or mobile, and whether the stasian a collision free network or in a col-
lision dominated network. Besides these consideratioesalgo consider the impact of different
traffic types. TCP traffics are normally used in informatiowl @ata retrieval applications such as
web browser and email etc., whereas UDP traffics are norraalid in real-time systems such as
VOIP or audio and video streaming. Since different traffjpety are used in different applications,
both TCP and UDP traffics are tested in most scenarios.

Static Station in a Collision Free Network: This is a typical home network with only one

fixed server and one static wireless station. The purposhisfexperiment is to evaluate how
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different rate adaptation schemes perform in a simple enmient where the frame loss is only

caused by channel fading. The network configuration is shovagure 7.2.

Laboratory
Internet -
[

Static Station
at Location 1-3
I
1

Router /
Access Point :

ﬂ" School LAN
N

Gateway

UDP/FTP Server

Figure 7.2: Static Station in a Collision Free Network

Static Station in a Collision Dominated Network: Such network topology is often seen in
an office environment where many users access the WLAN nktatdhe same time. In such an
environment, many users may access the AP simultaneous$ wiag lead to a lot of collision.
This is especially true when there are hidden terminals.ifaolsite this environment, we set the
number of collision stations from one to six to see the immddhese collision stations. The
collision stations are placed within the AP’s range and nemdgraffic to the AP within the exper-
iment time. Each collision station is loaded with SampleRathich is the default rate adaptation
module in Madwifi. The collision stations always use the saraffic type as the client station,
which means TCP VS. TCP and UDP VS. UDP. Figure 7.3 shows ttveonle configuration for
this scenario.

Static Station in a Mixed Environment: The network configuration of this scenario is simi-
lar to the previous network configuration. However, in suchinment, both channel fading and

collision have a great impact on frame losses. In our lab, $&six collision stations to generate
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Figure 7.3: Static Station in a Collision Dominated Network
configuration for this scenario.

collisions and put the client station at Location 2 for chelrfading. Figure 7.4 shows the network

Laboratory !
S \ 4
N \ Static Station
‘ . \  atLgcation 2
== RN ‘\‘ ,'/
School LAN
Gateway

UDP/FTP Server

6 Collision Stations

Figure 7.4: Static Station in a Mixed Environment

Mobile Station in a Collision Free Network: This scenario emulates a person using his PDA

phone to access the WLAN network at home to make a VoIP cafmehgonize business emails
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mobility on the performance of these rate adaptation sckeifige network configuration for this

experiment is shown in Figure 7.5.
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\

Mobile Station
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/

Seal N,
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Router /
Access Point

Gateway

UDP/FTP Server

Figure 7.5: Mobile Station in a Collision Free Network

Mobile station in a Collision Dominated Network: This experiment emulates a hot spot
with people moving around to access a wireless network. Measent from such setting shows
the impact of both mobility and collisions on the performamd these rate adaptation schemes.
The network configuration for this scenario is shown in Fegu6.

Static Station in Campus network: This is the field test by using a laptop connecting to our
school access point and keep sending data to a server cedrtecthe school LAN. Figure 7.7
shows part of the campus map where the location for the lagmolthe server are marked. The

network configuration for this field test is shown in Figur8.7.

7.1.3 Network Test Tool (Iperf) Configuration

Iperf [22] is a commonly used network testing tool which ipgarted by the National Labo-
ratory for Applied Network Research [23]. It is an open sewoftware and can be installed and

run on different platforms including Windows, Linux and ¥nit can create both TCP and UDP
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Figure 7.6: Mobile Station in a Collision Dominated Network

data streams to test the network throughput. Iperf prowdesus commands for easy configura-

tion of the network. Table 7.6 summarizes some of the mosuusemmands. When Iperf is used

for TCP testing, it measures the throughput of the payloadeMit is used for UDP testing, it al-

lows the user to set the maximum available bandwidth andfyptee datagram size and provides

results for datagram throughput and packet losses.

| Command Line Option |

Required Parameter \ Description

)

-S None Run Iperf in server mode.
c Server name or addresdRun Iperf in client mode and
connect to a server.
-p Port number The server port for the server to listen on,
-t Time The time in seconds to transmit for.
X Time interval The interval time in seconds
between periodic reports.
W TCP window size Sets the socket buffer sizes
to the specified value.
-u None Use UDP rather than TCP.
-b Bandwidth The UDP bandwidth to send at, in bits/se
r Format A letter specifying the format
to print bandwidth numbers in.
-h None Print out a summary of commands and qt

Table 7.6: Iperf Most useful Commands
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Figure 7.7: The Campus Map for Field Test

Disable Firewall

In order to use a different port number rather than the degand 6001), the firewall in Linux

has to be disabled.

e To disable the firewall in Fedora 7, open the terminal and tieefollowing command as
root:
yum install system-config-securitylevel-tui

/usr/sbin/system-config-securitylevel-tui
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Figure 7.8: Static Station in The Campus Network
Iperf TCP Testing

e To use Iperf for the TCP testing, on the server side, type:
iperf -s -pportnumber

For exampleiperf -s -p 5001

e On the client side, type:

iperf -c serveraddress -p portnumber -t timeperiod -i timeinterval -W tcpwindow

For exampleiperf -c 192.168.1.100 -p 5001 -t 120 -i 5 -w 250k

Iperf UDP Testing

e To use Iperf for the UDP testing, on the server side, type:
iperf -s -p port number -u

For exampleiperf -s -p 5001 -u

e On the client side, type:
iperf -c serveraddress -p portnumber -t timeperiod -1 timeinterval -uU -b bandwidth

For exampleiperf -c 192.168.1.100 -p 5001 -t 120 -i 5 -u -b 54m
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7.1.4 Collect Statistics After The Experiments

e To collect the statistics after one experiment (total tnaitted frames, failed frames, RTS
enabled frames, jitter for UDP traffic etc.), open a termaral type the following command
as root:

athstats

7.2 Experiment Results

This section illustrates the experiment results of ARA aRiRA. For ARA, only TCP traffic
are tested. For FRRA, both TCP and UDP traffics are testedn fine data we collected, both

ARA and FRRA outperforms other selected rate adaptatioarsels in most of the scenarios.

7.2.1 ARA Experiment Results

Static Station in a Collision Free Network: In this scenario, different rate adaptation schemes
are run in three different locations, where Location 1 hasstinongest signal strength and Loca-
tion 3 has the weakest signal strength. The experimentaltsefor this scenario are shown in
Figure 7.9. Note that AMRR [14] is the implemented versiorAARF [14] in Madwifi [1]. As
shown in Figure 7.9, ARA performs the best in all these thoeations, especially in Location 1
where the signal strength is the strongest. It has to begubmit that even though ARA performs
the best, the throughput of all these schemes are close hootfaer. The reason is because in this
scenario, there is no collision. Therefore, all the franssés are caused by channel fading.

Static Station in a Collision Dominated Network: This is a situation where both channel
fading and collision exists. Figure 7.10 shows the TCP thhput in this senario. ARA performs
very well when the signal strength is strong. When the chlaguality decreases, both channel
fading and collision may cause frame failure. For the firstegation algorithms, they cannot

differentiate the cause of frame losses and therefore perboorly in Location 3.
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Figure 7.9: ARA: TCP Throughput for a Static Station in a @&odin Free Network
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Figure 7.10: ARA: TCP Throughput for a Static Station in aliSa@n Dominated Network

Mobile Station in a Collision Free Network: In this scenario, a user is carrying a laptop
and moving around the access point. The experimental sem@tshown in Figure 7.11. From this
figure, we can see that ARA performs the best among all thensefiehowever, the throughput is

still close to each other because there is still no collision
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Figure 7.11: ARA: TCP Throughput for a Mobile Station in a I&abn Free Network

Static Station in Campus network: This is a realistic scenario, a user is using a laptop in the
student center where a lot of other students are using the sampus wireless network. There are

a lot of collisions expected in this scenario. The resultslits scenario are shown in Figure 7.12.

9

5.0

> 45 4.6
a
3

1.9
2
1 l
o . . . .

7.9
AMRR SAMPLE CARA RRAA ARA

Average TCP Throughput (Mbps)

Figure 7.12: ARA: TCP Throughput for a Static Station in Them@us Network

63



From Figure 7.12, we can clearly see that ARA outperformgledl other rate adaptation
schemes and the performance is quite different among tlobeen®s. The reason for this differ-
ence is because: 1) In this scenario, there are a lot of iowifis Therefore, most frames losses
are caused by collision instead of channel fading. AMRR akistly treats all the frame losses as
channel fading and therefore keep decreasing the dataW#ieh greatly decrease the through-
put; 2) Even though SampleRate [16] does not differentlaecuse of frame losses, it transmits
the frames in cycles. At each cycle, it will pick a data rataahmay theoretically produce a
better throughput than the current rate. This prevents &dape from decreasing the data rate
as AMRR would and therefore still provides good through@)tCARA [19] and RRAA [20]
somehow differentiate frame losses and therefore produmstar results than AMRR; 4) ARA
precisely differentiate the frame losses and react aceglyi Therefore, ARA provides the best

throughput.

7.2.2 FRRA Experiment Results

Static Station in a Collision Free Network: Let’s first look at the TCP performance in this
scenario. Figure 7.13 shows the average TCP throughpuftfarett locations for FRRA and the
four other selected rate adaptation schemes. From thigfigier can see that FRRA has more than
67% throughput improvement over AMRR at Location 1. It ha®&3hroughput improvement
at Location 2, and more than 110% improvement at Locatiorr8mRhese statistics, we can see
that FRRA performs very well in different locations. It pemins especially well when the channel
quality is good or poor.

Figure 7.14 shows the average UDP goodput in these locatibms very clear that all the
algorithms perform very close to each other in this scenaegides CARA. CARA performs the
worst when the signal strength is strong. This is becaus@&wWieesignal strength is strong, most of
the schemes will use the highest data rate to transmit tlzefidabes. However, due to it's design,
CARA transmits some extra RTS and therefore introducesheasls causing the UDP goodput

to decrease. This figure also shows that for a UDP traffic inrmir@nment where there is little
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Figure 7.13: FRRA: TCP Throughput for a Static Station in #li€ion Free Network

collision, the second generation rate adaptation scheme®idhave an advantage over the first
generation rate adaptation schemes. The reason is becastsefitine frame losses are only caused
by channel fading, and both the first generation schemeswagketond generation rate adaptation

schemes can handle such losses.
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Figure 7.14: FRRA: UDP Goodput for a Static Station in a Gadih Free Network
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Static Station in a Collision Dominated Network: In this scenario, we want to test how the
number of collision stations may affect the performancafééicbnt rate adaptation schemes. In our
experiments, the number of collision stations are set frero o six. Both TCP and UDP traffics
are tested to see the impact of collisions. In order to mipéntihe effects of channel degradation,
we put the client station in Location 1 where the signal gitkiis the strongest. Figure 7.15 shows

the average TCP throughput for FRRA and other selected dafetation schemes.
14
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Average TCP Throughput (Mbps)

(o] 1 2 3 4 5 6

Number of Collision Stations

Figure 7.15: FRRA: TCP Throughput for a Static Station in di€lon Dominated Network

As we can see from Figure 7.15, FRRA has a much higher thraugtgmparing with other
selected rate adaptation schemes. When the number ofi@olBations is increasing, FRRA
performs better and better. It has a throughput improveroke67% over AMRR when there is
no collision station. When there are six collision statiahe throughput improvement increases
to 226%. We can also see from this figure that when there is altigion station exists, even
one collision station makes the TCP performance quite réiffebetween the first generation and
second generation rate adaptation schemes. This alsdycibamws that the second generation
rate adaptation schemes take into consideration the frasses caused by collision and can make

some adjustments.
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Figure 7.16 shows the total transmitted frames during theemental period. From Fig-
ure 7.16, we can see that the second generation rate adapgetiemes transmitted more frames
comparing with the first generation schemes because theydmrihe collision situation and there-

fore do not decrease the data rate, and therefore may trtamsmre frames.
160000
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100000
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—=AMRR
80000 =-SAMPLE
CARA
60000 —>¢=RRAA

FRRA
40000

20000

(¢]
(o] 1 2 3 4 5 6

Number of Collision Stations

Figure 7.16: FRRA: Total Transmitted Frames for a Stati¢i@an a Collision Dominated Net-
work by Using a TCP Connection

Another important factor for TCP transmission is the faluate. As we have explained
before, TCP has the congestion control mechanism and hasvatrt process. Even one packet
failure may cause the TCP congestion window to decreasestmthimum and therefore greatly
reduces the throughput. Figure 7.17 shows the failure matdifferent rate adaptation schemes.
As shown in this figure, the second generation rate adaptattbemes has a lower failure rate
comparing with the first generation schemes.

To see how the second generation rate adaptation schemsetivetfy avoid collision in a
collision dominated network, we have calculated the RTQkethframes ratio and shown it in
Figure 7.18. As shown in the figure, the first generation rafgptation schemes does not use
RTS control frames to minimize collision because they tetlathe frame losses as being caused
by channel fading. The second generation rate adaptativenses use RTS/CTS exchange to

control collisions and therefore may get a much better thinput. We can also see from the figure
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Figure 7.17: FRRA: Failure Rate for a Static Station in a Smh Dominated Network by Using
a TCP Connection

that as the collision stations increase, the RTS Ratio ferséecond generation rate adaptation
schemes is increasing to reflect this change. Note thatsrfithire, FRRA has a RTS ratio around
30% whereas CARA and RRAA has a RTS ratio around 10%. This doemeans that FRRA
wastes a lot of bandwidth to transmit RTS. This is becausERRA, most of the RTS frames are
transmitted by using a higher data rate (same rate as tleg fddta frame) whereas CARA and
RRAA use the lowest data rate (1 Mbps) to transmit the RTSréfbee, even though FRRA has
a much higher RTS ratio comparing with CARA and RRAA, it stidls a higher throughput than
these two schemes.

From these statistics, we can know why FRRA has the highesaginput in this scenario: 1)
FRRA can precisely detect the cause of frame losses anddhedoes not decrease the data rate
as the first generation rate adaptation schemes would d& cahi be proven from Figure 7.16,
where we can see clearly that FRRA transmitted more franasdther rate adaptation schemes;
2) FRRA has a predefined COLLISION state, where all the fraamesransmitted with the ex-
change of RTS/CTS. These exchanges reserve the bandwilthemefore minimize the collision
probability. Figure 7.18 shows the percentage of RTS EmbBlames during the transmission

period. From this figure, we can see that FRRA has a higher R@Bled frames comparing with
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Figure 7.18: FRRA: RTS Ratio for a Static Station in a CatlisDominated Network by Using a
TCP Connection

other schemes, which is a good indicator that FRRA is fulla@@athe collision environment; 3)
Through the exchange of RTS/CTS frames, the bandwidthésved for the data frame and there-
fore resulting in a low probability of colliding with otherdmes. This causes FRRA to have a low
failure rate (shown in Figure 7.17) and prevents the TCP feoering the slow start process.

Next, let's look at how FRRA and the other rate adaptatiomstds perform in a UDP traffic.
Figure 7.19 shows the average goodput as the collisiorostatncrease from 0 to 6. From this
figure, we can see all these algorithms perform close to ethen.o

In order to analyze these schemes’ performance, we haed lise communication statistics
in different figures. The total transmitted frames for thip@&riment is shown in Figure 7.20. From
this figure, the first thing one might notice is the dramaticrdase of total transmitted frames. This
is because as the collision stations increase, there aeestagions sharing the channel. Besides the
decrease of frames, if we compare it with the total framesstratted by a TCP traffic in the same
environment (shown in Figure 7.16), we will find that there mruch more frames transmitted by a
UDP traffic than a TCP traffic. This is because UDP does not hamgestion control mechanism
and has no congestion window. Therefore, it will not enterglow start process as a TCP traffic

would do. Note that as shown in Figure 7.20, FRRA has tratedchiewer frames compared to the
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Figure 7.19: FRRA: UDP Goodput for a Static Station in a Gadin Dominated Network

other rate adaptation schemes. However, it still gets tihhéagi goodput due to the higher delivery
ratio, as shown in Figure 7.21. SampleRate, on the other, l@sdhe lowest delivery ratio, which

means SampleRate is not efficient in this scenario.
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Figure 7.20: FRRA: Total Transmitted Frames for a Stati¢i@an a Collision Dominated Net-
work by Using a UDP Connection

Next, let's look at the RTS ratio of these rate adaptatioreseds. Figure 7.22 shows the

percentage of the RTS enabled frames. As we can see from the,fifpe RTS ratio for a UDP
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Figure 7.21: FRRA: Delivery Ratio for a Static Station in all@mn Dominated Network by
Using a UDP Connection

traffic in a collision dominated network is quite differendi a TCP traffic shown in Figure 7.18.
Especially FRRA, the RTS ratio for a UDP traffic when theresaxecollision stations is over 50%
comparing with the 30% in a TCP traffic under same environmeéhis is because a UDP traffic
generates more frames and creates more collisions corgpaitin a TCP traffic under the same
circumstance. From Figure 7.22, we can see that FRRA is #aligre the increment of collisions
and uses more RTS to minimize the collision.

To summarize, the similar performance of these rate adagtbemes comes from several
ways: 1) The experiment is conducted at Location 1. At thiatmn, the signal level is very high.
Almost all the schemes use the highest data rate to tranBenddta frames. This makes all the
schemes to have similar total transmitted frames as showigure 7.20; 2) A UDP traffic is not
concerned with the failure rate; the receiver will receillgree frames that it can process. This is
quite different from a TCP traffic which is very sensitive tarhe failures. And all the algorithms
has similar delivery ratio as shown in Figure 7.21. Note thetn though SampleRate has a low
delivery ratio, it has a higher total transmitted frames.isTinakes the final goodput similar to
the other algorithms; 3) As the number of collision statiomseases, the first generation rate

adaptation schemes will misjudge the failure as channealadegion and decrease the data rate.
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Figure 7.22: FRRA: RTS Ratio for a Static Station in a CatlisDominated Network by Using a
UDP Connection

However, from our experiments, even though they decreaseldha rate to 11 Mbps, this rate
is still high enough to support the transmission since tlaegeemany stations competing for the
channel slots. Even though FRRA knows the situation andkadypgher data rate, it still needs to
wait for the available channel slots to transmit which makeshigher data rate not very helpful.
In this scenario, FRRA clearly knows the current networkaBision dominated and does
not decrease the data rate. This can be clearly seen fromeFig22, from which we can see
that the RTS ratio keeps increasing as the number of collsiations are increasing. RRAA also
somewhat knows the situation and increases its RTS Windotnskbmuch smaller compared to
FRRA. CARA has almost a constant RTS ratio. AMRR and SampkRever uses the RTS.
Even though the average goodput for FRRA and the selectedad#ptation schemes are
close to each other, there are other factors that are impgadaadJDP traffic. One factor is the
delivery ratio, because a low delivery ratio will waste a ¢btbandwidth and cause the whole
network performance to decrease. As shown in Figure 7.2RARMRR and RRAA have the
highest delivery ratio whereas SampleRate has the lowbas.neans that SampleRate is not very

efficient in this scenario.
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Figure 7.23 shows the jitter for different rate adaptaticmesnes. We can see from this figure
that FRRA has the lowest jitter whereas AMRR has the higltést among all the algorithms when
there are multiple collision stations. As shown from Figdr23, when the number of collision
stations is more than three, the jitter for AMRR and SampleR#arts to increase dramatically.
This means that AMRR and SampleRate cannot perform smaoothlizeavily congested network.
FRRA, on the other hand, can provide much smooth performaneeeal-time system.
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Figure 7.23: FRRA: Jitter for a Static Staion in a CollisionrBinated Network by Using a UDP
Connection

Static Station in a Mixed Environment: In this scenario, both channel fading and collision
may cause frame failures. Figure 7.24 shows the average fM@Bghput for FRRA and the
selected rate adaptation schemes.

From Figure 7.24, we can see that FRRA performs the best amlbtige rate adaptation
schemes in this scenario. It has a throughput improvementasé than 13% over CARA and
RRAA, a 100% improvement over SampleRate and more than 3@{8tovement over AMRR.
This figure also demonstrates the main difference betweerfitt generation rate adaptation
schemes and the second generation schemes. The first gemeede adaptation schemes do
not differentiate the frame losses and unnecessarily dserthe data rate which further decrease

the performance. As shown from Figure 7.25, the second gBaerrate adaptation schemes
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Figure 7.24: FRRA: TCP Throughput for a Static Station in &di Environment

transmitted more frames compared to the first generatioemnsek. From Figure 7.25, we can see
that AMRR has very few frames transmitted because it migddge cause of frame losses and

decreased the data rate to a very low level.
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Figure 7.25: FRRA: Total Transmitted Frames for a Statidi@tain a Mixed Environment by
Using a TCP Connection

Figure 7.26 shows the failure rate for different rate adamtaschemes. Note that FRRA

does not have the lowest failure rate, this is because itaibggher data rate to transmit data and
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transmitted more frames in the experiment. RRAA, on therdthead, provides the lowest failure
rate, however, it transmits fewer frames compared to FRRJUrE 7.24 proves that FRRA has the

highest throughput among all the algorithms.
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Figure 7.26: FRRA: Failure Rate for a Static Station in a Mienvironment by Using a TCP
Connection

To see how the second generation rate adaptation schemdg Itla collision, Figure 7.27
demonstrates the RTS ratio. From this figure, we can seehtbateicond generation schemes use
RTS to minimize collision. FRRA is fully aware the existerafeollision stations and has a higher
RTS ratio compared to CARA and RRAA.

Next, let's see how a UDP traffic performs with different raigaptation schemes in this
scenario. Figure 7.28 shows the average goodput for thesess.

From Figure 7.28, we can see that FRRA has the highest goaapaoing all the selected
schemes. It has more than 50% improvement over CARA and RRABB8% improvement over
SampleRate, and around 16 times the goodput of AMRR. As weearfrom the figure, the sec-
ond generation rate adaptation schemes perform much betterthe first generation schemes.
Normally, a UDP traffic will generate more frames than a TGHfitr since it does not have the
congestion control mechanism as in TCP. These frames waflecthe first generation rate adapta-

tion schemes to quickly decrease the data rate to a very hmV $énce it cannot differentiate the
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Figure 7.27: FRRA: RTS Ratio for a Static Station in a Mixedvitmnment by Using a TCP

Connection
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Figure 7.28: FRRA: UDP Goodput for a Static Station in a Miketlironment

cause of frame losses. Figure 7.29 shows the total trarhfitimes in this scenario. From this

figure, we can see that AMRR, RRAA and FRRA did not transmitreany frames. However,

the reason why they did not transmit a lot of frames is quiteedint. For AMRR, it treats all

the frame losses as channel degradation and keeps degréasidata rate to a very low level.

For RRAA and FRRA, they both know that the current environmem mixed environment, for
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channel degradation, they should decrease the data ral@tsthé channel can support the data
rate. For collision, they remain at the current rate and dowlt decrease it. Therefore, they only

transmit those frames that are just suitable for the enwient.
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Figure 7.29: FRRA: Total Transmitted Frames for a Statidi&@tain a Mixed Environment by
Using a UDP Connection

However, fewer frames transmitted does not necessarilynsnadow goodput, because we
also need to consider the delivery ratio. For AMRR, RRAA, PRRven though they have a
fewer frames transmitted, they have a high delivery ratig.shown in Figure 7.30, AMRR has
a high delivery ratio because it actually did not transmingntames. Therefore, even a higher
delivery ratio does not provide it a high goodput. For RRAAI&RRA, they both have a very
high delivery ratio, therefore, the final goodput is highr BampleRate and CARA, they produce
a better goodput compared to AMRR by generating a lot of frame

To see how these rate adaptation schemes adapt to the mixezhement, we can check their
RTS ratio, which is shown in Figure 7.31. From this figure, @@ see that RRAA has a high
RTS ratio because RRAA implements a RTS window for a coltislominated network. CARA,
though it uses RTS, does not have a RTS window designed fiisioal Therefore, its RTS ratio is
low compared to RRAA and FRRA. For FRRA, it has the highest Rit® among these schemes.
Note that FRRA has a higher RTS ratio in a UDP traffic compacethé TCP traffic. This is
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Figure 7.30: FRRA: Delivery Ratio for a Static Station in axiglil Environment by Using a UDP
Connection

because in a UDP traffic, there are more frames transmittézhwhuse more collisions compared

to a TCP traffic. That's why it has a higher RTS ratio in a UDFficahan in a TCP traffic.
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Figure 7.31: FRRA: RTS Ratio for a Static Station in a MixedvieEsnment by Using a UDP
Connection

Finally, let’s look at the jitter for these rate adaptati@hemes. Figure 7.32 shows the jitter

in this scenario. As shown in this figure, AMRR has the higlitsest among all the rate adaptation

78



schemes. This is because AMRR misjudges the environmerdearéases its data rate to a very
low level. Therefore, the transmission time for each frameery long causing it to have a much

higher jitter. FRRA has the lowest jitter which means it wilve the most smooth performance in

real-time systems.
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Figure 7.32: FRRA: Jitter for a Static Station in a Mixed Eoviment by Using a UDP Connection

Mobile Station in a Collision Free Network: To see how the different rate adaptation
schemes may adapt to the environmental changes, we hagméeéshese experiments. In these
experiments, a user carries a laptop and moves in the labogiséant speed. The TCP throughput
for the mobile station in this scenario is shown in Figure37.3

From Figure 7.33, we can see that FRRA has a throughput irepremt of 64% over AMRR
and a 38% improvement over RRAA. This proves that FRRA cackdyiadapt to the channel
condition changes. Figure 7.34 shows the total transmiittedes during the experimental period.
From Figure 7.34, we can see that FRRA transmitted the mastes, which is one reason why
FRRA has a better throughput. Another reason for the betidopmance of FRRA comes from
the low failure rate. Figure 7.35 shows the failure rate fase rate adaptation schemes. We can

see that FRRA has the lowest failure rate compared to the sthemes.
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Figure 7.33: FRRA: TCP Throughput for a Mobile Station in dliSmn Free Network
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Figure 7.34: FRRA: Total Transmitted Frames for a MobiletiStain a Collision Free Network
by Using a TCP Connection

Besides the total transmitted frames and the failure ragealso listed the RTS ratio in Fig-
ure 7.36, similar to the other TCP experiments. FRRA has itiegst RTS ratio.

Mobile Station in a Collision Dominated Network: This scenario is similar to the previous
one, but we have put six collision stations to make situatimne complicated. Figure 7.37 shows

the average TCP throughput in such environment. As we carrgeethis figure, FRRA has
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Figure 7.35: FRRA: Failure Rate for a Mobile Station in a @Gatin Free Network by Using a TCP
Connection
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Figure 7.36: FRRA: RTS Ratio for a Mobile Station in a CothisiFree Network by Using a TCP
Connection

a throughput improvement of more than 114% over the first igdiom rate adaptation schemes,
and more than 42% improvement over the second generati@m&sh This shows that FRRA

performs extremely well in a collision dominated envirommi®r TCP traffic.
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Figure 7.37: FRRA: TCP Throughput for a Mobile Station in dliSmn Dominated Network

To analyze why FRRA can achieve such improvement, we neexkéoa look at the commu-
nication statistics. Figure 7.38 shows the total trangdiftames in this experiment. We can see
from this figure that the second generation rate adaptatibenses transmitted more frames than
the first generation schemes. This is because the secondijenschemes differentiate the cause
of frame losses and do not decrease the data rate unnelyeSd@refore, they can transmit more
frames in the same amount of time.

Failure rate is also related to the TCP throughput, Figusé ghows the failure rate for these
rate adaptation schemes. Note that even though FRRA dobsvethe lowest failure rate, it still
provides the highest throughput because it transmittectrframes by using a more higher data
rate.

To see how these rate adaptation schemes adapt the coBisiation, we have shown the
RTS ratio in Figure 7.40. If we compare this figure with the R&8o when there is no collision
(Figure 7.35), we can see that for the first generation rasgtation schemes, their RTS ratio
remains zero. For the second generation schemes, CARAsr&isonly increased 0.73% and

RRAA s RTS ratio only increased 0.29%, whereas FRRA's RTi® tzas an increment of 9.57%.
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Figure 7.38: FRRA: Total Transmitted Frames for a MobiletiStain a Collision Dominated
Network by Using a TCP Connection
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Figure 7.39: FRRA: Failure Rate for a Mobile Station in a @odin Dominated Network by Using
a TCP Connection

These statistics clearly shows that FRRA is fully aware tiikston situation and therefore greatly
increase the exchange of RTS/CTS control frames to minithizeollision.
Next, let's see how UDP traffic performs in this scenario.uf&y7.41 shows the average UDP

goodput for different rate adaptation schemes. As shown ftius figure, the second generation
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Figure 7.40: FRRA: RTS Ratio for a Mobile Station in a CothisiDominated Network by Using
a TCP Connection

rate adaptation schemes perform better than the first gemeschemes. AMRR performs the
worst due to its inability to differentiate the cause of fetosses. The second generation rate

adaptation schemes perform similar in this scenario.
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Figure 7.41: FRRA: UDP Goodput for a Mobile Station in a Gin Dominated Network

Figure 7.42 shows the total transmitted frames in this expet. As we can see from this

figure, SampleRate and CARA transmitted the most frames. edexy they did not provide the
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highest goodput because of their low delivery ratio, as shmwFigure 7.43. Similar to a static
station in a mixed environment where both channel fading @oilision may cause the frame
losses, AMRR has a high delivery ratio. However, due to itgeferansmitted frames, AMRR still
yields the lowest goodput. FRRA, on the other hand, does ane the highest delivery ratio, but

it provides the highest goodput by having a large numberawhés transmitted.
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Figure 7.42: FRRA: Total Transmitted Frames for a MobiletiStain a Collision Dominated
Network by Using a UDP Connection

To analyze the collision effect, we have illustrated the R&&o in Figure 7.44. This fig-
ure once again confirms the effectiveness of FRRA in a coflisiominated network by having
the highest RTS ratio. RRAA also has a high RTS ratio by anfjgsts RTS window whereas
CARA has a low RTS ratio because it does not implement any RiRBaw mechanism to adapt
to collision.

Finally, the jitter for this scenario is shown in Figure 7.45ampleRate and FRRA has the
smallest jitter whereas AMRR has the largest jitter. Theoeavhy AMRR has the largest jitter is
due to its robust transmission rate. FRRA has the smaltést fjecause it uses a higher data rate

to transmit the data frames.

85



80%

70% 68.5% 69.9%
60%
° 52.1%

50% 47.3%

40%

30%

20%

10%

0%

Delivery Ratio

AMRR SAMPLE CARA RRAA FRRA

Figure 7.43: FRRA: Delivery Ratio for a Mobile Station in alion Dominated Network by
Using a UDP Connection
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Figure 7.44: FRRA: RTS Ratio for a Mobile Station in a CothisiDominated Network by Using
a UDP Connection

Static Station in Campus network: This is the field test for all these rate adaptation schemes.
Our campus link condition is shown in Table 7.3. In the fielst teve only tested the TCP perfor-

mance because this access point (tsunami) is mainly usddierconnections (web browser and
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Figure 7.45: FRRA: Jitter for a Mobile Station in a Collisibmminated Network by Using a UDP
Connection

email etc). If we use UDP traffics, due to the nature of UDP (Nogestion control), the gener-
ated frames will congest the network and cause all the otG& dpplications to get the minimum
throughput.

Our experiments are done in student center at lunch timenglweekdays, there are a lot
of students using the same AP as us and generating a lot afiecod. We also noticed that the
selected AP has a medium signal strength (The signal legblag/n in Table 7.3). Therefore, the
student center has a similar environment as one of our dedrexperiments (A Static Station in
a Mixed Environment). For our TCP experiments, the averagrighput is shown in Figure 7.46.
This figure actually shows a similar results as our contdodigperiment as expected with a little
variations. These difference comes from several ways: ¥)dsignal level is different from the
controlled experiments. In the field test, the campus AP Isigreal level of -48 dBm whereas the
controlled experiment has a signal level of -58 dBm at Laza#; 2) In our controlled experiment,
we have exactly six collision stations whereas in the fietd, the number of collision stations are
not fixed due to the mobility of the students; 3) The campushtriig using a different model of
AP from our controlled experiment; 4) The students might bea different wireless cards and

drivers from our controlled experiment. Despite theseetdéhces, in this field test, FRRA has the
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highest average TCP throughput among all the rate adaptatisemes. It has more than 65%
throughput improvement over the first generation schemeésrare than 26% improvement than

the second best algorithm RRAA.
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Figure 7.46: FRRA: TCP Throughput for a Static Station in @asmNetwork

To analyze the performance of these rate adaptation schevadsave to look at their com-
munication statistics: total transmitted frames, failtate and RTS ratio. Let’s first look at their
total transmitted frames in the experiment. Figure 7.4%shihis statistics. As we can see from
this figure, FRRA has transmitted the most frames while AMREgmitted the least. This is
obviously one reason why FRRA has the best performance.

Besides the total transmitted frames, another very impoféetor that affects the throughput
of a TCP traffic is its failure rate, the reason has been exgethin the previous chapter. Figure 7.48
shows the failure rate in this field test. From the figure, wes=e that FRRA has the lowest failure
rate while AMRR has the highest. This is the second reasorRRBA has the highest throughput
whereas AMRR has the lowest.

To understand why FRRA has the lowest failure rate, we neadderstand the environment.
The student center is similar to a mixed environment whetk bleannel fading and collision may

cause frame failure. To minimize collision, FRRA turned ba RTS to reserve the bandwidth and
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Figure 7.47: FRRA: Total transmitted frames for a StatidiStain Campus Network by Using a
TCP Connection
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Figure 7.48: FRRA: Failure Rate for a Static Station in Campetwork by Using a TCP Con-
nection

therefore greatly reduce the possibility that a frame mdljdeo Figure 7.49 shows the RTS ratio
for all the selected schemes. From this figure, we can seERRA has a RTS ratio around 33%,
which clearly indicates that there are some collisionsteti The two other second generation rate

adaptation schemes has a RTS ratio around 8% which is ediatower than FRRA. However, we
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have to point out that even though FRRA has a much higher Rii& radoes not means FRRA
introduces too much overhead. The reason is because mdst &TtS in FRRA is transmitted
by using a higher transmission rate (same as the failed degawhereas the RTS in CARA and
RRAA are transmitted at the lowest data rate (1 Mbps). Tleeefconsidering the transmission
speed of these RTS, FRRA actually does not waste too muchitirransmitting the RTS. By
using the RTS window, FRRA reduces the probability of caisand therefore reduces the failure

rate. This is the third reason why FRRA may achieve the highesughput.
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Figure 7.49: FRRA: RTS Ratio for a Static Station in Campusaéek by Using a TCP Connection
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Chapter 8

Conclusion

This dissertation analyzes the existing representatite adaptation schemes and divides
them into two generations. The first generation schemes tldifferentiate the frame losses
and consider all the losses to be caused by channel degnadati therefore perform poorly in an
environment where there are a lot of collisions. The secamrtion schemes differentiate the
frame losses and perform much better than the first generatioemes in a collision dominated
network. However, most of the second generation rate atiaptschemes may differentiate the
frame losses caused by channel degradation, they canrea$glyedifferentiate the frame losses
caused by collision.

This dissertation first proposes several guidelines as bal&gign an effective rate adaptation
scheme. Then it introduces a practical rate adaptatiomseloalled Advanced Rate Adaptation
Algorithm (ARA). The key idea of ARA is to transmit the RTS d¢aol frame at the same data
rate as the previously failed data frame to detect collisiBRA is specially designed for TCP,
therefore, only TCP traffics are tested in our experiments.

Based upon ARA, we propose a new rate adaptation schemd Eal¢ Recovery Rate Adap-
tation Algorithm (FRRA). It shares the same idea as ARA: WeeRTS control frame as the probe
frame.

To improve ARA, we have done several experiments to colleetstatistics of these experi-
ment results. According to our study, when the channel tyuislipoor, both the highest data rate
and the lowest data rate do not provide a good throughput@ affic. The highest data rate
is not supported by the poor signal and the lowest data ratewmly provide a higher deliver ratio
but only transmit limited frames in a given amount of time efdfore, there is a trade off between

the number of transmitted frames and the delivery ratioid&ssthe problem of fewer transmitted
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frames, using a lower data rate also makes the rate adaptatiemes harder to fall back to a
higher data rate when the channel quality improves. Thereasdbecause before the data rate can
be increased, certain threshold must be met for these sshérhes makes the increment of data
rate not easy, not to mention that the data rate can only hestedj step by by step for most rate
adaptation schemes. Considering the above facts, FRRAslthme lowest transmission rate to 6
Mbps so that it can quickly recover from the poor signal emwmnent should the channel condition
improve.

Besides the above considerations, FRRA uses some predlatiates to describe current
environment. One of these states is called COLLISION, withis state, a RTS Window will be
used to minimize the collision through the exchange of RTS/Control frames. The size of the
RTS window is chosen from the performance of different RT8deiv sizes. Normally, a higher
RTS window size may get better throughput in a TCP traffic belidya poor goodput in a UDP
traffic. Considering both the TCP and UDP traffics, we setnitel size of the RTS window to be
5. However, this RTS window can dynamically change as FRRA&gadrom one state to another
state.

In order to evaluate the proposed algorithms, we have dedigaveral scenarios including
controlled experiments and field tests. In these scenakidggd, and FRRA are compared to four
other representative rate adaptation schemes.

From the experiment results, we can see that ARA performswel in both controlled ex-
periments and field test. Especially in the field test, thtoagcampus wireless network, ARA
provides a 300% throughput improvement over AMRR and maae #8% throughput improve-
ment over the second generation rate adaptation schemes.

For FRRA, it performs extremely well in most scenarios fotho®CP and UDP traffics. It
has a TCP throughput improvement of more than 67% over oétected rate adaptation schemes
when there is no collision and the signal strength is stréviigen the network is heavily congested
(six collision stations), FRRA has a throughput improvetn&ihmore than 218% compared to

the first generation rate adaptation schemes and more tl8 iprovement compared to the
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second generation schemes. In the field test where both ehtaating and collision may cause
the collision, FRRA provides a 168% throughput improvenemr AMRR and more than 26%

improvement over the second generation rate adaptati@mseh It also provides more than 22%
improvement over other rate adaptation schemes when tti@nsisin mobility.

For UDP traffics, even though the goodput is close when tre@nly channel fading or
collision causing frame failure. In a mixed environment vehboth channel fading and collision
exist, FRRA has a goodput improvement of more than 130% coedga the first generation rate
adaptation schemes and an improvement of more than 35% cethftathe second generation
schemes. Besides the goodput improvement for UDP traffi@A-RIso has the lowest jitter in

these scenarios which means FRRA has a more smooth perfoermareal-time systems.
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Chapter 9
Future Work

As we have explained in this dissertation, TCP traffic hasegdifferent characteristics from
UDP traffic. TCP has the congestion control mechanism whiake® the failure rate a key factor
to performance. UDP, on the other hand, is simple and doasypée¢ment any congestion control
algorithm. Considering the different characteristicsh@ge two types of traffics, an efficient rate
adaptation scheme should not only be able to differentieteause of frame losses, but also should
consider the different types of traffic.

For future design of rate adaptation schemes, traffic typeilghfirst be identified before
making any adjustments to the data rate. For a TCP connethi®nate adaptation scheme should
concentrate on the failure rate in order to avoid the TCP skant process. From our experiments,
using some RTS/CTS exchanges actually help lower the éilte for TCP connections. For UDP
traffic, using too many RTS/CTS exchanges might be a wastamdwidth when the network is
not heavily congested. Since UDP traffic does not have the start process as in TCP traffic,
even when some frame are corrupted, there is no congestimowito control the traffic flow.

Another discovery through the experiments involves thén RIS ratio when there is no
collision for TCP traffic. As shown in Figure 7.18, FRRA has &RRratio of 30% when there
is no collision station. Even though FRRA has the highest Ti@Bughput and most of the RTS
are transmitted by using a high data rate instead of the mimrdata rate, a RTS ratio of 30%
is still high. Further improvement involves how to decretise probability that a RTS frame is
transmitted under this environment.

Besides these problems, another work we can do is to corthidénfrastructure of the net-

works. Currently, these rate adaptation schemes are aekiign IEEE 802.11 networks with
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access points. However, the multiple hops wireless netWaskgained much attention (for exam-
ple: sensor networks) recently. The next step is to desigeffantive rate adaptation scheme for

these networks to improve their performance.
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