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Abstract 

 

 

Many different types of micropumps have been designed to pump a variety of 

fluids at the micro-liter level.  Some of the major short-comings of these designs are leaks 

due to moving parts, lack of tolerance to bubbles, high operating voltages, structural 

complexity, slow response time, and insufficient pressure head.  This research presents a 

novel design that utilizes a two-way shape memory alloy (SMA) diaphragm within the 

micropump.  Heating of the SMA diaphragm is accomplished via resistive heating, while 

the cooling is accomplished with a novel method that utilizes blood flow.  Blood is used 

as the cooling fluid since it is readily available in most medical applications, such as drug 

delivery or lab-on-a-chip (LOC).  Additionally, with humans there is a constant supply of 

blood at a constant temperature.   

This study explains and illustrates how an SMA micropump operates.  With the 

primary liquid flow in this application being blood, a detailed model of the non-

Newtonian behaving blood is included.  The hydrodynamics are numerically computed 

using the Lattice Boltzmann Method (LBM).  Two different non-Newtonian blood 

models are presented.  Phase changes in the shape memory alloy are computed using the 

Cosine Model.  All of the thermal analysis is performed via finite volumes. 

Ultimately, this study shows that an SMA micropump is feasible when pumping 

fluids in the micro-liter range of flow.  This work is a feasibility study and addresses 
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operation parameters in a general sense.  All of the design parameters are reasonable for a 

micro-liter micropump. 
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Chapter 1 Introduction 

 

1.1 Research Motivation 

Currently, there is a need for high precision pumping (few µl/stroke) at low flow 

rates (0-500 ml/min).  One such application for these micropumps is drug delivery in 

which a very sensitive therapeutic efficacy is maintained.  Some drugs have therapeutic 

levels that require precise control and this may not be achieved with traditional devices 

such as syringes.  For drug delivery, micropumps may be placed subcutaneously; 

therefore, they need to be biocompatible. Another application is labs-on-a-chip (LOC) 

where µliters of fluid are pumped through intricate medical testing stations on 

miniaturized chips.  As an example, one such medical application is a lab-on-a-chip 

(LOC) that allows soldiers to do field testing for exposure to different chemicals.   

Currently, there are micropumps based on many different methods of operation.  

Some of the most prevalent methods are piezoelectric, electrostatic, thermopneumatic, 

magnetic, electrohydrodynamic, and magnetohydrodynamic.  In Chapter 2, the 

advantages and disadvantages of these pumps are addressed.  One of the newest actuators 

considered for micropumps is a shape memory alloy (SMA) diaphragm pump.  By 

alternate heating and cooling of the diaphragm, precise micro-quantities of fluid at high 

pressures are achievable.  Additionally, SMA diaphragm pumps are not as prone to leaks 

as many of the mechanical micropumps with sliding or rotating parts. 
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In the very recent years, there have been a few proposed designs of micropumps 

utilizing SMA diaphragms.  Some of the designs rely upon bias springs while others use 

opposing diaphragms that are heated and cooled alternately.  When SMA’s are used in 

actuators, the slow cooling time is the limiting factor in the actuator pumping frequency.  

However, none of the current SMA micropumps address different ways to optimize the 

cooling phase of the cycle.  After a literature search, there are no analytical/numerical 

models of SMA micropumps. 

 

1.2 SMA Micropump Operation 

The SMA micropump operates by alternately heating and cooling the SMA 

diaphragm.  This heating and cooling allows the shape “memory” of the diaphragm to 

vary from 1% to 8% strain.  The SMA diaphragm separates the medical fluid in the top 

chamber from the blood flow in the lower chamber, as shown in Figure 1.1.  The 

alternate heating and cooling of the SMA diaphragm pushes a prescribed amount of 

medical fluid out of the upper chamber with each cycle of operation.  Simple check 

valves made from a pliable rubber material ensure that the medical fluid (in the upper 

chamber) progresses from left to right as the SMA diaphragm contracts and expands.    

This research looks at a novel design of an SMA diaphragm pump that maximizes 

the contact of a cooling fluid (blood) with the diaphragm.  Any type of cooling fluid may 

be used, but blood is considered here since medical applications and/or testing are of 

interest.  The micropump uses blood as a coolant, and consequently, enables precision 

pumping of any medical fluid.   
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1.3 Expected Research Contributions 

 The expected contributions of this research are three-fold.  First, this research 

proposes a new design of SMA micropump that utilizes separate chambers for a pumped 

fluid and the cooling fluid.  Second, blood flow pumped by the human heart is used to 

enhance the cooling of the SMA diaphragm, which has not been previously investigated.  

Third, the SMA micropump has a unique design that overcomes many weaknesses of 

popular pumps currently available.  Some of these advantages are low voltage 

requirements, simple design, biocompatibility, high pressure head, and high compression 

ratio (bubble tolerance). 

 

1.4 Dissertation Organization 

A literature search is done in Chapter 2 for micropumps, SMAs, and the Lattice 

Boltzmann method (LBM).  This new micropump design is shown in greater detail in 

Chapter 3.  The detailed implementation of the Lattice Boltzmann boundaries is 

presented in Chapter 4.  Afterward, the numerical modeling for the fluid flow of blood is 

discussed in Chapter 5.  Finally, a thermal analysis for the predicted flow field and SMA 

diaphragm is shown in Chapter 6.  

 

 

 

 

 

 



 

 

 

 

 

 

 

Figure 1.1 Schematic of Shape Memory Alloy Micropump
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Chapter 2 Literature Review 

 

2.1 Micropumps 

Microelectromechanical Systems (MEMS) are miniaturized devices that are 

capable of actuating, sensing, and/or controlling systems (Shoji and Esashi 1994; 

Abdelgawad, Hassan et al. 2005).  Typically, they involve the integration of mechanical 

and electrical technologies.  MEMS were introduced in the 1960’s; specifically, a gold 

resonating MOS gate structure (Nathanson 1967). Since the advent of MEMS, the desire for 

further capabilities and miniaturization continues to increase.    

Of particular interests in this ongoing research are the study of microfluidics and 

the design of micropumps that can reside within MEMS or operate independently.  Flow 

rates for macroscale pumps are about 100 ml/min or greater (Nguyen, Huang et al. 2002).  

The need for micropumps is when the volume of liquid pumped can be as low as a few 

µl/min.   

A particular area needing optimized micropumps is the medical field.  Many 

medical applications, commonly referred to as BioMEMS, (Grayson, Shawgo et al. 2004) 

require micropumps that are capable of delivering small and precise quantities of 

fluid/drugs (Maillefer, Gamper et al. 2001; Shawgo, Grayson et al. 2002; Voskerician, 

Shive et al. 2003; Grayson, Shawgo et al. 2004; Kan, Yang et al. 2005; Yoshida 2005).  

These accurate delivery quantities have a direct impact on the efficacy of the drugs 
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(Bakken and Heruth 1991).  Typical medical applications using micropumps are listed as 

follows:(Shawgo, Grayson et al. 2002): 

• Micro-quantity drug delivery  

• Milliliter-scaled fluids for lab-on-a-chip analysis(Ikuta, Takahashi et al. 2003; 

Erickson 2005) 

• Assisting damaged heart valves(Stepan, Levi et al. 2005) 

Depending upon the application, there are several advantageous traits that may be 

required for a micropump.  Some of the obvious quantifiable characteristics are the 

displacement volume, operating frequency, and pressure head.  The combination of the 

displacement volume and operating frequency determine the maximum achievable flow 

rate possible.  Other secondary issues that may be of importance are the ability of a 

micropump to pump fluid with high precision and reliability.   Also, the weight to power 

ratio of the micropump may be of significance. 

There are many different types of micropumps and many different modes of 

operation.   Modern microfluidics is traced back to a gas chromatograph at Stanford 

University and an ink-jet printer (Erickson and Li 2004). Looking at micropumps from a 

very general overview, there are two different types of micropumps, namely, 

displacement and dynamic.  Dynamic pumps displace fluid using methods such as 

centrifugal, electrohydrodynamic, electroosmotic (Erickson and Li 2003), and 

magnetohydrodynamic.  Displacement pumps use diaphragms and pistons in combination 

with valves, chambers, etc. (Laser and Santiago 2004).  Some of the most prevalent 

diaphragm materials are silicon, metal, and plastic.  Some of the common drivers for the 

diaphragm are piezoelectric, thermopneumatic, electrostatic, and pneumatic.   



7 

 

Micropumps with sliding or rotating parts are more prone to leaking than micropumps 

with deformable diaphragms.  A breakdown of the different types of pumps is shown in 

Figure 2.1. 

 The type of micropump of particular interest is one that utilizes shape memory 

alloy diaphragms (Benard, Kahn et al. 1997; Benard, Kahn et al. 1998; Kahn, Huff et al. 

1998).   These diaphragms are constructed by applying SMA to a rubber diaphragm using 

a sputtering deposit method (Makino, Mitsuya et al. 2000; He, Huang et al. 2004).  

Section 2.2 delves into detail regarding shape memory alloys.  There have been some 

experimental testing of SMA diaphragms, although quite limited (Makino, Mitsuya et al. 

2000).   

 A summary of the most popular pumps is shown in Table 2.1.  Their mode of 

operation and advantages/disadvantages are briefly listed. 

 

Pump Category Mode of Operation 
Advantages (+) 

Disadvantages (-) 

 

Displacement Pumps 

 

  

• Electrostatic Two opposite 

electrostatic plates have 

voltages alternately 

applied.   

+ generates appreciable forces 

+ operates at high frequencies 

- requires high voltage 

- complex structure 

   

• Piezoelectric A piezoelectric material 

is deposited onto a 

membrane and a high 

voltage is applied.  The 

quartz material 

mechanically deforms.   

+ operates at high frequencies 

+ good efficiency 

- requires high voltage 

- small displacement stroke 

   

• Thermo-pneumatic A trapped cavity of air is 

heated with a resistive 

heater.  The 

+ large displacement stroke 

- complex structure 

- slow response time 



8 

 

expanding/contracting air 

results in the diaphragm 

moving.   

- low efficiency 

   

• Bimetallic Two dissimilar metals are 

joined and alternately 

heated.   

+ simple design 

+ large forces generated 

- slow response time 

- small displacement stroke 

   

• Shape Memory Alloy Nitinol SMA is 

alternately heated and 

cooled to induce memory 

effect. 

+simple design 

+large displacement stroke 

+large forces generated 

- low efficiency 

   

Dynamic Pumps   
   

• Magnetohydrodynamic Uses electric and 

magnetic fields to drive a 

conductive fluid. 

+ simple design 

+ flow can be bi-directional 

- bubbles from ionization 

- miniaturization difficult 

- joule heating 

   

• Electroosmotic Operates by applied 

potential across a 

microchannel 

+ generate high pressures 

+no mechanical actuator 

- requires high voltage 

- joule heating 

   

• Chemical Generation of bubbles 

from electrolysis 

+ simple design 

- bubbles collapse/reliability  

- low flow rate                                            

   

 

Table 2.1 Classification and Operation of Micropumps 

 

2.1.1 Bubble Tolerance and Self-Priming 

 Bubble tolerance refers to the ability of a micropump to continue working when a 

bubble is introduced into the pumped fluid.  Since the bubbles are gas, they can be 
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compressed to the point that the pressure in the pump is not sufficient to actuate the check 

valves.  Hence, the volume stroke needs to be large enough to overcome the fluid 

bubbles.   

The compression ratio for a micropump is defined as the ratio of the stroke 

volume to dead volume.  This equation is (Richter) 

 

� = ∆�
��            (2.1) 

 

where ∆� is the stroke volume and �� is the dead volume.  The larger the compression 

ratio, the more tolerant the micropump is to bubbles.   For the scenario of a liquid pump 

with no bubbles, the minimum compression ratio for operation is (Richter, Linnemann et 

al. 1998) 

 

 �� > 
|∆�
���|         (2.2) 

 

Where ∆�
��� is the critical pressure needed to actuate the check valves.  The 

compressibility (
) of water is 0.5 � 10 − 8 �^2/�.  For an ideal gas, the minimum 

compression ratio to operate a gas pump is (Richter) 

 

 ��� > !
"
∆#$%&'#�          (2.3) 

 

where ( is the adiabatic coefficient and �� is atmospheric pressure.  If there is back 

pressure, the critical pressure to operate the check valves is increased by this amount.    
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 Experimental work has been performed for a typical micropump with passive 

silicon check valves.  The check valve studied is a cantilever style with the dimensions of 

1700 µm x 1000 µm and a thickness of 15 µm.  The critical pressure required to open the 

valves is measured for two scenarios, specifically, a full liquid reservoir with no bubbles 

and an empty liquid reservoir.  These critical pressures are listed in Table 2.2.  

Additionally, the minimum compression ratios are computed from equations 2.2 and 2.3, 

and they are listed in Table 2.2. 

 

 Liquid Micropump 
Liquid Micropump 

 (self priming/ bubble tolerant) 

 

Critical Pressure 

(open valves) 

 

10 hPa 

 

75 hPa 

   

Minimum 

Compression Ratio 

 

ε > 0.000005 ε > 0.075 

 

Table 2.2 Critical Pressure Evaluation 

 

2.1.2 Diaphragm Deflection Analysis 

 The shape memory effect of Nitinol allows for strains as high as 8% during 

operation.  In the case of the SMA micropump, the maximum SMA deflection for the 2 

cm diaphragm is approximately 0.4 cm.  This can be compared to other diaphragm 

materials (such as silicon, glass, or a malleable metal) by focusing on stress limits and 

driver forces.  Assuming a circular diameter diaphragm, the driver force, ��, can be 

calculated from this equation (Young and Budynas): 
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#)*+,!-./�+, = 0.11

(!345)
7��+ + 9.-

(!345) :7��+;1
      (2.4) 

 

where 

 �� = <=>?@A� B��C>DE EA>FDA ?@AGD �DA <=>H � − IDGH>@=BC BADB 

 E* = E>B�ℎABK� E>B�DHDA 

 L7 = M@<=K′I �@E<C<I 

 H* = E>B�ℎABK� Hℎ>GN=DII 

 M� = GD=HDAC>=D E>I�CBGD�D=H 

ν = poisson’s ratio 

 

Assuming a diaphragm is silicon, the typical mechanical properties are shown in Table 

2.3. The driver force can be readily computed.  

 

Variables Values (for silicon) OO 2 cm 

PQ 150,000 M-Pa 

RO 0.004 cm 

QS 0.4 cm 

T 0.17 

 

Table 2.3 Properties of Diaphragm 
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Solving eq. 2.4 with the values in Table 2.3, the driver force per unit area is 15000 

pounds.  The internal stress in the diaphragm may also be computed using eq. 2.5 (Young 

and Budynas) 

 

 
U*+5V./�+5 = V

(!345)
7��+ + !.W1

(!345) :7��+;9
      (2.5) 

 

The computation shows that the stress in the diaphragm would be over 6,400,000 psi.  

Based on these computations, diaphragms like silicon and glass will not allow stroke 

volumes comparable to a shape memory diaphragm of the same size.  The only type of 

diaphragm that will allow high deformations like the SMA is a Mylar or silicone rubber 

low-modulus material. 

 

2.1.3 Micropump Summary 

In general, electrostatic and piezoelectric micropumps have a very small 

compression ratio due to their very small stroke volume.  In order to increase the 

compression ratio to acceptable values, the reservoirs for them have to be very small and 

micromachined.  Typical electrostatic and piezoelectric micropumps used with the valves 

analyzed above have compression ratios of 0.002 and 0.017, respectively (Richter, 

Linnemann et al. 1998).  The SMA micropump has a high compression ratio in 

comparison to these pumps due to the large volume stroke of the SMA diaphragm.  The 

compression ratio for the SMA micropump analyzed in this dissertation is 0.24 .   This 

provides very high bubble tolerance in comparison to other pumps with small stroke 

volumes.  The large compression also permits self-priming for an SMA micropump. 
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The other major limiting factor for micropumps (listed in Table 2.1) is the 

requirement of high voltages.  One of the most popular pumps, piezoelectric, suffers from 

the high voltage requirement.  This makes subcutaneous applications not possible. 

 

 

2.2 Shape Memory Alloys 

Shape Memory Alloys (SMAs) are adaptive materials that have the capability of 

converting thermal energy directly into mechanical work via a material phase 

transformation(Perkins 1975).  This phase transformation is based upon the alteration of 

the crystalline structure of select alloys that have been properly mixed and heat-treated.  

A listing of some of the primary elements found in many SMAs that exhibit the shape 

memory alloy effect includes Copper, Zinc, Aluminum, Nickel, Cadmium Gallium and 

Titanium(Wayman 1980).   The most prevalent SMA by far is Nitinol (Nickel Titanium 

Naval Ordnance Laboratory).   

Nitinol is essentially a 50-50 stoichiometric blend of Nickel and Titanium, and 

small variations in the blend ratio result in vastly different operating properties and 

ranges.  Select heat treatments may also be performed in order to alter crystalline 

structures (Schetky 1981).  Perhaps one of the greatest benefits of shape memory alloys is 

the relatively high power-to-weight ratio(Ikuta 1990).  Or alternately stated, it has a high 

work density(Shin, Mohanchandra et al. 2005).  For example, an application of pumping 

fluids at high pressure may only require a small, light Nitinol shape memory alloy pump 

while other traditional pumps are larger and heavier.   
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Nitinol has many useful engineering properties including high fatigue limit, 

corrosion resistance(Ford and White 1996)and biomedical compatibility(Duerig, Pelton 

et al. 1999).  Due to the superior characteristics of Nitinol, it is the only SMA considered 

hereafter.   

 

2.2.1 Basic Operation Overview of Shape Memory Alloys 

There are two different modes of operation for shape memory alloys, namely, 

one-way shape memory effect (OWSME) and two-way shape memory effect (TWSME) 

(Adnyana 1984).  The two-way shape memory effect involves thermal “training” such 

that no other external forces are needed for the SMA operation.  It operates strictly by 

simply adding heat and cooling.  The two-way SMA mode of operation is utilized in this 

new micropump design; however, the one-way is explained due to its simplicity. 

The one-way shape memory effect (SME) occurs when one of the select shape 

memory alloys (Nitinol) is mechanically deformed while at a temperature lower than the 

martensite phase transformation temperature and then heated above the austenite phase 

transformation temperature.  When the alloy is heated above the critical austenite phase 

transformation temperature, the original undeformed specimen is recovered.  This process 

is best described as a diffusionless transformation in which there is no migration of atoms 

within the alloy specimen while transitioning between the two phases, martensite and 

austenite.  Martensite is the low temperature phase that exists during the mechanical 

deformation.  Austenite is the high temperature phase that recovers the original 

“memory” of the specimen (Miles 1989).  The unique trait that distinguishes shape 

memory alloys from ordinary metals is their ability to reverse the transformation from 
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austenite to martensite.  This can only be accomplished if the material is 

crystallographically reversible.  Crystallographic reversibility is closely related to ordered 

structures.  For example, most shape memory alloys have superlattice structures with 

atoms in a body-centered cubic (BCC) arrangement (Funakubo 1987). 

To graphically illustrate how a shape memory alloy operates, consider the SMA 

wire shown in Figure 2.2.  The wire is initially below the transition temperature 

(martensite).  An external force is then applied to “plastically” elongate the martensitic 

wire to some predetermined length (up to a maximum of 8%).  Upon the subsequent 

removal of the external force, the deformed wire is heated (e.g., resistive heating) until 

the wire is above the transition temperature (austenite).  This martensite to austenite 

transformation produces a contraction force that enables the full recovery of the original 

length of the wire.   Note that the deforming force for the wire does not have to be 

removed in order for the strain recovery.  SMA’s can typically recover about three times 

the martensite deforming stress (25,000 psi).  The fatigue limit of the SMA wire is 

directly related to the strain recovered during each deform/recover cycle (Curry 1979).  

For a nominal operating strain value slightly greater than 8%, the fatigue limit varies 

from ten to one hundred cycles.  For a nominal operating strain that is less than 7%, the 

fatigue limit can be in excess of one million cycles.  

This same cycle is represented at a more crystallographic level in Figure 2.3.  The 

wire is initially cooled below the martensite transition temperature under zero stress 

conditions.  Consequently, this results in 24 variants (orientations) of martensite being 

produced (Wayman 1980).   In the absence of an external force, these 24 variants are very 

stable.  The two ways to crystallographically change the martensitic specimen are to 
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apply an external force or to heat above the austenite transition temperature.  The 

application of a force results in only one orientation of martensite prevailing because of 

the movement of interfaces (Wayman, 1980).  Upon removal of the external force, the 

deformed martensite remains elongated in what appears to be a permanent plastic 

deformation.  However, heating above the austenite transition temperature recovers (or 

reverses) the “plastic” deformation.  

Regardless of whether the martensite has one orientation or many orientations, 

heating above the austenite transition temperature causes the original austenite to reform.  

No motion of the SMA wire occurs if it is heated in the multi-oriented martensite state 

(prior to deforming to single orientation).  If mechanical work is to be extracted from the 

system, the multi-orientated martensite must be subjected to a deforming force prior to 

heating.   

 

2.2.2 Shape Memory Alloy Phase Change Temperatures 

The characteristic transition temperatures for Nitinol are easily varied by slightly 

changing the Nickel/Titanium ratio in the SMA.  A 1% shift in the nominally 50-50 blend 

of Nitinol can shift transitions by several degrees (20-50 C).  The heat-treating process 

for Nitinol is discussed here, however, suffice it to say that the transition temperature for 

one-way shape memory in Nitinol is almost entirely controlled by metal composition, not 

heat-treating(Tuominen and Biermann 1988).  

The temperatures at which phase transformation from martensite to austenite 

occur are referred to as austenite start (Tas) and austenite finish (Taf).  Likewise, the 

temperatures at which the reverse phase transformation from austenite to martensite 
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occur are referred to as martensite start (Tms) and martensite finish (Tmf) (Pelton, Duerig 

et al. 2005).  A complete thermal cycle is depicted in Figure 2.4 where the martensite 

volume fraction (ξ) is plotted against temperature (Thrasher, Shahin et al. 1992).  The 

cooling portion of the thermal cycle is considered the forward transformation while the 

heating is considered the reverse transformation (Stoeckel 1989). 

As evident in Figure 2.4, the phase transformation does not occur instantaneously, 

but rather it occurs gradually over a 10-20 
o
C temperature range (Tas-Taf or Tms-

Tmf)(Shahin, Meckl et al. 1994).  Another notable feature evident in Figure 2.4 is the 

hysteresis in the SMA thermal cycle.  A typical hysteresis value for Nitinol is 

approximately 20 
o
C.  Unlike the transition temperature that is easily shifted when 

changing the stoichiometric (50-50) Nickel-Titanium alloy, the hysteresis is constant and 

not strongly dependent on the exact ratio of Nickel and Titanium.  The hysteresis is 

specifically defined as the temperature difference between Taf and Tms or Tas and Tmf. 

The thermal cycle shown in Figure 2.4 is very repeatable over an unlimited 

number of thermal cycles if it occurs under a zero-stress condition.  However, the 

introduction of an external force (stress) results in a small “almost linear” shift in the 

transition temperatures (Tas, Taf, Tms, Tmf).  The relationship between martensite and 

austenite transformation temperatures is shown in Figure 2.5 as a function of externally 

applied stress(Golestaneh 1984).  Each of the four lines represents the shift of the 

corresponding transition temperature, and the slope ‘C’ of each line is approximately 

equal.  All of the subscripts ‘o’ represent the zero stress condition. 

The transformation lines for the transformation from martensite to austenite have 

some nonlinearity associated with them at low stress conditions (Tanaka 1986).  At these 
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lower stresses, the transformation lines for Tas and Taf drop off more rapidly than the 

linear martensite transformation lines (Tms and Tmf).  This nonlinearity is not well 

understood and consequently is often neglected.  For Nitinol, the slope, ‘C’, of the stress-

induced transition lines is 1000 psi/
o
C (Tanaka 1990). 

 

2.2.3 SMA Transformation Kinetics 

Thermodynamics is very useful in determining the driving force for a phase 

transformation, but it doesn’t reveal anything regarding the rapidity of the transformation.  

The Arrhenius rate equation is derived from kinetic theory to estimate the probability of 

an atom overcoming the activation free energy barrier (Porter and Easterling 1981).  The 

exponential function gives good results for the martensite fraction (ξ) around the 

beginning of the austenite to martensite transformation (Liang 1990), but the results at the 

end of the transition are not as good.  The exact same thing is said for the reverse 

transformation.  This shortcoming is circumvented by using a simpler model that utilizes 

cosine functions instead of exponential functions(Liang and Rogers 1990).  This cosine 

model easily compensates for the asymptotic nature at both ends of the transformation 

region (Vitiello, Giorleo et al. 2005) (Figure 2.4).   

The martensite fraction for the martensite to austenite transformation is 
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       (2.1) 
 

 

And the martensite fraction for the reverse, austenite to martensite, transformation is 
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These equations apply if the SMA specimen is heated and cooled while under zero stress 

conditions.  Using the slope, ‘C’, of the stress-shifted transition temperatures in Figure 

2.5, stress-compensating forms of the previous equations yield 
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for the austenite to martensite transformation, where bA =-aA/C and bM=-aM/C.  ξA and ξM 

are the martensite fractions at the beginning of the martensite to austenite transformation 

and the austenite to martensite transformation, respectively.  These martensite fractions 

are always  ‘0’ or ‘1’ if the transformations are complete for each leg of the thermal 

cycle.   

 

2.2.4 SMA Mechanical Properties 

 

2.2.4.1 Stress-Strain 

Some of the most fundamental and useful mechanical properties of interest are 

derived from the stress-strain plot.  A stress-strain plot provides a quick visual insight 

such that the modulus of elasticity, yield stress and ultimate strength are easily 

ascertained.  Figure 2.6 shows the stress-strain curve for a shape memory alloy (Nitinol).  

Obviously, the stress-strain curve for Nitinol is not typical and requires further insight for 

explanation.   

Four distinct regions of the Nitinol stress-strain curve are indicated with letters in 

Figure 2.6.  The strain-strain data is obtained using an Instron stress machine.  

Additionally, the assumption that the Nitinol specimen is cooled below the martensite 

transformation temperature is enforced. 

In the (a-b) region of the graph, multi-oriented martensite is elastically deformed 

up to the first yield point (b).  At point (b), the multi-oriented martensite begins 

detwinning and is reoriented until there is a single orientation of martensite (c).  For 

typical materials, this region (b-c) is plastic deformation that is unrecoverable.  However, 
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this is the region that makes shape memory alloys unique to other materials because this 

strain (around 8%) is fully recoverable once it is heated above the austenite 

transformation temperature.  Region (c-d) is elastic loading of the deformed, single 

oriented martensite.  At point (d), permanent unrecoverable slippage occurs.  This 

slippage continues until the ultimate fracture point is reached at point (e).  The region (c-

d-e) is the part of the stress-strain curve that is analogous for other materials.   

Data for the (a-b-c) region of Nitinol SMA in martensitic phase is shown in Figure 2.7 

(Thrasher 1991).   There is an obvious difference between the performance of the 

“trained” and “untrained” SMA specimens.  An SMA specimen that is only annealed and 

not cycled is considered as being “untrained”.  The training process of an SMA is 

accomplished by elongating the wire and then heating it while under load until full 

recovery is complete.  This process is repeated for several cycles until the SMA 

performance is reproducible for each cycle.  The graph illustrates the importance of 

“training” an SMA before designing and implementing the SMA in an actuator.  Table 

2.4 contains the mechanical data for both trained and untrained Nitinol SMA specimens. 

 

Martensitic SMA 

(Nitinol) 

Modulus of Elasticity 

(psi) 

Yield Strength 

(psi) 

 

Untrained 

 

20e6 

 

17,500 

 

Trained 

 

20e6 

 

23,500 

 

Table 2.4 Mechanical Data for Trained and Untrained Nitinol SMA 
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The modulus of elasticity of Nitinol as a function of temperature is shown in 

Figure 2.8.  The modulus of elasticity changes by a factor of approximately three between 

the martensite and austenite crystal structure.  The dynamic stiffness of the SMA 

materials is very useful in structural vibration applications (Rogers, Liang et al. 1991). 

 

2.2.4.2 Recovery Force 

A recovery force (or stress) is generated when SMA specimens are being heated 

to convert the crystalline structure from martensite to austenite.  A fundamental 

knowledge of the generated force is important since it provides the upper limit of net 

mechanical work that can be extracted from an SMA actuator in one cycle of operation.  

A simple scenario to depict a typical cycle of SMA operation is shown in Figure 2.9.  The 

recovery stress recovered is represented by W2 while W1 is the required weight that is 

just heavy enough to deform the SMA.   

At state 1 in Figure 2.9, a shape memory alloy (SMA) wire of length ‘L’ is 

attached to a fixed structure.  A weight (W1) just large enough to deform the wire is 

applied at state 2 to deform the SMA by an amount ‘∆L’.  It is assumed that the elastic 

portion of the deformation is reflected in the ∆L but it is never recovered as long as W1 is 

applied.  Furthermore, a stop will be placed at the bottom of the stroke in order to ensure 

that the deformation ∆L does not exceed the maximum recovery strain limit (6-8%).  

After W1 reaches the stop, an additional weight, W2 ,  is applied.  This represents the 

recovery force/stress that the SMA generates during the return stroke.  The SMA wire is 

heated during the process 3-4 to produce a mechanical work output.  After complete 

contraction of the SMA wire (minus the elastic strain of austenite), weight W2 is removed 
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(step 5).  Subsequently, the SMA is cooled until the stress generated by W1 is sufficiently 

large enough to deform the wire back to the stop (step 2).  This cyclical process may be 

repeated until the endurance limit of the SMA wire is reached.  As mentioned earlier, if 

the strain is not excessive (<7 %), it should have an infinite endurance limit. 

To facilitate understanding, another representation of this cyclical process is 

shown graphically in Figure 2.10 in the stress-strain diagram.  Step 1 to 2 is merely the 

stress-strain curve for martensitic SMA.  The amount of strain (up to 8% maximum) is 

controlled by placing a stop under the weight.  At step 3, an additional weight is added, 

and this weight does not increase the stress in the SMA because the stop absorbs the extra 

loading.  After applying the extra weight (W2), the wire is heated and results in an 

isostrain region while going from state 3 to 4.  Motion of the two weights does not occur 

until the recovery stress in the SMA exceeds the stress caused by the combined weights.  

Once contraction commences, it will continue from state 4a to 5 under constant stress 

condition.  The contraction continues until the only strain left is that of the elastic 

austenite SMA.  The limiting strain energy is for austenite rather than martensite since 

the SMA will have austenite crystalline structure at this high temperature.  Removing the 

extra weight at step 4 causes the strain to progress along the elastic line of the austenite.  

Once at step 5, the SMA is cooled and the cycle repeats.   

 

2.2.5 SMA Physical Properties 

Table 2.5 lists some of the most commonly used physical properties for Nitinol 

SMA (Ikuta 1990).  The values are considered applicable for all blends of Nitinol close to 

50-50 (USNitinol 1989).  Both SI and English units are listed. 
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2.2.6 SMA Chemical Properties 

For many applications, chemical properties such as resistance to corrosion or 

oxidation may be of significant importance.  There are some applications in which the 

SMA material is used under water.  These issues become more relevant under these 

circumstances.   

Resistance to corrosion has been tested by subjecting a Nitinol sample to a 96-hour spray 

of salt water at 35 
o
C (Jackson, Wagner et al. 1972).  No corrosion is evident.  Also, no 

corrosion is evident when a Nitinol sample is exposed to 60 days of high-velocity sea 

water spray at 26 ft/sec (Jackson, Wagner et al. 1972).  This demonstrates the capability 

of using Nitinol submerged in water. 

 

Physical Properties for Nitinol SI 

(English) 

Specific Heat 250 J/kg-K 

(0.0597 BTU/lbm-F) 

Latent Heat of Transformation 30,000 J/kg 

(12.899 BTU/lbm) 

Density 6.45 g/cm
3
 

(402.66 lbm/ft
3
) 

Melting Point 1200-1300 
o
C 

(2192-2372 
o
F) 

Electrical Resistivity 76 microhm-cm (Mart.) 

(193 microhm-in) 

82 microhm-cm (Aus.) 

(208 microhm-in) 

Thermal Conductivity 0.17 watt/cm-C 

(9.823 BTU/h-ft-F) 
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Coefficient of Thermal Expansion 6.6 x 10
-6

/C (Mart.) 

(3.7 x 10
-6

/F) 

11.0 x 10
-6

/C (Aus.) 

(6.11 x 10
-6

/F) 

 

Table 2.5 Physical Properties of Nitinol SMA 

The rate of oxidation for Nitinol increases very rapidly when the temperature is 

increased above 600 
o
C.  A sample subjected to this temperature experiences a weight 

gain of only 0.002 grams when exposed for 10 hours.  At 1000 
o
C, the sample has a total 

weight gain of 0.1 grams for the same 10-hour exposure time.    

 

2.2.7 SMA Biocompatibility 

 Shape memory alloys, most notably Nitinol, were first used in medical 

applications in the early 1970’s.   The first application was an intrauterine contraceptive 

device (Hodgson 2005).  Some common applications developed since then are orthopedic 

implants, bone staples, spinal spacers (Petrini, Migliavacca et al. 2005), stents, inner ear 

implants, tendon suture material (Kujala, Pajala et al. 2004) and artificial anal sphincters 

(Yun and et al. 2003).  Another growing field in medical applications is the regeneration 

mechanism for tissues and organs.  Porous biocompatible implants are created by laser 

sintering of Nitinol.  This was initially done with pure titanium (Shishkovsky 2008).  

With a growing demand for Nitinol applications in the human body, the biocompatibility 

is of utmost importance and must be evaluated. 

As previously mentioned, the most prevalent and popular shape memory alloy is 

Nitinol.  The two components of Nitinol are nickel (Ni) and titanium (Ti).  Titanium is 
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extremely corrosion resistant and has no known biocompatibility problems (Gil and 

Planell 1998).  Pure titanium and Nitinol have no adverse effects on the human body and 

do not alter the physiological or behavioral functions of cells.  Conversely, nickel in large 

quantities is detrimental to cells and tissue.  Nickel can exist in the human body in 

elemental form in trace quantities only.  These trace quantities are essential and can enter 

the human body via lungs, skin, or orally.  From food alone, the human body ingests 

between 80 and 400 µg/day/person (Es-Souni, Es-Souni et al. 2005).    

Unlike pure titanium and Nitinol, nickel in pure form is not very corrosion 

resistant or biocompatible.  Additionally, as mentioned above, nickel (�>1) ions in 

appreciable quantities may be very harmful to the human body.   Some of the major 

concerns for pure nickel are cytotoxicity, carcinogenicity, and tissue necrosis.  

Electrochemical and cell culture tests reveal that Ni in its pure form is not biocompatible.  

The most common method of controlling the release of Ni from Nitinol is surface 

oxidation (Firstov, Vitchev et al. 2002).  Many oxidation methods may be utilized, 

however, simple oxidation with air is sufficient.  The oxidation temperature varies in the 

range of 300-800 C for various lengths of time.  The oxidation layer (TiO2) may be 

scanned with scanning electron microscopy (SEM).  The titanium is a more reacting 

element than nickel, and it segregates to the surface.  This forces the Ni enriched layer to 

form beneath the outer oxidation layer.  Oxidation at temperatures above 500 C or higher 

produces a Ni-free outer layer and renders the Nitinol as biocompatible (Wang 1998).  

With proper oxidation of the surface, the Nitinol implant releases less Ni than the best 

stainless steels (316L) (Ryhänen, Kallioinen et al. 1999; Mantovani 2000; Hodgson 2005; 

Michiardi, Aparicio et al. 2007).  An alternative method for surface oxidation is 
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electropolishing in methanol-sulphuric acid electrolyte solution (Barison, Cattarin et al. 

2004).  A solution of Y9Z9 may be used to improve the bond between the [>Z9and the 

underlying Nitinol matrix (Hu, Chu et al. 2007). 

A separate focus on biocompatibility is the bioactivity between the Nitinol and 

human tissue.  In orthopedic implants, it is important for bone tissue and Nitinol to bond.  

This bonding may be accelerated if a layer of hydroxyapatite (HA) is applied to the 

Nitinol bone implant.  This HA layer is created by treating the implant with HNO3 and 

NaOH aqueous solution (Chen, Yang et al. 2004).  Bioactivity may also be improved by 

using a technique of plasma immersion ion implementation and deposition (PIII&D) 

(Chu 2006) (Yeung, Chan et al. 2007). 

The last concern for biocompatibility is the effect of the elevated SMA 

temperature on the human body.  Research has shown that as blood gets warmer, 

coagulation (clotting) is reduced.  Once the temperature of the blood is in excess of 55 C, 

there is no coagulation (Simpson and Rasmussen).  The last issue is the effect of high 

blood temperature on surrounding cells and tissue in the body.  The body tissue can 

handle temperatures as high as 42 C before damage occurs (Yun and et al. 2003).  It is 

shown in the thermal section that the average blood temperature exiting the micropump is 

below 42 C.   

 

2.3 Lattice Boltzmann Method 
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2.3.1 General Overview 

The study of fluid dynamics is a rather complex problem because the flow may 

vary from simple laminar flow in a pipe to complex vortex shedding over an airfoil.  

Using conservation equations on small differential volumes, the continuity and 

momentum equations (Navier-Stokes) can be derived.  However, there are no analytic 

solutions based upon these equations for a general fluid flow.   Traditionally, the fluid 

flow is analyzed numerically by discretizing the nonlinear partial differential equations 

using finite elements, finite differences, etc.   

An alternate approach to solving the Navier-Stokes equations is using particle-

based methods (Reider and Sterling 1995).   Some of the more popular particle methods 

are as follows: 

• Direct Simulation Monte Carlo (DSMC) 

• Molecular Dynamics (MD) 

• Lattice Gas Method (Bernsdorf 2001) 

There are many advantages and disadvantages for each of these methods.  Suffice it to 

say that the focus of this research is the implementation of Lattice Boltzmann method 

(LBM).   

The immediate predecessor to the Lattice Boltzmann method is the Lattice Gas 

Automata.  Unlike the Lattice Gas method which looks at the Boolean state before and 

after the particle collisions (Luo 2003; Kang 2005), the Lattice Boltzmann Method uses a 

distribution function that is a real number (Love and Boghosian 2004).  This eliminates 

the noise problem due to binary encounters with the Lattice Gas (Qian, D'Humieres et al. 

1992).  Some of the primary advantages of LBM are 
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• Highly Parallelizable (Satofuka and Nishioka 1999; Desplat, 

Pagonabarraga et al. 2001; Pohl, Deserno et al. 2004) 

• Easily adapted to complex geometries (Martys 2001; Li, LeBoeuf et al. 

2004) 

• Equally suited for rarefied and/or continuum flows 

• Great for high Reynolds number flows 

• Easy computer implementation 

• Multicomponent Fluids (Nie, Qian et al. 1998) 

Likewise, several of the most significant disadvantages are 

• Velocity of flow limited to < Mach 0.3 

• “Weakly” compressible (Sun and Hsu 2003; Kataoka and Tsutahara 2004) 

• Very small time steps due to explicit nature of equations 

• Conditional stability (unless using Entropic LBM) (Sterling and Chen 

1996; Lallemand and Luo 2000; Hinton, Rosenbluth et al. 2001; Sun and 

Hsu 2004) 

For the study of the SMA micropump, most of these disadvantages are not relevant.    

Some general applications for LBM are amphiphilic fluids (Chen, Boghosian et 

al. 2003), Womersley flow (Rohlf and Tenti 2001; Artoli, Hoekstra et al. 2006), Kelvin-

Helmholtz instabilities (Zhang, He et al. 2001), interface and surface tension (Zhang, He 

et al. 2000), pulsatory channel flows (Majdalani and Chibli 2002), two-phase flows 

(Swift, Osborn et al. 1995; Do-Quang, Aurell et al. 2000; Watanabe and Ebihara 2002), 

binary fluid systems (Swift, Orlandini et al. 1996; Dupin, Spencer et al. 2004), obstructed 

flows (Takada and Tsutahara 1998; Shi, Lin et al. 2003; Li, Shock et al. 2004), 
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cylindrical Couette (Halliday, Hammond et al. 2001; Aoki, Yoshida et al. 2003), 

electrorheology (Melchionna and Succi 2004), static mixer reactor (Kandhai, Vidal et al. 

1999), blood flow (Fang, Wang et al. 2002; Hirabayashi, Ohta et al. 2004), bifurcation 

(Sone and Doi 2000), electron transport (Date and Shimozuma 2001), microchannels 

(Arkilic, Schmidt et al. 1997; Rector, Cuta et al. 1998; Rasmussen and Zaghloul 1999; 

Quadir, Mydin et al. 2001; Lim, Shu et al. 2002; Nie, Doolen et al. 2002; Sinton, 

Erickson et al. 2002; Erickson and Li 2003; Li and Kwok 2003; Li and Kwok 2003; Sert 

and Beskok 2003; Li and Kwok 2004; Raabe 2004; Lee and Lin 2005; Verberg, Yeomans 

et al. 2005; Xuan and Yao 2005; Zhang, Qin et al. 2005), porous structures (Inamuro, 

Yoshino et al. 1999; Guo and Zhao 2002; Yoshino and Inamuro 2003; Pan, Prins et al. 

2004; Tang, Tao et al. 2005), bubble flow (Sankaranarayanan, Shan et al. 1999; Holdych, 

Georgiadis et al. 2001), Elder problem (Thorne and Sukop 2004), adsorption 

breakthrough (Agarwal, Verma et al. 2005), buoyancy-driven flows (De La Fuente, 

Causon et al. 2003; Zhou, Zhang et al. 2004), turbulence (Luo, Qi et al. 2002), 

viscoelastic media (Qian and Deng 1997) and cavity flow (Miller 1994; Hou, Zou et al. 

1995; Onishi, Chen et al. 2001; Wu and Shao 2004). 

 

2.3.2 Boltzmann Equation 

The Boltzmann equation provides a statistical description of a fluid by using a 

density distribution function (Yu, Mei et al. 2003).  This distribution function, f, has a 

dependence upon space, velocity and time (Nekovee, Coveney et al. 2000).  Neglecting 

external forces acting upon a volume of fluid, the Boltzmann equation (Doolen 1987) 

implementing the distribution function and written in differential form is 
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where  

 

 f = density distribution function 

 

 Ω = collision function 

 

Stated in simpler terms, the distribution function, f(r,ξξξξ,t)drdξξξξ, reflects how many 

molecules at a time, t, positioned between r and r + dr which have velocities in the range 

of ξξξξ and ξξξξ + dξξξξ.   

 The collision function from kinetic theory is a rather complicated function.    For 

local equilibrium, the gains and losses due to collisions must be equal.  There needs to be 

an exact balance such that the collision term drives toward zero.   

2.3.3 Lattice Boltzmann BGK 

 The most popular numerical implementation of the Boltzmann equation is the 

BGK model.  This model uses a set of lattice velocities and a simplified collision function 

to drive towards local equilibrium.  The relaxation time of the collision function is 

numerically linked to the viscosity in order for Navier-Stokes to be recovered.   
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By using a single relaxation time, λ, for the collision term (He and Luo 1997; Martys, 

Shan et al. 1998; Fang, Wan et al. 2002) in the Boltzmann equation, the Boltzmann 

equation can be approximated as 
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where the Maxwellian equilibrium distribution is given by 
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ξ is the molecular velocity while u is the macroscopic velocity.  Since the relaxation is a 

simple parameter (and everything relaxes at the same rate), the conservation of the 

hydrodynamics must be ensured by the ‘?\]’ part of the collision operator.  The link 

between the relaxation time and viscosity is based upon the continuum assumption.  

These are discussed in greater detail next. 

The macroscopic variables, ρ and u, are defined as (Abe 1997; Buick and Greated 2000; 

Shu, Niu et al. 2005) 

 

 ∫= ξρ fd          (2.10) 

 

 ∫= ξξρ fdu          (2.11) 
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From performing a formal integration of Equation 2.8 (He and Luo 1997; Kandhai, 

Koponen et al. 2001) over time, δt, 
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where τ = λ/δt.  The f
eq

 term is calculated using a Taylor series expansion.  After a Taylor 

series and keeping terms up to order O(u
2
),  
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To recover the Navier-Stokes equations, a Chapman-Enskog multiscale expansion is 

used.  The details of that derivation are omitted. 

 For the purpose of this research, the LBM element of choice is the 2-D element 

that has 9 velocities.  These are shown pictorially as 
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where the 9 velocities are listed as 
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Speed ‘c’ is the lattice speed (He and Luo 1997), δx/δt.  With much algebraic 

manipulation and Chapman-Enskog expansion (Qian and Zhou 2000; Guo, Zheng et al. 

2002), the distribution equilibrium function is listed as 
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where 
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2.3.3.1 Algorithm for Lattice Boltzmann Method Solver 

 The numerical steps for a solution are fairly straightforward.  The procedure is 

1. Initialization of all parameters 

2. Propagate all distributions to adjacent nodes 
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3. Calculate new velocities 

4. Calculate new equilibrium 

5. Evaluate collision function 

6. Return to step 2 

 

2.3.3.2 Boundaries for Lattice Boltzmann Method 

There are three primary boundary types for fluid analysis:  solid, velocity, and 

pressure.  Like any other numerical scheme, the boundaries are implemented in LBM as 

either first order or second order.  Some good detailed descriptions of second order 

boundaries are available in literature (Chen, Martinez et al. 1996; Ginzburg and 

D.d'Humieres 1996; Maier, Bernard et al. 1996; Zou and He 1997; Guo, Zheng et al. 

2002; Verberg and Ladd 2002; Ginzburg and D'Humieres 2003; Rohde, Kandhai et al. 

2003; Tang, Tao et al. 2005).  Of the boundary treatments, some account for moving 

boundaries (He and Q. 1995; Noble, Chen et al. 1995; Fang, Lin et al. 1998; Bouzidi, 

Firdaouss et al. 2001; Li, Lu et al. 2004), curved boundaries (Mei, Luo et al. 2000), non-

slip (Inamuro, Yoshino et al. 1995), and velocity/pressure (Lin, Fang et al. 1996; Guo, 

Zheng et al. 2002; Lim, Shu et al. 2002).  This is discussed in greater detail when analysis 

of the SMA moving diaphragm is considered. 

 

2.3.4 Stability of Lattice Boltzmann Method 

 One of the biggest disadvantages of the LBM is the numerical stability.  The 

numerical instability poses problems for some simulations such as very high Reynolds 

numbers or compressible problems (Ansumali and Karlin 2000; Ansumali 2004).  The 
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instabilities result from the distribution function going negative in regions of phase space. 

The method needs an analog to the Boltzmann H-theorem in order to ensure the entropy 

always increases (Boghosian, Love et al. 2003).    

 One method for eliminating the numerical stability is the entropic lattice 

Boltzmann method (ELBM) (Karlin, Ansumali et al. ; Ansumali and Karlin 2002; 

Ansumali and Karlin 2002; Ansumali, Karlin et al. 2003; Boghosian, Love et al. 2004; 

Ansumali and Karlin 2005; Gorban and Karlin 2005).  The ELBM begins by positing an 

H-function depending on the single particle distribution function (Boghosian, Yepez et al. 

2001).  The relaxation time is then dynamically adjusted such that H-theorem is 

guaranteed (Boghosian and Boon 2005).  The smallest relaxation time that doesn’t 

increase the entropy is the one selected (Boghosian, Love et al. 2004). 

 The ELBM method maintains all of the advantages of the LBM method, including 

the solution of microflows (Ansumali, Karlin et al. 2006).  ELBM is implemented for 

both 2-D and 3-D flows (Boghosian 2003).  The most recent research for the ELBM 

method is that for thermal flows (Chen and Teixeira 2000; Chikatamarla, Prasianakis et 

al. 2005).  The instabilities mentioned above have not adversely affected any of the 

ongoing research of micropumps.   Therefore, the LBM is the only method considered in 

this dissertation. 

 

 

 

 

 



 

 

 

 

 

 

Figure 2.1 Breakdown
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Figure 2.1 Breakdown of the Different Types of Pumps 
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Figure 2.2 Illustration of SMA Wire Recovering Original Shape 
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Figure 2.3 Crystallographic view of Shape Memory Effect 
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Figure 2.4 SMA Composition as a Function of Temperature 
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Figure 2.5 Dependence of Transition Temperatures upon Applied Stress 
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Figure 2.6 Shape Memory Alloy Stress-Strain Curve to Ultimate Strength 
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Figure 2.7 Stress-Strain Curves for Trained and Untrained Nitinol SMA 
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Figure 2.8 Modulus of Elasticity as a Function of Temperature 
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Figure 2.9 Work Extraction from SMA Actuator 
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Figure 2.10 Detailed Breakdown of SMA Actuator Cycle 

 

 

 

 

 

 

 



47 

 

 

 

Chapter 3 Shape Memory Alloy Diaphragm Model 

 

3.1 Micropump Overview 

Figure 1.1 in Chapter 1 shows a basic schematic of the proposed SMA 

micropump design.  Sputtering Nitinol onto a silicon substrate creates the SMA 

diaphragm shown in the micropump.  The shape memory alloy (SMA) diaphragm is 

resistively heated in order to cause contraction (martensite to austenite crystalline 

conversion).  During the contraction, the check valve (CV) on the left blocks flow while 

the CV on the right allows outward flow of the medical fluid.  The volume of the flow 

with each cycle is prescribed by the shape of the SMA membrane.   

After the SMA is heated and fully contracted, the resistive heating is cycled off 

such that cooling begins.  During the cooling, the check valves behave the opposite as 

mentioned above.  A continuous oscillatory flow of blood is used to enhance the cooling 

of the SMA membrane.  As the SMA membrane is cooled and returned to its initial state, 

the CV on the left allows the medical fluid to be pulled into the upper chamber while the 

CV on the right blocks flow.  This process is repeated as needed for the required flow rate 

of the medical fluid. 

The functionality of the micropump depends almost entirely upon the dynamics of 

the SMA diaphragm and the check valves location.  The SMA diaphragm response is 

directly linked to the material phase transformation, while the rapidity of the phase 

transformation is controlled by either the resistive heating power density (Watts/kg) or 
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the cooling from fluid contact.   This chapter focuses upon the heating; hence, the 

convection/conduction with the fluid is discussed later.   In order to model the cooling 

phase of the SMA diaphragm, knowledge of fluid temperature and velocity is essential.  

This is discussed in a later chapter. 

 

3.2 SMA Micropump Diaphragm 

The SMA diaphragm used in this micropump is “trained” as a two-way memory.  

This means that no bias forces are required and the entire motion of the SMA diaphragm 

is solely controlled by the input or extraction of heat for the phase transformation 

kinetics.  The rest of this chapter focuses on these transformations. 

 

3.2.1 Phase Transformation Model for SMA Diaphragm 

The kinetics considered in this discussion are for the heating of the SMA 

diaphragm.  The complete cycle for the SMA entails being cooled and then heated in 

order for the strain in the deformed SMA to be recovered.  The method of heating is 

resistive heating.   Cooling is accomplished via conduction/convection from the 

diaphragm into the pumped fluid.  Details of the cooling portion of the cycle are 

discussed in Chapter 6. 

Figure 2.3 shows the Martensite fraction as a function of temperature.  Due to the 

asymptotic nature of the curve, the best model for martensite fraction, ξ, as a function of 

temperature is the Cosine Model (CM).  CM is described with the equations 2.1 through 

2.6.    
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3.2.2 Thermal Model for SMA Diaphragm 

The thermal model of the micropump depends upon resistive heating and heat loss 

via convection/conduction to a cooling fluid.  With the assumption that the resistive 

heating is much quicker than the cooling to the fluid (blood), the heating part of the cycle 

is easily computed.   

The internal energy generation in the SMA diaphragm due to resistive heating 

(watts) is 

 

RIE
2=          (3.7) 

 

where ‘I’ is the current in amps and ‘R’ is the electrical resistance of the Nitinol SMA.  

For a specified value of ‘E’, the temperature, hence the strain, of the SMA diaphragm is 

computed.  From the basic internal energy equation (while temporarily neglecting the 

effect of cooling), the temperature change per unit of time of heating is 

 

pmC

E

dt

dT
=

         (3.8)

 

 

Once the temperature reaches Tas, the specific heat is modified to account for the latent 

heat of transformation, ‘h’.   The latent heat is assumed to vary linearly with the 

martensite fraction over the temperature range from Tas to Taf.   

 

asaf

pp
TT

h
CC

−
+=

        (3.9)
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This modified specific heat effectively slows the heating/cooling of the SMA during the 

phase transformation.  This is illustrated graphically in Figure 3.1 for a power input of 

0.02 watts.  (This wattage is typical of what is modeled later in order to achieve a heating 

time about 0.05 sec during each thermal cycle).  The total mass of the SMA in this 

scenario is 0.00258 kg.  Note that this curve temporarily neglects conduction/convection 

to the cooling fluid.  It is only to illustrate the slope change of the heating curve during 

the phase transformation.  The slope of the heating curve is drastically reduced while 

going through the phase transformation from martensite to austenite.    

 

3.2.3 SMA Diaphragm Deformation Geometry 

Figure 3.2 provides a labeled geometric schematic of the SMA diaphragm while 

being heated.  ‘S’ is the actual length of the deformed SMA diaphragm while ‘C’ is the 

length of the undeformed SMA diaphragm that is recovered while heating the SMA 

above the transition temperature.  The strain of the SMA is defined as   ‘ε’.  Hence, the 

length of ‘S’ is  

 

CS )1( ε+=          (3.10) 

 

where ε << 1.  The value of ‘C’ depends upon the two-way training of the SMA and is 

fixed.  It is also implicitly assumed that the SMA diaphragm preserves the chord of a 

perfect circle.  The strain for Nitinol is usually limited to 8%, or less, if many cycles of 

operation are needed.  Other useful relationships are 
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θRS =          (3.11) 

 

and  
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Combining the previous three equations yields the relation 
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Equation 3.13 is iteratively solved for ‘θ’ and then ‘R’ is calculated from equation 3.11.  

The distance‘d’ is calculated as  
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         (3.14) 

 

And finally, the height, ‘h’, at which the diaphragm penetrates the chamber is prescribed 

by equation 3.15 as 

 

dRh −=          (3.15) 
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The equations listed above apply to the SMA diaphragm when it is being heated 

or cooled.  By knowing the energy density input into the SMA, the strain ‘ε’ is easily 

calculated since the strain is directly related to the martensite fraction during the heating 

or cooling cycle.  By knowing the kinetics of the phase transformation within the SMA, 

the details of the oscillating wall movement in the cavity are known. 

 

3.2.4 SMA Diaphragm Kinematics 

Figure 3.3 conceptually shows the position of an SMA diaphragm at two different 

consecutive time steps.   The SMA at position 1 is initially a deformed and cooled SMA 

diaphragm.  As electrical current is conducted through the diaphragm, the internal heat 

generation in the SMA drives the material phase transformation towards austenite, and 

the SMA contracts to position 2.  Using the assumption that the SMA diaphragm 

preserves the chord of a perfect circle during contraction, the geometry and velocity of 

the diaphragm are calculated as a function of SMA strain (which is predictable by using 

phase transformation kinetics).  The SMA strain, ‘ε’, depends only upon temperature; 

therefore, it is controlled by the rate of resistive heating/fluid cooling.  Hence, the strain 

is directly connected to time and rate of heating/cooling.  After each time step, the new 

strain of the contracting SMA diaphragm is calculated using transformation kinetics (Sec. 

3.2.1).  From knowledge of the strain, the above equations for the angle, ‘θ’, and the 

radius, ‘R’, predict the geometry of the contracting diaphragm.  Note that during the 

contraction, the angle, ‘θ’, decreases while the radius, ‘R’, increases.  As the diaphragm 

flattens near the end of the contraction cycle, the angle approaches zero while the radius 

approaches infinity.    



53 

 

The next aspect of interest in the contracting diaphragm is the velocity of the 

membrane.   Before solving for velocity, the complete geometry of the contraction must 

be known.  As shown in Figure 3.3, the radius, R, and the angle, θ, are shown for two 

consecutive positions.  The angle, θ, is solved by implicitly using equation 3.13.  

Subsequently, R is solved using equation 3.11.  The next unknown to be solved for is the 

distance between the circle centers, ∆y.  This is shown pictorially in Figure 3.4. The only 

way to solve for this parameter is to look at the position in which the end points for ^! 

and ^9 coincide.   As shown in Figure 3.4, the law of cosines are utilized to solve for the 

only unknown in the triangle, ∆y.  From implementing the law of cosines, 

 

)cos(2 21
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where, 

 

2

2θ
=b          (3.17) 

 

2
180 1θ

−=c          (3.18) 

 

cba −−= 180         (3.19) 

 

Figure 3.5 graphically shows the displacements, δx and δy, for an arbitrary location 

between two time steps.  The angles, _! and _9, represent the angle between circle center 



54 

 

point and the ‘x’ location of interest.  For small time steps, which are typical for the 

Lattice Boltzmann Method, the angles _! and _9 are assumed as approximately equal.  

This is a needed assumption when solving for δx.  To solve for velocity of the diaphragm, 

δx and δy is calculated at every ‘x’ location.  Assuming that �! is a location of interest for 

the diaphragm at an arbitrary time step, then 

 

)cos( 111 φRx =         (3.20) 

 

)cos( 221 φRx =         (3.21) 

 

Using trigonometric analysis, 

 

yRRy ∆+−= )sin()sin( 2211 φφδ       (3.22) 

 

With knowledge of δy and the average φ for a particular location, the final calculations 

for the diaphragm motion are 
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)tan(φ

δ
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y
x =          (3.24) 

 

The velocities along the diaphragm are now simply stated as 
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δ
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3.3 Numerical Analysis of SMA Diaphragm 

Prior to performing a thorough analysis of the fluid in the micropump chamber, it 

is essential to know the velocity of the SMA diaphragm (moving boundary problem).  

Using all the information developed in earlier sections in this chapter, the diaphragm 

motion is well understood.   The next two sections address the velocity and displacement 

of the transient motion of the SMA diaphragm.   

 

3.3.1 Transient Displacement Analysis 

The displacement of the SMA diaphragm during contraction/expansion is directly 

controlled by the heat transfer rate, which is accomplished via resistive heating and fluid 

cooling.  As the SMA diaphragm is heated, the phase transformation from martensite to 

austenite progresses.  The exact opposite results when cooling.  Using the geometric 

analysis above the displacement of the SMA diaphragm (at the center point of the 
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diaphragm) in a micropump is shown in Figure 3.6.  The fully contracted length of the 

SMA diaphragm, when displacement is zero, is approximately 2 cm for this particular 

pump design. 

 

3.3.2 Transient Velocity Analysis 

As the heated diaphragm contracts, the X and Y velocities are calculated by using 

the equations above to calculate the deflection of each point for each time step.  Stating 

the obvious, the velocities at the end points of the diaphragm are zero.  Additionally, the 

X velocity at the center of the diaphragm is zero due to symmetry.  This is shown 

graphically in Figure 3.7, which shows the X velocity along the SMA for a typical time 

step.  The maximum X velocity at which the diaphragm moves as a function of time is 

shown in Figure 3.8.  This time of maximum velocity is controlled by the rate of heating.  

Similar to the X velocity, the maximum Y velocity for complete heating transient is 

shown in Figure 3.9.  Figure 3.10 graphically shows the Y Velocity for two different 

locations along the SMA; the center point and the quarter point.  All of these velocities 

(both X and Y) behave as expected. 
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Figure 3.1 SMA Thermal Response throughout the Phase Transformation (Typical results 

with an SMA mass of 0.00258 kg) 
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Figure 3.2 Basic Geometry Variables for SMA Diaphragm 
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Figure 3.3 Change in SMA Geometry after One Time Step (parameters are not to scale) 
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Figure 3.4 Further SMA Geometric Analysis 
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 Figure 3.5 SMA Diaphragm Displacement Analysis 
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Figure 3.6 Motion of Diaphragm from Maximum Deflection Point at the Center of 

Diaphragm.  (The larger the negative number, the greater the penetration into the cavity.) 
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Figure 3.7 X Velocity along the Width of the SMA Diaphragm 
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Figure 3.8 Maximum X Velocity of Diaphragm at each Time Step 
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Figure 3.9 Maximum Y Velocity along Width of SMA Diaphragm 
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Figure 3.10 Maximum Y Velocity of Diaphragm at each Time Step  

 

 

 

 

 

 

 

-0.045

-0.04

-0.035

-0.03

-0.025

-0.02

-0.015

-0.01

-0.005

0

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Y
 V

e
lo

c
it

y
 (

m
/s

)

Time (s)

Y Velocity at Center of 
Diaphragm

Y Velocity at 1/4th Distance of 
Diaphragm



67 

 

 

 

Chapter 4 Lattice Boltzmann Boundary Conditions 

 

4.1 Boundaries Overview 

In general for fluid analysis, boundaries around the domain of interest are solid 

walls or a fluid interface.  For the solid wall boundary, a velocity is prescribed.  At a fluid 

interface, a velocity or pressure boundary condition is imposed.  Figure 4.1 shows a 

channel of flow that is aligned with the horizontal (x) and vertical (y) axes.  The walls 

located at the top and bottom are impermeable, and they have velocity type boundary 

conditions.  The fluid inlet and outlet (left and right) have either a velocity or pressure 

boundary condition.   

The method of dealing with boundaries in this chapter is based upon the bounce-

back method (Zou and He 1997). The non-equilibrium component (from LBM 

equilibrium equation) normal to the wall is bounced back.  The details of implementing 

this procedure are illustrated below. 

 

4.2 Velocity and Pressure Boundaries using Lattice Boltzmann Method 

 Figure 4.1 shows the three basic regions that are present when doing a fluid solve 

with the Lattice Boltzmann method (LBM).  Region 1 is used exclusively for a solid wall 

while region 2 is used for a fluid boundary.  Lastly, region 3 is used for a corner between 

walls or a wall and fluid.   
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 The conservation of mass and momentum are the three equations used to solve for 

the unknowns in each region.  Using basic equations presented in Chapter 2, the density 

is represented as a function of the density distributions as follows  

 

 ∑
=

=++++++++=
8

0

876543210

i

iffffffffffρ    (4.1) 

 

The macroscopic flow velocities are also represented as a function of the density 

distributions as ∑=
α

ααξρ fu where <̀ is the macroscopic velocity vector.  Therefore, the 

velocity components are 

 

658731 ffffffu −++−−=ρ       (4.2) 

 

 874652 ffffffv −−−++=ρ       (4.3) 

 

where ‘u’ is the horizontal velocity and ‘v’ is the vertical velocity.   The corresponding 

density distribution functions in the above equations are numbered the same as those 

presented in Chapter 2.   

 

4.2.1 Velocity Boundary Conditions 

The analysis for the velocity boundary condition in this chapter is restricted to the 

horizontally aligned channel shown in Figure 4.1.  Each of the four walls, or fraction of 

wall, is either solid or fluid.  The only difference between region 1 and 2 is that region 2 



69 

 

represents the portion of the channel that is fluid.  The three different regions shown in 

Figure 4.1 are dealt with below. 

 

4.2.1.1 Wall Velocity Boundary (Region 1)       

 In Figure 4.1, the node on the bottom wall (region 1) is depicted without the 

standard nomenclature for the density distributions.  The nomenclature for the 

distribution functions are changed such that the node shown on the bottom wall is easily 

rotated, i.e., rotate 180 degrees and use on the top wall.  The new nomenclature for 

unknown density distributions is uf  and the nomenclature for knowns is kf .  The 

velocity at the wall is denoted as un or ut for the normal and tangential components, 

respectively.  For the particular orientation of the node on the bottom wall in region 1, the 

newly assigned unknown distributions are 61 ffu = , 22 ffu = , and 53 ffu = .  The known 

distributions are 31 ff k = , 72 ff k = , 43 ff k = , 84 ff k = , and 15 ff k = .  The standardized 

normal and tangential velocities for the bottom node are yn uu =  and xt uu = , 

respectively.  These are prescribed velocities. 

 In addition to the unknown distributions listed above, ρ is also unknown.  Using 

the conservation of mass and momentum equations yield 

 

 421331250 kkuukkuk fffffffff ++++++++=ρ    (4.4) 

 

 421315 kkuukkt ffffffu +−−+−=ρ      (4.5) 
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 421332 kkuukun ffffffu −−++−=ρ      (4.6) 

 

For the bounce-back of the non-equilibrium component, 

 

 eq

kk

eq

uu ffff 3322 −=−         (4.7) 

 

The equilibrium component, ?\], is the same as equation 2.13.   

The difference in the equilibrium components is from the one term in the 

equilibrium equation in which the velocity is not squared.  Hence, 
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32 =−−=−      (4.8) 

 

therefore, 

 

 
nku uff ρ

3

2
32 +=         (4.9) 

 

Substitution and algebraic manipulation of the above equations yield the following 

explicit equations for the unknowns. 
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nku uff ρ
3

2
32 +=       (4.11) 
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1
1523 ++−−=      (4.12) 

 

ntkkku uuffff ρρ
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1
1541 +−−+=      (4.13) 

 

4.2.1.2 Fluid Velocity Boundary (Region 2)  

 In region 2, the unknowns after streaming in LBM are ρ , 1uf , 2uf , and 3uf .  As 

similar to the bottom wall, the three conservation equations and bounce-back are used to 

solve for the unknowns.  The new assignment of the distribution functions and velocities 

for nodes in region 2 are now 51 ffu = , 12 ffu = , 83 ffu = , 21 ff k = , 62 ff k = , 33 ff k = , 

74 ff k = , and 45 ff k = .  Similarly, the normal and tangential velocity components for the 

fluid inlet are xn uu =  and yt uu = . 

 After assigning the knowns and unknowns, the equations for the unknowns are 

identical to the velocity solution for the bottom wall.  This greatly simplifies the 

computer code needed to handle the different sides (orientations) of the flow channel.   

 

4.2.1.3 Corner Velocity Boundary (Region 3) 

 After the streaming step in the LBM, the obvious unknowns at the corner node are 

1uf , 2uf , 3uf , 4uf , and 5uf .  For the lower left corner node specifically, 61 ffu = , 
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22 ffu = , 53 ffu = , 14 ffu = , and 85 ffu = .  Note that if the pressure is specified at the 

inlet, then the density is known.  The other knowns are 0f , 1kf , 2kf , and 3kf , where 

31 ff k = , 72 ff k = , and 43 ff k = .  Applying the bounce-back from the distributions that 

are normal to the inlet and bottom wall,  

 

 11414 )( k

eq

k

eq

uku fffff =−+=        (4.14) 

 

 33232 )( k

eq

k

eq

uku fffff =−+=        (4.15) 

 

Note that the velocities (ux, uy) at the corner are zero.  Using the momentum conservation 

equations for both ‘x’ and ‘y’ directions, 

 

 23 ku ff =          (4.16) 

 

 51 uu ff =          (4.17) 

 

where 

 

 )(
2

1
23312405 kukkuuu ffffffff −−−−−−−= ρ     (4.18) 
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The numerical computation for the other corner nodes is identical once the initial uf  and 

kf  assignments are made.  Each corner node is rotated relative to the lower left corner 

node and then the unknowns properly assigned.  As previously stated, this simplifies the 

computer code needed for different orientations. 

 

4.2.2 Pressure Boundary Conditions 

The analysis for the pressure boundary condition in this chapter is restricted to the 

horizontally aligned channel shown in Figure 4.1.  Each of the four walls, or fraction of 

wall, is solid or fluid.  The only difference between region 1 and 2 is that region 2 

represents the boundary of the channel that is fluid.  The algorithm developed below 

allows any of the walls to be fluid with a pressure applied. 

 

4.2.2.1 Fluid Pressure Boundary (Region 2) 

 For region 2 once again, the assignments for the generic distribution functions and 

velocities are the same as that above.  In the case of a prescribed pressure on a boundary, 

the tangential velocity is zero, i.e., ut = 0.   This is the asumption made in the modeling of 

the blood pump in this research.  All of the blood is assumed to leave ‘normal’ to the exit 

opening.  The unknowns now are 1uf , 2uf , 3uf , and nu .  The conservation equations are 

 

543213210 kkkkkuuu fffffffff ++++++++=ρ    (4.19) 

 

432321 kkknuuu fffufff +++=++ ρ      (4.20) 
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 425131 kkkkuu ffffff +−+−=−       (4.21) 

 

By combining the mass equation and the momentum in the normal direction, the normal 

velocity is 

 

ρ

)](2[
1 423510 kkkkk

n

ffffff
u

+++++
−=      (4.22) 

 

The unknown distribution, 2uf , is obtained by using bounce-back, namely,  

 

 eq

kk

eq

uu ffff 3322 −=−         (4.23) 

 

Solving for 2uf  yields 

 

nku uff ρ
3

2
32 +=         (4.24) 

 

Lastly, the other two unknowns are obtained using the momentum equations.  They are 

 

 
nkkku uffff ρ
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and 
nkkku uffff ρ

6

1
)(

2

1
5123 +−+=       (4.26) 

 

4.3 Moving Walls and Curved Boundaries for SMA Diaphragm 

 In the previous section, the moving wall is always located exactly on a grid point.  

The bounce-back routine is implemented to solve for both pressure and velocity boundary 

conditions.  In a general situation, the boundaries of the LBM domain don’t always align 

perfectly on structured grids.  Additional numerical techniques are needed to resolve 

these special cases. Since this research is only a feasibility study, it assumes all 

boundaries fall exactly on given nodes. 

As shown in Chapter 3, the motion of the SMA diaphragm is well understood 

when implementing the phase transformation kinetics.    The added complication with the 

SMA diaphragm is the variable velocity, or acceleration, during the SMA deformation.  

This is accounted for at each time step during the solve. 
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Figure 4.1 Different Boundaries for LBM 
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Chapter 5 Hydrodynamics of Micropump 

 

5.1 Hydrodynamic Overview 

There are two basic fluid flows to consider during the operation of the SMA 

micropump, namely, the medical fluid in the top chamber (as shown in Figure 1.1) and 

blood flow in the lower chambers.  The modeling of the medical fluid in the upper 

chamber is a basic conservation of mass for fluid entering or exiting the check valves.  

The motion of the SMA diaphragm dictates this flow.   Other than conservation of mass 

calculations, the behavior of the medical fluid in the top of the micropump is not 

considered. 

The blood flow in the lower chambers is fully modeled using the Lattice 

Boltzmann Method (LBM).  The blood entering the micropump is driven by the human 

heart, and is transient in nature.  The other transient part of the analysis is the motion of 

the SMA diaphragm.  The position of the SMA diaphragm is directly dependent upon the 

addition or removal of heat, as presented in Chapter 2.  Figure 5.1 shows the relative 

motion of the diaphragm from the minimum position (1%) to the maximum position 

(8%).  Chapter 6 addresses all of the thermal aspects of the model and how they impact 

the SMA diaphragm.  The remainder of this chapter is focused primarily upon the fluid 

analysis for the blood flow in the micropump. 
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5.2 Lattice Boltzmann Benchmarking 

 In order to validate the Lattice Boltzmann Method (LBM), which is used for all of 

the fluid analysis, a thorough benchmarking is included.  A Womersley flow is chosen as 

the benchmark since it is a good test for the transient ability of the LBM method. After 

the Womersley benchmark, grid independence is tested for the micropump.  Lastly, the 

ability to handle non-Newtonian fluid flow is investigated. 

 

5.2.1 Units Example 

 Before proceeding with the LBM benchmark, a units example for the micropump 

is included.  Proper selection of units is needed in order to ensure stability of the 

numerical algorithm.  This units example computes the Reynolds number of the blood 

flow in order to provide insight into what type of flow is expected (creep, laminar, or 

turbulent). 

 

5.2.1.1 Micropump Physical Dimensions 

A schematic of the proposed micropump design is shown in Figure 5.1.  The 

physical dimensions are 4 cm in length and 1 cm in height.  The height of the internal 

ramp is 0.7 cm high and 1 cm wide at the base.  The blood inlet on the center third of the 

left side of the pump is 0.3333 cm.  Likewise, the blood exit on the top third on the right 

side is 0.3333 cm.  The last internal component of the micro pump is the SMA diaphragm 

that protrudes into the last half of the pump.  The maximum protrusion, located at the 

center of the diaphragm, varies from 0.17 cm to 0.35 cm.  The minimum distance (0.17 

cm) is based upon an SMA strain of 1% while the maximum distance (0.35 cm) is based 
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upon an SMA strain of 8%.  These are the operation parameters of the diaphragm 

depending upon the heating/cooling stage of the micropump.  These details are addressed 

in Chapter 6. 

 

5.2.1.2 Blood Properties 

The viscosity of the pumped blood varies, depending upon the shear rate.  This is 

addressed later in the chapter.  Suffice it to say that the blood behaves non-Newtonian 

and that the maximum viscosity (at zero shear rate) is 

  
 ab�c = 1.6 
b5

         (5.1) 

 

while the minimum viscosity (at infinite shear rate) is  

 

 ab�e = 0.035 
b5
         (5.2) 

 

Blood is predominantly water and is treated as an incompressible fluid with a density of 

water.  The velocity of blood through a typical artery in the human body is transient in 

nature, with a maximum velocity of 100 cm/s.  The average velocity of the blood is 30 

cm/s. 

Before doing a solve with the lattice Boltzmann method, all parameters for length, 

time, and viscosity are converted to lattice units.  The first step is to define all relevant 
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reference properties for the micropump.  The reference length is chosen as the height of 

the micro pump, which is 

 

 C�\g = 1 G�         (5.3) 

 

and the reference velocity is chosen as the average blood velocity, which is 

 

 <�\g = 30 G�/I        (5.4) 

 

 Knowing the reference length and velocity, the reference time is obviously 

 

 H�\g = �%hij%hi = 0.0333333 I       (5.5) 

 

The viscosities for blood are already stated above; thus the minimum and 

maximum Reynolds number (Re) are computed for the blood flow.  The minimum Re is 

when the blood is at maximum viscosity.  This is computed as 

 

 ^Db�e = j%hi�%hi4k)l = :1�$km ;(! 
b)
!.- 
b5/ = 18.75     (5.6) 

 

And lastly, the maximum Re number is 

 

 ^Db�c = j%hi�%hi4k&o = :1�$km ;(! 
b)
�.�10 
b5/ = 857     (5.7) 
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so, 

 

 18.75 < ^D < 857        (5.8) 

 

Based upon the Re number, the blood flow is laminar and well behaved since the 

maximum value is well below 2000 (typical number for turbulence in internal flow). 

 

5.2.1.3 Dimensionless Variables and Discretization of Space and Time 

The time, space, and velocity in physical units are converted to dimensionless 

numbers using the equations 

 

 H* = �qr/m�%hi          (5.9) 

 

 �* = cqr/m�%hi          (5.10) 

 

 <* = <#s7 �%hi�%hi        (5.11) 

 

 a* ≡ !
u\         (5.12) 

  

A typical grid used for this micro pump is 27 grid points for the pump height and 102 

grid points for the pump length.  Therefore, the space interval is 
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 vc = �%hi7 ���* = !
(9W3!) = 0.03846      (5.13) 

 

For stability (Abdelgawad, 2005), the time interval is typically chosen such that 

 

 v� ∽ vc9         (5.14) 

 

For the analysis presented here, the time is chosen as approximately the discrete space 

squared, which is 

 

 v� = 0.002         (5.15) 

 

This implies that the number of iterations required to reach one reference time (for this 

example) is 

 

 � = !
x' = 500         (5.16) 

 

5.2.1.4 Convert to Lattice Boltzmann Units 

The final manipulation of units is the conversion of everything to lattice units 

(lbu).  These are listed as 

 

 <�yj = <* xlx'          (5.17) 
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 a�yj = !
u\

x'xl5         (5.18) 

 

For a final numerical computation example, suppose a velocity is imposed on a boundary 

as 

 

 <#s7 = 15 
b
 = 0.5 (dimensionless)     (5.19) 

 

then 

 

 <�yj = 0.5 ∗ x'xl = 0.0260       (5.20) 

 

 a�yj = x'xl5
!

u\ = 0.0721       (5.21) 

 

The final calculation is for the relaxation time.  As stated from Chapter 4,  

 

 � = 4���
m5 + 0.5 = 3a�yj + 0.5       (5.22) 

 

 � = 0.7163         (5.23) 
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5.2.2 Womersley Flow for Benchmarking 

In order to provide a robust benchmark for the LBM method, a Womersley flow 

is analyzed.  A Womersley flow is chosen since it will test the transient accuracy of the 

LBM method.  Additionally, a Womersley flow is somewhat analogous to the transient 

velocity of blood being pumped through the blood micropump.  Hence, the transient 

solve of the LBM is quite important for the micropump.  The LBM model is compared to 

a Fourier Series solution of the same flow. 

 

5.2.2.1 Womersley Flow Theory 

 The Womersley flow solved is a periodic flow (oscillatory pressure) in a 2-D 

channel.  A sinusoidal pressure boundary condition is applied at the entrance of the 

channel.  Some of the basic assumptions for the flow are 

• Impervious walls 

• Incompressible flow 

• Fully developed laminar flow 

• Isothermal Newtonian flow with constant fluid properties 

The general form of the continuity equation is 

 

 
��
�� + �

�c (�<) + �
�7 (�F) + �

�� (��) = 0     (5.24) 

 

With impervious walls and incompressible flow, the continuity equation above reduces to 
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�

�c (�<) =  0         (5.25) 

 

Since � is constant, this requires the axial velocity component (u) to be constant in x 

direction.  Hence, the velocity varies only with y and time. 

 

 < = <(M, H)         (5.26) 

 

The Navier-Stokes equations for 2-D channel flow, with the above assumptions applied, 

yields 

 

 
�j
�� = − !

�
�#
�c + F �5j

�75        (5.27) 

 

 0 = − !
�

�#
�7         (5.28) 

 

The second N-S equation implies that pressure is only a function of x.  Therefore, 

 

 � = �(�, H)         (5.29) 

 

5.2.2.2 Fourier Series Solution 

 A Fourier series for the unknowns, u and p, is written as 

 

 < = <� + ∑ <eD(��e�)∞e�!        (5.30) 
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 − !
�

�#
�c = �� + ∑ �eD(��e�)∞e�!       (5.31) 

 

Substituting these series into the N-S equations above yields 

 

 ∑ D(��e�)���ejo3�+5�o+/5 3#o�3#�3�+5��+/5 ��
∞e�!      (5.32) 

 

To ensure that this equation is always zero, two equations must be true, namely, 

 

 −�� − F *5j�*75 = 0        (5.33) 

 

and 

 >�=<e − F *5jo*75 − �e = 0       (5.34) 

 

These ODE’s are integrated and solved.   

 Since this is a Womersley flow and the pressure is a sinusoidal function, the 

pressure is written as   

 

 
�#
�c = ^D��D����        (5.35) 

 

where A is the amplitude and ω is the frequency.   An analytical solution for the velocity 

is obtained as (He and Luo 1997) 
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 <(M, H) = ^D �> �
� �1 − 
� ��(5/�/3!)�


� � � D����     (5.36) 

 

where 

 

 �9 = −> 9         (5.37) 

 

and 

 

  9 = ¡/5 �
V4          (5.38) 

 

a is the viscosity and   is Womersley number.  ¢7 is the height of the channel. 

 

5.2.2.3 Lattice Boltzmann Solution 

 The LBM method developed in the previous chapters is used in order to 

benchmark the solution with the Fourier Series solution.  The convergence for different 

grids is analyzed as well.  Implementation of a typical 2-D channel problem is described 

below in lattice units for simplicity. 

 The pressure is applied to the 2-D channel entrance based upon the plane 

poiseuille flow equation.  The Poiseuille equation is 
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 <b�c = (£¤3£5)¡/5¥4¡l         (5.39) 

 

Where ¢c and ¢7 are lattice grids.  All of the key input parameters for the model are 

listed in lattice units in Table 5.1 

 

Simulation Parameters Lattice Units 

Grid Size 21 x 21 and scaled up to 161 x 161 

Viscosity 0.03925 

� (relaxation factor) 0.6178 

Pressure Gradient (dP/dx) 0.001 

<b�c 0.0668 

Period (T) 1000 

Womersley Number (α) 4.2 

 

Table 5.1 Parameters for Womersley Flow Solution Listed in Lattice Units 

 

 Figure 5.2 shows the results of the LBM and Fourier Series solution for a grid of 

41 x 41.  The axial velocity is plotted for three different points in the sinusoidal pressure 

cycle, namely, T/4, T/2, and 3T/4.  The results of the two different methods agree quite 

well.  The relative accuracy for both methods is shown in Figures 5.3 and 5.4. 
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5.2.3 Convergence Analysis (Grid Independence) 

 From the Womersley benchmark problem, the LBM method agrees very well with 

the Fourier Series solution.  Additional grid refinement results are performed for the 

micropump itself.  To test the relative accuracy of varying grids, the axial velocity from 

two cross-sections of the micropump is plotted as a function of grid size.  The cross-

sections analyzed are the center of the first chamber and second chamber.  These results 

are shown in Figures 5.5 and 5.6.  As expected, the solutions are well behaved and 

converge with increasing grid size. 

 

5.3 Blood Characterization 

 With the newly proposed shape memory alloy micropump, blood is being utilized 

as a cooling fluid.  In order to determine the feasibility of this design, the flow 

characteristics of blood have to be determined.  Specifically, the physical and rheological 

properties of blood need to be understood. 

 

5.3.1 General Properties and Composition of Whole Blood 

The primary constituents of whole blood are plasma and red blood cells (RBC).  

The white blood cells and platelets constitute a significantly less volume fraction than 

RBC’s.  The volume fraction that the RBC’s occupy is referred to as the hematocrit.  For 

typical men, the hematocrit is in the range of 40-50% (Abdelgawad, 2005).  The plasma 

is primarily water (90%) and protein (7%)  (Abdelgawad, 2005).   The plasma itself 

behaves in a Newtonian manner and has a typical viscosity that is approximately 1.2 x 10
-

3
 Pa-s.  The other blood constituents are non-Newtonian and are addressed below. 
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5.3.2 Non-Newtonian Nature of Blood Viscosity 

The flow of whole blood does not behave in a Newtonian manner.  The blood 

flow regime is divided into three primary regions that are dependent upon strain rate.  At 

very low strain rates, blood has a constant viscosity.  On the other extreme, high strain 

rate, the blood has a constant viscosity, but it is significantly less than the viscosity in the 

low strain rate region.  At the intermediate strain rate region, the viscosity varies as a 

function of the strain rate.  Hence, blood behaves non-Newtonian.   When a fluid 

viscosity increases as a result of increasing strain rate, it is considered as “shear-

thickening”.  Conversely, if the viscosity decreases as a result of increasing strain rate, it 

is considered as “shear-thinning”.  The behavior of blood falls into the latter category.  In 

Figure 5.7, shown for qualitative purpose only, the three regions mentioned above are 

illustrated.  The non-Newtonian region results from the RBC’s layering under shear 

stress.   

 

5.3.2.1 Power-Law Approximation 

 The simplest model to represent non-Newtonian behavior is the Power Law 

(Abdelgawad, 2005).  The resulting equation to relate viscosity (¦) to strain rate ((§ ) is 

 

μ = μ�|γ§ |(ª3!)         (5.40) 

 

where strain rate in tensor notation for two dimensions is 
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γ§ = !
9 :«¬­

«®¯ + «¬¯
«®­;              (5.41) 

 

If the exponent n is set equal to unity, Newtonian behavior is recovered and ¦ = ¦�.  ¦� 

in the above equation is referred to as the consistency index.  If n > 1, the flow is shear-

thickening.  Conversely, if n < 1, the flow is shear-thinning.  As previously mentioned, 

blood is Newtonian at very low and very high strain rates while shear-thinning at 

intermediate strain rates.   

 To account for the non-Newtonian fluid, the LBM adjusts the viscosity at each 

lattice site based upon the strain rate at that node.  At each time step in the LBM scheme, 

the strain rates are calculated and subsequently the viscosities.  The strain rate is 

computed using equation 5.41 where (Abdelgawad, 2005) 

 

�j°
�c± = !

- ∑ D�²<³(� + D�Δ�)µ��!        (5.42) 

 

Once the viscosity is calculated based upon the strain rate and power-law, the LBM 

relaxation time is calculated using this equation from Chapter 2 

 

� = 3a + .5         (5.43)  

 

This time marching and viscosity adjusting scheme is continued throughout the solution. 

 The benchmarking of the LBM code is done for a 2-D channel with a height of H.  

The entire 2-D grid is composed of 32 x 32 lattice nodes.  Periodic boundary (inlet 

conditions match exit conditions) is applied at the channel input and output while non-



92 

 

slip boundaries are applied at the upper and lower channel walls.  All of the results for 

velocity are compared to the exact channel analytical solution (Bird) given as 

 

<(M) = <b�c ¶1 − :9|7|
· ;o¸¤o ¹       (5.44) 

 

where 

 

<b�c = : e
eº!; : »

¼�;¤o :·
9;o¸¤o

        (5.45) 

 

The consistency index, ¦�, is chosen to be the Newtonian viscosity that corresponds to a 

relaxation factor of � = 0.75.  In lattice units, this Newtonian viscosity is 0.083333.  ‘F’ 

is the pressure gradient needed to generate a final velocity, <g = 0.01, for Newtonian 

flow in a 2-D channel with a viscosity of ¦�.  In equation form,  

 

½ =  *£
*c = ¥¼�ji·5          (5.46) 

 

Figure 5.8 shows a typical strain rate for flow in a 2-D channel.  As expected, the 

maximum shear occurs near the wall and decreases to a minimum at the center of the 

channel.  The corresponding viscosities for shear-thickening and shear-thinning fluids are 

shown in Figures 5.9 and 5.10.   The steady-state velocity profiles for non-Newtonian 

fluids are compared to the exact analytical solutions in Figures 5.11 and 5.12.  In Figure 

5.13, these are normalized against the maximum velocity at the center of the channel. 
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 The Power-Law method is simple and useful for benchmarking the LBM code for 

non-Newtonian flow.  The Power-Law yields a linear relationship between viscosity and 

strain rate on a log-log scale.  The straight line has a slope equal to ‘n’.  However, this 

model is too simplistic for the complex nature of blood flow.  Other blood models exist 

that improve upon the Power-Law method. 

 

5.3.2.2 Carreau-Yasuda Blood Model 

 Perhaps the most highly regarded model for blood flow is the Carreau-Yasuda 

(CY) model (Abdelgawad, 2005).  The governing equation for the viscosity is 

 

¦((§) = ¦¾ + (¦� − ¦¾)(1 + (�(§)�)o¿¤)       (5.47) 

 

The parameters for the CY blood model are shown in Table 5.2.  Using these equation 

parameters, the dynamic viscosity output (µ) units are “Pa-s”.  As mentioned in the 

previous section, the shear rate is numerically calculated from 

 

(§ = !
9 :�j°

�c± + �j±
�c°;         (5.48) 

 

The viscosity as a function of shear rate is shown graphically in Figure 5.14.  It is evident 

that the CY blood model predicts shear-thinning behavior for the blood.   
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CY Blood Model 

Parameters 

 

SI units 

¦¾ 0.0035 (Pa-s) 

¦� 0.16     (Pa-s) 

� 8.2 

a 0.64 

n 0.2128 

 

Table 5.2 CY Blood Model Parameters 

 

5.4 Boundary Implementation 

 All of the boundaries are numerically implemented using the equations developed 

in Chapter 4.  All walls have no slip while the fluid boundaries are either velocity or 

pressure.  These fluid boundaries are specified below. 

 

5.4.1 Inlet Velocity 

 The micropump schematic is shown in Chapter 1.  The blood flow inlet on the left 

side of the micropump is oscillatory in nature due to the repetitious pumping of the 

human heart.  The simplest approach to modeling the blood flow is to assume a 

sinusoidal nature of the flow.  The maximum pressure corresponds to the systolic blood 

pressure while the minimum pressure corresponds to the diastolic pressure.  However, 

this assumption of a simple sinusoidal flow does not sufficiently capture the dynamic 

interaction of the heart and arteries.   
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Experimental data is available for the flow of blood in typical size arteries in the 

human body.  Figure 5.15 shows the velocity profile of blood being pumped through an 

artery of size 2.5 mm. (Abdelgawad, 2005).  By knowing the transient nature of the blood 

flow, the velocity boundary condition at the entrance of the micropump is implemented.   

For each time step in the LBM solve, the lattice time and physical time are computed so 

that the velocity at the pump entrance is adjusted accordingly.  The blood entrance 

channel on the left side of the micropump is the same size as typical arteries (2.5 mm). 

In order to extract the velocity data from Figure 5.15 numerically, the region 

spanning one second of time is segmented into four sections (a-b, b-c, c-d, d-e).  Each 

section is then numerically modeled with a polynomial of varying order.  The equations 

to represent each of the four sections are shown below in Table 5.3.   The variable ‘x’ is 

the time, which varies from zero up to one second in physical units.  The inlet velocity 

profile is assumed to be that of plug flow in which the velocity across the opening is 

constant.   

 

Section of Blood 

Velocity  Profile 

Polynomial (x is seconds) 

a-b  (0 - .12 s) 87.5�9 − 3.1� + 0.196 

b-c  (.12 - .28 s) 14974�V − 12448�1 + 3826�9 − 518� + 26.56 

c-d  (.28 - .36 s) −87.5�9 + 56.5� − 8.72 

d-e  (.36 – 1 s) 0.955�1 − 1.769�9 + 0.856� + 0.157 

 

Table 5.3 Curve-Fit Equations for Blood Velocity Profile 
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5.4.2 Outlet Pressure 

 On the exit boundary (right side of micropump), the tangential and normal 

velocities are unknown.  Using all of the conservation equations developed in Chapter 4, 

a pressure boundary condition is applied.  At the exit, the pressure is arbitrarily assigned 

as unity in the lattice units. 

 

5.4.3 All Other non-Fluid Boundaries 

 For all of the solid walls (no fluid flow), the 2
nd

 order boundary conditions 

developed in Chapter 4 are applied.  All of the non-fluid nodes located within the walls of 

the micropump are handled using the rather simple bounce-back method.  This includes 

the SMA diaphragm and the ramp in the center of the micropump. 

 

5.5 Numerical Results 

At each time step of the transient analysis for the fluid, both viscosity and velocity 

are calculated.  They are mutually dependent upon each other since viscosity is dependent 

upon strain rate, and consequently, the velocity gradient.  Additionally, the fluid 

modeling in this chapter accounts for the protrusion of the SMA diaphragm into the 

second chamber of the micropump.  The strain state of the SMA diaphragm is dependent 

upon the thermal model.  Since the results here are only hydrodynamics, strain state of 

the diaphragm is arbitrarily specified when appropriate.   Lastly, the location of the SMA 

diaphragm is approximated by the existing x/y grid.  Since this is a feasibility study, the 

SMA outline will be treated in a stair-step fashion. In future work, interpolating the SMA 

position between grids may be appropriate.   
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5.5.1 Blood Flow Velocity 

With all of the boundary conditions applied to the pump schematic shown in 

Figure 1.1, the hydrodynamics of the blood micropump are numerically solved.  Figure 

5.16 is a contour plot for the x-component velocity of the blood flow.  The lighter regions 

represent higher velocities while the black regions represent zero velocity.   A similar 

contour plot is shown in Figure 5.17 for the y-component of blood velocity.  For 

simplicity of generating data, the inlet velocity is kept constant at 0.035 lattice units.  The 

results behave exactly as expected for a uniform velocity across the inlet.  The flow 

profile at the exit is parabolic and the maximum flow velocity is about 1.5 times greater 

than the velocity input. 

 Figures 5.18 and 5.19 show the streamlines for blood flow through the 

micropump in two different configurations.  In Figure 5.18, the strain of the SMA is at its 

minimum operating point, 1%.  In Figure 5.19, the strain is at the maximum operating 

point, 8%.   

Looking at the blood flow in more detail, results are shown at the pump cross-

section at the center of the SMA diaphragm.  This represents the location for the greatest 

penetration of the SMA diaphragm into the blood stream.  Velocity profiles are shown for 

three diaphragm states; strain at 2%, 5%, and 8%.  In Figure 5.20, the axial-component of 

the flow shows a flow pattern that is typical for internal flow.  Finally, the transverse-

component of the flow is shown for the three different strain states in Figure 5.21. 

Using the regression curves from Table 5.3, the velocity at the inlet of blood flow 

is computed based upon the physical time, varying between 0 and 1 seconds.  Figure 5.22 

shows the peak velocity as a function of time for two locations along the pump, 
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specifically, the top of the ramp and the outlet.  The transient velocity very closely 

replicates the shape of the velocity input profile.  The maximum input of the blood flow 

at the inlet is barely over 1 m/s, and this is constant over the entire inlet opening.  

Therefore, the maximum velocity at the top of the ramp and outlet are about 1.5 m/s (1.5 

times inlet velocity).   

To validate conservation of mass, a constant input velocity of 0.18 m/s is 

uniformly applied to the inlet.  Figure 5.23 shows the axial velocity profile for the inlet, 

top of ramp, and exit.  With the assumption of incompressible flow and steady-state, the 

area under the curves for the different locations is equal due to conservation of mass.  

The area under these velocity curves is computed using trapezoidal integration and mass 

is conserved as expected. Note that the opening at the top of ramp is slightly larger 

than the exit, hence, a lower peak velocity. 

 

5.5.2 Viscosity 

 The strain rate needed for the CY blood model is shown in Figure 5.24.  The 

largest strain rates are in locations as expected.  In the high velocity areas near walls and 

corners, the strain rate is the maximum.  The viscosity is shown in the contour plot in 

Figure 5.25.  The “lighter” shades of gray indicate the areas of maximum viscosity.  

Since the viscosity is directly dependent upon the strain rate, these results are as 

expected.  The modified relaxation factor (Tau) is computed for each local viscosity and 

is shown in Figure 5.26 (Wang and Bernsdorf 2009).    
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5.5.3 Hydrodynamic Boundary Layer on SMA Diaphragm 

Since the next chapter addresses the thermal modeling of the SMA diaphragm, the 

hydrodynamic boundary layer near the SMA is important.  In order to get an idea of what 

to expect for the boundary layer, three different areas of the diaphragm are analyzed for 

four different diaphragm strains.  The three locations of interest are the midpoint of the 

SMA length, 1
st
 quarter of the SMA length, and 3

rd
 quarter of the SMA length.   In 

Figures 5.27 through 5.32, both the axial and transverse components are graphed 

according to location and SMA strain.  The boundary layer does vary, but is quite similar 

in several areas.  The transverse velocity at the midpoint seems a little sporadic for the 

different strains, but this is due to the velocity being almost zero at that location.  Hence, 

they should be negligible in the thermal analysis. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 5.1 Schematic of Blood Micropump with 
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Figure 5.1 Schematic of Blood Micropump with Penetrating SMA Diaphragm
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Figure 5.2 Comparison of Womersley Flow (Diamonds
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Figure 5.2 Comparison of Womersley Flow (Diamonds-Fourier Series, Solid Line

 

Fourier Series, Solid Line-LBM) 
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Figure 5.3 Lattice Boltzmann Relative Velocity Error for Varying Square Grids 
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Figure 5.4 Fourier Series Relative Velocity Error for Varying Square Grids 
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Figure 5.5 Cross-sections at Center of First Chamber of Micropump 
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Figure 5.6 Cross-sections at Center of Last Chamber of Micropump 
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Figure 5.7 Rheological Behavior of Whole Blood 
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Figure 5.8 Strain Rate for 2-D Channel Flow 
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Figure 5.9 Viscosity Profile for Shear-Thickening Fluid 
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Figure 5.10 Viscosity Profile for Shear-Thinning Fluid 
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Figure 5.11 Velocity Profile for Shear Thickening Fluid 
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Figure 5.12 Velocity Profile for Shear-Thinning Fluid 
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Figure 5.13 Velocity Profiles Normalized for Maximum Velocity 
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Figure 5.14 Viscosity Predictions from CY Blood Model 
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Figure 5.15 Typical Velocity Profile for Pumped Blood 
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Figure 5.18 Streamlines of Blood Flow Through Micropump with SMA at 2% Strain
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Streamlines of Blood Flow Through Micropump with SMA at 2% Strain

 

 

Streamlines of Blood Flow Through Micropump with SMA at 2% Strain 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.19 Streamlines of Blood Flow Through Micropump with SMA at 8% Strain
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Streamlines of Blood Flow Through Micropump with SMA at 8% Strain

 

 

Streamlines of Blood Flow Through Micropump with SMA at 8% Strain 
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Figure 5.20 Axial Velocity of Blood for Pump Cross-Section at Diaphragm Center 
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Figure 5.21 Transverse Velocity of Blood for Pump Cross-Section at Diaphragm Center 
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Figure 5.22 Maximum Blood Velocity at top of Ramp and Exit of Micropump 
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Figure 5.23 Velocity Profiles at end of One Second of Blood Flow 
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Figure 5.24 Strain Rate of Blood in Micropump 
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Figure 5.25 Viscosity of Blood Based upon CY Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



125 

 

 

 

 

 

 

 

 

 

 

 

F
ig

u
re

 5
.2

6
 M

o
d

if
ie

d
 R

el
ax

at
io

n
 F

ac
to

r 
(T

au
) 

th
ro

u
g

h
o

u
t 

M
ic

ro
p

u
m

p
 



126 

 

 

 

 

 

 

 

Figure 5.27 Axial Velocity Boundary Layer at First Quarter of SMA Length 
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Figure 5.28 Transverse Velocity Boundary Layer at First Quarter of SMA Length 
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Figure 5.29 Axial Velocity Boundary Layer at Midpoint of SMA Length 
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Figure 5.30 Transverse Velocity Boundary Layer at Midpoint of SMA Length 
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Figure 5.31 Axial Velocity Boundary Layer at 3
rd

 Quarter of SMA Length 
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Figure 5.32 Transverse Velocity Boundary Layer at 3
rd

 Quarter of SMA Length 
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Chapter 6 Thermal Results of Micropump 

 

6.1 Thermal Overview 

In the previous chapter, the hydrodynamics for the blood flow are presented.  

Knowing the blood flow velocities throughout the SMA micropump, it is possible to 

solve the energy equation for both conduction and convection from the SMA diaphragm 

to the blood.  The thermal results are solved using Finite Volumes.  The rest of this 

chapter presents those results. 

 

6.2 General Approach for Thermal Solver 

 The SMA diaphragm in the micropump is a moving boundary that protrudes into 

the cavity where the blood flows.  The strain of the diaphragm when completely heated is 

1%, which implies that the protrusion of the diaphragm into the blood cavity is minimal.  

During the cooling phase of the thermal cycle, the strain increases until 8% is achieved.  

At this point, the crystalline structure of the SMA is completely reversed.   

 The thermal model will only include the right chamber of the micropump 

(chamber with SMA at top).  The entrance for the thermal model is the opening at the top 

of the ramp.  The exit for the thermal model is the right side of the micropump.  The 

blood flow velocity in the SMA chamber is imported from the fluid solver.  The blood 

velocity is high enough such that the entrance boundary at the top of the ramp is treated 

as having a constant temperature of 37 degrees C.  The temperature at the micropump 
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exit is numerically calculated using the conduction/convection from the finite volume 

solver. 

 The micropump domain for the thermal solver has the same discretization as the 

fluid solver.   The time step for the Lattice Boltzmann Method (LBM) fluid solver is 

determined by the grid size and other parameters.  Once the fluid and thermal time steps 

are reconciled, the fluid/thermal solution is obtained.   Based on preliminary analysis, the 

cooling cycle takes about one second for the average blood flow velocity.  Knowing this, 

it is assumed that the thermal modeling time step will set as 0.05 seconds.  Since 15000 

steps correspond to one second for the fluid solver, the thermal solver is performed every 

750 lattice time steps (0.05 s). 

 The SMA diaphragm is divided into discrete elements that match the grids of the 

micropump domain.  During the cooling, nodes for the diaphragm are shifted down for 

each time step as dictated by the derivations in chapter 3.  The adjacent fluid nodes are 

shifted down with the diaphragm.  The SMA diaphragm is marked as a solid, and the 

bounce-back method is used to model the obstruction of the diaphragm. The temperatures 

of the blood in close proximity to the SMA diaphragm are shifted down such that a 

complete thermal solve is permitted for both convection and conduction.  The substrate 

that the Nitinol SMA diaphragm material is attached to is adiabatic by choice of material.   

Using an adiabatic material for the substrate eliminates the need to do a thermal analysis 

for the upper chamber of the micropump. 

 

6.3 Introduction of Finite Volume Method for Thermal Analysis 

 The thermal modeling of the heat exchange between the SMA diaphragm and the 

blood flow in the micropump is accomplished using the finite volume method (Patankar).  
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This method is rather straightforward and uses energy balances on a small volume of 

domain of interest.  The solver is transient and incorporates both conduction and 

convection.  Radiation is negligible and ignored. 

 The transient energy equation with internal heat generation is 

 

 �Á# �Â
�� + �

�cÃ Ä�Á#<Å[Æ = �
�cÃ ÇN �Â

�cÃÈ + É     (6.1) 

 

where ‘Q’ is internal energy generation.  Using a finite volume (control volume) 

approach to solving the energy equation, the discretization for the finite volume depicted 

around point (i,j) is graphically illustrated below in Figure 6.1.  The bold arrows indicate 

the heat flow in and out of the control volume.  Doing an energy balance on each of the 

four sides of the control volume yields the equation 

 

  ��,ÅÁ#&,Ã ÇÂ&,Ã�¸¤3Â&,Ã�
∆� È ∆�∆M + N�º¤5,Å ÇÂ&,Ã�¸¤3Â&¸¤,Ã�¸¤

∆c È ∆M + N�,Åº¤5 ÇÂ&,Ã�¸¤3Â&,Ã¸¤�¸¤
∆7 È ∆� +

 �<�º¤5Á#[�º¤5
�º!∆M + �FÅº¤5Á#[Åº¤5

�º! = N�3¤5,Å ÇÂ&¿¤,Ã�¸¤ 3Â&,Ã�¸¤
∆c È ∆M + N�,Å3¤5 ÇÂ&,Ã¿¤�¸¤ 3Â&,Ã�¸¤

∆7 È ∆� +
�<�3¤5Á#[�3¤5

�º!∆M + �FÅ3¤5Á#[Å3¤5
�º! + É        (6.2) 

 

In order to simplify the above equation, a cardinal direction system as shown in Figure 

6.2 is utilized.  The conduction term coefficients after dividing by the specific heat (Á#) 

are 
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 Ê\ = ËhÌq
∆7
∆c,     ÊÍ = ËÎÌq

∆7
∆c,     Ê = ËmÌq

∆c
∆7,     Êe = ËoÌq

∆c
∆7   (6.3) 

 

while the convection term coefficients are 

 

 ½\ = �<\∆M,     ½Í = �<Í∆M,     ½ = �F ∆M,     ½e = �Fe∆M  (6.4) 

 

Algebraic manipulation of the above equations in conjunction with the upwind 

differencing scheme (UDS) yields 

 

 B£[£ = B.[. + BÏ[Ï + BÐ[Ð + BÑ[Ñ + Ò    (6.5) 

 

where 

 

 B. = Ê\ +  Ó−½\ , 0Ô 

 BÏ = ÊÍ +  Ó½Í , 0Ô 

 BÐ = Êe +  Ó−½e, 0Ô        (6.6) 

 BÑ = Ê +  Ó½ , 0Ô 

 B#� = �∆c∆7
∆�  

 Ò = B#�[#� + É 

 B£ = B. + BÏ + BÐ + BÑ + B#� 

 

The Ó, Ô indicates to take the maximum value.  These equations are iterated upon until 

converged to the numerical accuracy specified.   
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6.4 Energy Analysis of SMA Diaphragm 

 For each cycle of operation of the SMA micropump, heat has to be added and 

subsequently removed from the SMA diaphragm.  Addition of heat is easily 

accomplished via resistive heating.  For this analysis, it is assumed that there is ample 

electrical power to heat the SMA in a timely manner suitable for the pump operation.  

The limiting factor for micropump operation frequency is anticipated to be the cooling of 

the SMA diaphragm.  Hence, the modeling focuses on the cooling required for the 

austenite-martensite phase transformation. 

The nominal temperature for blood in a human body is 37 C.  Since the blood 

serves as a cooling agent, the SMA transformation temperatures need to be sufficiently 

higher than the blood temperature.  The operating temperature for the SMA diaphragm is 

controlled by altering the Nickel-Titanium ratio in the Nitinol.  For this analysis, the 

transformation temperatures of the Nitinol SMA are shown in Table 6.1.  The 

nomenclature for the transformation temperatures are explained in Chapter 2.   The 

Cosine Model is used for the transformation computations, and it is also presented in 

Chapter 2. 

There are two different types of energy removal during the cooling of the Nitinol 

SMA, namely, the typical internal energy change of the austenite and then the latent heat 

for the phase change from austenite to martensite.   
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Transformation 

Parameters 

Temperature (C) 

[bg 50 

[b  60 

[�  70 

[�g 80 

 

Table 6.1 SMA Transformation Temperatures 

 

 The reverse is also true for heating.  The internal energy change for the high-

temperature austenite is governed by the equation 

 

 Õ = �Á#∆[         (6.7) 

 

Once the phase transformation begins, the latent heat energy needed is 

 

 L = ℎ�         (6.8) 

 

where ‘h’ is the latent heat and ‘m’ is the mass of the diaphragm. With the mass of the 

SMA diaphragm being known, the internal energy required while cooling from austenite-

finish temperature ([�g) to martensite-start ([b ) is readily calculated using equation 6.1.  

Likewise, the energy due to latent heat is directly dependent upon the mass of the 

diaphragm.  As discussed in previous chapters, the dimensions of the micropump are 4 

cm in length and 1 cm in height.  The SMA diaphragm section of the micropump design 
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is 2 cm in length.  Prior to doing an energy analysis, the width and thickness of the SMA 

diaphragm is needed.  It is assumed that the width of the SMA is equal to its length (2 

cm) while the thickness is 0.025 mm.  Now the mass is calculated since the volume and 

density are specified.   Knowing the mass, both ‘U’ and ‘E’ are straightforwardly 

computed.  The numerical values of these quantities are shown in Table 6.2.  

 

SMA Model 

Parameters 

Values 

 

SMA Mass (2 cm x 2 cm x .025 mm) 

 

0.00006450 kg 

 

Internal Energy ([�g − [b ) 

 

0.3225 J 

 

Latent Heat Energy ([b − [bg) 

 

1.935 J 

 

Total Energy ([�g − [bg) 

 

2.2575 J 

 

Table 6.2 Energy Requirements during Cool-Down of SMA Diaphragm 

 

6.5 Thermal Flux Analysis for Cooling of SMA Diaphragm 

 A brief analysis is performed to compare the performance of a micropump in 

which the blood is not flowing (conduction only) or the blood is flowing (conduction and 

convection).  Since this is a preliminary analysis, the blood flow is assumed to have a 

constant flow of 0.5 m/s.  Later, numerical analysis models the true dynamics of the heart 
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and blood flow.  A simple energy balance on the diaphragm is used such that the flux can 

be integrated over time.  This accounts for temperature change of the SMA diaphragm.  

The energy balance accounts for the latent heat during the phase change. 

 Figure 6.3 shows a typical node placed on the upper SMA wall of the micropump.  

The flux at node (i,j)  is solved using the energy equation in conjunction with an 

exponential differencing scheme.  The details of the derivation are not shown (Patankar).  

The equation for the flux at the SMA wall is 

  

           ÖÑ×�ØØ = Ë
∆c Ù[�,Å Ú ∆7

9∆c :£Û Ü®Ý(£Û)
Ü®Ý(£Û)3! + £ÞÜ®Ý(£Þ)3!; + ∆c

∆7
£ß Ü®Ý(£ß)
Ü®Ý(£ß)3!àá   (6.9) 

− N∆� �[�º!,Å â ∆M2∆� ã.exp(ã.) − 1æ + [�3!,Å â ∆M2∆� ãÏexp (ãÏ)exp(ãÏ) − 1æ + [�,Åº! â∆�∆M ãÑexp(ãÑ) − 1æ� 

 

where the Peclet number (P) is computed using the ratio of the convection and 

conduction terms. 

 

6.5.1 Thermal Flux Analysis with Conduction Only (SMA to Blood) 

 Initially, a flux analysis is performed for a micropump that contains blood with 

zero velocity.   The thermal analysis begins for the cool-down period of the SMA after it 

is resistively heated to the austenite-complete temperature ([�g).   All of the 

transformation temperatures are shown in Table 6.1. 

 During the initial cooling stage, the large temperature difference between the 

SMA and blood creates a considerable heat flux.  As the temperature of the blood 

increases, the heat flux drastically drops during the first second of cooling.  After 
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approximately one second, the latent cooling begins but the heat flux is relatively low.  

Hence, the conduction model alone is not sufficient to cool the SMA diaphragm.   

 

6.5.2 Thermal Flux Analysis with Conduction and Convection (SMA to Blood) 

 The next step of flux analysis is the inclusion of convection with the conduction.  

The blood flow through the micropump provides a steady stream of fluid at a constant 

temperature, 37 C, that is significantly lower than the heated SMA diaphragm.  The 

energy transferred from the SMA diaphragm to the blood is again calculated using 

equation 6.9.  The total energy being transported during the cool-down phase is obtained 

by integrating the heat flux over time. As anticipated, the convection component of the 

energy equation greatly enhances the heat transfer from the SMA diaphragm to the blood.  

Figure 6.4 shows the comparison of the thermal flux when the convection is included, or 

not included.   

 

6.6 Temperature Profile along SMA Diaphragm 

 Since the strain of the SMA diaphragm determines the amount it protrudes into 

the blood flow, a method is needed for computing the strain.  If the temperature profile of 

the entire SMA diaphragm is nearly constant, the strain is easily computed based upon a 

single temperature.  However, the situation is more complex if the temperature profile 

along the diaphragm significantly varies. 

 Figure 6.5 shows the temperature variation along the diaphragm after 0.15 

seconds of cooling by conduction only.  The temperature variation is small since the 
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thermal conductivity of the Nitinol SMA is considerably larger than the conductivity of 

the blood.  Hence, a lumped capacitance model is acceptable. 

 Figure 6.6 shows the same type of temperature variation, but now both conduction 

and convection to the blood are included.  The inclusion of the convection to the blood 

creates a much larger temperature variation along the diaphragm.  This is as expected 

since the heat flux due to convection is quite large. 

 Given that the strain of the SMA diaphragm is dependent upon the temperature, a 

model is needed to determine the total strain of the diaphragm.  In this research, the total 

strain of the SMA diaphragm is handled by summing the individual strains of all the 

diaphragm elements.  The strain of each element is computed based upon the phase 

transformation of that element only.  Since this is a feasibility study, it is assumed that 

this “average” strain of the entire diaphragm still preserves a circular shape and the 

geometric analysis of Chapter 3 applies. 

 Because the location of the diaphragm nodes move as the strain varies, a 

sensitivity analysis of the thermal model and diaphragm strain is needed.  Figure 6.7 

shows a plot of the temperature of the center node of the diaphragm as a function of time 

for three different diaphragm strains, namely, 1%, 3%, and 8%.  As in the previous 

analysis, the blood flow is again assumed to be a constant 0.5 m/s.  Based upon Figure 

6.7, the center temperature of the diaphragm is very similar for larger strains and 

increasing time.  Based upon my assumptions that the SMA moves from grid to grid 

during the heating and cooling, the lack of sensitivity for different strains is good. 
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6.7 Multicycle Thermal Analysis of Micropump 

 Figure 6.8 shows the heating and cooling of the SMA diaphragm for three 

seconds.  The heating for each cycle is arbitrarily selected to be 0.05 seconds so that the 

cooling phase is the obvious limiter in performance.  As for previous analyses, it is 

assumed that the blood flow is a constant 0.5 m/s at the pump entrance.  

 From Figure 6.8, it is evident that the total cycle time for both heating and cooling 

is approximately 0.75 seconds.  In order to show the significance of the blood flow on the 

cooling of the diaphragm, the case of only conduction is shown.  With conduction only, 

the first cycle is about 3 seconds and drops off precipitously after the first cycle.  Hence, 

the flow of blood is a necessity for the pump operation.   

 Lastly, Figure 6.9 shows the thermal cycles when the dynamics of the human 

heart are incorporated.  Since the average flow of the blood from the heart is less than 0.5 

m/s, the cooling time is increased.  The thermal cycle for both heating and cooling is now 

approximately 1.2 seconds. 

 

6.8 Micropump Analysis Based upon Thermal Modeling 

 Using the geometric analysis presented for the SMA diaphragm in Chapter 3, the 

volume of pumped medical fluid with each cycle of operation is readily computed.  For 

the pump designed in this dissertation, the length of the SMA diaphragm is 2 cm in both 

length and depth.  Using the typical strain limit of 8% for Nitinol with infinite fatigue 

life, the volume pumped for each cycle is  

 

 � = 9.5732 � 103W (�1)       (6.10) 
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Assuming a fluid with density similar to water, one cubic meter is approximately 1000 

liters.  Each thermal cycle of the SMA micropump takes approximately 1.2 seconds; 

therefore, the pump rate for the pump modeled in this research is listed in Table 6.3. 

  

Pump Range Flow Rate 

 

Minimum Flow 

(1 cycle) 

 

0.000957 C>HDAI�>=  

 

 

Maximum Flow 

(cycle = 1.2 s) 

 

0.04785 C>HDAI�>=  

 

 

Table 6.3 Minimum and Maximum SMA Micropump Capacity for This Design 

 

 

 

 

 

 

 

 

 

 

 



144 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1 Space Discretization for Finite Volumes 
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Figure 6.2 Cardinal Directions for Implementation of Finite Volume Method 
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Figure 6.3 Heat Flux from SMA (I,j) to Blood (I,j
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Figure 6.3 Heat Flux from SMA (I,j) to Blood (I,j-1) 
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Figure 6.4 Comparison of Energy Flux between SMA and Blood 
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Figure 6.5 Temperature along SMA Diaphragm during Cooling 
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Figure 6.6  Temperature along SMA Diaphragm during Cooling 
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Figure 6.7 Temperature throughout SMA at Varying Deformation  
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Figure 6.8 Thermal Cycles with/without Blood Flow 
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Figure 6.9 Thermal Cycles using Complete Model of Heart Beat 
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Chapter 7 Conclusions 

 

 The results of this research show that a micropump operating with a SMA 

diaphragm is feasible.  Essentially, this micropump is powered by resistive heating and 

uses natural flowing blood to cool.  The analysis of the micropump shows that human 

blood can be used in conjunction with resistive heating to operate the micropump.  The 

best cycle time with the current design is approximately 1.2 seconds.   

 Regarding performance, the micropump modeled in this work is not optimized for 

performance or efficiency.  Both the performance and efficiency may be easily improved 

by reducing the mass of the SMA diaphragm.   The limit of the SMA mass is governed 

by the manufacturing techniques of the SMA diaphragm.  A sputtering deposition 

technique has been used in the past to create very small SMA membranes.  The 

membrane thickness modeled here is 0.1 cm, and this may be manufactured to be 

considerably thinner.  Other options to improve performance are relocating the internal 

ramp or using a completely different method of routing the blood. 

There are several things that may be done to enhance the numerical modeling in 

this research.  The transient velocity for a heart beat is probably not constant for different 

people.  Future study is needed in this area so that the micropump may be designed for 

the worst-case scenario.  All of the internal obstacles in this micropump (ramp and 

diaphragm) are implemented using first order bounce-back technique.  All of the exterior 

boundaries are second order boundaries; therefore, the internal bounce-back can be 

improved.  The SMA diaphragm in this work assumes the diaphragm always lies on a 



154 

 

grid point.  This may be improved by interpolating between grids and using an advanced 

boundary technique.  Lastly, a 3-D model should be implemented to account for a 

circular entrance (artery) into a rectangular cavity.  This allows for sophisticated 

entrances and exits in the pump chamber. 

This research sufficiently shows the feasibility of this micropump, and it is 

reasonable to begin experimental work to validate the model.  The experimental work 

should generate the scalability limits of the micropump.  Once a micropump is 

constructed, it can be experimentally calibrated for precision and capacity. 
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