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Magnetic bearings are not a new technology in gedves, yet the control and
implementation of such devices is still a buddiogsce. Magnetic bearings are
particularly attractive for some applications besmaf the low energy loss associated
with their frictionless operation. By using elextragnetic forces, a rotor can be levitated
without mechanical contact between the rotor andupports.

One major application of magnetic bearings is meah energy storage devices
using flywheels, which potentially have a substlhtihigher energy storage density than
more standard devices such as chemical battdfigaheels equipped with magnetic
bearings can not only be used to store energydualso provide actuation for attitude

control in satellite applications. The conceptlegigns for such flywheel systems
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generally employ a disk consisting of a hub (eitinetal or composite) and a high
strength composite rim spinning at high rotatioaeests, 5S0kRPM or higher. This causes
substantial stresses to be applied to the rim abd In addition, as energy is added or
withdrawn from the system, the rotor speed changes a wide range, resulting in cyclic
stresses on the disk and possible fatigue induaazks. The initiation and growth of
such cracks has potentially disastrous implicatipossibly causing the entire structure
to be destroyed.

Accordingly, health monitoring is of critical imgance in maintaining the
integrity of such devices. In this thesis, a Healbnitoring strategy based upon the
acquisition and analysis of vibration measurementiescribed and evaluated. A
common technique in this regard is to track chamgése synchronous vibration due to
imbalance. However, such an approach must congiderontroller strategy used with
the magnetic bearings. Herein, a simulation madéveloped that consists of a
flywheel system supported by magnetic bearingsclwvhre controlled using an adaptive
strategy that suppresses synchronous vibratiome. ifiteraction between the rotor
vibration and the controller responses are evaluaterder to provide insight into
indicators of crack initiation and growth. Theuls and conclusions are also validated
using an experimental test rig. Some insightsqndelines as to appropriate strategies
for crack detection in rotor systems interactintghvective bearing controllers are

presented and discussed.
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CHAPTER |

INTRODUCTION

Since the invention of the wheel as well as oth&ting machinery, the world
has seen the need for support bearings. One corfaotom among most bearings is the
fact that they require mechanical contact betweemading surface and a non-rotating
surface. This contact induces energy loss, mechbwear, and eventually failure of the
bearing and sometimes even the rotor that it suppdiost modern applications of
bearings address this issue with preventative ndsthélowever, as technology has
progressed over the decades, other means of singpaotors have become available.
Some of the more modern bearings incorporate edédslystems using either air or a
hydrodynamic fluid to reduce friction. In additidoy harnessing the power of
electromagnetism, it has become possible to levdabtor, thus alleviating any energy
loss and wear due to mechanical contact as wétleaseed for a complex lubrication
system. Although the idea of magnetic bearingsraagnetic levitation has been around
since the mid-1800s, it wasn't until the adventhotlern sensing equipment that practical
designs have been developed.

Magnetic bearings operate using electromagnetgtharate only attractive forces and
are therefore inherently unstable. Thus for azomtially positioned rotor to maintain

stability, two radial bearings with electromagnetitls placed around the rotor are



required, as well as a thrust bearing acting irattial direction, resulting in a total of
five axes of support. The electromagnetic coisda each bearing must be actively
controlled using a digital processor which can tegesor input and generate the
appropriate output to the coils. Figure 1-1 bestwws a three-dimensional drawing of

two radial active magnetic bearings with the rqdolled out for illustrative purposes.

Figure 1-1 — Radial Active Magnetic Bearings and Ror

Active magnetic bearings are well suited for mapplications in industry. Their
ability to operate without contact does away witl heed for lubrication systems making
them particularly suitable for operation in a vagyat extreme (high or low)
temperatures, and in corrosive fluids. This unigdeantage also eliminates the high
cost associated with complex cooling systems, seyuscheduled maintenance and

spare parts. Since magnetic bearings requireeactiutrol, inherent rotational vibration



as well as other perturbations can be compensatetesulting in low energy loss and a
much more energy efficient machine. Possible appbns include gas turbine engines
in aircraft and turbo-pumps in rocket engines.hgitgh the use of magnetic bearings can
certainly reduce the cost of operations over titne,initial investment of magnetic
bearings has traditionally been high and is ont@imain factors that have kept them
from wider use and application.

Active magnetic bearings have received much reggantion for their potential
use in satellites and spacecraft. Specificallygiesl flywheels used in conjunction with
magnetic bearings have the potential to not ontpass chemical batteries in their ability
to store mechanical energy, but they can also éé 18 attitude control of the satellite
itself. Moreover, this type of system could redtloe overall weight of the satellite
resulting in a major reduction in cost of laun&onceptually, these flywheels will be
constructed using high strength composite matesalsh as multi-direction composites
(MDC) or filament-wound composites, resulting ighiinertial properties allowing for a
high energy storage density to weight ratio. Thaisks will typically spin at very high
speeds with a possible operating range from 10kRFPMOKRPM as energy is added via
a motor and removed via a generator. As expldiyedai et al. [10 and 11], variable
spin rates will produce significant cyclical stressn the disk, resulting in possible
delamination of the composite material, debondihthe hub and rim, and/or fatigue
induced cracks. If any failures in the flywheet aot promptly detected, the integrity of
the disk can be compromised and the entire stredaoe catastrophic failure.

Fortunately, such flaws produce changes in tharzal state of the flywheel. By
monitoring certain adaptive control gains during@i@tion, these types of failures can be
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identified in their infancy. Appropriate methodmcthen be taken to contain the system
in as safe a way as possible. Through a propabeation-suppression method called
Adaptive Disturbance Rejection (ADR), compensatmmsudden imbalances and
perturbations introduced to the system begins almetantaneously. This allows for the
characteristics of crack growth to be possibly clet within a single revolution of the
rotor. More importantly, this method can be useddtect slight changes in imbalance
without referencing a time trace of the systemiandbust with regard to signal noise.

Some of the current methods of monitoring a flyathretor supported by
magnetic bearings use algorithms in conjunctiom&itime trace of the rotor vibration.
Should the rotor position exceed some boundareasatl by the algorithm, the system
is shut down. This particular approach providessght to the actual cause of the
boundary crossing and does not necessarily maigothealth” of the flywheel itself.

It is the purpose of this thesis to evaluate tgloboth computer simulation and
two experimental rigs the effectiveness of the Aalth monitoring approach. A
derivation of the equations of motion, includingorodynamics, will be presented as well
as a state space controller with appended integichbdaptive controls. Next, the
development and integration of a crack simulatest tvheel will be discussed. Finally, a
detailed discussion of the results of the simufegiand experiments, and suggestions for

future work will be presented.



CHAPTER Il

LITERATURE REVIEW

Significant research and improvements have beeterwthe concept of

levitation and magnetic bearings since the ideasg West conceived. Samuel Earnshaw
[5] was the first to publish work about such ideask in 1842. However, the realization
of such a technically complex, yet simplistic armd@ approach to solving the problems
of mechanical contact in rotor systems has onlyla@eund since the 1960's. Since the
magnetic bearing's inception, it has lent itselfi¢ov and innovative ideas in the area of
controls engineering. With each new breakthroagiplications using magnetic bearings
are being dreamed up and implemented that weredefod not thought possible.

Current major industrial uses of magnetic bagriconsist of compressors,
power turbines, overhung compressors, turbo exparadel turbo pumps. The most
common applications are being used in centrifugalgressors and turbo expanders [27].
Recently however, magnetic bearings have beeneapfaiother industries. Because of
their ability to operate in sealed environmentsuaiit lubrication, in addition to the
ability to function submerged without regard famfgerature restrictions or corrosive
fluids, magnetic bearings are now being considaretused in the beverage and food
industries as well as the semi-conductor equipnmehistry [20]. Even more fascinating

are their use in biological and pharmaceutical igppibns involving life cell processing



[20]. In a paper by Shen et al. [24], it was répdrthat a new breed of artificial hearts
using a permanent magnet synchronous motor rotbpamp impeller configuration
levitated by magnetic bearings was being investat

All of this new technology involving magnetic bewgs is the result of years of
dynamics and controls research. In 1981, Matsurauah [18] derived the equations of
motion for the magnetic bearing and rotor includiatpr dynamics and succeeded in
showing how to get rid of steady state error usingntegral type controller. Flowers et
al. [7] utilized this integral control approach &ygmenting and appending it to a state
feedback controller. This allowed for a state spa@gproach to controlling the system
while still evading the traditional steady statmetypical in state feedback systems.
Wilson [29] developed and verified zero bias and lnas control law methods that
globally asymptotically stabilize active magnete&abing systems. He went on to
construct the largest domain of definition possiilele minimizing energy losses by
reducing the total square flux required for regatathrough the control laws. Although
it is observed that zero bias laws require largdiage inputs to the system, he notes that
amplifier bandwidth is more of a limiting factor aetuation than voltage saturation.

Knopse et al. [11] suggested the use of an adappen loop controller using
recursive gain scheduling. This approach was préweancel out vibration as the rotor
was spun up through the critical speed. Typicdlig,rotor will see the highest
amplitudes of vibration as it approaches the speadruent with the rotor's first natural
frequency, also known as the critical speed. Maet al. [19] developed a method of
canceling out these high vibratory amplitudes usimgpnlinear approach. He found that
the gyroscopic motion of the rotor effected staypidit high speeds and caused Hopf
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bifurcation to periodic solutions as speeds vatiedugh the critical speed. By deriving
a nonlinear feedback controller, he was able tdrobthe Hopf bifurcation tendency
through the first natural frequency.

This brings up a fundamental difference in constohtegies. While many
researchers tend to linearize the plant modelifoplgcity, magnetic bearings are in fact
very nonlinear due to the electromagnetic physigeslved. Thus, the linear versus
nonlinear approaches to control algorithms have Hwir advantages and disadvantages,
depending on the desired application.

Although a rotor used in conjunction with magnétsarings can be stabilized
using many different control methods, vibration duémbalance is inherent in all
rotating machinery. There have been many methedsldped to compensate and
compress this natural tendency to oscillate. Aheteal. [1] discovered that by using a
technique called Adaptive Force Balancing, a plaator could be asymptotically
stabilized without any knowledge of the positiortled center of mass. Shafai et al. [23]
also used this technique along with LQG/LTR, &hd QFT algorithms to solve the
imbalance problem. Although the Adaptive ForceaBalng method presented by
Ahmed et al. mainly addressed a single input, singitput (SISO) system, a very brief
treatment of a multi-input, multi-output (MIMO) gg¢sn was given as well. However,
another method of rejecting imbalance and genéstintbances was presented by
Fuentes et al. [8]. The paper developed a rigonmaithematical proof which set up a
type of control law called model reference. Byinling a model reference which
contains no disturbances and a control law thast@hkto account expected disturbances,
the controller will track the output of the plamidaforce it to behave like the reference.
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One of the advantages of this type of controlleh# the disturbances to be rejected only
have to be bounded, continuous functions. This tyfpcontroller lends itself very well

to MIMO systems such as a horizontal magnetic bgasetup. It could however, be
applied to any kind of system. Although the wodnd by Fuentes et al. [8] only
contained numerical simulations, Matras et al.4h8 16] implemented the controller on
an active magnetic bearing rig showing that this technique, entitled Adaptive
Disturbance Rejection (ADR), could in fact supprpesssistent excitations at known
frequencies within a certain range. Work donerlayeMatras [17] showed heuristically
that modifications to the control law allowed foetsuppression of higher frequencies.
By allowing one adaptive gain to act on the estanautput while the other adaptive
gain remained connected to the sensor readingsab@ble to achieve near infinite gain
margins allowing for frequencies extending throagll beyond the critical speed to be
rejected. This thesis incorporates the differemtations of the technique known as ADR
and is discussed in general in later sections.

Research involving magnetic bearings has gonerktfee field of controls and is
now being focused by some at modifying the comptsehthe magnetic bearings
themselves. Maslen [14] has a compendium givisgyhts to different approaches to the
structure of magnetic bearings. A new breed ofmeéig bearings called
superconducting magnetic bearings (SMB) is curydmging investigated. Coombs et al.
[4] describes the dynamics of SMB using the compoviBa,CuO; as an active
component and showed that although they have albéghcapacity, they also have very
little inherent damping and low stiffness propestidt is also stated that cyclical loads at
or near the natural frequency can have catastragffacts. Ichihara et al. [12] developed
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an experimental radial SMB system using YBCO supadlactors and an outer rotor of
permanent magnets. This system was addresseti0k¥\th-class energy storage system
and was successfully implemented storing 2.24kWhewdperating at 7,500 RPM.

Both Ichihara et al. [12] and Wilson [29] have gwoed results using magnetic
bearings for a particular type of combined appiarathat is being approached very
seriously by the Air Force and NASA. This applicatconsists of using composite
flywheels supported by magnetic bearings for a goatton of energy storage and
attitude control. NASA [21] has already publisirednerical simulations pertaining to
this application being used on the Internationac®pStation called the Attitude Control
and Energy Storage Experiment (ACESE). The satygayed a configuration of two
flywheels, each spinning in opposite directionie primary objective of the experiment
was to demonstrate the ability to store the sammuabof energy as two on-board
batteries, whilst the second objective was to exegue on the space station when
storing or dissipating energy. Contingency plamshsas the loss of one rotor were also
simulated and the experiment overall gave goodtestausz et al. [6] announced plans
with the Air Force Research Laboratory to beginRACETS (Flywheel Attitude
Control & Energy Transmission and Storage) Grandll€hge. This work is currently in
progress and combines energy storage, attitudeatoahd Power Management and
Distribution (PMAD) duties for the flywheel systemachieve. By using four or more
wheels in a reaction mode and utilizing the nulispace of the angular momentum
dynamics of the wheels, simultaneous momentum nemagt and power tracking can

be accomplished efficiently. This work is beinghddargely as an attempt to combine



these primary systems into a single device to bd os satellites thus making them more
efficient. The work in this thesis is part of thiegoing research for this project.

In order for energy storage and attitude contrddd implemented using
flywheels, the flywheels must be spun up to veghlspeeds. The work done by NASA
[21] reported a range of 15-50kRPM, while the opegarange of the FACETS Grand
Challenge requires 30-100kRPM. When operatingpeg¢ds in a range this high, the
flywheels in question (which are typically constedt using composites) will see high
stress loads. Thus, health monitoring and an staleding of crack dynamics in
composite materials is an integral part of a waglenergy storage system. Recent
research in the area of crack initiation, propagatand composite failure shows
promise. Zhu et al. [30] stated that the effeatraicks on rotors and flywheels should be
considered in designing active magnetic bearingrotdars. He observed that
monitoring the super-harmonic components, spedljithe 2X and 3X revolutions, in
sub-critical speed regions could be used as anxittddetect cracks. He also states that it
is impossible to use these super-harmonics wheindeaith super-critical speeds.
Moreover, Amati et al. [2] showed that vibrationmitoring of rotors on active magnetic
bearings is significantly affected by the unbalahaegnetic pull applied by induction
motors throughout sub-critical speeds promptingibed for a different strategy of
condition monitoring.

Hai [10] explains that the maximum stresses inmosite rotors occur in the hub
area. In a subsequent paper, Hai et al. [11] gbddhat cracks reduce the effective
natural frequency and this effect is magnifiedreesdpeed increases. She also represents
that the centrifugal effect of operating speeds asta negative stiffness and thus reduces
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the effective stiffness of the overall system ufddtastrophic failure occurs." Shiue et
al. [25] developed a speed control approach fau&ircontainment, maintaining some
level of substantial energy storage regardlestatieel failure. In another paper by
Shiue et al. [26], it is stated that insight inte size and severity of a flywheel flaw can
be provided by monitoring imbalance. In the sameep, an experimental rig was set up
where a mass was added to a flywheel with adhégpe The rotor was spun up until
the mass was ejected thus causing an effectivegeharthe balance state and simulating
a crack initiation.

In this thesis, an active magnetic bearing wilhibedeled and controlled using
feedback and adaptive disturbance techniques.aiVexperimental crack initiation
simulation, results will be found such that imba&lamrchanges can be detected on-line.
These crack simulations will be done through a tdgferent methods. One method
incorporates a specifically designed test wheesisbing of a movable mass that can be
triggered by magnets through a wide range of sp@ée@. other method uses the magnetic
bearing controller to perturb the system usingsimial functions similar to that of an
imbalance. By using these techniques with theeafi@ntioned ADR control strategy
implemented on active magnetic bearings, it wilshewn that the characteristics of
flywheel failure and imbalance changes can be ifiedtby observing the automatic on-

line adjustments of the adaptive gains.
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CHAPTER Il
EQUATIONS OF MOTION FOR ACTIVE MAGNETIC BEARINGS AN

FLYWHEEL WITH MASS IMBALANCE

A horizontally positioned active magnetic beaniggusually consists of two
radial bearings, each one controlling the two tietrenal modes of the rotor within the
plane of the bearing. Consequently, the two naalaatational modes are controlled as
well. Typically a thrust bearing is used to coastrany translational movement in the
axial direction. This allows for the rotor to benepletely controlled and centered within
the bearings for a total of five degrees of freedeaving only the ability to rotate axially
remaining. Obviously, this is accomplished usiteg®Eomagnets contained within each

bearing.

3.1 — General Structure

Magnetic bearings are generally assembled usimgpgrof electromagnetic pole
pairs. Since the forces generated by the pols pa@ attractive in nature, the pole pairs
require complementary pole pairs opposite of therroThe simplest and most common
scheme uses four pole pairs such that the rotobeattuated in both planar orthogonal
directions. One general layout of these pole daira radial actuator design is known as

a heteropolar configuration. This type of confafion consists of the poles being placed
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circumferentially around the rotor. A diagram dgipig this arrangement can be seen

below in figure 3-1.

Figure 3-1 — Heteropolar Configuration

A pole pair, usually in the shape of a horseshoepnstructed using stacked
laminates of iron forming a core, and a conductiwre is coiled in opposite directions
around each leg to form two poles of opposite fitylaiThe pole pairs extend out very
close to the rotor such that only a very smalbaip, typically a few thousandths of an
inch, separates the poles from the rotor. As atiiszpassed through the coils, a
magnetic flux is generated. This flux, much likerent in an electrical circuit, must
follow a path. Beginning in the coil of one legpmwle, the flux passes through an air gap
into the rotor. The part of the rotor that reaeith the magnetic flux, usually fabricated
from electrochemically cut laminates stacked oveola shaft, propagates the flux
through to the second air gap and into the otlgeotehe pole pair of opposing polarity.

In diagram 3-2, the flux path in a pole pair antbra@an be seen. As the current is
13



increased and decreased, the magnetic flux fluesuthus varying the attractive forces

applied. Figure 3-3 depicts the flux paths thraugha heteropolar stator with a non-split

flux design.
Heteropola Pole Pair
Stato /
Coils
) Flux Path
Air Gap
Rotor
Laminate / *——— Solid Rotor

Core

Figure 3-2 — Flux Path in a Pole Pair

Figures 3-1 through 3-3 represent only one typadial actuator for a magnetic
bearing. Although the heteropolar, non-split feonfiguration is the simplest and most
common, other designs and arrangements of pols, plix paths, and stator types exist.
Maslen [14] covers a variety of these in detaibwéver, the experimental rigs used for

this research are of this type, so the focus withain on this particular kind.
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Figure 3-3 — Flux Paths throughout a Non-Split FluxHeteropolar Stator

3.2 — Current, Position, and Force Correlation

The magnetic forces produced by the pole paitk@ttator manifest themselves
as an attraction of the rotor face to the surfdaaoh pole end. These attractive forces
generated by the stator are dependent on the arabalgctrical current provided to the
coils and the distance or air gap between thedatwe rotor and the surfaces of the pole
pair. When the rotor is away from center posit@ulifference in the distance from the
rotor face to each leg of the pole pair can be mese Although this does tend to couple
the two orthogonal directions to be controlled, éiregap is typically small enough that
the translational movement of the rotor can be dpleal into the two separate axes of

actuation thus simplifying the modeling procedufdso, it should be noted that each
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pole of the pole pair is at an angle to the gereexal of actuation. However, since the
pole pair is symmetric about this axis, the sideds produced by the poles cancel each
other out leaving only the resultant force in tivection of the axis.

Although the currenti supplied to the coils and the air gap ljetween the rotor
and the poles are considered to be variable inpttigey factors based on stator design
also apply in determining the force provided byrepole. These other factors consist of
the number of windings on each pald,(the permeability of free spaca,), and the
cross-sectional area at the end of the p&je (Both coils of the pole pair are connected
via the conductive wire such that the current pagsirough each coil is the same.
Moreover, taking into account that there are twiep@er pole pair, thus two coils and
two air gaps, the general structure of the foragaggn below allows for the doubling of

the windings and air gap to cancel each otherhmrice producing equation 3-1.

2
F :”ONZAQ:;_Z (3-1)
Once again, the attractive nature of the pole gquadr rotor requires that a second
pole pair be present on the opposite side of tteg such that the rotor can be actuated in
either direction of the axis as needed. Hencendtdorce provided along the axis of

actuation is extended to include both pole paics@n be seen in equation 3-2 below.

i 2 _ | 2
Fn = N 2 | 1}
o Ag(gf—gﬁj (3-2)
The subscripts andll in the equation above denote the primary and cem@htary pole

pairs respectively and a diagram detailing the ggopand terms of the equation can be

found in figure 3-4.
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Figure 3-4 — Complementary Pole Pairs and Rotor foOne Axis Actuation

As seen in the figure abowveis the vertical axial perturbation from center
position. Hence, if the tergis the uniform air gap, or bias position when ithi@r is
centered between the pole pairs, tgeandg, can be represented by equations 3-3 and
3-4 below.

9 =97 (3-3)
9y =9 X (3-4)
By using the same logic as above, the coil ctisrean be treated the same way.

Such that if a bias current)is applied to both pole pairs at all times arabatrol
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current {¢) is applied as needed, then the currents expressédr as, andi; can now

be expressed in a similar way to the position agaoat It should be noted that when the
rotor is being actuated upward in a posithirection, the top current is increased and
the bottom current is decreased, such that themisir andi;, can be now be expressed

as given in equations 3-5 and 3-6.

i, =i, +i @5

by =iy~ (3-6)
The subscripts remain on the bias currents sdfthatessary, separate bias

currents can be assigned to the opposing pole. pa@ing advantage to doing this is the

ability to factor in and compensate for constantés, such as gravity. By substituting

equations 3-3 through 3-6 into equation 3-2, thgmaéc force can now be represented

as equation 3-7 below.

e rif i -ic)
Fo = 1N Ag[(g_x)z (g+x)2J

(3-7)
3.3 — Linearization Using Taylor Series Expansion

In order to simplify the derivation and set up thedel such that classical control
methods can be used, equation 3-7 can be lineanitgbdespect tx andi. using the first
terms of a Taylor series expansion. By lineariabgutx = 0 and; = O, the net force

produced by the two pole pairs can be approximayeequation 3-8 below.

- _OF, L OF
" oox oi

N
I

‘ (3-8)

C
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The partial derivatives d¥, from equation 3-7 can be thought of as stiffness
terms as they act much like a spring stiffnessusTkhe partial derivative of the net force
with respect to the positionwill be called the position stiffnesky) and the partial
derivative of the net force with respect to thetoalrcurrenti; will be called the current
stiffness Kj). These stiffness terms, evaluated atO and. = O, are respectively derived

below, and end up as equations 3-9 and 3-10.

16)4 " ox (g—X)Z (é+x)2 =0,i.=0
(ib * )2 (ib N )2
Kp = 26N A | 2 +22
P o Ag[ (g—X)3 ' (g+X)3 JXOJCO
K, = 2uNA 2t
p = cHy Aﬁ g3 (3-9)

As before, the subscripts referring to the opppgiole pairs remain intact as the

bias currents may differ between them.

ok, . _ ol o, (ly+i) G, -i)
i, =K 'aic{”"N Ag[(g—x)2 (g +x)? ﬂ

K, = 20,N?A, ( ?gb _+>i;2) ' Ei;" +‘):)02)]

x=0,i,=0

X=0,i;=0
N LY N L
Kil _Z'UON AQ[QZ} Kiu _Z'UON AQ[gZ} (3_10)
Now that the magnetic force equation has beenrime about the inputsandi, it can

be represented as equation 3-11 below.

F, =K, x+K i +K, i (3-11)

iy cy
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3.4 — Equations of Motion Including Rotor-Dynamics

This section will build on some basic and advanoethods of dynamic analysis
to derive the equations of motion for an active n&ig bearing rig supporting a flywheel
with a mass imbalance. First, a generic flywheel bearing model will be introduced
and assumptions about the system will be statexkt,ld method of derivation using
LaGrange's equations will be presented to fornt afsequations of motion for the
generic flywheel model. From this point, mass itabae and generalized forces will be
discussed and included into the equation set. llifjriae stiffness terms for the magnetic
forces derived in the above section will be subtd in for the generic stiffness terms
and generalized forces leading lastly to a comglest of the modeled equations for the

active magnetic bearing rig.

3.4.1 — Generic Flywheel and Bearing Model Intrachrcand Assumptions

A generic homogeneous flywheel and rotor suppdrietivo bearings is
represented in figure 3-5. The flywheel includesass imbalance and a rotor passing
through the center. Each bearing will be charadrat this point by a spring and two
generalized forces for both orthogonal directiohandY. Also, the two bearings will be
denoted by subscripts 1 and 2 such that all faaoesvalues associated with the left
bearings will have the subscript 1, and all foraed values associated with the right
bearings will have the subscript 2. All six degreéfreedom will be represented in the
model and will be labeled a§ Y, Z, a, £, andy. Table 3-1 gives a list of the terms used

and their relationship to this model.
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Figure 3-5 — Generic Flywheel and Bearing Model wh Mass Imbalance

Many assumptions are made regarding the generielnaod are presented in
greater detail by Vance [28]. The terais a constant running speed and is the time
derivative of the angular degree of freedgmThe anglesr andg are considered to be
small, such that the trigonometric identitiesaodre defined by Cosf = 1, Sinf) = a,
Co<(a) =1, and Sif(a) = &*. The same is true @ Also, a andBcan be regarded as
rotations about the space-fix¥candX axes respectively and therefore cease to be proper
Euler angles such thataboutZ-axis is the only rotation that sees coupling ferrem
a andp. For the derivation using LaGrange's equationy, the first and second order
terms are retained while third order and higherdisearded. This allows for all

important dynamics to be kept, yet allowing thafimodel to remain linear. Finally, as
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stated earlier, the "small air gap" assumptionasiensuch that the forces in tikeandY

directions are decoupled from one another.

Description Symbol Description

Cartesian Coordinates with origin d Distance of imbalance mass frg
in center of flywheel center of flywheel

Rotations about th¥ andX axes L Distance from center of flywhed|
respectively ! to left bearing

Constant angular speed about Zh¢
axis

Distance from center of flywhed|

L to right bearing

Stiffness values associated wifj
Mass of flywheel and rotor Kix,Kaox | spring forces aloni axis for left
and right bearings respectivel
Stiffness values associated wi
1Koy | spring forces alony axis for left
and right bearings respectively
Generalized forces alor¥axis
Fix,Fox for left and right bearings
respectively
Generalized forces alongaxis
Mass of imbalance Fiv,Foy for left and right bearings
respectively

Table 3-1 — Description of Terms Used for Genericlifwheel and Bearings

Transverse moment of inertia of timeK
flywheel aboutX andY axes

Polar mass moment of inertial of
the flywheel abouZ axis

3.4.2 — Derivation of the Homogeneous System

LaGrange's equations are a powerful tool used doyynto perform dynamic
analyses of systems and will be covered briefithia section. First, the overall angular
velocity Q) of the system must be taken into account. Eqna&t12 shows how this is

set up.

. D e [J O
Q= pi'+taJ+wk (3-12)
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The termJ refers to the space fixed aXsthe termi' refers to an intermediate
[} L
rotational axis<', and the termi, j, andk refer to a set of axes that move with the rotor

but do not spin about the rotation axis. Aftersidering the angular rotations afandf
about theY andX axes respectively, the overall angular speed oanbe expressed in
terms of body fixed coordinates with respect toftaeheel and rotor as seen below in

equation 3-13.

Q :(EJ i+ (C}COs(ﬁ)j -+ [a)— érSin(ﬂ)jE

(3-13)
Next, LaGrange's equation will be defined in equa(3-14).
d| oT oT oV _
—_ - + = Qi
dt 2 dg,  0q, (3-14)

In the equation abov@&,represents the equation for the kinetic energhef
systemyV signifies the potential energy of the syst€stands for any generalized forces
acting on the system, aggdrepresents the various degrees of freedom tharteegies
and forces act upon such tlogt= X, g, = Y, g3 = @, andq, = . Below in equation 3-15,
the formulation for the kinetic energy term of #ystem is given whergis the general

mass moment of inertia of the flywheel and rotadt Bhis as defined in table 3-1.

2

T:%M[k +\.(2j+%~](9[¢_1) (3-15)

For the term(Q-Q) in the equation above, equation 3-13 has a dmiymt taken
with respect to itself and the small angle assupngtare applied. Afterward, all third

order and higher terms are discarded resultingereguation shown below.
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(@)= faj +{ﬁzj+[wz ~20 fj’j (3-16)

At this point, equation 3-16 can be substituted gquation 3-15 and the tethis split
between its transverse and polar parts as seauatien 3-17.

2

Tz%M(f( +?2J+%IT(é2+sz+yzlp(af—Za;c.rﬂ) (3-17)

Next, consider the potential energy relation. M/hathematically modeling the
energy stored by the springs as shown in figuretBabslation as well as rotation of the
rotor must be taken into account. In figure 3+6eaaggerated depiction of the effective
displacement of each end of the rotor with respetteX axis is represented. The same
applies to the displacement of the rotor alongttlagis. Equation 3-18 shows the

cumulative potential energy stored by the system.

V=rKy (Y - L1:8)2 + 7Ky (Y + |—2:6’)2 + 7 Kix (X + Lla)z + 2 Kox (X - I-za)2 (3-18)

Figure 3-6 — Displacement of the Rotor
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Now that the kinetic and potential energy equatibave been developed, the left
hand side of equation 3-14 can be completed fdoatl degrees of freedom. The
different terms of equation 3-14 with respectii@re calculated in equations 3-19.
Equation 3-20 shows the addition of the terms wa¢igns 3-19 via equation 3-14 giving
a nearly completed equation of motion for the degrefreedonX. The same procedure

can now be done fof, a, andg.

d| oT ¥
—|— =M X
dt[a XJ 525
T,
X (3-19b)
ov _ -
& = le (X + Lia)‘i' sz (X L2a) (3-19C)
M X+ K, ()( + Lla’)+ Koy (X - LZO’) =Q (3-20)

3.4.3 — Inclusion of Mass Imbalance and Generalizades

The mass imbalance will be modeled here as a pwass in) at a defined
distance ¢) from the center of the flywheel. The force apglby the imbalance is
dependent on not only the mass and distance fromeGdut also the rotational speed of
the flywheel as seen below in equation 3-21.

= mad

I:imbalance (3_21)
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The force, as applied by the imbalance must beratgghinto its respectivé and
Y components. By doing this, the contributions frihims force can be easily included
into their respective equations of motion. Figd+e depicts the mass imbalance in the

plane of the flywheel and its respective components

d Sin(wt)

d Cos(wt)

Figure 3-7 — Orthogonal Components of a Mass Imbatee

If the imbalance mass is in XAY plane that is not axially centered on the rotor, i
will cause a moment to be applied to the rotot apins. When this happens, the
principal axis of inertia becomes misaligned. Ehere, if the termfrepresents the

constant angle between the principal axis of inggt)) and the geometric axis of rotation

(2), the moment affecting the rotor can be descrdamedhown in equation 3-22.

Moimbalance: (l T I P)CUZH
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Much like the imbalance force above, the momentiegpo the rotor must be
separated into its angular components such tleahibe included into the equations of
motion fora andpg.

Now that the imbalance forces and moments have tescribed, the inclusion of
these along with other forces and moments candbeded into the overall generalized
force termgQ; to complete the derivation of the equations ofiamtor the generic
flywheel and bearing system. These generalizeddevill be expressed &% = >Fx,

Q2 = ZFy, Qs = ZMoy, andQ4 = ZMoy such that the generalized force with respeet to
can be represented as seen below in equation 323 completed equation of motion
for g; can be determined by substituting equation 3-B8equation 3-20 as seen below
in equation 3-24.

Q, = ZF, =mafu Cos(a)t)+ Fixo = Fin + Foxo = Foxey (3-23)

M X+K,, (X +La)+K,, (X - L,a)= ma?d Codw )
(3-24)

+ I:lX—I - I:lX—II + FZX—I - I:2X—II
3.4.4 — Finalizing the Equations of Motion for thetive Magnetic Bearing Rig
The equations of motion as presented for the gefigwheel and bearing system
describe the bearings as having actual springsayitbsitive stiffness. The position
stiffness terms for the magnetic force as deriveskiction 3.3 can be modeled as springs
also, but have a negative stiffness effect on yiseesn due to the instability of the actual
system. With this in mind, the position stiffnésem from equation 3-9 can replace the

spring stiffness terms in the generic equationk wie minor addition of a leading
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negative sign. The current stiffness terms fohgqaale pair from equation 3-10 can be
multiplied by the appropriate control current antstituted for the generalized forces for
each bearing.

The effects of gravity®) along theY axis can also be included and the current
stiffness terms moved to the left side of the eiquatAfter factoring the bias currents
out of the current stiffness terms and rearrangimg equations of motion for a
homogeneous flywheel with a mass imbalance as stggpon horizontal active

magnetic bearings can be seen below in equati@ 3-

MX-(K, +K, X-(LK, LK, Jo-K_{y i —iy i )

a Kizx (ibzx,| iczx,, - ibzxfu iszfu )= maw’d Coia) t) (3-26a)

M V_ (K Py + szY )Y + (LlelY h LZKPZY )'8_ KilY (ibiv—l iCLY—l B ibLY—u iCiY—u )

- Kizy ('bzy,| le,, . "o, iC2Y7|| ): mad Sir(a) t)+ (|\/| + m)G (3-26b)

I3 .C;'_ I wa_ (Llelx - LK, )X - (LiKplX * LéKsz )0 ~ LK, (iblx" [ )

+LK, (ibz><7| [l PR M ): (I -1,)w0 COS(“’ t) (3-26c¢)

7 :é"' I ch’r"' (LlelY - LKy, )Y B (LiKply + Lngzy )18+ LK, (ibm. ey, Toyy loy, )

~L,K, (i, ie. =iy ic )= (r = 1,)e?6 Sinfwt) (3.260)
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CHAPTER IV

CONTROLLING THE ACTIVE MAGNETIC BEARING RIG

Many different control laws and algorithms aredigecontrol mechanical
systems. Since active magnetic bearings are intignenstable, a controller is required
such that the actuation of the system can be didect achieve stability of the rotor and
maintain this stability during operation. Consetflye the ability to monitor the "health”
or performance of the system is readily availabteugh the magnetic bearings. As
discussed earlier in Chapter 2, many complex matlebdontrol have been researched
and implemented on active magnetic bearings. itndmapter, a linear state space
approach with an appended integral control wilcbeered. First, amplifier dynamics
will be derived and the overall state space ofalla@t will be discussed. A state
estimator and observer feedback controller wilhtbe designed using classical controls
methods. Next, modeled perturbations to the systednintegral control will be
discussed. Adaptive disturbance rejection williieoduced and appended to the

controller and control voltage splitting will bedrdssed, completing the model.

4.1 — Amplifier Dynamics
The equations of motion, as derived in Chapten@jel the system as a self-

contained plant that is excited via electrical eatr However, most controller hardware
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including the hardware used in this research oatputs control voltages. Amplifiers
are needed to transform the control voltages intceats that will operate the bearings.
These amplifiers, having their own dynamics, neelde modeled and appended to the
system equations to complete the plant for numiesioaulations. Amplifiers may be
nonlinear in nature. However, for the purposeimipdicity, they can be approximated as
first order filters. Equation 4-1 below shows stfiorder differential equation

representing the electrical current-voltage dynaroican amplifier.

ri.c+iC =K, (4-1)
In the above equatiomrefers to the amplifier bandwidtK, is the amplifier
gain, u, represents the controlling input voltage, ay@mains the control current. Each
pole pair of the system, eight in all, has an aheplassigned to it. Moreover, each pole
pair receives its own control current, and recgliguation 3-10, also has its own
assigned bias current. It is beneficial at thimptm define a set of complementary pole
pairs as receiving equal but opposite control yata Keeping the respective subscripts
such thatl-represents the primary pole pair alldrepresents the complementary pole
pair, equation 4-2 describes the control voltageHe left bearing along thé axis with
respect to the individual voltages per pole pair.
Upye =Upue = Uy, (4-2)
The pole pair subscript is dropped in the firstt®f the above equation since it
represents a single control voltage pertainingotth [pole pairs. Each amplifier equation

can now be multiplied through by its respectivestdarrent, as shown in equations 4-3.
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r Ile—I Iclx—| +Ib1x—||C1x—| - Kalblx—luplx—l (4'3&)

r Iblx—u ICLx—u + Iblx—u Iclx—u = _Kalblx—u uplx—u (4'3b)
These two complementary amplifier equations aréraated from each other, as seen in
equation 4-4, allowing for a single dynamic equaip@r actuation axis. This effectively

couples both amplifiers together.

T(iblx—l iclx—l _ib.lX—II iclx—u }+(ib1x—| iCL><—| _iblx—n iCL><—|| j = Ka(iblxq +ib1><—ll juplx (4-4)

Once again, the equation above is with respettte@ontrol currents in the left
bearing along thX axis. The same process can be done with respéwt & 1Y, and
2Y axes. A similarity in the format of the controldhbias currents can now be seen
between the equations of motion derived in Chaptmnd the above amplifier equations.
With that in mind, a state space formulation captesented that includes the orthogonal

translations, rotations, velocities, and currents.

4.2 — Linear State Variable Model

The equations of motion of a flywheel supportedhbiive magnetic bearings with
amplifier dynamics are of a formulation that cancbenbined into a state space.
However, the imbalance and gravity terms as appktalthe end of equations 3-26 will
be neglected for now allowing for the modeled plamtepresent a linearized time
invariant homogeneous system. These imbalancesteilihbe added back later as

perturbations to the system. A classical stateespantrols approach will be used here

31



such that the linear state variable model can peessed as a state equation and an

output equation. These equations are shown bedaegaations 4-5 and 4-6 respectively.
X=Ax+Bu, (4-5)

y=Cx+Du, (4-6)

In the above equationsfyepresents the state space or vector field wipeet to
the linearly independent variables of the systdine termu, describes a vector of
inputs into the system, andlefines the measured outputs of the system. WYodexd
variables designate vectors as such. The t&BsC, andD represent matrices of
coefficients that linearly operate on the vectelds. In the case of this particular
dynamic system, the terBwu, will be neglected due to the fact that the ingal&sy no
part in the output of the system. A block diagmepicting the open loop linear state

variable model is shown in figure 4-1.

A 4

Up X X y

>
A

Figure 4-1 — Block Diagram of an Open Loop Linear &te Variable Model

The state space and input vectors for the dynaystem as described above are

shown in equations 4-7.
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The structure and values for the linear opesdtam equations 4-5 and 4-6 with

respect to the state space and input can be fouAdpendix A of this thesis.

4.3 — State Estimation

In order to model the active magnetic bearingsratat as realistically as
possible, it should be noted that only the pos#tican be measured as outputs of the
system, hence the need for the output equatiamceShe full state can not be recovered,
a state estimator will be required to estimatedtsiates that are not measured. The state
estimator will be designed such that it is a dyrasyistem whose purpose is to estimate
the full state of the system given the measuredutstof the system and the inputs as
supplied by the controller. The estimator is cgufed such that its output and the actual
measured outputs converge. However, before tivaatstr can be built and
implemented, the state variable model must firstewgo an observability test proving
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that all states are indeed observable allowingHereigenvalues of the estimator to be
chosen and the estimation to converge with thetplan

The observability matrix checks the structure amaditions of the linear
operatordA andC. For a state space containimgtates or variables, the rank of the
observability matrix must be equalrian order for the model to be deemed observable.

Equation 4-8 below shows the construction andreaitef the observability matrix.

C
CA

2 —_
rank CA =n (4-8)

_CAn_l_
After the model is determined to be observable stiate estimator can be built
and implemented into the model. The design okgtanator as presented below in

O
equation 4-9 is much like the state equation wWithaddition of the error terﬁ(z—z)

oo 0
xX=Ax+ ng+L[z—X) (4-9)
The variables designated with the circumflex (& defined as the estimated
states. By substituting equation 4-6 sans thetitggmDu, into the above equation for
the estimated output, equation 4-9 can be reardaimge a more usable form as given in

equation 4-10. A block diagram depicting the sestitmator can be seen in figure 4-2.

o o
x=(A-LC)x+Bu, +Ly (4-10)
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Figure 4-2 — Block Diagram of State Estimator

The error é) between the estimator output and the measuréssstadefined as
shown in equation 4-11 below. By noting the clokexgb behavior of the estimator, the
error dynamics, or instantaneous change in errergdetermined as shown in equation 4-

12.

IX O

g€=Xx- (4-11)

e=(A-LC)e (4-12)
The termL is a matrix of coefficients chosen such that tigervalues of the
matrix A-LC contain all negative real parts. Since the systexm deemed observable, all
eigenvalues of this matrix can indeed be placedavarye, thus allowing the error
dynamics to be driven to zero. Hence, a convergbertveen the estimated and
measured output will be attained. With the stater@ator built, the full state can now be

recovered and an observer feedback control lameefi
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4.4 — Observer Feedback Control

In this section, a control law will be defined bubat the output of the state
estimator or observer will be operated on and Bkbnto the plant via the input.
Normally the input vector to the plant tracks saesired reference. In this particular
case however, the desired reference is a zeronaatbthus will not be included as it
would have no effect on the closed loop behavidhefplant. Equation 4-13 below

shows the form of the control law.

u=-KXx (4-13)
The termK as seen above represents a matrix of coeffictaatoperate on the

estimated state. Before the control law can bdampnted into the system, effectively
closing the plant loop, the structure of the planist first be checked for controllability.
Much like the observability of the plant as disadegarlier, the controllability of all
states are checked by discerning the rank of axy@intaining a combination of the
state matrixA) and input matrixB) called the controllability matrix. For a plant
containingn states, the controllability matrix must be fulhkawvhere the rank is equal to
n. The structure of the controllability matrix aisl criteria are shown below in equation

4-14.

rank[B AB A’B .- A™B|=n (4-14)

After the plant is proven controllable, the contesd can now be substituted into the

model plant from equation 4-5 resulting in equatieh5.

IN
11
>
1<
|
o
Py
I o

(4-15)



Keeping in mind the influence of estimation ermod equation 4-11, the
estimated state can be represented as the difeelbEtween the actual state and the error.
Equation 4-16 shows the substitution of the estonag¢rror, and equation 4-17 gives the

overall dynamics of the closed loop system.

x= Ax-BK(x- €)= (A- BK)x+ BKe (4-16)

Pl e

By examining the triangular structure of the ollasiwsed loop system matrix
above, the separation principal can be instituteth shat the feedback gaik)(and the
observer gainl() may be designed separately. Thus, similarlyhéoplacement of the
eigenvalues for the state estimator, the eigensau@oles of the closed loop plant can
now be chosen such that stability of the plantlmaeasily achieved. This of course is
done by picking appropriate values for the feedlgaik matrixk. Figure 4-3 depicts

the closed loop system thus far.

=
I
I

P
<

°
v

\ 4

A

0 0
®—> x=(A-LC)x+Bu,+Ly

I O

Figure 4-3 — Block Diagram of Closed Loop Plant wit Observer Feedback
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4.5 — Perturbation and Integral Control

The linear state variable model up to this poat btilized the equations of
motion for a homogenous flywheel supported by &cthagnetic bearings and the
amplifiers required to actuate the system. Ingkigtion, the imbalance and gravity terms
that were dropped earlier will be added back tonleeleled plant as input disturbances

and any steady state error as seen by the contwollde addressed via integral control.

4.5.1 — Gravity and Mass Imbalance

As discussed earlier in Chapter 3, the forcestdumbalance can be modeled as
sinusoidal disturbances to the system. The effd#agsavity can be modeled as a
constant function. These perturbations to theesystre added to the model through a
disturbance vector. Thus, by adding this distuckarector to the state equation, the
imbalance and gravity terms will be reinstated egdations 3-26 represented in their full

form. Equations 4-18 and 4-19 will now serve aslihear variable plant model.
x=Ax+Bu, +l'uy (4-18)

y=Cx (4-19)

The model as presented above is the same as@tpdtb and 4-6 with the
addition of the ternug representing an input disturbance vector lasgmbolizing a real

valued matrix that maps the disturbance vectortimoplant.
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4.5.2 — Integral Control

Now that gravity has been included into the plargteady state offset from the
"zero" state will occur. The observer based feekllzantroller as derived in section 4.4
acts like a proportional-derivative controller irat it only operates on the positions,
velocities, and currents of the observer outputusl any steady disturbance will impact
the steady-state dynamics of the system. One appito alleviating this problem was
addressed by Flowers et al. [7] and is utilizethis research. This is done by appending
an integral control block after the feedback gaatnr K. Equation 4-20 shows the
structure of the integral control whefg represents the integral gain.

gp:gp+KgIgpdt (4-20)

Thus, for a balanced levitating rotor, the posittan now be stabilized and

controlled such that it remains in a centered pwsivith respect to the bearings.

4.6 — Adaptive Disturbance Rejection

The control strategy covered in this section isdaptive controller specifically
developed to reject persistent excitations at knfrequencies. Originally developed by
Fuentes et al. [8], this strategy was implementexdassfully on active magnetic bearings
and covered in great detail by Matras et al. [ ahd 17]. Hence, the control laws
introduced here will only be briefly explained.

Given a disturbance vectogas seen in equation 4-18, which contains some
linear combination of scalar functions, amplitudasg unit vectors, a control lawpf
can be defined using adaptive techniques suchhhbatffects of the disturbances will be
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suppressed. The scalar functions representee idisturbance vector can be constant
functions, sinusoidal functions, or any other wéren with a known phase. However,
for sinusoidal disturbances, like imbalance in tiase, the phase does not have to be
known since it can be represented by two sinudbigisare 9@egrees out of phase with
each other. The amplitudes of these disturbance®thave to be known and can

change over time since the control technique adtgati$ to match the amplitude of the

excitations. Equation 4-21 below defines a veotdmown or expected disturbances.

(4-21)

Given that the linear model is at least outpubizable and is almost strictly
positive real (A.S.P.R.), two positive definite gleiing matrices can be definek; and
Ay. Since the model in this case is indeed contotilathe first condition is satisfied.
The second condition requires feedback of the jposivelocity, and current states if the
amplifiers are first order systems and the sengoaihics negligible. This condition as
pertaining to active magnetic bearings is showMatras [15] and extended further in
[17]. A control law can now be defined as seeadnation 4-22 with the adaptive terms

defined in equations 4-23 and 4-24.

=G y+H
gp —pZ —pgd (4_22)

Lo T
Go=-y ¥ A (4-23)

o T
Hy,=-y ¢,0, (4-24)



The term<5, andH,, are adaptive gains that operate on the outputeoplant.
The gainG, can be thought of as a stabilizing gain suchadhgtnonzero output from the
plant will cause this gain to increase. The adapgainH, scales the disturbance vector
@ to the necessary amplitudes such that the distadsaas introduced to the plant are
effectively canceled out. The weighting matriad&sandAy, control how quickly these
gains can adapt. Typically, the g&pis not necessary unlesls becomes bounded
before the perturbations are rejected. In thig,aswill adapt untilH, reaches
sufficient amplitude to suppress the excitationhéW used in parallel with the observer
feedback control law, this technique will produsgraptotic output tracking with
bounded adaptive gains thereby canceling out anwhrdisturbances during operation.

Work done by Matras [17] showed that the adapligeurbance rejection as
presented above proved effective for frequenciésibthe critical speed. However, he
heuristically demonstrated that by using the obeseoutput as an input (._B)p ,
frequencies above the critical speed could be gggpd as well. Both techniques are
used in this research. The numerical simulatiarté next chapter and the first
experimental rig use the approach developed herdie. latter experimental rig uses this

extended approach.

4.7 — Control Voltage Splitting

It is beneficial at this point to address somecsjps of the active magnetic
bearing rig. The rigs used in this research, @ga@tpreviously, only detect position at
the ends of the rotor. This is done using proxamjtrobes along the orthogonal axes of

the bearings. Thus, four position readings ardata with respect to theXl 2X, 1Y,
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and 2 axes and serve as outputs of the plant. Since Hre eight pole pairs, four per
bearing, used to actuate the rotor, there are ewtitol voltages going to the appropriate
amplifiers and serving as inputs. Recalling eaquradi-7, the state space representing the
plant has modeled the system up to this point embdour control inputs and four
outputs with twelve states. Modeling the planthis way allows for the system to be
deemed observable and controllable. However, shere is a discrepancy in the
defined number of control inputs to the modeleapénd real magnetic bearing, one
more block must be appended to the closed loojs Atack will split the four control
voltages as output from the control laws into eighitch will then be input into the
modeled amplifiers. This allows for a more reaigiant model. Thus, the state space
as defined in equation 4-7 can be thought of asrtteeleled plant”, and the state space as
defined below in equation 4-25 can be thought dhas'real plant”. The vectaog will

only apply to the "real plant”.

X

Y

a

B

v Howc msin(ct)

¢ 3"”" mcos(at)

X(real) = i o U preal) = upzx—u Ug = (IT - P)sin(a)t) (4-25)

o P (I+ =15)codat)
o o (M +m)c
le, Up,, .,
Loy Up,,

ey,
Tew
i,
IC2\(—|I
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Although the general state space structure ofrttuelel plant” and "real plant”
differ, the overall internal dynamics of both plamtill remain the same. The main
difference between the two plants other than tltitiath of the disturbance vector is the
placement of the bias currents. The bias curiarttee "model plant” were contained
within the state space. For the "real plant" hasvethe bias currents with regard to the
position and velocity equations of the magneticingeand rotor will remain a part of the
current stiffness terms and reside in the "reatesmatrix Arca. Moreover, the amplifier
equations of the "real plant” will not be multigi®y the bias currents as shown in
equation 4-4. The amplifier equations will retdie form of equation 4-1 and will be
effectively decoupled with respect to the completagnpole pairs. This will allow for
eight individual control inputs.

The "modeled plant” is still useful such that itllwe used in the state estimator
and the control laws will operate upon it as dématiearlier. However, each of the four
control voltages coming out of the integral cor&olill now be split into two signals.
The first signal will be added to a bias voltagehsthat the voltage to the amplifier of the
primary pole pair will remain at a constant valuegs excited by the controller.
Recalling equation 4-2, the second signal will bietsacted from a bias voltage and sent
to the amplifier of the secondary pole pair. Faraple, if the rotor needs to be moved
up along an axis, the upper pole pair will see @b current and the lower pole pair
will see a drop in current.

Bias voltages are necessary since a negativegeoltdl have the same effect as a
positive voltage with respect to the amplifiers dimel magnetic force produced by the
pole pair. Hence, the control voltages shoulddnop below zero nor should they reach
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so high of a value that the amplifiers overloadju&ions 4-26 show two general control
inputs to the "real plant” as they are split frosiragle control signal. This will apply to

all four controller outputs.

(4-26a)

P (4-26b)
In the equation 4-26, represents the bias voltage. Keeping in mindttieat
currents output by the amplifiers are dependenhervoltages sent to them, the bias
currents can now be defined as a function of the oltages. Equation 4-27 shows the
relationship between the bias current and voltagemplifier.
I, = KoV, (4-27)
A block diagram depicting the completed lineatesspace model encompassing
the "model plant" with observer feedback, adapdiisturbance rejection control, and

integral control as fed into a "real plant” canseen in figure 4-4.
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In the above figure, the dotted line connectirgydhtput of the observer to the
adaptive disturbance rejection block is a simglifteemonstration of the extension as
performed by Matras [17]. As stated previouslys ttonnection will only apply to the
experimental results of the second test rig. Withplant loop now closed and

completed, numerical simulations can take placeextpperimental rigs utilized.
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CHAPTER V

NUMERICAL SIMULATIONS AND RESULTS

The numerical simulations and results found is tiapter are a product of the
active magnetic bearing equations of motion asvddrin Chapter 3 and the control
algorithms developed in Chapter 4. State spacaaeatand other parameters are
defined and setup via MatLab m-files and block chags representing the control
algorithms are created in Simulink. Once the sysgesetup within the program, initial
conditions are defined and numerical integratiam @@mmence, hence producing the
simulation. The purpose of the simulation is foresent the active magnetic bearing
system as accurately as possible. The resultstiiese simulations can give a large
insight into the characteristics of the real systed help to decide optimal values for
certain parameters essential to the operationeofaél bearings. Although one should
keep in mind that the simulations are indeed ddrfvem a linearized plant, they are a
very good indicator of what to expect from the attmagnetic bearings.

In this chapter, graphical results and conclusieifishe presented pertaining to
the imbalance of a flywheel and the characterigtfdhe adaptive disturbance rejection
controller. These simulated results will be vakahby comparing them to the
experimental results as produced by two differest tigs. The m-files and block

diagrams utilized in this chapter can be found ppéndix A.
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5.1 — Adaptive Gairt,

Recalling section 4.6 in the previous chaptenelae two adaptive gainS, and
Hp, which constitute the adaptive disturbance repectiontrol. Since the imbalance
amplitudes herein will be generally small, the gagwill not be used and its weighting
matrix, Ag, set to zero. Thus, focus will remainldp As seen in equation 4-26, the
derivative of this adaptive gain is comprised @& thsturbance vectag, the output of
the plant, and a weighting matrix. Singgs constructed using two sinusoidal functions
that are 90apart, the gaikl, has a Sine and Cosine term for each of the fotpubu
vectors of the plant.

It will be assumed at this point that the imbakmall only affect the translational
components of the plant,andY. Although an imbalance can most certainly affbet
rotational componentgy andf, focus will remain on the translational imbalasogce
the results from that can be easily extended taaional case. Recalling section 3.4.3, a
translational imbalance will affect both orthogotrahslations of the rotor. Hence, it
will only be necessary to examine one output veatothis caseX. Moreover, since the
phase of the imbalance will not be known, it is @rgiive that the magnitude of the sum

of the Sine and Cosine termshyf be observed. Equation 5-1 shows how this isset u

o _ 2 2
H _\/ﬂpSin +ﬂpCos 5-1

Changes in different parameters can affect theooue of the adaptive imbalance

detection gainL—_Fp. Some of these parameters include the placed pbline closed loop
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system, the running speed, imbalance mass, disthagaass traveldy value, noise
level in the system, and discrepancy between theimg speed and the frequency to be
rejected, as well as many others. Although thenttade, frequency, and the general
shape oﬂ*p can differ, the overall result is generally thengasuch that any increase in

imbalance will cause either an increas#lip or a discontinuity in the slope bf .

5.2 — Simulation Results

In this section, the parameters previously meetionwill be varied and results
presented to give an overall idea of how they afffee system and the detection of an
imbalance. Initially, a mass of one gram at aagisé of two millimeters away from the
center of the flywheel with a given running speelll mwake up the imbalance. At some
time, t, the mass will ramp to a distance of four milliemstaway from the center of the
flywheel in 0.1 seconds providing an increase ibatance and thus, simulating a crack
growth in a flywheel. These values, with exceptdnhe running speed, will remain

constant throughout all of the simulations. Fidgal conditions should be considered.

5.2.1 — Ideal Conditions

Ideal conditions for this type of simulation camdefined as no noise and an
exact match in the running speed and the frequenbg rejected by the ADR.
Beginning with a running speed of 20 Hz, a timedrandH , plot can be found on the
next page along with a table of given parameté@tse parameters defined in table 5-1

will be the baseline parameters for the simulatesults shown in this chapter.
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Figure 5-1 — Time Trace for Ideal Conditions

Running Speedu) 20 Hz

Ay 40,000

ADR Frequency 20 Hz

Time of Imbalance Increasg 10 s

Approaching

o0

Signal to Noise Ratio fad',

Plant Poles -1000 250i

Table 5-1 — Parameters for Ideal Conditions
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Figure 5-2 —H',, for Ideal Conditions

It should be noted at this point that the simoladibegin with the rotor already
spinning, hence the observed transient respongaddirst 2 seconds or so. Regardless,
at 10 seconds, it can be plainly observed in the trace the effect of the increase in the
imbalance. The adaptive imbalance detection damshows a dramatic increase in
amplitude almost instantaneously. Since the runapeed and the frequency to be
rejected match exactly, this curve becomes a $irdéirge. It will be shown in later results
that as the two frequencies drift apart, this comiebecome sinusoidal. However, the

dramatic increase in amplitude will still be clganbticeable.
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5.2.2 — Noisy Conditions

In figure 5-1 above, the imbalance is clearlyhisi However, the changes in
imbalance are typically small and may be completédiglen by the noise so that the
increase in imbalance is indiscernible as showfigire 5-3. Even for such conditions,
the noise in the time trace does indeed show @dn However, the change in
imbalance is still observable. Figures 5-3 anddgdict this condition using the same
parameters as before with white noise added. mwuat of white noise superimposed
in the system is defined by the signal to nois® m‘tﬂ*p shown in table 5-2. Figure 5-5
shows figures 5-2 and 5-4 superimposed on each wttierther illustrate how the added
noise affects the adaptive imbalance detection, ¢hin

x 10”7

Translation in X (m)
o

-3 [ | | | | | I I I
0 2 4 6 8 10 12 14 16 18 20

Time (s)

Figure 5-3 — Time Trace for Noisy Conditions (Cas®
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Hp*

Running Speedu)

20 Hz

Ay

40,000

ADR Frequency

20 Hz

Time of Imbalance Increas

10 s

Signal to Noise Ratio faf

6.3303

Plant Poles

-1000 250i

Table 5-2 — Parameters for Noisy Conditions (Casg |
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Figure 5-4 —H',, for Noisy Conditions (Case )
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Figure 5-5 — Comparison oﬂj*p for Ideal and Noisy Conditions (Case 1)

Since there are a variety of ways to discern itpeas to noise ratio, it is important
that it is explained how the value is derivedis l& simple procedure in which the
average value dfi , is determined after a time when the initial trenss have died
down. This time is found by examining the casdwwib noise. Here, the average is
taken between 6 and 10 seconds, so that not oalyitiial transients are neglected but so
are the effects of the increase in imbalance. Tthenlargest deviation is found and
subtracted from that average. This value is cameitithe noise. The average amplitude

of ﬂ*p is then divided by this noise to give a signahtase ratio.
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Of course, as the signal to noise ratio decreasedoes the visual value of the
gain. The noise eventually saturates this gaii notuseful information can be extracted
from it. Moreover, using an ideal condition with noise, the increase i , is 100 %
assuming that the distance away from center the mases to is double the original
distance. This can be seen in the previous pldtavever, as the noise increases, this
percentage decreases. In fact, after a certamalsig noise ratio has been reached, the
only way to discern any information is by taking twerages of the gain before and after
the imbalance occurs, neglecting the transient®ofse. Next, plots for the time trace
andﬂ*p with increased noise will be given. A plot of thercentage increaseiﬁp
versus signal to noise ratio for a simulated rugrdpeed of 20 Hz will also be presented.
These graphs depict how the increase in noisetaffiee curve. It is interesting that until
a low signal to noise ratio is reached, a signifigacrease can still be ascertained. The
percentage increase is found by subtracting theageeof the curve before the increase in
imbalance occurs from the average after the ineraad dividing by the initial average.

This value is then multiplied by 100.
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Translation in X (m)

x 10°

0 2 4 6 8 10 12 14 16 18
Time (S)

Figure 5-6 — Time Trace for Noisy Conditions (Cas#H)

Running Speedu) 20 Hz

Ay 40,000

ADR Frequency 20 Hz

Time of Imbalance Increas 10s

Signal to Noise Ratio faH 0.5272

Plant Poles -1000 250i

Table 5-3 — Parameters for Noisy Conditions (Casé)I
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Figure 5-7 —H ,, for Noisy Conditions (Case I1)

Inspection of figure 5-7 shows that one can badedgern that the minimum
values after the imbalance increase are indeechiphan before the imbalance.
Although this graph is indeed extremely noisy, peecentage increase is still nearly
56%. Of course, the signal to noise ratio is Vewy, 0.5272 in this particular case.

The next plot shows the percentage increase @sctidn of the signal to noise
ratio. Many simulations were performed in whick tioise level was varied. As the
noise decreases and the signal to noise ratioasesg the curve goes to 100%. However,

the percentage increase as well as the visual bapoe oﬂj*p drops off significantly
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after a signal to noise ratio of 2, and plummetsrad ratio of 1. This is certainly an

expected trend.

100
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70+ .
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40 ]

Percentage Increase in Hp*

30+ -

20+ -

10 | | ! ! | |
0 1 2 3 4 5 6 7

Signal to Noise Ratio

Figure 5-8 — Percentage Increase i, vs. Signal to Noise Ratio fow = 20 Hz

All of the plots given thus far are for a runnsggeed of 20 Hz. As would be
expected, an increase in running speed below fistecfitical speed causes an increase in
imbalance and thus an increase in the values addhbptive imbalance detection gain.
This can be seen for the case where the runnirggdsped ADR frequency are set to 40
Hz. To accentuate the point of detecting imbalana@enoisy system, white noise will be
added such that the imbalance will not be visibléhe time trace. However, the, plot
will show how the increase of imbalance is plawilsible and detectable.
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Figure 5-9 — Time Trace for Noisy Conditions (Casél)

Running Speedu)

40 Hz

Ay

40,000

ADR Frequency

40 Hz

Time of Imbalance Increas

10 s

Signal to Noise Ratio faf

8.8787

Plant Poles

-1000 250i

Table 5-4 — Parameters for Noisy Conditions (Casél)
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Figure 5-10 —-H ", for Noisy Conditions (Case Ill)

5.2.3 — Pole Variation

Changing the placement of the controller poles efitcourse change the system
response. Thus, the behavioﬂ;ﬁfj is changed as well. For the cases described above
the poles were placed at -10@%0i. This set of poles gives a quick respongbeo
system. Decreasing the magnitude of the realgbdhte poles will decrease the time it
takes for the transients to die down. The natiuegjuency of the system is also altered
since the real part of the poles defines the atispeed in radians per second. To show

how changing the poles affect the system, theviolig plots show the system running at
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20 Hz with poles placed at -50230i with no noise. This produces a visible défece

from the case presented in figure 5-1.

Translation in X (m)

2 4 6 8 10 12 14 16 18 20
Time (S)

Figure 5-11 — Time Trace for System Poles = -500260i

Running Speedu)

20 Hz

Ay

40,000

ADR Frequency

20 Hz

Time of Imbalance Increas

a)
-

10 s

Signal to Noise Ratio faf

Approaching

00

Plant Poles

-500 250i

Table 5-5 — Parameters for System Poles = -50®%50i
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Figure 5-12 —H', for System Poles = -500 250i

Comparing the time traces from figures 5-1 and.5ehe can see that with the
decreased magnitude of the real parts of the pilesesponse is quicker yet the
amplitude of the transients and imbalance is higfdns extends tﬂ*p in figures 5-2
and 5-12. Likewise, decreasing the magnitudebefeal parts of the poles causes the
ADR to respond and settle quicker to the imbalart@nge. Numerous simulations were
done at 20 Hz to determine the settling time ofithiealance change as a function of
different pole placements. The settling time iegiated by finding the time at which
H', reaches 0.1% of the average value after the imbalhas changed and the transients

die down. This value is then subtracted from time tof the initial imbalance change to
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give a settling time. As can be seen, the treres dgbow that as the magnitude of the real

parts of the poles decrease, so does the seitingg t

Settling Time (s)

0 | | | | | | | |
-2000 -1800 -1600 -1400 -1200 -1000 -800 -600 -400  -200
Real Part of the System Poles

Figure 5-13 — Settling Time oH ', as a Function of Pole Placement

Another interesting effect of the variation in @g@lacement is the amplitude at
which ﬂ*p settles. Since the poles affect settling time thedsteady state response of the
plant, it is expected that not only should the srants oﬂj*p change, but also the steady
state value. As the magnitude of the real parte®poles is decreased, the amplitude of
the steady state oscillations in the time tracesedese. This allowd , to reach a higher
value, effectively suppressing more of the vibmats permitted by the placement of the

poles. Itis until the placed poles and resultngcal speed reach a value closer to the
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running speed that the amplitudel;ﬁt) starts to decrease. This is expected because once
the critical speed matches the running speed ytters becomes unstable. These results
give insight into the benefits of pole placementwegard to imbalance detection.
However, particular attention should be paid teeotiispects as well since decreasing the
magnitude of the real parts of the poles does &ty soften the system. Once again,
figures 5-12 and 5-13 are for a running speed dbR Aequency of 20 Hz and a

weighting matrix value of 40,000.

Average Amplitude of Hp* before Imbalance

1 | | | | | | | |
-2000 -1800 -1600 -1400 -1200 -1000 -800 -600 -400  -200
Real Part of the System Poles

Figure 5-13 — Amplitude ofH", as a Function of Pole Placement
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5.2.4 —Ay Variation

Changing the poles is not the only way to affeetADR response. As
previously stated in section 4.6, altering the \Waigg matrix,Ay, on which the adaptive
gain,Hp, operates can also affect how quicﬂ% responds to an imbalance. In the cases
presented above, the weighting matrix has beeneldfivith a baseline of 40,000. By
increasing this value, not only will the responseajicker, but the general initial
transient amplitude and frequency will be highetiliuhe imbalance is suppressed.
Because the adaptive response is quicker, the anbalseen in the time trace will be
slightly decreased as can be seen in the figulesvbd-or this case, the weighting matrix

was set to 100,000.
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Figure 5-15 — Time Trace forAy = 100,000
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Running Speedu)

20 Hz

Ay

100,000

ADR Frequency

20 Hz

Time of Imbalance Increasge 10s

Signal to Noise Ratio faf

Approaching

00

Plant Poles

-1000 250i

Table 5-6 — Parameters folAy = 100,000
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Figure 5-16 —H ', for Ay = 100,000
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As seen in figures 5-15 and 5-16 as comparedtivélalternate pole placement in
figures 5-11 and 5-12, the time traces show a tstighrease in imbalance amplitude.
Also, ﬂ*p responds similarly with respect to how quickly thalance is suppressed.
Figure 5-16 also depicts the increase in frequamcyamplitude oﬂ*p during the initial
transient stage. This gives insight to the dynaroiche controller as it works harder and
faster to suppress the imbalance.

The magnitude of the weighting matrix substantiaifluences the settling time
of H', as shown in figure 5-17. Numerous simulationsewdane where the magnitude
of the weighting matrix was varied. The settlinge was determined as explained in

section 5.2.3.

Settling Time (s)

Figure 5-17 — Settling Time oH , as a Function of Increase i\

66



As seen in figure 5-17, an increase in the wenghtnatrix can drastically
improve the response and settling time_-lf)g. As the weighting matrix value approaches
infinity, the settling time approaches zero. Hoemthe settling time can never truly be
zero since the imbalance must occur before the Afrktake effect. Once again, all
simulations contributing to figure 5-17 were penfed for a running speed and ADR

frequency of 20 Hz.

5.2.5 — Discrepancies between Running Speed and AB&uency

It is important to note the effects of discrepasdietween the running speed and
the frequency to be rejected. In this researchiedsmany other cases, it is extremely
difficult to synchronize the two frequencies. Adtilgh motor speeds are usually known
within some range, they are not exactly known nobshe time. For all previously
presented simulations, the running speed and ABgugncy have been identical.
However, realistic discrepancies between the twbnaiv be investigated.

Detecting imbalances using the adaptive imbalaetection gainL—_Fp, is a very
robust procedure with regards to differing frequesc Although the shape ﬂfp is
altered, the imbalance is still obvious and vered&ble within a certain range. In the
previous sectionsﬂ:p settles to what appears to be a straight linewd¥er, when there
is a difference between the running speed andéugiéncy to be rejecteﬂ,*ID will
contain several frequencies as it suppresses thelamce. The overall sinusoidal
oscillation ofﬂ*ID will exponentially decrease in amplitude untitéjects as much of the

imbalance as it can. It will then settle to a baeshoscillation. This is shown in the
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figure below where the running speed is 25 Hz &edADR frequency is set at 20 Hz.
Table 5-7 gives the parameters.

x 10

3.5¢ -

2.5F R

Hp*

1.5¢ -

0.5F -

0 | | | | ! | | | |
0 2 4 6 8 10 12 14 16 18 20
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Figure 5-18 —ﬂ*p for Discrepancy between Running Speed and ADR Freguncy
(Case 1)

Running Speedu) 25 Hz

Ay 40,000

ADR Frequency 20 Hz

Time of Imbalance Increasge 10s

Approaching

00

Plant Poles -1000 250i

Signal to Noise Ratio faf

Table 5-7 — Parameters for Discrepancy between Ruimg Speed and ADR
Frequency (Case I)
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Figure 5-19 — FFT ofﬂ*p between 10 - 15 Seconds for Discrepancy in Runni@peed
and ADR Frequency (Case I)

In figure 5-19 above, a FFT analysisl;b*t) between 10 and 15 seconds is
calculated to see which frequencies contributé¢osinusoidal nature of the transients.
The first peak is at 5 Hz. This is the differehetween the running speed and ADR
frequency which makes up part of the exponent@ddlgaying component or transient of
ﬂ*p. The next peak is at 50 Hz, which is the 2X congra of the running speed and
finally there is a peak at 100 Hz, which is theeBtnponent. In the next plot, a FFT
analysis is performed fo_ﬂ*p for the time between 15 and 20 seconds. This shbat
the transient frequency has indeed died out leamtg the 2X and 4X components of

the running speed, the steady state frequencite @daptive imbalance detection gain.
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Figure 5-20 — FFT ofﬂ*p between 15 - 20 Seconds for Discrepancy in Runni@peed
and ADR Frequency (Case 1)

As can be observed, the 5 Hz frequency had diedarapletely. The
mathematical reason for the appearance of thegedneies is that the ADR feeds back
into itself through the output vector of the plafithe adaptive gair,, can be divided
into its sine and cosine parts with respeagptoAssuming a singl¥ vector output by the
plant can be characterized as a cosine imbalanoewgh ADR feedback and the
weighting matrix is neglected, the equations goveythe ADR would appear as shown

below.

ﬂp sin = Yy sin(a) t) (5-2)
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ﬂp cos =Yy cos(a) t) (5-3)

v, =eodwza M-, ssnlo )b, cocodot) g

The termA; in equation 5-4 represents the frequency diffezdretween the
running speed and the ADR as added to or subtréiciedthe running speed. As can be
seen, the equations become very complex, espeuwibfiyn keeping equation 5-1 in mind
as the final operation to deriv€,,.

Another simulation at a running speed of 50 Hzpsuts these results further.
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. C . .
Figure 5-21 —H  for Discrepancy between Running speed and ADR Freguncy
(Case 1l)
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Running Speedu) 50 Hz

Ay 40,000

ADR Frequency 60 Hz

Time of Imbalance Increasge 10s

Approaching

00

Plant Poles -1000 250i

Signal to Noise Ratio faf

Table 5-8 — Parameters for Discrepancy between Ruimg Speed and ADR
Frequency (Case II)
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Figure 5-22 — FFT ofﬂ*p between 10 - 15 Seconds for Discrepancy between Ry
Speed and ADR Frequency (Case II)
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Figure 5-23 — FFT ofﬂ*p between 15 - 20 Seconds for Discrepancy between Riumgy
Speed and ADR Frequency (Case II)

Once again, the difference in running speed and AB&uency shows itself as a
transient frequency cbj*p which dies out over time leaving only the steaidyes
frequencies, 2X and 4X of the running speed.

Of course, as the ADR frequency moves away fraardimning speed or vice
versa, the imbalance will be affected less. Heheeaverage steady-state valude_iaf
will be less as well. In figure 5-24, the plot sisohow the discrepancy in frequencies
affects the steady-state valuel;ﬁt, as a percentage of the case with matching

frequencies.
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Figure 5-24 — Percentage Change iﬂ*p as a Function of Discrepancy between
Running Speed and ADR Frequency

For figure 5-24, the value of the weighting matsx0,000. The ADR frequency
was set to 20 Hz with the poles at -100P50i. The running speed was then increased
from 20 Hz to 40 Hz. It can be seen that as tfferdnce between the two frequencies
becomes greater, the steady-state amplitudal_é}péxponentially decreases. However,
even though this value decreases, the change mlamte still caused ', to increase
100% of it initial value assuming the imbalanceaahse has doubled. This can be seen
in figures 5-18 and 5-21 above. It should alsoneationed that in the case where the

running speed becomes less than the ADR frequéimegteady-state amplitude@"i‘p
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still decreases. In fact, it decreases even fasteito the lesser amplitudes of imbalance
with regard to the running speed.

Noise has not been included into these plotsiempurpose of clarity. However,
as discussed in section 5.2.2, noise will certaafilgct the outcome dj*p. Regardless,
an imbalance should still be detectable within rdate range of noise and frequency

discrepancy.

5.2.6 — Introduction of Other Frequencies

Another case to be considered is when other fregjas close to the running
speed are introduced into the system. The ADRasiiably affected by any and all
frequencies within range of the running speed. fWhes happensi—lL*p takes on
sinusoidal shapes. If one were to try to rejednd@mlance at a known frequency and
another sinusoidal excitation of a different fregeyewere introduced, the adaptive
imbalance detection gain would most certainly réadtoth. One realistic example of
this case is when using a controller to simulat@rdralance on a test rig and spinning
the rotor as well. Since the rotor speed in samstances can only be approximated,
there will be two excitation frequencies, the spigrrotor and the controller simulated
imbalance. This particular example will be supgdrby results from an experimental rig
in the next chapter. The results of a simulatidrere the running speed and ADR
frequencies are set to 20 Hz are shown in theviahig pages. A secondary sinusoidal

excitation of one third the amplitude is introdueddh frequency of 25 Hz.
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Figure 5-25 —ﬂ*p for Two Excitation Frequencies (Case 1)

Running Speeduw)

20 Hz

Initial Imbalance Level

0.0316 N

Ay

40,000

ADR Frequency

20 Hz

Time of Imbalance Increase

10s

Signal to Noise Ratio faf’,

Approaching

o0

Secondary Excitation Frequend
Amplitude

y, 25Hz
0.01 N

Plant Poles

-1000 250i

Table 5-9 — Parameters for Two Excitation Frequenas (Case I)
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Figure 5-26 — FFT ofﬂ*p for Two Excitation Frequencies (Case 1)

By examining the FFT results shown above, a pe&k-i is readily observable.
This is once again the difference between the tajeitequency and the introduced
frequency. However, the smaller peak at 45 Hotdime 2X component of the running
speed or the secondary excitation. In fact, tealte are even less expected. This
smaller peak is the difference between the rejeateblsecondary frequencies subtracted
from the 2X component of the secondary excitatibh 25 Hz - 5 Hz = 45 Hz). By
performing a number of simulations, it has beeruded that where the frequency at
which that peak will occur depends on the diffeeehetween the respective frequencies.
Should the secondary frequency be larger thanejleeted frequency, the difference will

be subtracted from the 2X component of the secgndaguency. However, if the
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frequency of the secondary excitation is less tharrunning speed, then the difference
will be added to the 2X component of the seconffaguency. Below is an additional
case at different speeds to support this suppasifitcne running speed and ADR
frequency are set at 60 Hz and the secondary ércaitaas a frequency of 50 Hz.

x 10°

Hp*

0 1 1 1 1 | 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20

Time (S)

Figure 5-27 —ﬂ*p for Two Excitation Frequencies (Case Il)

ﬂ*p as shown above appears to settle to a nearlglstdme. However, it should
be noted that as the secondary frequency moves fa@raythe running speed, the less
contribution it will have onj*p. Table 5-10 and figure 5-28 show the parameteds a
FFT analysis results for the adaptive imbalancedin gain shown in figure 5-27

above.
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Amplitude

Running Speedu) 60 Hz

Initial Imbalance Level 0.0316 N

Ay 40,000

ADR Frequency 60 Hz

Time of Imbalance Increase 10s

Approaching

o0

Signal to Noise Ratio faf’,

Secondary Excitation Frequency, 50 Hz
Amplitude 0.01 N

Plant Poles -1000 250i

Table 5-10 — Parameters for Two Excitation Frequenies (Case Il)
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Figure 5-28 — FFT ofﬂ*p for Two Excitation Frequencies (Case Il)
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For case Il presented above, the difference bettveetwo frequencies is 10 Hz,
which is exactly where the first peak appears.oA$snce the secondary frequency was
less than the rejected frequency, the differeneelded to the 2X component of the
secondary imbalance to produce the second peak(@2Hz + 10 Hz = 110 Hz).

For secondary excitations with relatively low amyge and frequencies that are a
good distance away from the frequency to be reggdabebalance detection is easily
observable. However, as the two frequencies beaboser, the frequency difference
becomes the dominating part of the adaptive imlz@laletection gain. Figure 5-29

shows a frequency difference of 1 Hz.
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Figure 5-29 —ﬂ*p for Two Excitation Frequencies (Case lll)
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Running Speedu) 20 Hz

Initial Imbalance Level 0.0316 N

Ay 40,000

ADR Frequency 20 Hz

Time of Imbalance Increase 10s

Approaching

00

Signal to Noise Ratio faf

Secondary Excitation Frequengy, 21 Hz
Amplitude 0.01 N

Plant Poles -1000 250i

Table 5-11 — Parameters for Two Excitation Frequeries (Case II)

Even with a difference of only 1 Hz, the imbalawes be detected. However, as
the two frequencies approach each other, the freyyudifference saturatéﬁp. Also, in
a case where the secondary imbalance amplitudgnsisantly larger than the primary
imbalance, detection can become even more diffiddhen this happens, the only
means of detection may be by checking for discaities in the slope dﬂ*p. In figure
5-30, the frequency difference is 0.08 Hz. Thisanﬂathalj*p will oscillate at this
frequency with the larger frequency components soq®sed on this signal. Depending
on when the imbalance occurs during the cyclg*(,aac the discontinuity may be easily
visible or it may not. There is also a large defscy on the amplitudes of the primary
and secondary imbalances. In the case presentiggiie 5-30, the secondary excitation
has a magnitude of nearly three times the printatyalance, yet detection is still

possible.
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Figure 5-30 —ﬂ*p for Two Excitation Frequencies (Case V)

Running Speeduw) 20 Hz

Initial Imbalance Level 0.0316 N

Ay 40,000

ADR Frequency 20 Hz

Time of Imbalance Increase 10 s

Approaching

o0

Signal to Noise Ratio faf’,

Secondary Excitation Frequency, 20.08 Hz
Amplitude 0.1 N

Plant Poles -1000 250i

Table 5-12 — Parameters for Two Excitation Frequeries (Case V)
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The equations governing the ADR under these cistantes will be slightly
different from those presented in section 5.2.5weler, the assumptions made will
remain the same. In this case equations 5-2 &hdi#i-remain the same, but equation 5-
4 will have an appended sinusoidal term. Thih@s in equations 5-5, 5-6, and 5-7
below.

ﬂp sin = Y, sin(a) t) (5-5)

Hyp oo =Y, codwt) (5-6)

Y, = (cos(a) t)+ cos((a)i A, )t + @, ))— (ﬂp sin sin(a) t)+ H , cos cos(a) t)) (5-7)

A similar result can be obtained by adding moegjfrencies for the ADR to
reject. Ininstances where motor speed is not knexactly, one might simply add more
frequencies within the approximate range of theamspeed. This, however, proves
more harmful since the additional ADR frequencietssamilarly to secondary imbalance
frequencies. The more frequencies added, the W_ﬁgsmn become. Each added
frequency within a close range of another frequemosks to suppress part of the
vibration as seen by the output. Hence, thosedaftdquencies also become part of the
closed loop and work on each other. This can bae Befigure 5-31 below where a

secondary ADR frequency was added. The paramederbe found in table 5-13.
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Figure 5-31 —ﬂ*p for Secondary ADR Frequency

Running Speedu) 19.8 Hz

Ay 40,000

20 Hz
20.2 Hz

ADR Frequencies

Time of Imbalance Increasg 10s

Approaching

00

Signal to Noise Ratio faf

Plant Poles -1000 250i

Table 5-13 — Parameters for Secondary ADR Frequency
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In the instance of having two or more ADR frequeagcthe governing equations
become even more complex since there are now twk édmponents for each
frequency to be rejected. These are shown belogrevie adaptive terni;, siy and
Hp cogwy refer to the primary frequency to be rejected tedterms; sinara) andH,

cogar) refer to the second frequency to be rejected .

ﬂp Sin(w) = XX Sin(&) t) (5'8)

ﬂ p Cos{w) — XX COS(CL) t) (5-9)

B 5( t)— H ; sin(w) sin(a) t)+ﬂp Sin(ewen) sin((a):r A, ) t)
ZX - OAE + ﬂ p Cos(w) COi&) t)+ ﬂp Cos(wtn) CO{(&)i Af ) t) (5-10)

Looking back at figure 5-31, one can see againttieadifference in the
frequencies (in this case 0.2 Hz) dominades Noticing the discontinuity in the slope
of the curve at 10 seconds is the only way onedésoern that the imbalance occurred.
is stated in the basic theory of the ADR method tihe frequency of the sinusoidal
disturbance must be fully known for the controtiehave full effect. However, as
shown,ﬂ*p is very useful in detecting increases in imbalanben used correctly.
Typically, if the running speed is not fully knowihjs best to set only one ADR
frequency within some range. Although the imbagéawd| not be suppressed fully, one
will be able to detect an increase in amplitudéhat frequency.

It should be noted that all of these results arebdnstant rotor speeds. Itis
obvious that sincﬂ*p is very responsive to a wide range of frequenagewell as its

own, speed shifts will also affect the ADR dramaitic Depending on how close the
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ADR frequency and running speed are, one can expeactominate frequency pr to
decrease or increase as the speed shifts. Ontovweagrcome the sinusoidal tendency of
ﬂ*p Is to feed the fully known running speed back ith® controller. Should the speed
increase, the ADR will compensate for this typénofease in imbalance. However,
when a mass shifts or a crack develops, there dhieud significant change hh*p. In

the figures below, the ADR frequency and runningespis a perfect match. The running
speed is initially 20 Hz and then ramps up to 3(MkEveen 10 and 15 seconds. At 12.5
seconds the imbalance distance is increased. tBettime trace and ,, are given as

well as the parameters for the simulation.
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Figure 5-32 — Time Trace for Increase in Running Sped and ADR Frequency
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Initial Running Speedu) 20 Hz

Final Running Speedy) 30 Hz

Ramp Time 10-15s

Ay 40,000

ADR Frequency Matchesw

Time of Imbalance Increasg 125s

Approaching

00

Signal to Noise Ratio faf

Plant Poles -1000 250i

Table 5-14 — Parameters for Increase in Running Spe and ADR Frequency
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Figure 5-33 —ﬂ*pfor Increase in Running Speed and ADR Frequency
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As can be observed in the above figu@@,compensates for the increase in
imbalance due to an increase in speed. Howevemitte imbalance mass is actuated,
the curve responds dramatically until the speednesa constant value again. This
result is certainly expected. By knowing the rungnspeed exactly, one can foresee the

change irH ,. Moreover, if a crack was to occur, then it skidug detectable.

5.3 — Response Time

Generally, the response of the ADR to a changmloalance is instantaneous.
This, of course, is practically dependent on thecHje situation of the system. For ideal
conditions,ﬂ*p will begin to increase as soon as a change ianmaitude of some
sinusoidal frequency is detected in the outpuhefflant. However, as discussed in
previous sections, noise, frequency discrepanayaaded frequencies can have a large
effect on howH", responds. Ideally, one would like for the imbakaio be detectable
within a single revolution of the rotor and, foeal conditions, this is the case. By
inspection of figure 5-29, it can be observed thatoscillation oﬂ*p can obscure the
immediate visibility of the increase although isidl for the most part instantaneous.
Visibly identifying an increase in imbalance untfegse sinusoidal circumstances is
largely dependent on when the imbalance happetireioycle of the adaptive imbalance
detection gain. However, noticing a discontinuitghe slope oﬂ*p is a sure sign that
conditions have indeed changed. Figure 5-31 example of this resultﬂ*p in this
figure is not bounded and thus, detection by cngsaibound is not possible. At 10
seconds however, a discontinuity in the slope efdlirve is plainly visible as well as an
increase in the amplitude of oscillation.
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When noise is factored in, the results;ﬁ; can be very irregular. Depending on
the signal to noise ratio tb_f*p, detection may be noticeable within a single ratioh or
it may not. A variety of methods and algorithrasild be used to detect the changes in
ﬂ*p. For ideal conditions, simple boundary crossireihnds would work fine.
However, depending on the state of operationsyatberoaches might have to be
considered. Regardless, sudden changgépiwithin a reasonable noise limit are
certainly detectable. Moreover, the less prevdleaitthe noise is iﬂ*p, the faster

imbalances will be detected.
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CHAPTER VI

EXPERIMENTAL APPARATUS AND RESULTS

The equations of motion and control algorithmsengeveloped in Chapters 3 and
4. Chapter 5 presents the culmination of thesasidea computer simulations using the
Matlab and Simulink. In this chapter, the resdiscribed in Chapter 5 will be validated
using an experimental rig. This rig consists ab radial magnetic bearings, a one
horsepower motor, and a rotor supported by thergsar The bearings are actuated by a
total of eight amplifiers to control four degreddreedom. Also, six proximity probes,
three per bearing, are used to sense the positithie ootor at all times. These are the
basic components of the experimental rig. In tll®Wing sections, the hardware setup
will be described in greater detail, the controfieftware and code will be discussed, and
finally, experimental results will be presented aodhpared to the findings in Chapter 5.

It should be noted that the experimental rig dbsecrin this chapter is the same
rig used by Matras [15 and 16]. Hence, all infaiiorafound in the next section is
described previously by Matras in earlier worksgulFe 6-1 shows a photograph of the
active magnetic bearing rig along with the motad adjustable drive. The lightly
shaded cables coming from the circumference obézgings are connected to the

proximity probes and the darker wires towards thekipower the bearings.
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Figure 6-1 — Active Magnetic Bearing Rig with Motorand Adjustable Driver

6.1 — Hardware Configuration

Originally used as a test model for a magneticibgananufacturer, the test rig
described here eventually became the property buAuUniversity and has since been
used for research pertaining to the fields of dyisarand controls. Although little
technical information was supplied by the manufestusteps were taken by Matras [15]
to disassemble the magnetic bearing component®tide measurements and a general
idea of its construction. The original drawingsNgtras are included in Appendix C of
this thesis. Also, basic magnetic properties efri as found by Matras can be seen in

table 6-1.
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Description

Number of windings on each pole

Cross sectional area at the end of each pole

Air gap 0.00025

Mass of rotor

Table 6-1 — Magnetic Bearing and Rotor Properties

Each radial bearing stator contains eight polesheteropolar configuration
which are paired such that each bearing has fderpgairs controlling two degrees of
freedom. The axes associated with the two degrieleesedom are perpendicular to each
other and rotated 45 degrees from a vertical anddrtal orientation. The stator is
constructed using 54 magnetic-annealed iron lam#atach with oxide sheathing on the
surface. This coating serves to reduce eddy cigrkehich typically cause energy loss
and generate considerable heat in the stator.sé@tteéons of the rotor that propagate the
magnetic flux generated by the stator are madkeosame type of laminates as the stator
and are press fit along with solid sections ondietachable sleeve. Two of these sleeves,
one for each bearing, along with a spacer, slide anmain shaft and are held together by
two pieces that screw on to each end of the sletbpped sections of the rotor. Finally,
a 1 horsepower motor aligned with the bearings$téehed to the rotor with a flexible
coupling. This motor can be run at speeds of uf0f@d rpm as controlled by an
adjustable speed drive.

It should be mentioned that having the motor padymto the same electrical

circuit as the bearing components causes consigdrabrference and audible noise,
92



much like a grinding sound. Originally noted by tkéa [15], this problem can be
alleviated by having the power to the motor suppbg a completely different electrical
circuit than the circuit powering the bearing comguots. It is also worth mentioning that
all metal to metal contact between the motor aedthgnetic bearing rig must be

eliminated for noise and interference to be at malilevels. Because of this, the motor

is mounted on an acrylic base and attached tootioe via a rubber coupling.

Figure 6-2 — Close Up of Active Magnetic Bearing Ri

A set of proximity probes, used to detect the fomsiof the rotor, are needed for
feedback purposes. Each probe uses eddy curcedétdct the air gap between the tip of
the probe and a solid section of the metal rofdrese signals are then sent to proximitor
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which in turn outputs a voltage proportional to tetected air gap. The gain used by
these probes is 7700 volts per meter. The volbageut by the proximitors is then fed
into a signal processing board which amplifiesdigmal and offsets it such that the
maximum resolution prior to analog to digital corsien can be achieved. The analog to
digital converter has a maximum voltage rangelff volts. Since the rotor is only
capable of moving 0.25 mm from center position,ubkage range is 2 volts resulting in
a voltage bound of -5 to -9 volts. The proces$iogrd amplifies this signal by a factor
of -3 volts using an analog op-amp circuit and thems it with another voltage such that
when the rotor is in center position, the finalpuitis O volts. The added voltage can be
adjusted with a potentiometer allowing the outpubé calibrated as needed. Since there
are six of these proximity probes in all, the sigmacessing board has six of these
particular circuits. The op-amps are powered uaif)5 volt power supply. After the
signal leaves the processing board, the overaicsegain becomess = 23610 V/m.

Figure 6-3 shows a schematic for the op-amp circuit

+15V
10 kQ

,
10 kQ
Vi > 10 kQ
+

+15 v.—/\A/——I L
100 kQ

-15V

30 kQ

Vout

Figure 6-3 — Diagram of Op-Amp Circuit
94



Since there are four pole pairs per bearing, egilifiers are needed to provide
the appropriate currents. It was found by Mati&g {hat these amplifiers had a gain of 1
amp per volt. It was also documented by Matrasttieoriginal bandwidth of the
amplifiers was very low. By replacing the adjusttneesistor, RH15, with a 3.3 ™
resistor and removing the adjustment capacitor, Clttle bandwidth was significantly
raised yielding an approximate value of 1200 Hzamplifier. Finally, two DC power
supplies are required powering four amplifiers eathey were configured as directed
by the manufacturer to provide the necessary veltagl encased in aluminum boxes for
safety reasons.

The amplifiers and signal processing board wese fflaced in a project box with
8 BNC connectors for control voltage inputs. Thegmals route through the amplifiers
and are output to the bearings via 16 terminalgherproject box. The outputs of the
proximitors are plugged into the project box bysa@n connector, routed through the
signal processing board, and are output to theraibet via 6 BNC connectors. There is
also a switch connected to a +5 volt terminal @ngbwer supply that is output to the
controller by a single BNC connector. This switdlows for the bearing to be turned on
and off easily without the need of resetting thetaaler or turning off power supplies.

Finally, the system that interfaces the project twoa personal computer is
manufactured by dSPACE. This system is a statieeo&rt external processor that
provides analog to digital and digital to analogwersion and real-time processing via
input and output boards with 32 BNC connectors edugtlthis particular case, 8 outputs

are used for control voltages and 7 inputs are tetthe 6 position signals and the
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switch. The system interfaces with Simulink whadtows for a control code to be

created, compiled, uploaded to the dSPACE proceaadrthen ran in real-time.

Figure 6-4 — Project Box for Active Magnetic Bearig Rig

6.2 — Controller Software and Code
The dSPACE software interfaces with a Matlab meauallled Real-Time

Workshop. This module takes a Simulink model, 'm®a computer code from it, and
then compiles it to be used by the dSPACE procesabralues used in the Simulink
code can be viewed and changed in real-time threegharate software called Control
Desk while the control code is on-line and beingased. This software allows the user
to create a Graphical User Interface using slidersbs, and input textboxes to adjust
controller values such as gains and actuation bi@sa Plotters, gauges, and displays

allow the user to monitor signals and other impartantroller details. Control Desk
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also provides the ability to save time traces imfats that can be read directly into
Matlab for signal processing purposes.

The Simulink model used to control the experimlendgis similar in structure to
that of the simulations of Chapter 5 with a fewngigant differences. Obviously the
plant is replaced with an output block for digtialanalog conversion and an input block
for analog to digital conversion. Moreover, the gosition signals are sent through a
subsystem that manipulates them such that thedocat the rotor on each axis at the
poles can be determined as four meaningful posdignals. Keeping in mind that there
are three proximity probes per bearing, two of ¢h@®obes lie on the top and bottom of
the same axis while the third is on the perpendicakis. Because of this, the bottom
reading of the two probes on the same axis is acietd from the top reading and the
result is then divided by two. This allows for @arerage position reading along that
particular axis. The signal fed from the third Ipeas used directly. Also, because the
probes are at a different axial location than thieq collocation issues are a concern.
Figure 6-5 on the next page presents a cutawayedbearings and rotor showing the
respective locations of the sensors and actuategsation 6-1 utilizes the values shown

in figure 6-5 to adjust the position signals to plusitions at the poles.

, |
X =X +2 (% = x;)

ll

(6-1)
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Figure 6-5 — Diagram of Collocation Issues

There are also changes in the state space retatserof the estimated plant.
Since the position states of the rotor are repdrtethe proximitors and the amplifier
dynamics do not need to be estimated, the velsaiti¢he rotor are the only states that
require estimation. Also, it was discovered tihatuding amplifier dynamics in the state
estimator caused instability in the system. Thidue in large part to the fact that power
to the bearings and amplifiers is typically nonied on until after the control code has
been loaded and is already running. Hence, arapliffnamics are neglected in the state
space representation of the experimental controf®wever, remembering section 4.1,
the control voltages are input through the amplifignamics. Here the control voltages
will be included into the equations of motion faetmagnetic bearing and rotor via the

current stiffness terms. Instead of these ternmgda the form ofK; multiplied by a
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control current in the state matrix K; will now reside in the input matrix B and will be
multiplied by the amplifier gaii, and the input control voltagg. The estimator will
be for the sole purpose of estimating the veloei@ce the actual positions as opposed
to the estimated ones are fed to the control marix

Also, due to the fact that the equations of motarthe state space representation
are configured as two translations and two rotati@amd the position output for the actual
magnetic bearing is based on four translatiorshould be noted that the vector of
position outputs is multiplied by an invertiblensformation matrix, T. This matrix and

the format of transformation can be seen belowguaéions 6-2 and 6-3.

1 0 L 0
- 1 0 -L, 0
1o 1 0 -1, (6-2)
01 O L,
l(x1 X, YY) = T l(x Ya B) (6-3)

The controller for the experimental rig also irmanates the previously mentioned
switch such that when the input from the switcrsater than 1.5 volts, the control
voltages output by the controller are multiplieddne. On the other hand, if the switch
voltage becomes less than 1.5 volts, the contithges are multiplied by zero
effectively shutting the bearings off. This allothe user to switch the power to the

bearings on and off as desired.
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Finally it should be mentioned that the signaidré&om the analog to digital
converter are scaled from a range d0+olts to 4 volt. Because of this, the inputs are
multiplied by 10 as the first step of the controtle. Also, all control voltages output
from the digital to analog converter are amplifisda factor of 10 requiring the signals
to be multiplied by 0.1 prior to being output frahe controller. The Simulink model for
the experimental rig and the Matlab m-file usedhttate the variables can be found in

Appendix B. Manufacturer information regardingladirdware is given in Apendix D.

6.3 — Experimental Results

In this section, plots from the experimental appas will be presented as a means
of validating the results from Chapter 5. Follog/the format of Chapter 5, first a time
trace of the rotor vibration and a pIot@*fp will be shown with parameters similar to
those found in section 5.2.1. Next, plots willdb®wn where the paramets has been
varied. Finally, results with frequency discrepaaad additional imbalance frequencies

will be presented.

6.3.1 — Simulated Imbalance

Experiments using the previously described expemtad rig will be performed
where the imbalance is simulated with the controlMuch like the simulations in
Chapter 5, since the equations of motion for ttetesy are known as well as the
equations that model the imbalance, it is easynalate an imbalance with sine and
cosine terms. These terms will be multiplied bystants representing mass, rotor speed,

and distance of an imbalance mass from centersifBgly superimposing these terms
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with the control outputs, the rotor can be manifadao follow the same type of path that
a natural imbalance would cause. This also allomesto set the exact frequency at
which the imbalance will oscillate. By knowinggHhrequency, the ADR can be
accurately programmed to suppress it, allowingafarore controlled experiment. First,
the rotor will be excited at 20 Hz with value of 40,000. The imbalance mass will be
simulated as one gram, at an initial distance eforlimeter away from the center of the
rotor. When activated, the imbalance mass wiNipially moved away from the center
of the rotor an additional millimeter over a teofie second for a total distance of two
millimeters. The parameters defined in table 6H2serve as a baseline for the series of
experimental results found in this chapter.

Of course, noise will be included into the plotedo the inherent noise in the
system. Some of the sources of the noise are isensaut which will be explained later,
geometrical imperfections in the rotor, and nonfamn electrical properties of the rotor.
Although steps have been taken to eliminate theeneiement, some of these effects are
always present.

Similar to the simulations shown in Chapter 5 badause of the nature of
imbalance, the results from only one axis on orsibg will be studied. This includes
all time traces anﬂ*p plots. Also, rotational imbalances will be negéetsince the
results from the translational imbalances can lséyeextended to a rotational case.
Again, only thed,, element of the ADR controller will be utilized leerTheG,
component is effectively zeroed out and neglected.

Figure 6-6 shows a time trace of the effects sifreulated translational imbalance

as observed from thé axis.
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Figure 6-6 — Time Trace for Simulated Imbalance a0 Hz (Case I)

In figure 6-6, the results of a 30 second expemninage presented. Table 6-2
shows the parameters of the experiment and figitstéowsH ,. As can be seehi ,
increases dramatically as soon as the imbalarsetésted. By closer inspection
(zooming in on the peaks in the time trace), #aen that although the imbalance
increase is actuated at a time of around 16.5 sis¢anis not visible in the time trace
until about 16.54 seconds. The dramatic increras_b*pi begins some time around 16.52
seconds. This means that the increase in imbatzarcee detected through,

approximately two hundredths of a second befocaritbe via the time trace.
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Simulated Running Speed)

20 Hz

Simulated Initial Imbalance
Level

0.0158 N

Ay

40,000

ADR Frequency

20 Hz

Time of Imbalance Increase

16.4948 ¢

Signal to Noise Ratio faf

185.4933

Plant Poles

-750 250i

Table 6-2 — Parameters for Simulated Imbalance at®Hz (Case I)
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Figure 6-7 —H ,, for Simulated Imbalance at 20 Hz (Case )
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Once again, it can also be seen that since tketadf the simulated imbalance
mass doubles (effectively doubling the imbalanced) the steady-state valuel-_d)*fp is
twice the previous value. Alsﬂ,*p does indeed settle to an approximately straiglet i
As discussed in the previous chapter, the noise isetle time trace is filtered through
and shows up iﬂ*p. However, the effects of the noise@*r;, do not hinder detection for
this magnitude of imbalance. This is certainlyexted and supports the results found in
section 5.2.1 and 5.2.2.

Next, a level of imbalance will be used such thatll not be detectable in the
time trace. Instead of superimposing a noise aimehe controller, the magnitude of
the imbalance will be decreased. This, of cougiémean that more noise will be
present irij*p and the signal to noise ratio will be much lowklowever, imbalance
detection will still be readily observable. In thext set of plots, the imbalance mass and
simulated rotor speed will remain the same. Howewe offset of the imbalance mass
away from the center of the rotor will be decrea®sed.1 millimeters and will then be
increased to 0.2 millimeters over a tenth of a sdcd-igures 6-8 and 6-9 will show the
time trace anclal_-l*ID plot respectively and table 6-3 will show the paeters of the

experiment.
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Figure 6-8 — Time Trace for Simulated Imbalance a0 Hz (Case II)

Simulated Running Speed) 20 Hz

Simulated Initial Imbalance
Level

Ay 40,000

0.0016 N

ADR Frequency 20 Hz

Time of Imbalance Increase 20.1204

Signal to Noise Ratio faf 27.5403

Plant Poles -750 250i

Table 6-3 — Parameters for Simulated Imbalance at®Hz (Case II)
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Figure 6-9 —ﬂ*p for Simulated Imbalance at 20 Hz (Case II)

As expected, although the signal to noise ratmissiderably lower for this case,
ﬂ*p responds dramatically to the slight increase ibalance. This series of graphs
clearly demonstrates that imbalances are not alwesdily detectable with a time trace.
Noise will certainly be an issue with any electmsystem and an active magnetic
bearing is no different. However, changes in irabaés can still be detected by
examiningH .

In the following sections, the imbalance distamdébe set back to the initial
value of one millimeter anfly parameter will be varied. These results can been
compared to figures 6-6 and 6-7 and finally thelifigs in Chapter 5.
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6.3.2 Ay Variation

In Chapter 5, different pole placements were sateadl showing the overall
effects orij*p. For this experimental rig however, the systegpoase is largely affected
by pole placement. Good system poles have beew fau-750 +£250i and will not be
varied. Instead, only the weighting maty, will be changed to show how the
response oﬁ*p is affected. Similar to the simulations in Chagggeincreasing the
magnitude of the weighting matrix serves to redieesettling time oﬂ*p when an
increase in imbalance occurs. In the plots shogovip the magnitude of the weighting

matrix has been doubled.
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Figure 6-10 — Time Trace forAy = 80,000
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Simulated Running Speed) 20 Hz

Simulated Initial Imbalance
Level

Ay 80,000

0.0158 N

ADR Frequency 20 Hz

Time of Imbalance Increase 14.7500 §

Signal to Noise Ratio fad', | 185.4933

Plant Poles -750 250i

Table 6-4 — Parameters fo\y = 80,000
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Figure 6-11 —H ", for A, = 80,000
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Comparing the time traces, figures 6-6 and 641€am be seen that the increase in
imbalance is suppressed quicker with an increagake\ofAy. Also by inspection of
figures 6-7 and 6-11, it is clear th;a?p settles faster with respect to the increase in the
weighting matrix. These results are expected huad support the simulation results
found in the previous chapter. Once again, by éxia figure 5-16 from Chapter 5, it
is obvious that increasing the weighting matrixi wiamatically decrease the settling
time ofH , until a certain value is reached. However muké én exponential curve, the
effects orij*p begin to lessen with increasingly higher valuedptintil no effects can
be observed at all. In addition, high gain valiggsl to exacerbate measurement noise,

which is undesirable.

6.3.3 — Frequency Discrepancies

Next, differences between the simulated imbaldrempuency and ADR frequency
will be explored on the experimental rig. It igpexted thaﬂ*p will take on a sinusoidal
shape as opposed to a straight line and thaté¢aesstate frequency bf p Will be twice
the simulated running speed or the 2X componeido,Ahe difference between the
simulated imbalance frequency and the ADR frequeésiexpected to make up part of
the transient responseﬂ’fID after the increase in imbalance. In the followphats, the
simulated running speed will be set to a valuesoH2 while the ADR frequency will
remain at 20 Hz. Firs[—lfIO will be shown followed by two plots of an FFT aysik. The
first FFT plot shows the first few seconds aftex ifficrease in imbalance and the second
will show the remaining time. This will illustrateow the frequency content changes

during and after the transientstf, have died down.
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Figure 6-12 —H", for Frequency Discrepancy

Simulated Running Speed)

25 Hz

Simulated Initial Imbalance
Level

0.0158 N

Ay

40,000

ADR Frequency

20 Hz

Time of Imbalance Increase

11.9412 ¢

Signal to Noise Ratio faf

185.4933

Plant Poles

Table 6-5 — Parameters for Frequency Discrepancy
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Figure 6-13 — FFT ofﬂ*p between 12 - 15 Seconds for Frequency Discrepancy
Since the increase in imbalance occurs just béfdreeconds, an FFT is taken

from 12 to 15 seconds. In figure 6-13 above, iit lba seen that there is a major
frequency component at 5 Hz and a second majoudérecy component at 50 Hz. The
first peak accounts for the 5 Hz difference in dated running speed and ADR
frequency. The second peak is twice the simulataeding speed. Looking next at
figure 6-14, it can be observed that the 5 Hz fesqy component has died out leaving
only the 2X and 4X components. These results iodytaupport the findings in section
5.2.5 and further prove the validity of the simidas. In the next section, additional

imbalance frequencies and their effectsl;ﬁpwill be examined.
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Figure 6-14 — FFT ofﬂ*p between 15 - 30 Seconds for Frequency Discrepancy

6.3.4 — Additional Imbalance by Spinning the Rotor

In this section, the primary imbalance will be slated as before, but with the
additional imbalance of the rotor as it is spurtap different speed. First however, a
phenomenon called sensor runout must first bedotred. First described by Setiawan
et al. [22] and again by Matras [15], this phenoareis caused by the non uniform
electrical properties of the rotor. When the skwafbtated, this sensor runout occurs at
frequencies which are integer values of the runspeed. This means that if an FFT
analysis of the rotor vibration was performed fog totor spinning at a particular speed,
there would be several peaks at not only the rgnspeed, but also at integer multiples
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of the rotor speed. To prove this here, the maithibe spun up to a speed of 20 Hz with
the ADR enabled to reject at 20 Hz. An FFT analysil be performed for the time

trace. This is shown in figure 6-15 below.

0.08

0.07 i

0.06 - -

0.05+ -

0.04 - -

Amplitude (m)

0.03 - -

0.02 -

0 | | | | | | |

1
0 20 40 60 80 100 120 14 160
Frequency (Hz)

1
180 200

Figure 6-15 — FFT of Time Trace for Rotor Spinningat 20 Hz

As can be seen in figure 6-15, the peak at 20sHzastly suppressed by the ADR
while frequency components at integer values oftimaing speed remain high. Because
of this,ﬂ*p will certainly react to all of these frequencig3f course, the extra frequency
components can be reduced by simply adding in rABfe frequencies to reject.
However, as discussed in section 5.2.6, addingarerADR frequencies can have

adverse effects dﬂ*p. This will be investigated experimentally latén the next plot,
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an FFT analysis dj*p Is shown with the ADR frequency set to 20 Hz aneegghting

matrix value of 40,000.
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Figure 6-16 — FFT ofﬂ*p for Rotor Spinning at 20 Hz

By examination of figure 6-16, one can observekped the running speed and
integer values of the running speed. This canxpaaed by remembering section 5.2.6
where extra excitation frequencies were simulatédnce, for every frequency
component not equal to 20 Hz, the frequency diffeecbetween that frequency and the
rejected frequency will show up r_m*p. Moreover, since there is a major peak in thetim
trace at 40 Hz, a major peakﬂﬁp at 20 Hz will occur which is the difference betwee

the 40 Hz frequency and the rejected frequency)di2 The other peaks can be
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explained with similar reasoning. As for the sedamy peaks (also explained in section
5.2.6), they are part of the peaks present atemntewiltiples of the running speed. For
example, considering the 40 Hz peak in the timeetrda can be observed that a
secondary peak in the FFT analysigiof would lie at 60 Hz. This would be the 20 Hz
difference subtracted from the 2X component of 40 H

For the next set of plots, the rotor speed widiage set to 20 Hz. However, a

simulated imbalance at 25 Hz will be added andAD® will be set to reject at 25 Hz.
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Figure 6-17 —ﬂ*p for Simulated Imbalance and Spinning Rotor
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Actual Running Speed ~20 Hz

Simulated Imbalance Spee 25 Hz

Simulated Initial Imbalance
Level

Ay 40,000

0.0158 N

ADR Frequency 25 Hz

Time of Imbalance Increase 11.3486 §

Signal to Noise Ratio fof', | 185.4933

Plant Poles -750 250i

Table 6-6 — Parameters for Simulated Imbalance an8pinning Rotor
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Figure 6-18 — FFT of Time Trace for Simulated Imbahnce and Spinning Rotor
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Figure 6-19 — FFT ofﬂ*pfor Simulated Imbalance and Spinning Rotor

Examining figures 6-18 and 6-19, the cause oEttiea frequency components
can be explained. In figure 6-18, once again feegy components of the actual running
speed and its multiples are readily seen. Alsaretis a peak at 50 Hz which is the 2X
component of the simulated imbalance. Inspectidigare 6-19 shows that there is a
major peak at 5 Hz, the frequency difference betvibe rejected frequency and actual
running speed. The next peak is at 15 Hz, whi¢hadifference between 40 Hz
component and rejected frequency. The 35 Hz pedke to the 60 Hz component of the
time trace. The peak at 45 Hz however, could Ipdagxed two different ways. The first

explanation could be that the 5 Hz difference deatito the 2X component of the 20 Hz
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frequency from the time trace and the second eapilamcould be the discrepancy
between the 50 Hz component and the rejected fregueThe rest of the peaks can be
established similarly. Regardless, figure 6-1M§hbowﬂ*p responds dramatically to
the increase in imbalance.

However, as shown in Chapter 5, when two imbaldrempiencies are very close
together, the difference between the secondaryémecy and the rejected frequency will
dominatelj*p. This can be shown by setting the motor speetylated imbalance, and
ADR frequencies to 20 Hz. Because the rotor sjpgeadt exactly 20 Hz, the difference

will appear inﬂ*p. Figure 6-20 shows this effect.
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Figure 6-20 —H',, for Simulated Imbalance and Rotor Speed at 20 Hz
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Actual Running Speed

~20 Hz

Simulated Imbalance Spee

20 Hz

Simulated Initial Imbalance
Level

0.0158 N

Ay

40,000

ADR Frequency

20 Hz

Time of Imbalance Increase

13.3213{

Signal to Noise Ratio faf

185.4933

Plant Poles

-750 250i

Table 6-7 — Parameters foiSimulated Imbalance and Rotor Speed at 20 Hz

Figure 6-20 shows how the motor speed is veryedo0 Hz, but is not 20 Hz

exactly. This induces a dominating low frequertigh magnitude sinusoidal behavior

in ﬂ*p. The imbalance detection in this case must biapeed by observing the

discontinuity in the slope dj*p. Although the change in imbalance shows up in a

different form, it is still readily observable. Aseviously explained, the extra frequency

content is due to sensor runout and the frequenasacteristics oﬂ*p.

It should be noted that the times of the increas@sbalance are known exactly

in all the previous plots. This is due to the féett the simulated imbalance is actuated

with the controller via the program Control Desk.

Although all plots using the experimental rig pegformed for a rotor speed of 20

Hz, the presented results are meant to suppofirtthi@gs in Chapter 5. It is expected
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that higher frequencies would yield similar resulis addition, the frequencies and rotor

speed are kept low for safety reasons.

6.4 — AFRL Rotor Test Rig

For the next set of experiments, a different expental rig was used. This rig
was located and built on site at the Air Force RedeLaboratory at Kirtland Air Force
Base in Albuguerque, New Mexico for research inRAEETS program [6]. The
FACETS (Flywheel Attitude Control-Energy Storagesteyn) program, as described in
chapter 2, used this rig as a means to test th@iaeaontrol and other technologies on
the ground first. Built and configured similarly the one described in sections 6.1 and
6.2, the major difference with this active magnéearing rig was that the air gap is
much smaller. This was a design choice such theduld yield greater stiffness with
less current making it more efficient. Anotherfeliénce was that the rotor was powered
with an air turbine as opposed to an electric mofdris again was a design choice that
allowed the rotor to be spun to higher speeds axdedsed the electrical noise
introduced to the system. One of the down sidesiiog an air turbine was the fact that
it was powered with compressed air as suppliedbybtiilding. Hence, the speed of the
rotor could not be fully controlled since the aiegsure was varied using a simple
mechanical valve. Moreover, any time another lsdducompressed air, the supply to the
air turbine was compromised. Much like an eleatnmtor, the speed of the rotor was
never exactly known.

The controller was designed and implemented by Matras [17] using PID
methods and the aforementioned extension of the A@#rol algorithm as well as
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several error protocols. The system charactesistintl controller design are explained in

great detail in Matras [17] and will not be incladeere since this author's contribution to

the controller on that particular rig was minimal.

Figure 6-21 — AFRL Magnetic Bearing Test Rig

6.4.1 — Test Wheel

The original intent of the AFRL rig for this resel was to have a test wheel
designed and implemented on the rotor to physicafhulate an increase in imbalance.
The test wheel was designed such that a small fballavould sit in a cavity enclosed
within the wheel. At a chosen time, strong actwrathagnets would be moved close to

the side of the test wheel to magnetically atttiaetball toward a chute that extended
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radially out from the center of the wheel. Whea tall was moved in line with the
enclosed chute, centrifugal forces caused by tmasw rotor would then throw the ball
radially out and down the chute until it reachee tlutermost bound. This in turn would
cause an increase in mass imbalance by changirdistaece of the mass from the center
of the wheel. The distance the ball traveled coa@ananipulated by simply screwing in
a threaded end piece that served as the outertoost for the chute. Also, the design
incorporated several threaded holes around therofierence of the test wheel with the
intent of balancing the wheel. Figure 6-22 presentutaway model of the test wheel

which shows how the ball is actuated and desigohvel.

Threaded End Piec
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N
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b
“ _

N\

Figure 6-22 — Cutaway Model of Test Wheel
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The test wheel was originally made out of alumirtenause it was thought that
the material possessed no magnetic qualities. Menyvé was discovered that when the
aluminum wheel was spun up, it actually causegaeallieg force when approached with
a magnet. This was found to be due to eddy cwgfentned in the spinning aluminum
by the magnet. Hence, the wheel was redesignetuldising a plastic material called
Delrin for its high strength, low weight, and comia lack of magnetic properties. This
alleviated the problem completely. A drawing floe itonstruction of the test wheel can

be found in Appendix C of this thesis.

Figure 6-23 — Photograph of Delrin Test Wheel

For testing, two steel imbalance balls were usih @ach being placed in
perpendicular chutes. The steel balls were adluateng two wishbone shaped brackets

that were attached to an ACME screw. When thes bvedire in their initial positions in
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the cavities, one bracket holding four actuatiomgneds was positioned so to attract the
balls toward the flat side of the cavities. Whiea balls were to be magnetically moved,
the ACME screw was turned by hand which moved itis¢ hracket away from the side
of the wheel and positioned the second brackehempposite side of the wheel closer.
The second bracket was designed to hold four actuatagnets with opposite poles
facing the wheel. The reasoning behind this waswile the first bracket was close to
the wheel, the balls would be gradually magneti2éthen the second bracket was

moved close to the wheel, the opposite polarity ldidxelp cause the balls to be attracted

toward the chutes. Figure 6-24 shows the initighlvone bracket actuator.

Figure 6-24 — Initial Wishbone Bracket Actuator Degyn
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It was found after some initial tests that theoselcbracket was not quite
magnetically strong enough to pull the balls towsdtte chutes. The second bracket was
then redesigned and built such that it would hadthtemagnets. The magnets used in
these brackets were chosen to be neodymium malgeedsise of their high magnetic
properties and relatively small size. Figure 6sBbws a photograph of the AFRL test rig

with the test wheel and wishbone bracket actuatptace. In this photograph, the rotor

IS spinning.

Figure 6-25 — ARFL Magnetic Bearing Test Rig with Bst Wheel and Wishbone
Bracket Actuator
After several tests, it was found that the testelltould only operate correctly in

a range of speeds between approximately 40 to 60Atslower speeds, the centrifugal
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forces were not great enough to throw the ballsrdthe chutes because of the strength
of the magnets. At higher speeds, the magnets uverkle to pull the balls to the chutes
because the centrifugal forces caused increaskugratsistance between the steel balls
and the wheel. Another observation was that tkedpf the rotor changed when the
second bracket approached the wheel due to thegtiagmeraction between the
magnets and the steel balls. Regardless, theviestl was considered successful and

useful with in this range of speed.

6.4.2 — Experimental Results

The experiments performed using this test rig @leith the test wheel predates
many of the simulations shown in Chapter 5. Afsoce the rig was located in
Albuquerque, New Mexico, it had limited availahylib the Auburn University research
team. The speed of the rotor was measured udexghameter which can be seen at the
end of the rotor in figure 6-25. Although the tanteter gave an approximate speed, it
was not accurate enough to determine an adequaifAdguency. Due to these factors,
several ADR frequencies were added to the contrbtdeing to at least cover a range of
speed at which the rotor was spinning. Differeaities were used for different
experiments. Some experiments used frequenciesdkiared a range at the
approximated running speed and others experimeets fiequencies that covered ranges
at the running speed and its 2X component. Atithe of these experiments it was
unknown hovuj*p reacted to additional ADR frequencies. Althoulgd imbalance is
only slightly detectable in the given plots by kotg the discontinuity in the slope of
ﬂ*p, the results do indeed support the simulatiorikénater part of section 5.2.6.
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It should be noted that since the controller wesighed and implemented by
someone other than this author, the values fowighting matricesi\c andAy, will not
correspond with all the previous experiments. Almrause of the nature of the PID
controller, the poles were not placed in a statesgense and PID gain values were not
recorded. Moreover, the time of the increase ibalance will not be known exactly
since there was no way to document this with therotier other than visually detecting
it with ﬂ*p. The plots below are for an approximate runnimgesl of 60 Hz and thg*p

data is taken at the ADR frequency of 60 Hz.
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Figure 6-26 — Time Trace for AFRL Magnetic BearingTest Rig with Test Wheel at
~60 Hz
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Actual Running Speed
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ADR Frequencies

Table 6-8 — Parameters for AFRL Magnetic Bearing Tet Rig with Test Wheel at
~60 Hz
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Figure 6-27 —ﬂ*pfor AFRL Magnetic Bearing Test Rig with Test Wheelat ~60 Hz
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Examining figures 6-26 and 6-27, it can be seanttie time trace gives no
indicator of the time when the balls were actuatdowever, thé_-l*p plot shows the
characteristic discontinuity in the slope of theveubetween 17 and 18 seconds. Itis
also observed that the dominant sinusoidal frequehkl , becomes smaller as the time
progresses. By examining a plot of the rotor spegdhe tachometer, it can be seen that
the speed does indeed increase causing the fregddfezence between the 60 Hz ADR
frequency and the running speed to decrease. dg@8 shows a plot of the tachometer
signal. Once again, this data corresponds verywit the simulations found in Chapter

5.
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Figure 6-28 — Time Trace of Rotor Speed for AFRL Mgnetic Bearing Test Rig with
Test Wheel at ~60 Hz
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The tachometer plot doesn't specifically prove tha rotor speed changes
because of the magnetic interaction between the @adl the magnets, but it does give
evidence that supports it. Since any and all presshanges in the compressed air
supply to air turbine affects its speed, this carddainly be a cause of the change.
However, it is probably not simply coincidentaltiize rotor sped up as the bracket with

eight magnets was driven closer to the test wheel.
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Figure 6-29 — FFT ofﬂ*p between O - 8 Seconds for AFRL Magnetic Bearing Tes
Rig with Test Wheel at ~60 Hz
An FFT analysis was performed ﬂng for the time between 0 and 8 seconds
since that was the span of time that the rotorédgé®yed somewhat constant. The plot

of the FFT results was scaled so that the majdk peabout 0.7 Hz could be seen. This
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peak does indeed account for the difference betweeaverage speed of 59.3 Hz and
the 60 Hz rejected frequency.

Unfortunately, the only usable data with the tséel is the above experiment.
Three distinct experiments were run using thewdstel at speeds of 40, 50, and 60 Hz.
The balls did not actuate properly with the 40 HMpeximent, and the 50 Hz experiment
did not show any characteristics of increases tvalance by examining*p. Other
experiments were ran using controller simulatedalaces but will not be included here
as the results were similar to those from the atiger

As previously mentioned, the affects of multiplBR frequencies had not been
thoroughly investigated at that point and the disatiages were unknown. Also, the
time available for performing the experiments wasnimited and there was no chance

to examine the results in detail and perform atipfoup experimentation.

6.5 — Response Time

The time it takes foH ,, to respond to an increase in imbalance can bedfoun
using a variety of methods. For the sake of siaitplithe times reported here will be
found by simply detecting thih*p exceeds some bound. This bound will be set as the
maximum value oH", before the simulated imbalance is activated. Simi#l not be
found forﬂ*IO in figures 6-20 and 6-27 due to their sinusoiddlre. In Chapter 1 of this
thesis, it was proposed that the imbalance coudipty be detected within a single
revolution of the rotor. Table 6-9 on the follogipage shows the time of the actuated

imbalance, the timel", crosses the set bound, and the difference bettheem The
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table will also show the simulated running spekd,time it takes for one revolution at

that speed, and the percentage of one revolutiakeis for the imbalance to be detected.

HC | Simulated] Time of Time of Time of
—p .

Running One Imbalance| Imbalance

Curves| gpeed | Revolution| Increase | Detection

Detection
Time

Figure

6-7 20 Hz 0.05s 16.4948 $ 16.5154s 0.020

Figure

6-9 20 Hz 0.05s 20.1204 20.2078 s 0.087

Figure

611 20 Hz 0.05s 147500 14.7783s 0.028

Figure

612 25 Hz 0.04s 11.9412 11.9793s 0.038

Figure
6-17

25 Hz 0.04s 11.3486 $ 11.443(Q0s 0.094

Table 6-9 — Time Responses of Experimentﬂ*p Plots

Examination of the table above shows that for Isiginal to noise ratio$] , can
indeed respond in less than one revolution. Eviémdecreased signal to noise ratios or
additional excitations with magnitudes much higtien that of the increasing simulated
imbalance, the response timel-_b*t) is still within 3 revolutions. These results afe
course for low speeds, but the results can ceytamlextended to higher speeds. Better
methods for detecting the increase in imbalanck M/’ip would surely decrease the
detection time. However, it is beyond the scopthsfthesis to thoroughly examine such
methods. The methods used here are meant to prowigt a basic idea of detection
time.
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CHAPTER VII

CONCLUSIONS AND RECOMMENDATIONS

7.1 — Conclusions

There are different methods of attempting to datebalance increases
associated with flywheels on active magnetic begsrinOne such method uses algorithms
that detect boundary crossing in time traces. Algh this method may be effective to
some degree, the results discussed in both Chdptard 6 shows that small imbalance
changes can not always be detected through thettaoe, especially with noisy plots.
However, it has been presented that the technigaek as adaptive disturbance
rejection can have many positive effects on vibrasuppression. Not only can the
technique effectively suppress vibrations at spetifrequencies as presented in Matras
et al. [15, 16, and 17], but increases in the ntagdeiof vibration, such as an imbalance
change, can be detected easier and more efficiwittiyj*p than by examining time
traces of rotor vibration.

The method of detecting imbalance changes H_WTHhas also been shown to be
fairly robust, especially when specifying only ohBR frequency to reject. In many
cases, the rotor speed may not be known exactiys does impede the vibration
suppression element of the ADR, but it does nohghahe ability to detect changes in

the magnitude of the imbalance. Many scenariascidna affect the response@?p have
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been researched. It was found that additional iamze frequencies and additional ADR
frequencies have the most adverse effedj*gnespecially when the additional
frequencies are very close to the specified ADRUesncy and/or primary imbalance
frequency. However, it was also shown that wissthtypes of scenarios, the change in
imbalance was still detectable to some degrewiastconcluded that the ADR was most
effective in suppressing vibrations and respontinighbalance changes when only one
frequency was specified to be rejected. Moreabeat, frequency should be the exact
speed of the rotor. When this is the case, not cah the ADR give the maximum
vibration suppression, btjp can react to perturbations in the imbalance lext the
utmost efficiency.

It should be mentioned that the speed at wﬂ*qh:an respond to changes in
imbalance levels with high signal to noise ratiod ow speeds was found to be within
one revolution of the rotor. Although noise daedeied filter intdj*p and affect the
detection time, imbalance changes with low sigaaldise ratios were still detected
within a few revolutions. It is certainly possititeat even at very high rotor speeds,
detection time Via_‘l*p can be short enough to enact safety proceduresdahahut down
a flywheel system safely.

Overall, this research effort was successful. @&kmgerimental results found in
Chapter 6 match the simulations presented in Ché&ptery closely. This proves the
validity of the linearized model as derived in Ctea8. This also shows how the
controller presented in Chapter 4 effectively fiotite bearing, ensuring stability and
allowing for changes in simulated or actual rotobalance to be detected quickly and
efficiently.
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7.2 — Recommendations

Although much time and effort has gone into tleisearch, there are aspects and
characteristics of the adaptive imbalance detegan that need further research
consideration. The systems of equations showhapter 5, equations 5-2 through 5-4,
5-5 through 5-7, and 5-8 through 5-10, should Bered and closed form solutions
found. Not only would this analytically show thesulting frequencies iﬂ*p, but would
also allow one to analytically prove stability bEtADR for those particular scenarios.

It would also be useful and insightful to condoire experimentation with the
test wheel described in Chapter 6. Due to a la¢kn, limited experimentation with
the AFRL facility was done. Itis suggested thats the test wheel gives a more
physical representation of changes in mass imbealdature experiments with the
flywheel should include changing the parameigr,and examining the effects of
multiple ADR frequencies further as well as usimfya single ADR frequency.

Other future work could also include researchhmgéxtensions made to the ADR
technique as found in Matras [17] and determinfre;yd how they might affect the
outcome oH’p. All simulations and experimentations with exéeptof the AFRL rig
neglect the5, component of the ADR. The controller used onAR&L rig utilized the
adaptive gainGy.

Finally, research should be done in the area e¢ldping better algorithms to
detect discontinuities in the slopet#f,. Results have shown thdt, can take on fairly
straight lines or high amplitude, low frequencyusioidal paths. Developing better
algorithms would not only allow for the charactéas of a change in imbalance to be

tracked easier, but also decrease detection time ewore.
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APPENDIX A

COMPUTER SIMULATION CODE

Appendix A contains the block diagrams createthéprogram Simulink used to
produce the simulations described in Chapter SomBeeach simulation, the model runs
an m-file called state_space_setup LRSR_magbeawingzh defines all of the
parameters and variables used in the model. THikens included as well as another m-
file called imbalance_fft_analysis which was usedun FFT analyses on the various
time traces anﬂ*p plots. Descriptions of each of the blocks carfidomd in the back of
this appendix.

The blocks in the Simulink model with dropped shasd are subsystems which
are shown on subsequent pages. All parameterandbpcks are labeled and their
values can be found in the m-file state_space_se®RBR_magbear_real. The outputs
of the model go to scopes, which can view the dastduring the simulations, and output
blocks. These output blocks allow for the dathdawritten to files and processed by
Matlab. The lines connecting the various blocksehaumbers associated with them.
These numbers indicate the size of the vectorsimgrio and from each block.

Filename: imbalance_plant_real.mdl

Simulation Parameters

Start Time: 0.0
Stop Time: 20.0
Solver Type: Fixed-Step, ode4 (Runge-Kutta)

Fixed Step Size: 0.0001

Model Callbacks
Model Initialization Function: state_space_setupSERmagbear_real
Simulation Start Function: state_space_setup_LR&gbear real
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Description of Simulink System and Subsystem Blocks

imbalance_plant_real

o This block diagram creates a state space withebovs as defined in the
m-file state_space_setup LRSR_magbear real.

0 The outputs are branched off. One branch sendsutipeits through a
block that divides the readings by the sensor gaithe four output
vectors can be read in meters.

o0 The second branch sends the outputs through ddraraion matrix that
transforms the 2-translational, 2-rotational cooatie system into a 4-
translational coordinate system which are then tgetiite control block.

o The control voltages output by the controller gt so that one branch
sends the control voltages back to the estimatditiaa other branch
proceeds to the integral control block.

0 The output of the control voltage splitter is muxeth the
imbalance/gravity vectors and sent back to the space block as inputs

imbalance_plant_real/Controller-ADR(Model Plant)
o0 This subsystem sends the inputs to the state detitack and the ADR
block
0 The output of the state estimator is multipliedtsy control matrix, K and
is then added to the output of the ADR block.

imbalance_plant_real/Controller-ADR(Model Plant}iEstor
0 This subsystem is the state estimator as desanb@Hbapter 4.

imbalance_plant_real/Controller-ADR(Model Plant)/RD
0 This subsystem feeds the inputs throughGhandH, subsystems along
with the outputs of the subsystem Phi.
0 The outputs 06, andH, are added together and sent out.

imbalance_plant_real/Controller-ADR(Model Plant)/RI[5p Subsysteml1
0 This subsystem divides the inputs by the sensaor @ad then manipulates
them as described in Chapter 4.

imbalance_plant_real/Controller-ADR(Model Plant)/RIPhi
o This subsystem creates the disturbance vectorssasibed in chapter 4.

imbalance_plant_real/Controller-ADR(Model Plant)/RIHp Subsystem1
0 This subsystem takes the input vectors from thé&ipos and Phi and
manipulates them as described in Chapter 4.
0 The output of the integrator is sent to anothecklo obtairij*p as
described in Chapter 5.
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imbalance_plant_real/Controller-ADR(Model Plant)/RIHp Subsystem1/Hp
Viewer
0 This subsystem manipulates the outputs of the iategfrom the Hp
Subsystem1 block to obtahh*p as explained in Chapter 5.

imbalance_plant_real/Imbalance-Gravity Generator
0 This subsystem creates the imbalance and grauvityrsederived in
Chapter 3.

imbalance_plant_real/Integral Control
o0 This subsystem performs the integral control onctivérol voltages as
described in Chapter 4.

imbalance_plant_real/CV Splitter

0 This subsystem splits up the four control voltagies sends out eight
outputs as described in Chapter 4.
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% state space setup LRSR_magbear real.m
% Simulink Plant variables

% 6/6/05

% Kelly Barber

clear all

close all

%o-----------m-mm-- variable intitialization------—--------------------
N=90; %number of turns per pole
mu=pi*4e-7; %permeability of free space
Ag=1.176e-3/2; %CS area per pole (m"2)

g=0.25e-3; %air gap (m)

M=5.414637; %mass of wheel and rotor (kg)(fromdsetige)
m=0.001; %mass of imbalance (kg)(estimated)
Ka=1.2; %amplifier gain (A/V)

Ks=23610; %sensor gain (V/m)

Ip=0.004903; %moment of inertia (principal)-kg-mf&m solid edge)
1t=0.044950; %moment of inertia (transverse)-kg2n{ftom solid edge)
L1=0.090805; %length of bearing one to flywhee) (m
L2=0.090805; %length of bearing two to flywheel)(m
G=9.81, %gravity (m/s”"2)

vb1=1.2; %bias voltage 1 (v)

vb2=1.2; %bias voltage 2 (v)

vb3=1.2; %bias voltage 3 (V)

vb4=1.2; %bias voltage 4 (v)

vb5=1.2; %bias voltage 5 (V)

vb6=1.2; %bias voltage 6 (v)

vb7=1.2; %bias voltage 7 (V)

vb8=1.2; %bias voltage 8 (v)

ibl=vb1*Ka; %bias current 1 (A)

ib2=vb2*Ka, %bias current 2 (A)

ib3=vb3*Ka, %bias current 3 (A)

ibd=vb4*Ka, %bias current 4 (A)

ib5=vb5*Ka,; %bias current 5 (A)

ib6=vb6*Ka, %bias current 6 (A)

ib7=vb7*Ka; %bias current 7 (A)

ib8=vb8*Ka, %bias current 8 (A)

z=2*mu*Ag*N"2;  %from EM force equation
Kplx=z*(ib1"2+ib2"2)/g"3; %position stiffness
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Kp2x=z*(ib3"2+ib4"2)/g"3;
Kply=z*(ib5"2+ib6"2)/g"3;
Kp2y=z*(ib7"2+ib8"2)/g"3;

Ki=z/g"2; %current stiffness

Kg=1.5; %integral gain

tau=1/3000; %time constant

w=50*(2*pi); %omega((Hz)*2*pi=(rad/sec))

theta=0; %imbalance term theta

d=0.002; %imbalance term d(m)

%o-----mmmmmmm e end variable initializatioR---------------------
D modeled plant--------------=--mmemmmmmmme-

% states follow as such
% [[X]

% [Y]

% [alpha]

% [beta]

% [X(dot)]

% [Y(dot)]

% [alpha(dot)]

% [beta(dot)]

% [Ib1*I1-1b2*12] x1
% [Ib3*I3-1b4*14] x2
% [Ib5*I5-1b6*16] y1
% [Ib7*I7-1b8*18]] y2

A=[zeros(4,4),eye(4,4),zeros(4,4);

(Kz1x+Kz2x)/M,0,(L1*Kz1x-L2*Kz2x)/M,0,0,0,0,0,KM,Ki/M,0,0;
0,(Kzly+Kz2y)/M,0,-(L1*Kz1y-L2*Kz2y)/M,0,0,0,®@,0,Ki/M,Ki/M;
(L1*Kz1x-L2*Kz2x)/1t,0,(L1"2*Kz1x+L2"2*Kz2x)/1t,0,0,0,0,w*Ip/It,

L1*Ki/It,-L2*Ki/1t,0,0;

0,-(L1*Kz1ly-L2*Kz2y)/1t,0,(L1"2*Kz1y+L2"2*Kz2yY)It,0,0,-w*Ip/It,0,0,0,

-L1*Ki/It,L2*Ki/It;
0,0,0,0,0,0,0,0,-1/tau,0,0,0;
0,0,0,0,0,0,0,0,0,-1/tau,0,0;
0,0,0,0,0,0,0,0,0,0,-1/tau,0;
0,0,0,0,0,0,0,0,0,0,0,-1/taul;

B=[zeros(8,4);
(ibl+ib2)*Ka/tau,0,0,0;
0,(ib3+ib4)*Ka/tau,0,0;
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0,0,(ib5+ib6)*Ka/tau,0;
0,0,0,(ib7+ib8)*Ka/taul;

C= [Ks*eye(4,4),zeros(4,8)];

D= zeros(4,8);

sys=ss(A,B,C,0);
P1=-1000+250i;
P2=-1000-250i;
P3=-6000;

pole=[P1, P2, P1, P2, P1, P2, P1, P2, P3, P3,R3, P %close loop poles (repeated)

K=place(sys.a,sys.b,pole); %controller gain
L=place(sys.a',sys.c',4*pole)’; %observer/estimgéon
T=[10L10; %transition matrix [x1,x2,y1,y2]'=T¥|y,alpha,beta]’

10-L20;

010-L1;

010L2];
%o-------=---mmmm- end model control code--------------------mneneoeo-
%0---------=-=-mnmnmmmo- end modeled plant--------—--------------one--
%o---------=-=-mnmnmmmo- real plant---------------— e

% states follow as such
% [[X]

% [Y]

% [alpha]

% [beta]

% [X(dot)]

% [Y(dot)]

% [alpha(dot)]
% [beta(dot)]
% [I1]

% [I2]
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% [I3]
% [14]
% [I5]
% [I6]
% [I7]
% [I8]]

Areal=[zeros(4,4),eye(4,4),zeros(4,8);
(Kz1x+Kz2x)/M,0,(L1*Kz1x-L2*Kz2x)/M,0,0,0,0,001*Ki/M,ib2*Ki/M,ib3*Ki/M,

ib4*Ki/M,0,0,0,0;
0,(Kzly+Kz2y)/M,0,-(L1*Kz1ly-L2*Kz2y)/M,0,0,0,@,0,0,0,ib5*Ki/M,ib6*Ki/M,

ib7*Ki/M,ib8*Ki/M;
(L1*Kz1x-L2*Kz2x)/1t,0,(L1"2*Kz1x+L2"2*Kz2x)/1t,0,0,0,0,w*Ip/It,ib 1*L 1*Ki/It,

ib2*L1*Ki/lt,ib3*-L2*Ki/lt,ib4*-L2*Ki/It,0,0,0,0;
0,-(L1*Kz1ly-L2*Kz2y)/It,0,(L1"2*Kz1y+L2"2*KZz2yY)It,0,0,-w*1p/It,0,0,0,0,0,

ib5*-L1*Ki/It,ib6*-L1*Ki/t,ib7*L2*Ki/It,ib8*L2*Ki/  It;
zeros(8,8),-1/tau*eye(8,8)];

Breal=[zeros(8,8);
Ka/tau,0,0,0,0,0,0,0;
0,-Ka/tau,0,0,0,0,0,0;
0,0,Ka/tau,0,0,0,0,0;
0,0,0,-Ka/tau,0,0,0,0;
0,0,0,0,Ka/tau,0,0,0;
0,0,0,0,0,-Ka/tau,0,0;
0,0,0,0,0,0,Ka/tau,0;
0,0,0,0,0,0,0,-Ka/taul];

Gamma= [zeros(4,5);
0,m,0,1,-sin(pi/4);
m,0,1,0,-cos(pi/4);
0,0,0,0*0,0;
0,0,0*0,0,0;
zeros(8,9)];

Creal= [Ks*eye(4,4),zeros(4,12)];
Dreal= zeros(4,13);
%initial=[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0];%cempesition(lt-1p)*w"2

%resting position
initial=[-0.25e-3*sin(pi/4),-0.25e-3*cos(pi/4),00,0,0,0,0,0,0,0,0,0,0];



% imbalance_fft_analysis.m
% 6/7/05
% Kelly Barber

ss1=3; %sample start time
$s2=20; %sample end time

%

p=2712; %fft sample - power of 2

dT=0.0001; %sample rate

nl=(ssl/dT+1); %sample start point
n2=(ss2/dT+1); %sample end point

z=fft(SumHp(1,n1:n2),p);  %fft of simout(:,#)
f=(1/dT)*(0:(p/2))/p; %frequency in Hz.
m=abs(z); %magnitude

figure, plot(f,m(1,(1:(p/2)+1))), title(‘fft - X,
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APPENDIX B

EXPERIMENTAL CONTROL CODE

Appendix B contains the block diagrams createfimulink to control the
experimental rig as described in sections 6.1 akd Bhis model is initialized by the m-
file Omnicode_setup2, compiled through the reakétinorkshop in Matlab, and then
uploaded to the external processor dSPACE. Sadtealied Control Desk allows for the
manipulation of variables in the Simulink model adldws the user to save time traces
and other signals. Included in the back of thip&udix is the m-file called
omnicode_setup2.m and a description of the vai®uomilink subsystems. The FFT
plots as seen in Chapter 6 are done using the R&ysas m-file given in the previous
appendix.

Filename: The_Omnicode2.mdl

Simulation Parameters

Start Time: 0.0
Stop Time: 10800.0
Solver Type: Fixed-Step, Discrete(no continuoases)

Fixed Step Size: 0.0001

Model Callbacks
Model Initialization Function: Omnicode_setup2
Simulation Start Function: Omnicode_setup2
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Description of Simulink System and Subsystem Blocks

The_Omnicode2
o This block diagram serves as the controller forative magnetic bearing
described in sections 6.1 and 6.2.
o The inputis fed from the dSPACE analog to digiiahverter.
o0 The output is sent out through the dSPACE digdalralog converter.
o0 The switch voltage is sent through a logical opertad determine if the
control voltage will be sent out or not.

The_Omnicode2/AD Conv
0 This subsystem takes in the inputs from dSPACE({ipheals them by 10,
and then splits off the signal from the switch.

The_Omnicode2/Position
0 This subsystem takes the six position readings fra@rproximitors and
multiplies them by the Adjust matrix to obtain faueaning position
readings.
o0 There is a calibration block for calibrating thespion signals as needed.
o The four position vectors are then divided by thessr gain and
multiplied by the Collocation matrix to adjust foollocation issues.

The_Omnicode2/Controller-ADR(Model Plant)
o This subsystem takes the inputs and feds thenthetstate estimator and
the ADR block.
o The position inputs are combined with the estimatdcities and then
multiplied by the control matrix, K.
0 The output of the ADR block and the control matane added together.

The_Omnicode2/Controller-ADR(Model Plant)/Estimator
0 This subsystem estimates the states as descril&thjoier 4.

The_Omnicode2/Controller-ADR(Model Plant)/ADR
0 This subsystem takes the position inputs and thgubof the subsystem
Phi and feeds them into ti& andH, subsystems.
0 The output of thé&, andH, subsystems is added together and sent out.

The_Omnicode2/Controller-ADR(Model Plant)/ADR/Phi
o0 This subsystem creates the disturbance vectothdoADR as described
in Chapter 4.

The_Omnicode2/Controller-ADR(Model Plant)/ADR/GplSystem1
0 This subsystem performs the mathematical operatisrtescribed in
Chapter 4.
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The_Omnicode2/Controller-ADR(Model Plant)/ADR/HptSystem1
0 This subsystem takes the positions and disturbaecters and performs
the mathematical procedures as described in Chépter
o0 The output from the integrator is fed into the Sein$quares block to
obtainH .

The_Omnicode2/Controller-ADR(Model Plant)/ADR/Hpl&System1/Sum of
Squares
0 This subsystem performs the necessary operatiomistdadnﬂ*p as
described in Chapter 5.

The_Omnicode2/Integral Control
0 This subsystem performs the integral control asaéxed in Chapter 4.
0 The switch value resets the integrator when thécbws off

The_Omnicode2/Imbalance Generator
0 This subsystem creates the imbalance vectors aslssin Chapter 3.
0 The subsystem is setup so that the imbalance ptgessich as
frequency, mass, initial distance and angle, arzhlance activations can
be manipulated on-line by Control Desk.

The_Omnicode2/Imbalance Generator/d Ramp
0 This subsystem allows the user to utilize ContresPto manipulate
translational imbalance parameters such as finasrdestance and the
ramp time of the imbalance increase.

The_Omnicode2/Imbalance Generator/Theta Ramp
0 This subsystem allows the user to utilize ContresPto manipulate
rotational imbalance parameters such as final ianizad angle and the
ramp time of the angle increase.

The_Omnicode2/CV Splitter
0 This subsystem takes the final four control voltaged splits them into
eight separate outputs as described in Chapter 4.

The_Omnicode2/DA Conv

0 This subsystem takes the eight final control vatagnd passes them
through a saturation block.

o0 The voltages are then either multiplied by 1 oefehding on the switch
value.

o The voltages are finally fed through separate g@inthe option of
canceling them individually, multiplied by 0.1, atiten sent to the
dSPACE digital to analog converter.
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% Omnicode_setup2
% Plant variables

% 6/6/05

% Kelly Barber

clear all

close all

%p-------=mmmmm e variable intitialization------—---------=-=-=------
N=90; %number of turns per pole
mu=pi*4e-7; %permeability of free space
Ag=1.176e-3/2; %CS area per pole (m"2)
g=0.25e-3; %air gap (m)

M=5.084, %mass of rotor (kg)

m=0.001; %mass of simulated imbalance
Ka=1.2; %amplifier gain (A/V)
Ks=23610; %sensor gain (V/m)

Ip=0.00000021085;
[t=0.0000054546;

%moment of inertia (principali+kg2 (from solid edge)
%moment of inertia (transversej¥Kg (from solid edge)

L1=0.090805;
L2=0.090805;

Adjust=[0.5 -0.5 0 0 0 0;

001000;

%length of bearing one to flywhee) (m
%length of bearing two to flywheel)(m

0000.5-0.50;

00000 1]

Collocation=[1.188 0 -0.188 0;
01.188 0-0.188;
-0.188 0 1.188 0;
0-0.188 0 1.188];

vbl=1;
vb2=1;
vb3=1;
vb4=1;
vb5=1;
vb6=1;
vb7=1;
vb8=1;

ibl=vb1*Ka;
ib2=vb2*Ka;
ib3=vb3*Ka;

%bias voltage 1 (v)
%bias voltage 2 (v)
%bias voltage 3 (v)
%bias voltage 4 (v)
%bias voltage 5 (v)
%bias voltage 6 (v)
%bias voltage 7 (v)
%bias voltage 8 (v)

%bias current 1 (A)
%bias current 2 (A)
%bias current 3 (A)

%transforms 6 prox regdimo 4 positions

%deals with collacatissues
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ibd=vb4*Ka; %bias current 4 (A)
ib5=vb5*Ka; %bias current 5 (A)
ib6=vb6*Ka; %bias current 6 (A)
ib7=vb7*Ka; %bias current 7 (A)
ib8=vb8*Ka; %bias current 8 (A)

z=2*mu*Ag*N"2;  %from EM force equation

Kplx=z*(ib1"2+ib2"2)/g"3; %position stiffness
Kp2x=z*(ib3"2+ib4"2)/g"3;
Kply=z*(ib5"2+ib6"2)/g"3;
Kp2y=z*(ib7"2+ib8"2)/g"3;

Ki=z/g"2; %current stiffness

Kg=1.5; %integral gain

tau=1/3000; %time constant

w=0; %omega

%o-=--=-=-=-=nmmmmmnmeee- end variable initializatio---------------------
Yp-=-=-=nmmmmmmmmm e eee modeled plant---------------------mememee-

% states follow as such
% [[X]

% [Y]

% [alpha]

% [beta]

% [X(dot)]

% [Y(dot)]

% [alpha(dot)]

% [beta(dot)]

A=[zeros(4,4),eye(4,4);
(Kz1x+Kz2x)/M,0,(L1*Kz1x-L2*Kz2x)/M,0,0,0,0,0;
0,(Kz1ly+Kz2y)/M,0,-(L1*Kz1y-L2*Kz2y)/M,0,0,0,0;
(L1*Kz1x-L2*Kz2x)/It,0,(L1"2*Kz1x+L2"2*Kz2x)/It,0,0,0,0,w*Ip/It;
0,-(L1*Kzly-L2*Kz2y)/It,0,(L1"2*Kz1y+L2"2*Kz2y)It,0,0,-w*Ip/It,O];

B=[zeros(4,4);
0,Ki*Ka/M,0,Ki*Ka/M;
Ki*Ka/M,0,Ki*Ka/M,0;
0,L1*Ki*Ka/It,0,-L2*Ki*Ka/lt;
-L1*Ki*Ka/lt,0,L2*Ki*Ka/It,0];
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C=[eye(4,4),zeros(4,4)];

D=zeros(4,4);

sys=ss(A,B,C,0);

P1=-750+250i;
P2=-750-250i;
pole=[P1, P2, P1, P2, P1, P2, P1, P2]; % close padgs (repeated)
K=place(sys.a,sys.b,pole); % controller gain
L=place(sys.a',sys.c',4*pole); % observer/estongain
T=[010 -L1; %transition matrix [y1,x1,y2,x2]'=TXy,alpha,beta]’
10L10;
010L2;
10-L20j];
%o-------=---mmmm- end model control code--------------------o-eneeeo-
%0---------=-=-mnmnmmmo- end modeled plant--------—--------------ome-o-
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APPENDIX C

MAGNETIC BEARING AND TEST WHEEL DRAWINGS

The following drawings of the magnetic bearinglascribed in section 6.1 were
made by Alex Matras and can be found in Matras.[T3jose drawings are intended to
provide a general idea of the dimensions and coctsdn of the Auburn University
magnetic bearing. The drawing for the test whesed made by this author and is

intended as a construction drawing.
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Figure C-1 — Drawing of Magnetic Bearing Base HousQ
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Figure C-4 — Drawing of Magnetic Bearing Stator Hosing
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APPENDIX D

EQUIPMENT AND MANUFACTURER INFORMATION

Amplifiers (8)

Copley Controls Corp.

DC Brush Servo Amplifiers
Model No: 42127

Power Supplies (2)

Copley Controls Corp.
Unregulated DC Power Supplies
Model No: 666

Proximitors (6)

Bentley Nevada, Inc.

Series 3300XL 5/8 mm Proximitor
Part No: 330180-50-00

Proximity Probes (6)

Bentley Nevada, Inc.

Series 3300XL Proximity Probes

Part No: 330101-08-16-05-02-00

Motor (1)

Baldor Electric Company
Super-E Industrial Motor
Cat. No: EM3545

192

410 University Ave.
Westwood, MA 02090

Tel:  (781) 329-8200

Fax: (781) 329-4055
http://www.copleycontrols.com

1631 Bentley Parkway S.
Minden, NV 89423

Tel:  (775) 782-3611
http://www.bentleynevada.com

P.O. Box 2400

Fort Smith, AR 72901
Tel:  (800) 828-4920
http://www.baldor.com



Speed Control (1)

Baldor Electric Company
Adjustable Speed Drive
Cat. No: ID15J101-ER

Controller Hardware (1)

dSPACE Inc.
Processor: DS1005
D/A Board: DS2103
A/D Board: DS2003

193

28700 Cabot Dr., Suite 1100
Novi, Ml 48377

Tel:  (248) 567-1300

Fax: (248)567-0130
http://www.dspaceinc.com



