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Abstract

In this work, algorithms have been developed for the design of molecules
corresponding to the optimum performance of a process. The concept of property
clustering has been extended into molecular design based on second and third order
group contribution methods. An algebraic approach has been developed utilizing higher
order molecular groups built from first order groups. The significant aspect of the
aforementioned method is that both the application range and reliability of the molecular
property clustering technique are considerably increased by incorporating second and
third order estimation. A methodology has been developed for incorporating the property
contribution predicted using combined group contribution and connectivity indices into
the design framework in case the property contributions of any of the molecular groups of
interest are not available in literature. For the design of simple mono-functional
molecules, a modified visual approach has been used whereas for the design of more
complicated structures and/or for treating more than three properties a a time, an
algebraic method has been devel oped.

Until now, most reverse property prediction algorithms are based on group
contribution methods. However, a variety of properties can be predicted using
Quantitative Structure Activity/Property Relationships (QSAR/QSPR) models. QSAR
models make use of topologica indices to predict physical properties and biological

activities. In this dissertation, a new algorithm has been devel oped to include topological



index based property models into the reverse problem formulation framework. This
algorithm makes use of the concept of molecular signature descriptors to incorporate a
variety of different topological indices on a common platform. A large number of
environmental, safety and health related constraints can be now investigated as a part of
the integrated process and molecular design. An agorithm for the enumeration of the
molecular structures has been developed with very low degeneracy. In the last part, a
general framework has been proposed to simultaneously integrate process and product
design problems with flowsheet design. This methodology will identify the best candidate
molecules that provide the optimum process performance with minimum energy
utilization. The dissertation concludes with alist of potential areas where more study can

be conducted based on the developed algorithms.
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1. Introduction

The selection of products/product mixtures that give the optimum performance of
a process is a critical issue for a design engineer. The process performance is usually
understood in terms of physical properties and on many occasions, the physical properties
of the product rather than their chemical structure determine the suitability of a specific
product as the input to the process. For example, in the design of a blanket wash solvent,
the primary focus of designer are the solubility parameter, flammability, vapor pressure
etc. of the solvent. Molecular design algorithms generally require target properties to
design the molecules. At the same time, to identify the target properties that give the
optimum process performance, the process parameters are to be considered as well.
Therefore, for obtaining the optimal solution for this type of problem, it is necessary to
have a methodology to represent the product performance in terms of measurable
physical properties and identify the molecule/mixture that gives the property targets
corresponding to the optimum process performance.

In spite of the relationship between the process design and product design
problems, they have been traditionally considered as two separate problems because the
product design part is generally considered as outside the scope of chemical engineering
design. Therefore, the product identified by chemists (without considering the process
design aspects) may not provide the best solution corresponding to the optimum process
performance and this makes the process of identifying the suitable molecule/mixture an

iterative process. Therefore, on most occasions, the chemists try to design the product



based more on expert knowledge, trial and error, heuristics and experimentation based on
intuition rather than any specific scientific reasoning. The attempts to develop a
procedure to pass the information between the process and product designer brought
about the development of reverse problem formulations (Eden et al., 2004).

The conventional way to treat a combined process-product design problem was
through mathematical modeling. This approach considers the molecular design as an
optimization problem. The objective in such an optimization problem is to minimize the
error between the sought values and the values attained by the current design. The
advantage with this approach is in most of the cases, it is possible to represent the
problem in terms of known mathematical expressions. The system of equations formed
consists of balance equations, constraint expressions and constitutive equations (Russel et
al., 2000). The non-linear nature of the constitutive equations, which is often the case
with most structure-property relationships, makes it difficult to obtain convergence
during the computational stages. In such cases, by following decomposition techniques,
the values of a subset of intensive variables are determined that match the required
property targets. This can be considered as the reverse of a property estimation problem.
The target properties are estimated by solving a reverse simulation problem, where for
the given values of design and input variables, the desired range of property values can be
obtained (Gani & Pistikopoulos, 2002).

The reverse problem formulation decouples the complicated property models
from the system of equations and the conventional forward problem can be divided into
two reverse problems. The first reverse problem solves the balance and constraint

equations in terms of properties to provide the design targets. The second reverse



problem then solves the constitutive equations to identify the operating
conditions/products to match the property targets set from the first reverse problem.
Decoupling the constitutive expressions from the system of equations makes the system
linear and achieving convergence is easier. In this way, the reverse problem formulation
(RPF) lowers the complexity of the problem without compromising the accuracy (Eden et
al., 2004).

The RPF provides a property-based platform to link process and product design
problems since the process performance can be represented in terms of the properties, and
the properties form the input to an molecular design problem. However, such an
algorithm can be followed only if there is a way to track the properties. The concept of
property clustering provides the necessary tools to track properties. Property clustering
techniques have recently been extended into molecular design to develop molecular
clusters that allow the molecular groups to be combined to match a set of target
properties (Eljack et al., 2007). The property models available in group contribution
methods formed the link connecting the molecular structure and properties in the above-
mentioned algorithm.

The purpose of this work is to expand the range of applications of the integrated
process and product synthesis approach. The product design part of this approach, even
though it conceptually bridged the gap between process and product design is limited in
terms of its practical applications in its present form. Three major limitations of the
present method are being addressed in this dissertation. The first one is the limitations of
the property models that can be applied in that algorithm. The algorithm by Eljack et al.

(2007) is based on first order group contribution methods. This method provides a good



starting tool in several product design problems. Nevertheless, its applicability is limited
to the design of simple molecular structures because the first order group contribution
method has limited accuracy especially when dealing with polyfunctional molecules and
cyclic molecules. In addition, first order groups cannot capture proximity effects or
differentiate between isomers. A variety of newer group contribution methods tried to
address this issue by considering the effects of the combinations of certain molecular
groups in the chemical structure (Constantinou & Gani, 1994; Marrero & Gani, 2001,
Conte et al., 2008). These combinations of molecular groups are known as higher order
groups. In order to increase the range and applicability of the design, higher levels of
group contribution methods also have to be represented in the cluster domain and
considered in generating molecular structures. However, unlike first order groups, the
second and third order groups are not linearly represented in a molecule. In addition,
since the higher order molecular groups are based on the effects due to the combination
of the constituent molecular building blocks, their effects cannot be predicted before
knowing the complete molecular structure. Therefore, a new agorithm must be
developed for their systematic inclusion into the cluster domain.

In the visual approach developed by Eljack et al. (2007), the number of property
targets has to be three for the smultaneous consideration of process and product
requirements. In their approach, different molecular groups are mixed/combined
according to a set of rules developed to obtain different candidate solutions. However, the
number of properties of interest may be more than three on many occasions. Similarly,
the generation of a complete potential candidate set is very significant for product design

problems because, as mentioned in section three (figure 3.2), there are further stagesin a



product design agorithm after the elimination based on the group contribution based
techniques. Therefore, it is very important to make sure that none of the potential
candidates are overlooked in the initial stages of product design because the possibility
that a molecule not considered could be the optimum candidate based on parameters
other than group contribution method based tools cannot be ignored. Therefore, there
should be a generalized procedure to generate all potential solutions of a problem to
match the given set of property targets.

The motivation to produce more sustainable and environmental friendly
chemicals to meet the consumer needs has increased considerably over the last decade
(Kokossis & Yang, 2009). Therefore, it isimportant to have a systematic methodol ogy to
design chemicals that possess both the consumer specified attributes and environmentally
acceptable characteristics. Most biological and environmental properties are structure
dependent and group contribution techniques are not available or reliable for the
determination of these properties. However, a lot of work has already been done to
categorize atoms or molecules systematically based on their structure and to relate these
assignments to their biological activities and properties. These relationships are termed as
Quantitative Structure-Activity Relationships (QSAR) and Quantitative Structure-
Property Relationships (QSPR) (Kier & Hall, 1986). QSAR and QSPR can provide viable
tools for the determination of many properties from molecular structure information.
However, most QSAR and QSPR techniques are very property specific and thousands of
molecular structural descriptors are now available in literature corresponding to different
properties (Randic & Basak, 2001). In spite of this, very few attempts have been made to

make use of the available QSAR/QSPR relationships to solve inverse design problems.



This is because, compared to the group contribution models, the QSAR/QSPR
relationships have very complicated formulations due to the highly non-linear nature of
most of the topological indices used in developing such relationships. In addition, unlike
molecular groups, there is no one to one mapping possible from the solution of an
optimization problem to the final molecular structures (Visco et al., 2002; Faulon et al.,
2003a). The recently introduced concept of molecular signature description (Visco et al.,
2002; Faulon et al., 2003b) is a potential tool for the reverse problem formulation
techniques explained in chapter 3 of this dissertation. The motivation behind developing
algorithms to introduce signature description into the reverse problem formulation
techniques is that, it is an already proven fact that many molecular descriptors can be
written in terms of their signatures and many such relationships are linear in nature.
Therefore, one single algorithm will have the potential to handle different molecular
descriptors (Visco et al., 2002; Faulon et al., 2003b). In addition, the enumeration of
molecular structures from the solution of an inverse problem is challenging. Even though,
a few stochastic techniques are available to solve this problem (Venkatasubramanian et
al., 1994; Sheridan & Kearsley, 1995; Venkatasubramanian et al., 1995), there have been
very few attempts to solve this problem using a deterministic approach. Therefore, an
algorithm that can solve this type of problems using a deterministic approach would
widen the applicability of reverse problem formulations to a different domain of
problems.

The dissertation has been distributed in six chapters. Chapter 2 covers most of the
background information including details of the nature of process design problems, some

current product design techniques, the basics of group contribution methods, topological



indices and their applications in QSAR/QSPR expressions and a brief description of
molecular signature descriptors and their application to property prediction. The chapter 3
covers the current state of the art in the field of computer aided molecular design, the role
of property models, the concept of reverse problem formulations and the integrated
process and product design framework. Chapter 4 starts with the basics of property
clustering and first order molecular property clusters. Then, it covers the systematic
development of second and third order molecular property operators. The systematic
procedure for the development of an agebraic algorithm for the application of these
operators in the solution of integrated process and product design is also presented. The
next section describes the procedure followed for the introduction of connectivity index
based models into the clustering framework and the steps followed in the devel opment of
an algorithm for their application in solving integrated process and product design. The
developed visual and algebraic approaches are described. In the next section, the
application of molecular signature descriptors in solving molecular design problems is
described. Finally, the general framework to integrate flowsheet design techniques to
process and molecular design problems is presented. Chapter 5 provides four application
examples for the algorithms developed in chapter 4. The first example is a blanket wash
solvent design problem to illustrate the development of higher order molecular groups
and the algorithm for their introduction into an algebraic solution framework. The second
example illustrates the application of the algorithm developed for the introduction of
combined connectivity index/group contribution models into the reverse problem
algorithm. The third example is a simple molecular design problem that shows the

applications of molecular signature descriptors. The fourth example is an integrated



flowsheet and molecular design problem. The last chapter covers the maor achievements
and conclusions from this project and highlights some of the future works that can be
done based on the techniques developed in this dissertation. Most of the group

contribution data and connectivity index data are provided in appendix.



2. Theoretical Background

2.1. Chemical Product Design

Chemical product design is an emerging branch efrebal engineering. In the
past, the development of new chemical productsahvaays been left to chemists and the
chemical engineering community generally focusedtton process design aspects and
ignored all product related issues other than ypuBiue to this, the product design has
always been considered separately from the prodesign with no feedback between
each other. This approach often leads to the geoeraf sub-optimal solutions. In
addition, most chemical products currently in useenbeen developed after scientific
experimentation based on knowledge of existing petslthat has been largely based on
heuristics and expert knowledge. This approachnofitmits the scope of the output
solutions because of the inability to produce namitive solutions. The innumerable
options available for such a methodology ultimatatake this technique researcher
specific and many times based on intuition. Theeefothere is a need for a
comprehensive and systematic methodology for sglpghoduct design problems.

Cussler has classified all the chemical produdis ihree broad classes (Cussler
et al., 2010): commodities, molecular products and peréorce chemicals. Commaodities
are bulk chemicals and the focus of chemical emggehile producing these chemicals
are traditionally on designing the processes taypce them economically. The second
class of chemicals are molecules with specific iappbns like pharmaceutical products,

and the key to market them depends on the spedleodliscovery and the ability to



introduce them into the market immediately afteg thiscovery. In the third class of
products, the value will be added depends on tkeifsp microstructure. The key to the
marketability will be the function and the benefitsat they provide like the flavor a
chemical provides to the ice cream or the shiner&ain polishing material can provide to
the shoe. A summary of the types and focus involuetie different classes of products

are given in table 2.1 (Cusskral., 2010):

Table 2.1: Types of Products

Commodities Molecules Performance
Key Cost Speed Function
Basis Unit operations Chemistry Microstructure
Risk Feedstock Discovery Science

Hill (2009) identified the need for a new mindsdong with new chemical
engineering approaches for the solution of prodiegign problems and termed the
emergence of this field as a new paradigm. Thikeisause, the chemical engineering
community generally ignored product related isswéb the exception of purity. The
process related issues were the only areas oésttéar chemical engineers. The mindset
behind solving the different classes of processigdeproblems follows the same
approach. Here, the focus of design will be oniobtg the process with minimum cost.
The design of a new product however, requires freiit understanding of the profit,
which may not be readily converted into a set ofhmmatical expressions. In order to
successfully solve a product design problem, tlsgaer has to identify both the process

requirements and product specifications and teesyatically generate a finite number of
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potential candidate solutions to satisfy the problequirements. The experimentation
can now be limited to the systematically obtainaddidates because it is not possible to
conduct experiments with all available options.

A chemical product design problem can be statesl flis: Identify a chemical
product (molecule or mixture) that satisfies adfetlesired needs. So, a product design
problem can be considered as an inverse propeztlighiion problem where the attributes
are represented in terms of physical properties{&aD'Connell, 2001).

The purpose of product engineering is not to stlsti the traditional
experimental techniques and/or heuristics followeddesign a molecule. Instead, the
product design engineers aim to systematicallyislibe the numerous unsuitable options
and reduce the search space to a finite set obroptiTherefore, the chemical product
design can be considered as a phase in the oyeoallct development operation that
should precede a well defined experimental progdesign and analysis (Hill, 2009).

Cussler and Moggridge (2001) have identified thiegipal steps involved in a
product design process. Specific to each probleintien strategies are to be developed

in each step:

1. Identify customer needs
2. Generate ideas to meet the needs
3. Select among ideas

4. Manufacture product

11



This framework is a simplified yet generalized esmntation of what product
design is all about. Each step must be defined retaborately for different specific
classes of problems. However, the framework appdied| kinds of problems.

The first step is traditionally considered as addmndled by marketing experts
and chemical engineer’'s tasks usually start froep . However, a recent work has
incorporated the first step as a part of an opttmn framework as shown in figure 2.1
(Smith & lerapetritou, 2009). The motivation behifedming such a customer integrated
approach for product design is the realization,thia¢ driving force for a product-
centered industry is the consumer needs (Stephatagy@003). Smith and lerapetritou
(2009) developed a product design methodology foickvthe inputs are the consumer
inputs and economic criteria. The design probles len formulated as a biobjective
optimization problem that ensures the consumerueémte in design trade-off

considerations.

Product
Requirements
o] . s TRk g I jective
La (_‘“nnsumcr - 2. Attributes Based Models R —— 4. ]\’.hll.ti—n-bjLLtl\L
Preference Identification Optimization

q=fi(x) l(_x]_l;jl:.‘. Design problem
Satisfy constraints
Minimize F
fi=Utg(x))

fo=Cla(x)

Minimize F(x)=(f,(x), f,(x))
suhfect 1o

hix)=0

ax) =0

xe X

Figure 2.1: General Chemical Product Design (S&itarapetritou, 2009)

In addition, chemical engineers are in a betteitjposto refine the understanding

of customer needs because of their ability to a®akyhat is physically possible (Hill,

12



2009). Similarly, once the product to be manufadus finalized, the actual production
of it is more specific to the compound and needisetdreated accordingly. The heart of
the product design problem is steps 2 and 3 anthedpcus of the work in this area has
to be to generate and select among ideas.

Step two has been traditionally performed by ch&smiaccording to the
specifications provided by process engineers ardtygically based on heuristics and
expert knowledge. The compounds they identify iis $tep are analyzed by process
design engineers to decide the suitability of tingpied options in step three. If none of
the options are practical, their conclusions wél $§end back to the chemists for more

options. Therefore, this is an iterative procesgessribed in figure 2.2.

Product design Process-Product design

Computer aided

molecular design
Steps 2 & 3
A

Define needs Process design
Step 1 Step 4

v
Computer aided
mixture design

Steps 2 &3

Figure 2.2: Product Design Steps (Gani, 2004a)
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The computational complexity involved in identifgira suitable molecule with
desirable properties can never be underestimatéloW a systematic approach to track
the specific solutions, the number of potentiautohs will be prohibitively high even
with very restrictive criteria. For instance, ifetlsearch space is limited to all alkane
molecules up to &, there will be 38 million different isomers (Daswh, 2002). As the
number of atoms under consideration increasespuih@er of candidates increases and
results in combinatorial explosion. For examplegref the search restricted to acyclic
molecules with three double bonds, the number rofcgiral isomers for §H;0N203S;
will be 16 million (Contrerast al., 1994)

The traditional approach above points out thatcesithe process and product
design steps are done separately, the productfiddntnay not be corresponding to the
optimum process performance since the product deba&ps been done without the
knowledge of property targets corresponding to db@mum process performance. A
recently developed integrated process and prodagigyd approach ( Eljaddt al., 2007b;
Eljack & Eden, 2008) provides an alternate waydves this problem. This approach and

the various tools used will be discussed latehis dissertation.

2.2. Mathematical Formulation of Chemical Product Design

If the focus of the product is on the macroscopigpprties, the product design
can be considered as a combination of moleculagrlesd mixture design (Achengét
al., 2003). All different types of product design plerbs can be represented using the

following set of generalized mathematical expressiGani, 2004a).
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Foy =MaxCTy+ f (x)} 2.1)

h(x)=0 (2.2)
h,(x) =0 (2.3)
h(xy)=0 (2.4)
, <g,(0) <y, (2.5)
|, <g,(xy)<u, (2.6)
|, < By+Cx<u, (2.7)

In the above expressionsis the vector of continuous variables like frantio a mixture,
flowrates etc.y is the vector represents the presence or absdrecgroup, compound,
operation, etc.h; (x) is a set of equality constraints correspondingpttocess design
specifications,hy(x) is a set of equality constraints correspondingptocess model
equations,hz(x, y) is a set of equality constraints related to muali@c structure
generation, mixing rules for properties, eic(X) is a set of inequality constraints related
to process design specificatiogsX, y) is a set of inequality expressions corresponding
to specific problems related to the product desagd f(x) is the vector of objective
functions. For process design problerifg) will typically be a non-linear function and
for an integrated process and product design pmolfie) typically represent more than
one non-linear expression. B and C represent th&ixmeontaining fixed data in

constraint defined by eq. (2.7).
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Depending on the specific nature of the problemmesoor all of the

equations/constraints listed above may be use@wAdifferent types of product design

problems are as follows (Gani, 2004a):

1)

2)

3)

4)

Satisfy only the constraint in eq. (2.6): A prodwgsign problem based on a
database search. Here, the objective would beemwtifgt from the dataset, the

compounds matching the property constraints. H#re, molecular structure

generation or the application of property modelsasnecessary.

Satisfy constraints in egs. (2.4) and (2.6): Hehe molecular structures are
generated on the basis of property model in ed) @ibject to the constraints in
eg. (2.6).

Satisfy the objective function and constraints gs.e(2.4) and (2.6): In this

problem, the optimum molecular structure has belemtified according to the

objective function given in eq. (2.1) subjectedhe product design constraints in
ed. (2.6). The property model given in eq.(2.4)ised to generate the molecular
structure. However, there is no guarantee thasthation obtained is an optimal

solution because of the non-linear equations thastitute the property models in
eg. (2.4).

Satisfy all the constraints: This type of problemsntifies the set of products

corresponding to the process requirements. Therefiis is a simultaneous

process-product design problem. This will genefassible, but not necessarily
optimal solutions because of the non-linear natdirdne property models in both

process and product design specifications.
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5) Solve all the equations: This is an integrated @seeproduct design problem. The
non-linear nature of the objective function and pinecess model equations will

make this a complex mixed integer non-linear progreng (MINLP) problem.

In all these kinds of approaches, the propertiiseeineed to be provided or
predicted through property models (Achediel., 2003). Therefore, except for the first
type of product design problems, the applicatiamgeaof any developed product design
methodology is limited to the accuracy of the imaal property models. Therefore, the
success of product design methodologies will defmemnthe included property constraints

and the process/product model.

2.3. Types of Propertiesand Estimation Techniques

Gani and Constantinou (1996) proposed a threectessification for different
properties as primary, secondary and functional.
Primary properties Properties that can be estimated from the molecstaucture
variables. Examples include normal boiling poingrmal melting point, heat of
vaporization at 298 K etc.
Secondary properties Pure component properties which are dependent ther o
properties. Examples are solubility parameter, ieas a given temperature, etc.
Functional properties Pure component properties which are dependentmpdrature
and/or pressure. Examples are density, vapor pessothalpy, etc

Apart from these general classifications, there arewumber of high level

performance characteristics, which are difficultetstimate. These kinds of properties
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involve the taste of food products, aroma of frages, various mechanical properties,
etc. Since many of these properties are dynamictlamalesign objectives can only be
specified in terms of a time-evolution profile, timeodeling process will be very

challenging. Different types of hybrid approachem de applied for solving such

problems such as combining molecular modeling withetic phenomena to obtain

prediction accuracy (Ghoshal., 2000).

Depending on the types of target properties ance@&rpd range of accuracy,
different types of property models can be usegfoduct design. Gani and Constantinou
(1996) have proposed the classification of propemgdels shown in figure 2.3.
However, most of the types of models shown in #gR13 are suitable only for forward
problems because of the computational complexitresived in the quantum mechanics
calculations. The semi-empirical and empirical meddso posses many computational
difficulties in a traditional mathematical programmg based approach. However,
different tools have been developed recently tonporate many of such methods into
inverse design formulations (Venkatasubramaregmal., 1995; Camarda & Maranas,
1999; Sahinidiset al., 2003; Papadopoulos & Linke, 2006; Eljack & Ede08;

Solvasoret al., 2009).
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Classification of Estimation Methods
|

Reference Approximate
Mechanical Semi-empirical Empirical
models models models
Quantum mechanics Corresponding States Theory Chemometrics
Molecular Mechanics Topology/Geometry Pattern matching
Molecular Simulation Group/Atom/Bond additivity Factor analysis

QSAR/QSPR

Figure 2.3: Property Estimation Models (Achedtial., 2003)

2.4. Mixture Design
2.4.1. Design of Experiments

Design of experiments (DOE) is a statistical mdtho plan and execute
experiments in a systematic manner so that maximéormmation can be gained from the
experiments. DOE is a potential tool in the fiefdomduct design because, as mentioned
previously, the product design in actual practiepehds heavily on results obtained
through experiments. To develop a model, the Btep is to identify the factors that
affect the variable of interest. In the next stapmnodel is postulated to represent the
effect of the factors on the response of interdsthe variable. The objective is to
optimize the response. In the next step, the exyarial points are placed to which the
model can be fitted. In the final step, the modiquacy is tested. There may be many

iterations until the experimenter decides the amoyrls good enough (Cornell, 2002).
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The accuracy of this method depends on the adegofattye model equation and the
location of the design points. The polynomial modelthe most commonly selected
model to represent a response surface since beaxpanded through a Taylor series to
improve accuracy (Cornell, 2002). Generally, fisst second degree models will be
adequate to represent the surface (Montgomery,)26@fure 2.4 shows one example of
a response surface plot for a second degree mdukwhe responsecorresponding to
the factorsq; andx; are plotted. The fitted first order and seconceoehuations have the

following general form:

y:ﬁo+zu:ﬁixi+g (2.8)
y=25 +ilgixi +iiﬂijxixj te (2.9)

Here,y is the responses andx are the factors affecting the response. Fhe
values are the regression coefficients and the error observed in the response. Note
that, in the second order equation, there is a tsmresponding to the interaction effects

of the factors involved.
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Figure 2.4: Response Surface of the Second OrdeeMo

2.4.2 Mixture Design of Experiments

Mixture design of experiments (MDOE) is an extenspf DOE in which the
factors are the chemical constituents. Thereftwe cbnstituent fractions will sum to one
and every constituent fraction must have a valuerdsen zero and one. Figure 2.5 shows
one example of a mixture design plot where the itlerid a mixture made from the
componentx, X, andxs is plotted. However, this relationship violates gondition that
the factors are independent and random and theiappses a colinearity effect.
Therefore, even though the model can still be uged]l affect the interpretation of the
regression coefficients. However, because of thiglition, it is possible to represent the
mixture data on a simplex. Scheffe developed th& 8implex-lattice designs, which

many researchers consider to be the foundation igfure design (Cornell, 2002).
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According to Scheffe models, the response surfacebe represented in terms of only
the pure component and interaction terms. Howeltez,to the colinearity, the regressors

will not provide the true interpretation of the pudomponent or interaction effects.

X3

Xy X,

Figure 2.5: Mixture Design Plots

In order to address the limitations of Scheffe nedine Cox model (Cox, 1971)
was introduced. Even though the Cox model remadvestlinearities introduced by the
relation between the mixture constituents, it lsatle secondary colinearities introduced
by the constraints in the constituent ranges (Solwat al., 2008). One solution to this
issue may be the use of decomposition techniqiesFrincipal Component Regression
(PCR) and Partial Least Squares (PLS) (Kettanahd\W®92. Applying the property

clustering technique is another way of treating tesue (Solvasoet al., 2008).
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2.5. Group Contribution Methods
2.5.1. Initial Efforts

Computer Aided Molecular Design (CAMD) techniquémve become a
significant part of process and product design bgseaof their ability to predict and
design molecules with a given set of propertieaalllCAMD algorithms, it is necessary
to have a systematic method to evaluate whetherddsggned structures satisfy the
property constraints set by the process from weliréd molecular building blocks.
Therefore, almost all CAMD techniques use groupoution methods (GCM) to verify
whether the generated molecules exhibit the specHet of desirable properties (Harper
et al., 1999). In additive group contribution methodBgnson, 1968; Ambrose, 1978,
1980; Joback & Reid, 1987; Horvath, 1992), a mdkedsi considered as a collection of
various simple groups. The property function of alenule has been estimated as a
summation of the property contributions of all thelecular groups present in the

molecular structure.

f(X) =ZNiCi (2.10)

Here, f(X) is a function of the actual proper¥; C; is the contribution of the
molecular group that occursN; times

These contributions are estimated through regnressib large amounts of
experimental data. Group contribution methods adispensable tools for property
prediction of molecules from their structures esggcwhen the experimental values for

the properties are not available. They are simpl@ yet provide reasonably accurate
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results for many properties. These methods canigeogquick estimates of properties
without much computational complexity and errorori€tantinouet al., 1993). In the
case of simple compounds, GCM can provide accuratels due to the addition of new
functional groups to the existing structure. Dgrimolecular synthesis, this will help to
generate molecular structures that meet a spamibperty in a systematic way from
basic molecular groups (Joback & Stephanopoul 919

However, as the complexity of the molecule increasiee accuracy of first order
GCM becomes less reliable. They generally canngituca proximity effects or
differentiate between isomers (Kehiaian, 1983; Wu S&ndler, 1989, 1991). The
simplified representation of molecular structureaimy of the above-mentioned methods
ignores many of the concepts in organic chemistng guantum mechanics like
resonance, conjugation and various interactionsngngroups (Mavrovouniotis, 1990).
So, several attempts have been made to make the @0M general and reliable
(Fedors, 1982; Reiet al., 1987; Constantinoet al., 1993).

The ABC method introduced by Constantineual. (1993) is of particular
importance. The ABC method is based on the corttdbs of atoms and bonds in the
properties of different conjugate forms of a molacwstructure. Here, the property of a
molecule has been estimated as the linear combmati contributions from all the
conjugate forms of the molecule. However, the gatmmm and enumeration of the
conjugate forms is computationally challenging. ditheless, this method provided the
basis for future methods, which did not requirehsaomputational effort (Constantinou

& Gani, 1994).
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2.5.2. Group Contribution M odelswith Higher Levels

A new GC approach was put forward by Constantiaod Gani (1994) in which
the property estimation is done in two stages.hla approach, two types of molecular
building blocks are defined. The basic level iswnaas first order groups and the next
higher level is called second order groups. Theorsg@arder groups have first order
groups as their building blocks. They essentiadigresent different types of interactions
among the first order groups and the effects ofagemolecular group combinations to
the property of the final molecule. The secondeordroups can provide a better
description of compounds with many functional greand differentiate among isomers.
However, even the second order groups may not leet@lprovide a good representation
of poly-ring compounds and open-chain polyfunctios@mpounds with more than four
carbon atoms in the main chain (Marrero & Gani, D00 herefore, a further level of
molecular groups have been identified and theirp@ry contributions have been
regressed (Marrero & Gani, 2001) for use in grooptigbution methods. The formation
of third order groups is analogous to the secordkrogroups, but the focus is on a
different class of molecular groups. The third erdgoups focus on multi-ring
compounds, fused ring compounds and compoundsmattly functional groups in the
structure. Similar to the second order groupsdthlirder groups also have first order
groups as their building blocks. The property eation model developed in this

approach has the following form:

f(X)=>_N,C +w> M, D, +2) OE, ()1
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Here, f(X) is a function of the actual proper¥; C; is the contribution of first
order groug that occurs\; times,D;the contribution of second order grouthat occurs
M; times andE the contribution of third order grouk that occursOy times in the
molecule. The constantg andz can have values zero or unity depending on howyman
levels of estimation are of interest.

The pictorial representation of the property eation technique using higher
order group contribution techniques has been showiigure 2.6 (Conteet al., 2008).
The properties estimated using this technique bhedcbrresponding property functions
are listed in table 2.2. The universal constantsefich property function are given in
table 2.3. Four properties, for which property filmmes and group contributions are
estimated in two different articles (Constantireiwal., 1995; Conteet al., 2008) up to

second order level, are also included in the taite

Third level
Groups representing large, complex
and multifunctional compounds

Second level
Groups representing conjugates, employed
to distinguish between isomers

First level
Groups representing

simple and monofunctional
compounds

Figure 2.6: Multilevel Approach for Property Estitioa using GC Method
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Table 2.2: Group Contribution Models

Property Property Function Group Contribution Terms
Normal melting pointTm, exfT,/T..) DINTy +> M T, +> 0T,
i i k
Normal boiling pointT, explT, /T, ) SNT + > M T, + > 0T
i i k
Critical temperatureT, exp(T. /T,,) SINTL +Y M T, +>. 0T
i j k
Viscosity, 7 In() Z N7, + Z M7,
I J
Critical volume,V, V., -V, D NV + Y MV, +> 0V,
i j k
Standard Gibbs energ; G, -Gy

Z NGy +Z Mijzj +zOkGf3k
i j k

Critical pressureR,

Z N; Py +ZMch2j +ZOch3k
i j K

Standard enthalpy of H, -H,, D NH i+ MH, +> OH g
i j k
formation,Hs
Standard enthalpy of H,-H, Z NH. . +Z M H,,,
i J
vaporizationH,
Standard enthalpy of H s = H 1o D NH g + > MH o + > OH e
i j k
fusion,Hrs
Acentric factorw exp(w/ a)b -C Z N,w, + Z M, wi,
i i
Liquid molar volumeyVn, vV, —d Z NV ., + Z VIAVAS
i i
Surface Tensiorg o

ZNiUi1+ZMij2
i j
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Table 2.3: Adjustable Parameters in Group Contribution Model

Adjustable Parameter Value

Tmo 147.45 K
Tho 222.543 K
Te 231.239 K
P 5.9827 bar
Pe2 0.108998 baf>
Veo 7.95 cni/mol
Gro -34.967 kJ/mol
Hro 5.549 kJ/mol
Huo 11.733 kJ/mol
Hiuso -2.806 kJ/mol

a 0.4085

b 0.505

c 1.1507

d 0.01211

The application of group contribution based CAMDheiques rely on the
availability of molecular groups and the estimapedperty contributions corresponding
to each group. The properties that can be predirdsdd on the molecular structure alone
are called primary properties and the propertied dan be estimated as a function of
primary properties and molecular structural date aslled secondary properties

(Constantinou & Gani, 1994).
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2.6. Topological Indices and Property Prediction
The chemical structure of a molecule can providet af information about the

properties that it possesses. The information alkalfrom a structural formula includes
(1) total number of atoms (2) number of each typatoms and (3) the bonding between
the atoms. These sets of information enable thetsire to be represented in a graphical
form (Kier & Hall, 1986). The representation of alecule in the form of a graph is the
first step in the development of topological indic&his would allow the conversion of
the structural formula into indices and a potentipbortunity to relate the structure to
properties (Kier & Hall, 1986). Once the chemidalsture is represented in the form of
a graph, a number of graph theoretical matrices lmarformed from the chemical
structure. The most commonly used matrices in dnmétion of topological indices are
adjacency matrix and distance matrix (Trinajst@92). The vertex adjacency matrix can

be represented as shown in eq. (2.12):

1 if verticesv; andv, areadjacent
k if verticesv; andv, areadjacentindedge(v; andv,)

A), = 2.12)
() isk - weighted (

0 otherwise

Here, A(G) is the vertex adjacency matrix of the connectedemsar graph G.
This matrix is an N x N symmetrical matrix, wherad\the number of vertices.

The topological indices can be calculated fromdheph theoretical matrices by
performing different operations over the matrix.eTtopological index of a molecular

graph is a single number that can be used to deaize that graph. Therefore, this
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number must have the same value regardless of dlyeiwwhich the graph is labeled
(Trinajstic, 1992). A topological index thus is anwenient way for representing the
chemical constitution in the form of a number. Tdallenge in developing topological
indices is that the descriptor should be able tonf®@uantitative Structure Property
Relationships (QSPR) or Quantitative Structure VAtiRelationships (QSAR). Randic

and Basak (2001) suggested that, in order for aloggcal index (TI) to be of practical

significance, it should possess a set of desiratitdbbutes. The important qualities that
make a meaningful Tl include direct structural iptetation, correlation with at least one
property, linearly independent, non-triviality, adts on structural concepts, etc.

The topological indices are defined based ontdpelogy of a molecule. These
are developed based on the principles in chemiegdhgtheory. Graph theory is a branch
of mathematics that deals with objects that areneoted (Wilson, 1986). The objects in
the graph are called vertices, the lines used tmect the objects are called edges, and
the diagram thus obtained is called a graph. Thatioaships developed pertaining to
graphs have been extended to different disciplifiks.principles in graph theory applied
to analyze the consequences of connectivity ineanital graph are termed as chemical
graph theory (Trinajstic, 1992). Here, the sitesyrb@ atoms, molecules, molecular
groups, etc. and the connection between those meidégsbe bonds, interactions etc. The
branch of chemical graphs that represent the datisti of molecules are called
molecular graphs. More details on applications ddlaoular graphs in molecular
synthesis are given in section 2.8.

The molecular graphs are generally representdaydsogen-suppressed graphs

where only the molecular skeletons without hydrogemms (except for heteroatoms) are
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used. Double and triple bonds are also not showhearhydrogen-suppressed graph. The
presence of hydrogen atoms and multiple bondsanmdléd in the general formulation of
molecular indices. The difference between normalemdar structures and hydrogen-
suppressed graphs is shown in figure 2.7. The figstre is the molecular structure of
acetone and its hydrogen suppressed graph repsésants shown in the second figure.
In the hydrogen-suppressed graph, the numbersabd?4 represent the carbon
atoms without hydrogen atoms on it and 3 represi@xygen atom. The edgasb
and c represent the bonds connecting these atoms. Ewemglihthe double bond and
single bonds are represented identically, the diefinof bond indices is defined in such

a way to take care of that difference.

0
//
Ha,C—C
\
CHj

Figure 2.7: Example of Hydrogen Suppressed Graphs

The objective in developing quantitative structamtivity relationships (QSAR)
and quantitative structure property relationshipSPR) is to develop practical tools to
relate the properties to chemical structure. Thepery of a molecule can only be
explained in terms of the three dimensional aspgautsvn as molecular topography such
as shape, volume and surface area. However, thgraphical characteristics are indeed
related to the nature of individual atoms and tbeds between them. The effect of the

bonding pattern is such that it controls the topphy and thereby the properties.
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Therefore, the properties also must be relatedheotapology of the molecule (Kier &
Hall, 1986).

An exhaustive study has been conducted by Katrigzidy Gordeeva (1993) with a
variety of classical topological indices and geamédlectric descriptors for their ability
to provide meaningful QSAR/QSPR relationships. #s hbeen confirmed that, the
classical topological indices give the best cotretes for the determination of physical
properties whereas a combination of topologicalcesl and geometrical descriptors give
the best quality regression expressions even thdlghrelationships with topological
indices alone also did not perform too bad. Howgefor most of the topological indices,
no unambiguous criterion has been followed forrteelection and verification (Gutman
& Polansky, 1986). Therefore, many of them may amnthe same kind of structural
information with the difference being only in theasng factor (Trinajstic, 1992).

Most topological indices are developed either fithv adjacency matrix or from
the distance matrix of the molecular graph (Trii@j9992). However, since the distance
matrix can be developed from an adjacency matrien( & Murty, 2008), the
topological indices can be developed from the ajag matrix alone. Some of the

common topological indices are described in thiv¥ahg sections.

2.6.1. Connectivity Indices

The basic assumption employed in the connectivigex method is that, the
structural formula of a molecule has enough infdromafor relating it to its properties.
Therefore, the efforts to obtain non-empirical egsions for such index values are

logical. In one of the initial works, Randic (197und that in the alkane skeletons, the
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number of adjacent carbon atoms to one specifimatan give a description of the

branching of the molecule. In that work, he propeuse a molecular descriptor called
the delta value. The delta value is the count ah#dly bonded carbon atoms. The delta
value is obtained from the individual atomic valescof the atoms that form the bond.
The product of the atomic valencies is raised ® pbwer of -0.5 to obtain the delta

value.

The sum of all delta values in the molecule provadeindex associated with that
molecule. The larger the branching in a structtire,lower will be the branching index
corresponding to that structure because of thaseveslationship.

The following example illustrates the calculatidrtlee branching index value for

a 3,3 dimethyl pentane molecule:

H3C Cc CHZ CHZ CH3

The structure is described with a molecular skeletdh the count of all bonded

carbon atoms in figure 2.8:
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Figure 2.8: Molecular Skeleton 8f3 Dimethyl Pentane

Here,a, b, ¢, d, e, f represents different bonds. According to the di@dim above,

the delta value corresponding to each bond caralselated as follows:

Bonda: (1(2)* =0.5
Bondb: (12)*° = 05
Bondc: (1(#)*° =0.5
Bondd : (2[#)*° =0.3535
Bonde: (2[2)* = 05

Bond f : (201) % =0.707

Branching Index of 3,3 dimethyl pentane molecul@5+ 0.5+ 0.5 + 0.3535+ 0.5+ 0.7

= 3.0605

The branching number was found to correlate witbpprties like boiling point,
Kovats constants and a calculated surface area &itall, 1986).
However, additional descriptors developed baseddehia values have the

limitation that they would not differentiate amomsgturated and unsaturated bonds.
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Therefore, a new concept was developed by Kier Halil (1976). The new structural
descriptor is termed as the valence delta \Which is based on the explicit counting of

each bond to a nearby atom and it is estimatedllasvk:

5,=2"-h (2.13)

Here,Z" of an atom is the count of all adjacent bondedhatand alpi and lone
pair electrons ant is the number of hydrogen atoms bonded to that.atom

While dealing with high atomic weight atoms, tetect of non-valence core
electrons to the atomic size and properties mustcdresidered because such core
electrons also have a significant role in influegcthe properties. For that, the valence

delta is redefined for an atom of atomic weiglas follows:

(z'-h)
z-7"-1

5 = (2.14)

The valence delta values for heteroatoms at highadation states will be
different from the values given by the above formuBome empirical values for a few
atoms at different oxidation levels have been estih and are available in literature
(Kier & Hall, 1986).

If i andj are the atoms involved in the bond, then, bonicews* are defined

through the pair of valence delta values (Kier 8IHEO86).

,Bk — 5IV5JV (215)
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The zero’'th order connectivity index of an atorns Heeen estimated from the
individual valence deltas and the first order Closmed from the possible bonds present

in the molecule as follows (Kier & Hall, 1986):

1
vy0o = 216
X 5 (2.16)
! (2.17)

Zero order and first order connectivity indices @ne most commonly used
molecular descriptors. However, higher orders ofnextivity indices can be calculated
by following the same methodology. Th® order connectivity index is calculated using

eg. (2.18):

A2 V4 B 218
= (2.18)

v ey

The zero order connectivity indices (Cl) for a nuwolle are obtained by

summation of the CI values of each atom:

n

(VXO )molecule = Z (V/YO )n (219)

1
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The first order CI for a molecule is obtained as shm of CI's of all edges:

n

(V)(l )molecule = Z (v)(l )n (220)

1

It is to be noted that, if the first order conneityi indices for the different groups
are written separately, their sum will not give tGé value of the molecule. This is
because, the contribution to first order Cl by bumds between two separate groups is
not represented in the expression. To accounthfatr, an additional term for the bond

between different groups has to be included irettgression (Garet al., 2005).

k
=y 05 (2.21)
g P 1 [/\) mternalbondsJ (/\[ ﬁk;gndsoutof groups}

Here, k is the number of bonds inside the group for whiel expression is

written andm is the number of free bonds the group has.

2.6.2. Edge Adjacency Index

The edge adjacency index) (is a topological index developed by Estrada
(1995a). The reported correlation coefficient (F€).of ¢ in QSPRs to estimate molar
volume is significantly higher than any of the dable group contribution methods. The
calculation of index is described below.

The development of the vertex adjacency matrix leesn explained in section

2.6. Similar to that, an edge adjacency matrix almo be developed. Two edges are

37



adjacent if one vertex in a chemical graph is ientd(having one common vertex) to
both the edges. If there ameedges in a graph amy are the elements in that graph, the

edge adjacency matrix, Egij]mxm can be defined as shown in eq. (2.22):

1 If ¢ ande,; areadjacent

9y = , (2.22)
0 Otherwise

The edge degre¥e() has been defined in eq. (2.23):

5(ek) = Z Oix (2.23)

This can be calculated as the sum of element€"abw in the matrix E. Now, edge

adjacency index can be calculated using eq. (2.24):

e=Y[o(e)sle )Dk]l 72 (2.24)

where the sum is over aladjacent edges in the graph. Hédees a constant,

which is defined in eq. (2.25):

(2.25)

1 if g ande, areadjacent
0 Otherwise
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If the graph contains heteroatoms, it is necessaaccount for the differences in
bonds formed between heteroatoms and carbon frenotiier types of bonds. In that
case, the values ofy are replaced witlc.x , which are the values corresponding to the
bonds between carbon and the heteroatom (Estr&¥pb)l TheKc.x parameters are
related to the resonance integral associated Wwéhbond between the heteroatoms and
the carbon atom (R. Daudel al., 1959). Different values have been reported m th

literature forKc.x. The values reported by Ortiz and Perez (1982%laogvn in table 2.4:

Table 2.4: Values of Ky Parameters

C-X Bond Ke-x
C-N 0.9
C-O 0.8
C=0 1.6
C-S 0.7
C-F 0.7
C-Cl 0.4
C-Br 0.3

2.6.3. Shape Indices
The shape index is a molecular descriptor usedtHer quantification of the
molecular shape. Depending on different aspecthethape, shape indices of different

orders have been developed. Shape index of or@eisatefined as shown in eq. (2.26):
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(2.26)

P is the number of paths of length 1. The other shalices can also be

calculated in the similar manner.

2.6.4. Wiener Indices

The Wiener number is introduced as the path numbbich is the number of
bonds between all pairs of atoms in an acyclic mdie The main significance of this
index is that, this was the first time the sigrafice of paths in a molecular skeleton had
been recognized (Wiener, 1947). The Wiener numbias, defined as one half of the off-

diagonal elements of the molecular distance matrix:

W = 0.5ZZN: D, (2.27)

N
k=1 1=1
whereDy is the off-diagonal elements of the distance mali

Together with other molecular descriptors, the Weimumber can make
predictions on alkane properties like boiling psjnheats of formation, heats of

vaporization, molar refractions and molar volume.

2.6.5. The Hosoya Topological Index
The Hosoya topological index is defined by the ¢anfnall possible patterns of

consideringk disjoint bonds in a molecule (Hosoya, 1971):
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Z=1+Z +Z,+..+Z, (2.28)

Here, Z; is the number of bonds in a graph,is the number of pairs of disjoint
bonds,Z; is the number of triples of disjoint bonds andoso The disjoint bonds are any
two or more bonds in the structure for which thereo incident vertex.

A variety of other connectivity indices is availaih many published works. A
good review and the classification and applicatiohdifferent topological indices can be

found in Trinajstic (1992) and Balaban (2001).

2.7. Connectivity Indicesand GC* Method

The GCM can provide fairly accurate estimates efgloperties of the molecules
if the group contribution values of all the buildiblocks are known. However, if a
group, whose property contribution is not availabteakes up at least one part of the
molecule the property estimation cannot be comgldtepractice, this is a very common
frustration encountered while using GCM for propegsgimation or in reverse problems
because, property contributions of many common oubde groups are not available in
literature. So, recent works on the correlationMeein connectivity indices and some
physical properties can be used in such situa(iGasiet al., 2005).

In a recent work to correlate the CI's to physipedperties, the following pure

component property model was proposed by @aali (2005):
f(Y) =Z(81A)+b(v)(°)+ 2c(* x*)+d (2.29)
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Here,Y is the sought propertyd is the number of atom g is the estimated
contribution of atom while b, c andd are adjustable parameters. The property functions
are defined the same way as in the GCM. The valti¢lseoconstants are given in the
appendix (Table A.6).

It is to be noted that the constants in the alexyugation are regressed using the
same pure-component property data used by MarmedoGani (2001) in their group
contribution model development. Here, as the ddreguation is on the atomic level, the
expected accuracy of prediction is less than tleigrcontribution model. So, the CI
model is used only for deriving the property cdmitions of groups not available in
existing group contribution methods.

Since the property functions are defined the sarag in both GCM and CI
methods, the formulation of a combined approadiraghtforward. The combined GC-

Cl model, known as the G@nodel, has been written as follows (Geiral., 2005):

£(Y) =D (@ Ani )+ (X ) +2¢(" X*),, (2.30)

f(Y") =(anf(Ym)j+d (2.31)

f(Y)z(Z NiCij+ f(Y*)+(Z NSCSJ+£Z NtCtj (2.32)

S
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wherem is the number of different missing groups amds the number of times

the missing group is present in the molechil®r) is the property function of the missing

group.

2.8. Molecular Signature Descriptors
2.8.1. Current Statusin Inverse Design
The inverse design of identifying the moleculesnfrproperty constraints is a
relatively new problem from a chemical engineerpayspective. In this sectipithe
different methodologies developed for designingenoles with a set of target properties
will be reviewed. It should be noted that, the entrmethodologies are very specific to
certain classes of property models and even in segthicted situations, the accuracy and
computational expenses requires a lot of improvemeviost of the existing methods
used group contribution based approaches for gplhtire inverse design problem
(Achenieet al., 2003). A number of recent publications have ubedgroup contribution
based techniques to solve for different classemaécular design problems ( Sahinidis
et al., 2003; Achenie & Sinha, 2004; Eljack & Eden, 20@8iemmangattuvalappst al.,
2009). However, the suitability of group contrilmutimethods for molecular design is
limited because of the following reasons:
1. It is not always possible to find a suitable catein between the molecular
groups and properties
2. Not all possible atomic arrangements are repredent€ CM
3. Many group contribution models have limited rangeaccuracy
As mentioned before, the representation of a mddeicuthe form of a graph can

provide lot of information about its propertiesdbhgh the use of molecular descriptors.
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Molecular descriptors are operators developed fileenmolecular graph to characterize
the properties of the molecule. The numerical vahbl¢ained after performing the
operations suggested by the descriptor on the mialegraph can generally be used to
correlate and predict physical properties and lgiokal activities (Faulomt al., 2003b).

There are thousands of molecular descriptors étailand that makes it difficult
to select the appropriate one(s) for a specifibl@m. A lot of work has been done in
molecular design using topological indices as $tmat descriptorsEaskinet al., 1990;
Gordeevaet al., 1990; Kvasnicka & Pospichal, 1990; Kieral., 1993a; Skvortsovat
al., 1993). In all these approaches, the descripstmsttural features have been used to
generate the feasible molecular structures. Howeher inverse relationships between
the topological indices generally do not provideiraque molecular graph (Trinajstic,
1992). Therefore, the degeneracy in these appreaisheery large. In addition, most
topological indices exhibit highly non-linear furaial dependence on the elements of
the vertex-adjacency matrix (Raman & Maranas, 1988cause of that, obtaining a
global solution when employing mathematical prograng techniques is difficult.

The techniques developed recently for obtainingjueimolecular structures from
the molecular descriptors use stochastic approadhethe algorithms developed by
Venkatasubramaniaet al. (1994, 1995), and Sheridan and Kearsley (199%)ersetic
algorithm based approach has been introduced ffige Iscale molecular design. Genetic
algorithms are stochastic optimization methods thase the Darwinian model of
evolution. In summary, genetic algorithms identtg population of best candidates from
an earlier population following the rules of crossoand mutation and thus producing

the best offspring for the next generation (survofahe fittest). A fithess function based
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on the target properties has been used to evdluatbtness of the candidate solutions.
This approach is expected to identify better offgpafter each generation and eventually
end up with the optimal solution. These approaste® the first efficient methodology
for solving large-scale molecular design probleftgey have the ability to locate optimal
designs for those problems with multiple targetcdpmtions. However, because of the
heuristic nature of the developed algorithms, themo guarantee that a solution will be
obtained after running the algorithm. In additiesien though these algorithms can obtain
a near optimal solution very fast, the efficiensyviery limited in obtaining the final
solution.

Algorithms based on Monte Carlo simulations (Faul@@896; Kvasnicka &
Pospichal, 1996) have also been published. A stedilannealing based algorithm has
been published by the group of Kokossis (Marcoukalokossis, 1998) for the design
of refrigerants and liquid-liquid extraction solten One advantage of simulated
annealing over other stochastic optimization meshisdthat, it can provide probabilistic
guarantee on the quality of the final solutionse3dalgorithms can theoretically provide
the solution in polynomial time. A variety of otheapers have been published later using
stochastic techniques, however, the reconstructibnmolecular structures using
deterministic techniques has rarely been attempted.

The notable contributions that use deterministchméques for the exhaustive
generation of molecular graphs corresponding topiteelefined molecular descriptors
have come from Kier's group (Hadt al., 1993a; Hallet al., 1993b; Kieret al., 1993b)
and from Skvortsova’s group (Skvortsostaal., 1993). The works from the former group

compute the possible degree sequences that matgaths of the target descriptors up to
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the length of two that can track degree sequengpds length three. These contributions
applied the developed techniques to chi-indicesceChe different paths of length two
are obtained, the degree sequences correspondalfttee molecular structures will be
generated using an isomer generator. Only thogetstes that match the path of length 3
(which is the maximum path length that can be tedaksing this technique) are accepted
as the final solutions. In the contribution fromvBKsova’s group, apart from the degree
sequence, an edge sequence also has been genetatddsimultaneously formed the
input to the isomer generator to build the exhaedist of corresponding structures. The
edge sequence can estimate the number of edgesdreach combination of atoms.
This can decrease the degeneracy of the solutiogsifisantly. However, the
descriptional features in these methods do not y@waroduce feasible or unique
structures.

In more recent works (Raman & Maranas, 1998; Camé&rddaranas, 1999),
methodologies have been developed to incorporapmldgical indices within an
optimization framework. In the work by Raman and Muwss (1998), many hydrocarbon
properties are correlated with connectivity indieesl shape indices of different orders.
In this work, the molecular structure has been esgnted in the form of a vertex
adjacency matrix that can completely explain thelemdar interconnectivity. Even
though the actual topological indices used in tiwisrk are non-linear, the matrix
representation has been used to systematicallgftnan them into linear form. A mixed
integer linear program (MILP) formulation has bdermed which ensures that a global
optimum solution can be achieved. However, its iappbn has been limited to the

design of alkyl structures. In the work by Camardd Maranas (1999), nonlinearities
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due to the expressions for connectivity indicesteINLP formulations, which make
the solution methodology computationally expensarel susceptible to local optima
traps.

Another important inverse problem solution techeiduad been developed by
forming a target scaffold (Garg & Achenie, 2001y firug design. This is the first
attempt to apply mathematical programming techrsqnehe area of drug design. In this
work, a target scaffold based on a drug molecuselde®n used to generate a QSAR and
the inverse problem has been solved for the bdsesaf selectivity by changing the
substituents on the scaffold. The limitations a$ thpproach was that it was not able to
provide nonintuitive solutions because the scaffoldts the type of molecules obtained
as solutions. However, this approach was effeciivecontrolling the combinatorial
explosion.

In a later contribution, a fitness function wasedtly incorporated into an
optimization framework (Siddhayet al., 2004). However, in many formulations, a
globally optimal solution cannot be guaranteechis approach. In another work, second
order connectivity indices had been used for theigie of value added soybean oil
products (Camarda & Sunderesan, 2005). The intageaspect of this work is that, the
highly non linear second order connectivity inditese been represented with the exact
linear equivalent expressions using Glover tramsétion. Glover transformation is a
technique used in non-linear integer programmingefiresent non-linear expressions in
terms of linear equations that captures the esdentin-linearities of the original
problem. By applying Glover transformation, the raumvex terms have been converted

into products of binary variables. Even though #pproach eliminates the possibility of
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local minima traps by avoiding non-convex terms tomputational requirements are
relatively high. To decrease the computational demity, an approach known as
‘templating’ has been applied in this work. In tdatimg, a portion of the vertex

adjacency matrix has been predefined to controlgieeration of a large number of
structures. However, because of templating, thegion of non-intuitive solutions may

be eliminated.

In some recent works, heuristic methods have lbsed in order to handle the
non-linear constraints. (Liet al., 2005; Eslicket al., 2009; McLeeset al., 2010). These
methods cannot ensure a global optimum solutiorwé¥er, in order to ensure that the
solution isnear optimum, Tabu search methods have been employed whilengotiie
problem. In Tabu search, a library will be geneafatieat keeps track of the recently
generated local optima solutions that will prevéim¢ generation of the same local
minima solution as the search proceeds (@iml., 2005). Even though this technique
ensures better quality of the solutions, the optmaplution can never be guaranteed
because of the non-linear constraints.

Apart from these limitations, the above-mentionechhiques can be used only
when the QSAR/QSPRs are based on one topologicak.iftte many properties, the
QSAR/QSPRs are formed based on more than one topalagdex. In addition, the
topological indices required to form the QSAR/QSPRsy e different for different
properties of interest. For instance, the QSPR far property target may be based on
connectivity indices and the second property tanggy be based on shape indices. Since
different topological indices are formulated usiddferent mathematical expressions,

there is no standard way to combine everything @oramon platform and solve it all
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simultaneously. Therefore, the current techniqired employ QSAR/QSPR models in
reverse problem formulations can handle those ptppaodels with one topological
index. Different topological indices have to benfimated using different mathematical
transformations. In addition, the degeneracy ofsibletions in all these methodologies is
very high. That means, for a specific solutionr¢heould be many possible molecular
structures. The degeneracy increases with theo$itee molecules in the solution. Here,
we are looking for a computationally efficient alglom that can simultaneously
incorporate different topological indices based@BAR/QSPRs. The recent works on
molecular signature descriptors (Visebal., 2002; Fauloret al., 2003a; Faulomt al.,
2003b; Weiset al., 2005) provides a convenient way to represenargety of TIls as
linear combinations of molecular signatures. Thaeefthis approach has the potential to
develop an efficient methodology for the designneblecules with QSARsS/QSPRs

related to diverse TIs.

2.8.2. Development of Molecular Signature

The concept of molecular signature ( Vistal., 2002; Fauloret al., 2003b) is
significant for the reverse problem formulationnfi@vork because, it forms a finite set of
not highly correlated descriptors based on the outde structure from which all other
TI's can be calculated.

The molecular signature is a systematic way of esgmting the atoms in a
molecule using the extended valancies to a prexeéfheight. The systematic procedure
for the identification of the signature of a molkcdeveloped by Viscet al., (2002) is

explained in the next section.
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One of the characteristics that make the molecsigmature descriptors unique
among other molecular descriptors is that the ingldblocks of the molecular signatures
complement each other. @ is a molecular graph andis an atom ofG, the atomic
signature of heightt of x is a canonical representation of the subgraph odntaining all
atoms that are at a distarftérom x. This canonical representation can be obtainedéy t
following systematic procedure:

1. All atoms (vertices) in the graph are labeled isamonical order starting with
atomx

2. For the atonx for which the atomic signature is to be constructddatoms and
bonds will be shown up to the heidhin the sub graptG(x) .

3. Construct the tree that spans over all the edgéseirsub graph. The root of the
tree is the atomx itself. The tree is constructed one layer at &tup to leveh.
The first layer of the tree are the nearest neighbb atomx, the second layer of
the tree consists of all the neighbors of the gestiin layer 1 except the atomin
general, when the tree has been constructed @vébdhin, then, layeh-n+1 will
be constructed considering each vertex of ldyar All vertices in the tree are
labeled and colored with the necessary coloringtion. The vertex color of a
graph is the assignment of a unique descriptionigeal to its vertices in order to
distinguish among different groups of atoms. Thdomog function will be
selected based on the type of the molecule. Typmiaking functions include the
type of atoms, type of bonds and valency. It isspide to have one vertex more

than once in the graph. However, no edge shouléfxeated in the same graph.
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4. The signature can be written by reading the tremfthe atonx. The child level
vertices will be enclosed in parenthesis at eaghllelThe vertex color must be
written along with the vertices in each level. Afeach level, the next level must
be followed until the signature reaches the reguineight. While writing the

signatures, all the neighbors including the rootramust be written.

One example of the construction of atomic signatsighown in figure 2.9. Here,
the stepwise procedure for obtaining the atomicatigre of atom N (nitrogen) up to
height 3 in a molecule is illustrated.

In the first step, the atoms are labeled to disiisiy between them when writing
the molecular signatures in the later stages.

In the second step, all the atoms at height 3 fatmmn N are extracted. In other
words, the neighbors of height three includes tioena bonded to N (say), the atoms
bonded to all atoms iy (sayz) and all the atoms bonded to all atomg.in

In the third step, the molecular groups are replagith vertices. All the vertices
are colored with the atom type, valency and the typpbond. Here the atoms types are C
and N. The different carbon types are distinguisivétl their valancies and the type of
bond. Note that the bond type has been retaindtkisanonical representation in step 2.
In the final step, the signatures of different Ié$sghave been formed by reading the tree
starting from the root N atom. The atomic signatoféheight zero is the root N atom
itself. The atomic signature of height one is tl®tratom followed by its nearest
neighbors (in this case, two carbon atoms) enclosedrenthesis. In signature of height

two, the neighbors of the carbon atoms (including toot N atom) are listed in the
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parenthesis. Finally, signature of height threeltained by adding the neighbors of the
atoms in the previous layer. While writing the sigimes, the vertices at the different

levels have been color coded for clarificationhaf tevels.

HsC CH NH CH CH
S~ — 72 — e — ~ ., ,— 8 Molecular
CH; TSCH; (l:/ CH; structure
[
CH,
H3(fo\ /EHZ\ /'}]H\ /%H\ /Cl:le Step 1
CH; CH; C CH;
7 2 3 9
CH
° 2
CH
5 3
CH NH CH Step 2
_— 2 N /
o e T ey
&
H,C
N2
?2 \T4\ Step 3
T
C C C
%(x) = N Height 0
s(x) = N2 (CC) Height 1
Step 4
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%6(x) = N2 (C2 (NC) C4 (=CCN)) Height 2

%s(x) = N2 (C2 N2(CC)C1(C)) C4 (=C3(=CC) C1(C) N2(CC))) Height 3
Figure 2.9: Atomic Signatures up to Height 3

It is clear that the set of atomic signatures ug tgven height is of finite size. So,
any molecule can be represented by its coordinatesvectorial space where the base
vectors are its atomic signatures. Thus, the sigeaif a molecule is defined as the linear

combination of atomic signatures (Visag al., 2002; Faulonet al., 2003b). If

"g.("X,)is a base vectora, is the number of atoms having the signature oftihee

vector and"K is the number of base vectors, then the moleaitarature"o(G) is

represented as:
h h hKG h h h
ag(G)=> "os(x) =D "a,"o5("X;) (2.33)
XN i=1

A simple example is presented to show moleculanatiges of different heights
using eq. (2.33). In the first step, the subgraphse been generated for all the atoms that
produce signatures up to the required height. Thehyidual atomic signatures for all
the atoms have been generated. Finally, eq. (2s38pplied to generate the molecular

signature.

CH3CH,CH(CHz)CH,NH,
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GHa
HyC— CH,-CH-CH,—NH
37 223 52 5§72

_CHg
HaC——CH,-HC

CHjy

CH,
i
T
CHj
CH
/CHZ/ 3

N, HsC

HaC

% = 5C+N Height 0

s = 2C1(C) + C2(CC) + C3(CCC) + C2(NC) + N1(C) Height 1

25 = C1(C2(CC)) + C2(C1(C)C3(CCC)) + C3(C1(C)C2(CC)C2(NC)) +
C1(C3(CCC)) + C2(C3(CCC)N1(C)) + N1(C2(NC)) Height 2

%c = C1(C2(C1(C)C3(CCQ))) +
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C2(C1(C2(CC)) C3(C1(C)C2(CC)C2(NCT))) +
C3(C1(C3(CCC))C2(C3(CCC)N1(C))C2(C1(C)C3(CCCT))) +
C1(C3(C1(C)C2(CC)C2(NC))) +
C2(C3(C1(C)C2(CC)C2(NC)) N1(C2(NC))) +

N1(C2(C3(CCC)N1(C))) Height 3

Figure 2.10: Molecular Signature Tree

2.8.3. Application of Signature Descriptorsin Property Prediction
The atomic signature concept is useful in QSAR/QSRRlies because of its
applicability in defining many topological indice€onsider a molecul& with known

atomic signature up to heiglt as defined in section 2.6.1. Suppose the number of
vertices in an intermediate lay&rof graphG is“V(x). Note thatk<h. It has been

observed that many topological indices can be coetpirom the molecular signature of
heighth, whereh < n, wheren is the number of atoms computed from signatureeaght
zero (Viscoet al., 2002; Fauloret al., 2003b). More discussion of the calculation of
different topological indices from signatures isegi in chapter 4. Therefore, it can be
concluded that, the QSAR/QSPR relationships can-beiteen in terms of signatures of
different heights no greater than the number oinatanvolved. Once the forward
topological index-property relation has been idesdi the next step is to develop an
algorithm for obtaining the constituent atomic situres corresponding to a specific

property, which will be explained in chapter 4.
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2.9. Flowsheet Property M odel

A flowsheet property model can quantify the effiag of different processing
routes from raw materials to products. In a regeptiblished work, a flowsheet property
model has been proposed to estimate the energyumgisn of a unit operation
(d'Anterroches & Gani, 2005). In this work, a fldveet is considered as a combination of
different process groups. Similar to the molecudasups used in group contribution
models, these groups also have one or more fregsbevhich can be used to link with
other process groups. In this way, a variety ot operations can be represented using
the collection of process groups and a varietyilmfi$heet properties can be calculated,
albeit theoretically, based on the contributionseath process group to the flowsheet
property.

In order to apply a group contribution type apptofor the design of a flowsheet,
certain rules have to be followed. Most of the amtivity principles are synonymous
with those used in the design of molecules fromemalar groups. However, the property
for which the models are developed must provideeasure of the performance of the
operations in a flowsheet. In addition, those pridpg should be expressed as a function
of the contributions of each unit operation of giecess. The generic model for a group

contribution based property estimation model haanbdeveloped by d'Anterroches and

Gani (2005):
f(P)= f pos, .a, (2.34)

k=1
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wheref(P) is a function of the property that can be desdibsing the group
contribution modelgag is the regressed contribution of various processigg,NG is the
number of process groups apadsiis the topology factor.

Even though this method can theoretically be apgpher a variety of unit
operations and for a variety of flowsheet propertithe models are currently only
available for distillation systems and for the mstiion of energy index. In the available
model for the calculation of a energy index (d'Ardehes & Gani, 2005), the energy
consumption of a distillation column that separatesngle inlet stream into two product
streams can be estimated. This model has beenogedebased on the driving force
based model for distillation (Bek-Pedersen & Garfip4). The driving forceD;; is

defined as:

XQ;

Dij(Xi,ywaij):m_xi =Yi X (2.35)
i \dj

where,x; andy; are the mole fractions of the componeind «;; is the relative
separability of the componenwith respect to componept
The conclusions obtained from the driving forcedaaapproach for the design of
distillation systems are (Bek-Pedersen & Gani, 2004)
1. The driving force is inversely proportional to teergy consumption
2. In a system where distillation is employed to sefgmia number of components,
the separation with the maximum driving force musiperformed first.
Bek-Pedersen and Gani (2004) have shown that, ifdiinang force of a

distillation process can be fixed, the other degigrameters such as feed plate location,
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optimum reflux ratio, etc. can be obtained corresjiog to the optimum process
performance. If the driving force is the input \adnle, a property model to predict any of
the flowsheet properties can be considered as ap@oemt independent model.
Theoretically, any other unit operation can alsacbesidered based on the driving force.
If the driving force corresponding to the unit cggesn can be identified and the
parameters can be regressed for a variety of fleetsproperties, the design can be
conducted based only on driving force independénh® identities of the components
involved.
The available property model for the estimatiorenérgy index for a distillation

system has been given in eq. (2.36). This modebeaapplied when the process groups,
the driving force that can be obtained once thepmorant identities are known, and the

group contributions are available:

E= zp'qu+@ (2.36)

where, NG is the total number of process grouds; is the maximum driving
force of process groug ay is the contribution of process grolpA is a constant, which
is different for different unit operations aids the energy indexpy is a topology factor

defined in eq. (2.37):

P =2.D (2.37)
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where nt is the number of separation tasks that shouldeb®pned before task

in the ideal case and, is the maximum driving force of task

Similar to the way the group contribution parametare developed, the property
contributions of various process groups have betémated by fitting experimental and
simulation data to the regression expressions. @iyradistillation columns separating
up to five component mixtures to products with eliént specifications are available

(d'Anterroches & Gani, 2005).

2.10. Summary

This chapter provided a brief discussion of thédfief product design and the
motivation and challenges put forward by integrajgcess and product design
problems. The chemical engineering community is racentrating on developing
methodologies to identify products correspondingptimum process performance. For
the consumer, the properties of the output mateathler than its chemical composition
define the suitability of that material. Therefodesign based on properties is a smart
approach to ensure customer satisfaction.

Since the desired algorithms should be based oprttyerties of not yet defined
molecules, the models employed to measure propedial use them in designing
molecules are important. The classification ofetéint types of properties and property
models has been discussed. The general mathenfaticailations of different classes of
product design problems have been explained andchatienges put forward by
integrated process and product design problems wis@issed. Statistical design of

experiments is the traditional way to identify apmiate experiments for obtaining
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optimum product formulations. However, the comban@ explosion caused by the huge
number of combinations of building blocks demandseh techniques to be employed
prior to conducting actual experiments. To desigmdpcts based on properties, group
contribution methods (GCM) are proven techniques amtbtailed description of GCM
and the current developments in that field has h@esented. The recently developed
connectivity index based property estimation meshack described next to account for
molecular groups not described by GCM. For the datetion of properties that require
detailed structural information, the topologicaldéx based QSAR and QSPR
relationships are useful. An overview of a numbértime most commonly used
topological indices has been provided and the coatipmal complexities encountered
when applying them for solving inverse problems hasn discussed. Even though the
topological indices can be used to predict a nunabgrure component properties from
the molecular structure, there are no efficientoatgms to apply them in reverse
problems. In addition, to account for the compotai complexity of the topological
index based expressions to be applied in inversblgms, there must be a way to
represent different topological indices on a commtatform. The recently introduced
concept of molecular signatures provides a unigudecnlar descriptor to describe
different property-structure relationships on a owon platform. Detailed descriptions of
the generation of atomic signatures have been gedvand the calculation of molecular
signature from molecular structure was illustratédnally, a recently introduced
algorithm to calculate flowsheet properties usirgr@up contribution based approach has

been discussed.
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The different property prediction models presentadthis chapter provide
excellent tools to calculate the pure componentpg@nties of different classes of
molecules. However, there are no efficient algonghfor incorporating these property
models in reverse problems. In a typical integrageztess and product design problem,
it is required to generate the potential molecstauctures corresponding to the property
targets identified during the process design stagart from the process design targets, a
number of environmental, health and safety con#a@are also important while
designing a molecule for an industrial process. €hily, there are reliable property
models that can predict such properties from thdeoutar structure. Therefore, the
objective of this dissertation is to develop differ algorithms corresponding to different
types of molecular design problems by making usehef available property models
without sacrificing their accuracy. Since the malac signature descriptors can represent
a number of topological indices on a common platfoit can provide a useful tool in

integrated process and molecular design problems.

61



3. Basics of Computer Aided Molecular Design

3.1. Computer Aided Molecular Design Framework

The design of molecules corresponding to a setesirable characteristics has
traditionally been considered as an iterative apgino The process involves an exhaustive
search among a large number of candidate molec@lggneralized framework of this

approach is given in figure 3.1. (Venkatasubramadial., 1994):

Design Objectives Designer

h J
Hypothetical
Molecule

Y

Synthesis

Revise Design

Testing y

No

Meets Design
Objectives?

Yes

Figure 3.1: Iterative Molecular Design (adapted from \Ataubramaniaet al., 1994)

62



Computer Aided Molecular Design (CAMD) techniques afficient alternatives
to the traditional iterative approach for molecutsign. A computer aided molecular
design problem can be considered as the reveraepobperty prediction problem. The
designer is required to enumerate the possible qulale structures based on the desired
property targets (possibly identified by solvinge throcess design part) and a set of
molecular building blocks. This part can be consdeas the pre-design stage (Harger
al., 1999). In the second step, classified as the OAddsign step by Harper and Gani
(2000), the feasible molecules that can satisfy gheperty targets are generated and
tested against the specifications. A very good weer of of the many different
technigues used for solving this kind of problemavsilable in a recently published book
by Achenieet al. (2003). Since the design involves the applicatiba variety of classes
of property models, the identification of suitabt@ndidate/candidates has been
considered to be a multilevel problem. The muleleapproach for product design
suggested by Harper and Gani (2000) is shown urdi.2. Here, through successive
steps of generation and screening against the rdesgigcifications a set of candidate
molecules is identified. In the first step, the gedy targets, which could have been
identified through process design, and a set oemwér building blocks form the input
to the first stage. Here, CAMD tools based onlyficst order groups are used to identify
the molecules that meet the property targets. Thesrregarding the feasibility of
molecular structure can be used to prevent comirilghtexplosion. In the second stage,
the CAMD techniques based on higher order grougribmtion methods are applied to
eliminate infeasible candidates from the compoudéstified in the first stage. In the

third stage, the molecular structures need to peesented on an atomic scale. QSAR
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and QSPR based property estimation techniqueshwilused in this stage. The short
listed structures after the third stage will be lgmed using three-dimensional
representations. Here, more rigorous analysiseftiort listed structures will be carried
out that includes database search, process siomlatialysis, molecular modeling tools,
etc. to differentiate betweans/trans andR/Sisomers. The final step is termed as the post
design step. The purpose of this stage is theie&tibdn and analysis of the factors, which
are not predicted by CAMD tools. This analysis udgs supplier database searches to
verify the identified candidate molecules are comuiadly available at a reasonable
price. In addition, database analysis provides atalki experimental and environmental
data used to verify the results obtained througlke thultistage analysis. The
environmental information and federal regulatioms also important factors before
making the final selection.

Generally, CAMD methods and tools work at the macopic level where the
molecular structures are represented using grasasi( 2004b) or topological indices

(Camarda & Maranas, 1999).
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Molecular groups and property targets
from pre-design step

First order group contribution
methods for first level of
screening

Molecular structures made
from first order groups that
match property targets

A

Higher order group contribution

models for further screening of
molecules
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Use of molecular encoding
techniques to re-describe
candidate compounds using
other GC techniques

Molecular structures
for final screening

A

Use three dimensional representation to make

use of molecular modeling techniques and for
isomer differentiation (cis/trans and R/S)

Selected molecules

Figure 3.2: Multilevel Approach for Product Design
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3.2. Computer Aided Molecular Design Techniques

Among the different techniques for physical propgmediction, very few can be
applied in the computer aided molecular designrtiegles mentioned in this dissertation.
Most computer aided product/molecular design teqies utilize group contribution
models (Acheniest al., 2003). Topological index based QSAR/QSPR exprasshave
also found great applications in reverse problemidations (Raman & Maranas, 1998;
Camarda & Maranas, 1999) even though the availglleniques to apply QSAR/QSPR
relationships are limited. More detailed discussiohthese methods have been presented
in the previous chapter.

The purpose of CAMD algorithms is to solve the eliéint classes of problems
mentioned in chapter 1. In the first type, wher@ndatabase search is involved, search
engines commonly look for a subset of the actudéctoon of molecules that satisfy the
property constraints and molecular type constrgiftany) (Cabezas, 2000). However,
for all the types of molecular design problems tiatlude a generation step, the
algorithms are required to solve them efficientlyhe basic concept behind such
algorithms is to generate molecular structures ftoenmolecular fragments that satisfy a
set of property constraints while obeying the feidisy requirements for the existence of
a molecule. Even though a number of algorithmsaaeglable to solve CAMD problems,
they can be broadly classified into three groupsh@ieet al., 2003):

1. Mathematical programming — Solving an optimizatjgmoblem as discussed in

section 2.2 of chapter 2.

2. Stochastic optimization — The mathematical repredem of the problem is

solved using numerical stochastic methods like geaégorithm.
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3. Enumeration techniques — A combined mathematicdl quralitative problem is

solved by hybrid solution approaches.

3.3. Property Models
The input to a property model usually includes infation such as composition and
process conditions like temperature, pressure eted the outputs are the
calculated/estimated property values. For the g¥fecuse of property models, the
following features are identified (Gani & O'Conn&DO01):
1. The process conditions should not depend on tleeddithe system.
2. Property models are tools, which can provide theperties, which cannot be
measured directly, from the quantities that camieasured directly.
3. Some properties predicted from the model may bevagit only at the specific
process conditions used to predict its value.
4. Property models must have good extrapolating adslit
5. The secondary variables like operating conditiamtrolled variables, energy
consumption and environmental impact must be ssbsktthe whole set of
conditions and properties.
6. Because of the ability of computers to handle tbmpmutational load expected
from complicated models, the actual form of thepemty models will be a

parameterized mathematical formulation converteal computer code.

Gani and O'Connell (2001) have suggested threenclistoles for property

models. The first one is a service role, where gheperty model is to provide the
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property values corresponding to the process congit This role is used primarily in
simulators and the most important qualities exmeétem the models are accuracy and
generality. For instance, during the simulationaofistillation column, the property
models can be used to provide the values of fugaguilibrium constants, vapor and
liquid enthalpies, etc. when requested. One sicanifi difficulty in this role is that, the
property models have to be appropriately selectedgétting the desired result. The
second role is a service/advice role where the npdeides information regarding the
steps to be taken for the effective solution of pihecess simulation/design problem in
addition to generating the property values. Thigs fnds its application in the process
design and synthesis problems. In synthesis prahléhe solution is obtained in two
steps. In the first step, the possible candidatenditations and/or process conditions
(service and advice) are suggested. In the secotep, sthe candidate
formulations/conditions are verified (service rolaphd the solutions satisfying the
requirements are selected. The most comprehensieeof a property model is the
service/advice/solve role. This approach is typycased in integrated designs. Here, the
identified property targets will serve as tools donnect the simulation and design
problems. Therefore, the property values are ifiedt by solving the simulation
problem corresponding to the optimum process pardoce. The identified property
values will form the design targets for the desgmoblem to identify the process
conditions that match the target (Gani, 2004b)this way, the property models are
decoupled from the process model because the pyopwdel is not needed in the

simulation steps or in the design stage (Eeteah., 2004; Eljacket al., 2005).
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3.4. Rever se Problem For mulation

In most process/product design problems, the coatipnal complexity can be
attributed to the constitutive equations becausg #re generally highly nonlinear. Eden
et al. (2002) have shown that the reverse problem fornaulaan be successfully applied
to process/product design problems to avoid the afseonstitutive equations in the
design because the targets for the design prolderfuactions of properties.

According to the method developed by E@eal. (2004), the input to the process
design problem is the desired process performanddle input to the molecular design
problem are the molecular building blocks and thepprty targets identified in the
process design step. The output of this algorithmi e the property values
corresponding to the optimum process performance #e molecular structures
corresponding to the property targets identifiethim process design step. The advantage
of this approach is that, the designer is not catimgito any specific components during
the design. This methodology is illustrated in figu3.3. One of the challenges in
following such an algorithm is that, the processigie problem is solved in terms of the
properties and not in terms of components. Unlikessnand energy, properties are not
conserved, however, there is a way to systematidedick properties, which will be

explained in the next chapter.
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Figure 3.3: Simultaneous Consideration of Process attliEt Design

3.5. Reverse Problem Formulation M ethodology

The procedure developed by Edenal. (2002) for decoupling the constitutive
equations is illustrated in figure 3.4. The resull be two reverse problems. The first
reverse problem is the reverse of a simulation lprab Here, the objective is to
determine the process variables corresponding éogiben input variables, equipment
parameters and desired output parameters. Thedeeoerse problem is the reverse of a
property prediction problem, in which the moleculdructures corresponding to the

identified property targets are generated.

70



Decoupled Process Model

Balance and Constraint Equations

Process Model

Identification of
Balance and Constraint Equations design targets by REVERSE
(Mass, Energy, Momentum) solution of SIMULATION
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Figure 3.4: Reverse Problem Formulation (adaptet Ederet al, 2002)

As the complex constitutive equations are elimidateom the system of
equations to be solved for the targets, the salgiep is easy. In addition, any number of
property models can be used for the second reverselem as long as the target
constitutive variable values are matched. It issgme to have more than one solution
since the algorithm involves a matching procediifeerefore, a performance index can

be defined and evaluated for all identified solusi®o determine the optimal solution.

3.6. Summary

This chapter provides a brief overview of the fieldcomputer aided molecular
design. Because of the huge amount of data invohretlthe non-linear nature of the
mathematical formulations involved in process anodpct design problems, computer

aided solution techniques provide convenient waygetich solutions. A brief overview
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of the classifications of the different types opeagaches to solving CAMD problems has
been presented. The current techniques are usesalving different types of problems,
however, the computational expenses for using thedeniques are very high and the
global optimality of the solutions cannot be enduremany cases.

The different roles of property models have beealyaed. The three different
roles of property models are described and the equtnaf reverse problem formulation
has been explained to illustrate the advantageapptying RPF in product design.
Finally, the application of RPF in the simultane@osisideration of process and product
design problems has been introduced along withrgetiag method to decouple the
property models from design equations.

The traditional approach followed in computer aigedlecular design problems
is the multilevel approach. However, the iteratiwature of this method makes it
cumbersome and less efficient. It is also posshdé many of the potential solutions will
not be screened in the initial stages. Therefony, @ew algorithms in the field of
computer aided molecular design should focus orvigimy non-iterative solution

strategies.
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4. Integrated Process and Molecular Design

The objective of this dissertation is to address dimultaneous consideration of
process and product design through developmentsgé@matic non-iterative procedure
to approach design from a property perspectivemastioned before, in order to follow
the targeting approach for integrated process awdugt design, there should be a
common property based platform. The property chusgetechnique introduced by
Shelley and El-Halwagi (2000) provides the tooldrack properties. In addition, there
should be tools that make use of the availablegrtgpnodels to solve reverse problems.
This chapter presents the techniques developedisrdissertation research to solve the

integrated process and product design problems & pnoperty perspective.

4.1. Property Clustering Techniques

4.1.1. Property Operator and Cluster Formulation

There are many processes where the basis forrdesigot the actual chemical
components due to the non-homogeneous nature prtloess streams and the multitude
of chemical components involved. Instead, the desigocuses on the properties that
drive the process. One example of a property dripreblem is the design of paper with a
specified quality. Since the basic component ofygdes of paper is cellulose, the quality
cannot be defined in terms of components and/orpeosition. Instead, the quality is

specified in terms of the physical properties (E@tral, 2004). However, the main
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limitation for designing a process based on progers that, unlike mass and energy,
properties are not conserved. The concept of ptpmtustering has been introduced to
resolve this limitation by mapping the propertyat&nships into a low dimensional
domain (Shelley & El-Halwagi, 2000). The propertiusters are formed based on
property operators, which are functions of actuaysgical properties that obey linear
additive rules (Shelley & El-Halwagi, 2000; Edethal, 2004). Therefore, the first step in
a property based design algorithm is to find thealdoroperty operator corresponding to
the non-linear properties. So, for a mixture mageotiNs streams and described by

properties, the property operatd¥(Pu) corresponding to property is formulated as

follows:

Ny Ng
(//j(PjM)=ZNS—St/Ij(Pjs)=ZXS(/Ij(Pjs) 4.1)
s=lZFS s=1

where,¥; (P;s) is the operator of tﬁét‘ propertyP;s of streans.

It can be seen that the property operators obegaldimixing rules irrespective of
the nature of the actual property. One classic @kans density. The mixing rules for
density are not linear. However, the property ofmerdefined for density obeys linear

mixing rules as shown in eq. (4.2):

1 1 1 1
- Xs — Yi(Py)=— Y;(Ps)=— (4.2)
pM s=1 los pM Ios
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In a process system, the properties may be ofrdiffeunits and magnitudes. In
order to make the properties dimensionless andiroflas magnitude, the property
operators are divided by appropriately chosen esfe® operators. The normalized

property operator thus obtained is defined as:

w (R
s~ l//j (Pjref) (43)

The Augmented Property IndeXAUP is defined as the sum of all the

dimensionless property operators present in thiesys

NP
AUR, =X Q (4.9)

=1

Finally, the property clusteZ;s for propertyj is defined as:

Cy :ﬁ (4.5)

S

The property cluster of one property can be undedsas the fraction of one

property in the whole system of properties.
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4.1.2. Conservation Rules

The formulation of property clusters ensures tiety obey two fundamental
conservation rules, i.e. intra-stream conservatiod inter-stream conservation. Intra-
stream conservation implies that, all the clustensesponding to the properties in each
streams add up to unity. Therefore, for a systenN&t properties, if the cluster values of
(NP-1) properties are known, thBIP" property is intrinsically given. Inter-stream
conservation implies that, after mixing differertteams, the cluster values can be
calculated as the weighted average of the contobsitfrom their individual flowrates.
Therefore, when two streanffsandS; are mixed, the straight line connecting those two
streams will provide the locus of all cluster vader all possible mixture combinations.
The conservation rules for clusters are given is. €4.6) and (4.7). If the number of
properties is limited to three, the clusters camrdg@esented on a ternary diagram and
representations of the corresponding conservatiopepties of the clusters are shown in

figure 4.1 and 4.2 (Edest al, 2004), respectively:

Nc
C.=1 (4.6)
=1
Nc¢
Cim = Z B [T (4.7)
=1

whereNc is the total number of clusters ghids the mixing ratios of the clusters.
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Figure 4.1: Visualization of Intra-stream Conseimabf Clusters
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Figure 4.2: Visualization of Inter-stream Conseiabf Clusters

As the cluster values are conserved after mixiegsthreams, the cluster value for

propertyj in the mixture can be formulated as follows:
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c. =—1r
M = AUR, (4.8)

Similarly, the expressions for normalized propemerator, cluster arnfs and

AUPy can be obtained as follows (Edeinal, 2004):

Qi zzxsmjs (4.9)
s=1
_ X [AUR
A A 4.10
B; AUP, (4.10)
NS
AUP, =Y x, CAUP, (4.11)

s=1

4.1.3. Visualization Techniques

As long as the number of properties is less thrarqual to three, they can be
represented on a ternary diagram and the propbegge due to mixing of streams can
be tracked visually using the conservation rule$erAobtaining the cluster values, they
can be plotted inside a ternary diagram. Sincecthsters represent virtual properties,
this technique provides a unique way for trackimg actual properties.

The above-mentioned methodology can be used tma&siwhether the recycle
and mixing of streams can provide the requiredguerénce. Suppose, the sink region

(units capable of processing the sources) is adwmxas shown in figure 4.3. The
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systematic procedure for the identification of the sink region is given in section 4.1.4. As
mentioned before, all the possible cluster combinations of two streams will lie on the
straight line connecting those two points. Therefore, if the straight line passes through the
sink region, the two streams can be mixed to get the required output, S. In figure 4.3, §
and S; can be mixed to get the optimum output where as neither of these streams can be

mixed with S; because, no combination with S; will pass through the sink region.

Figure 4.3: Mixing of Streams

It is to be noted that the cluster values represent the possible proportions of
properties. Therefore, the cluster value inside the sink region alone will not ensure that
the properties are in the correct range. In order to make sure that the properties match the

sink requirements, the AUP values of the sink and source streams must also match. In
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addition, the sink may have upper and lower liroitgapacity for its proper functioning.
Therefore, the flowrate of sources or mixture afrses must be within those limits.

The conditions described above are all necessargitons and if any of those
are not satisfied, the individual flowrates or femunpositions must be changed in order
to be accepted by the sink. Addition of a new seuscpossible as long as all conditions

are satisfied.

4.1.4. I dentification of Feasibility Region

The actual identification of the feasibility regiof a sink is a tedious procedure
because it requires a one to one mapping of anit@fnumber of feasible points. El-
Halwagi et al (2004) developed a method for mapping the feltsiliegion without
enumeration of this infinite number of feasible igsi In the first step, the feasibility
region is overestimated by plotting only the minnmand maximum values of clusters
and connecting them using straight lines. This sdejpices the search space significantly.

Consider a sink with three targeted properties. 8s@peach property is bounded
by a lower and upper limit. Therefore, using theparty operators and clustering

techniques, the following equations are developed:

min max min max
I:)j,sink = PJ = I:)j,sink ' Qj,sink = Qj = Qj,sink (4-12)
min
Cmin —_ Ql,sink
Lsink "~ min max max
leink + Qz,sink + Q3,sink (413)
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max
Ql,sink

min min
+ Qz,sink + Q3,sink

min
Q 2,sink

min max
+ Qz,sink + Q3,sink

max
Q 2,sink

max min
+ Q2,sink + Q3,sink

min
Q 3,sink

max —
C:Lsink - Qmax
1,sink
min
Cz,sink - Qmax
1,sink
max
C2,sink - Qmin
1,sink
min
C3,sink - Qmax
1,sink
max —
C3,s,ink -

max min
+ Qz,sink + Q3,sink

max
Q 3,sink

1,sink

The overestimation will not provide the actual fbaisy region. However, it can
be ensured that no points outside the overestimeggibn can be a solution. The
equations provide a point on each line segmentngirthe overestimated feasibility
region boundaries. Since these points are alsoopdhe true feasibility region, the line
segments joining these points represent differessible combinations of these points.

Therefore, the hexagon obtained after connectiageipoints will form the boundaries of

min min max
Q + Q2,sink + Q3,sink

feasibility region.
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Figure 4.4: Feasibility Region on a Ternary Diagram (Esteal.,2004)

4.2. Molecular Property Operatorsand Clusters

The property clustering techniques presented énpitevious section have been
extended to different areas of process and prodesign. To introduce them into
molecular design, the group contribution method€NG have been used. For that, an
interesting similarity between the formation of peoty operators and the property
function models in GCM can be utilized as long as itiolecule is described with only
with first order groups.

In GCM, the property function for one particular peoty of any molecule is

calculated as the sum of the property contributiminthe individual molecular fragments
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(Constantinou & Gani, 1994) whereas in property teltisg, the property operators of
each fraction are added up to give the propertyatpeof one particular property.

So it is possible to employ a similar treatmentGE&M to convert it into a
powerful tool for molecular design in the clustpase as explained below (Eljaekal,
2007b; Kazantzet al, 2007)

If Pjgis the contribution of propertyfrom groupg andnyis the total number of

that group in the molecule, then the molecular priypoperatory; can be defined as:
Ng

wJ(PJ) :anpjg (4-19)
g=1

The number of properties that can be predictedguginup contribution methods
is limited. However, many empirical and non-emgitiexpressions exist that relate the
group contribution properties to some of the non{@@perties. If such an expression
exists, then, the property target can be obtainadrms of the GC property for a given
non-GC property to solve the design problem.

As in the case of property operators, the comptextad non-linearity in the actual
group contribution relationship is masked inside thlationship between the molecular
property operator and the groups. The operatoryg simeple linear mixing rules (Eljack
et al, 2007b; Eljack & Eden, 2008).

Following the same procedures and logic used t@ldp the original property
clusters, it is possible to define the normalizedlauoular property operatof)"",-,

Augmented Property Index APand the molecular property cIustéY’,-.
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M(P, Np QY
jM _ ‘//r,ef( i) AJPM :ZQ]M qw - i _ (4.20)
Vi (Pji) j=1 AUP

Similar to the original property clusters, moleeylaoperty clusters also have two
fundamental properties, intra- and inter-molecutanservation. Similar to the intra-
stream conservation rule for processes, the intkeenlar conservation implies that, the
all the molecular clusters corresponding to ongerty in a molecule must sum to unity

as shown in eq. (4.21):

N

ych=1 (4.21)
=1

Inter-molecular conservation implies that afterixXimg” different molecular
groups, the individual cluster values will be caned. That means, the cluster value of
the molecular string will be estimated from the gided average of clusters

corresponding to the number of groups in each opera

Ng
Q¥ =D n,Q (4.22)
g=1
Ng
Cllnix = 2. B,Cjq (4.23)
g=1

The proofs for the above expressions are simildheéoproperty cluster equations

and have been presented by Eljatkl. (2007).
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4.3. Visual Solution of Molecular Design Problem

The algorithm for solving a molecular design probleising the molecular
property operators is similar to the process deproblem using property operators. The
step-wise procedure for converting the moleculapprty data into cluster space for a

visual solution is given in table 4.1:

Table 4.1: Visual Molecular Design Algorithm

Step Description Equations

1 Find the molecular property operator from grouptdbation -
expressions corresponding to each property andnotbta

group contribution corresponding to that property

2 Convert the property contribution into normalizediecolar (4.19)-(4.20)

property operator.

3 CalculateAUP values (4.20)

4 Calculate molecular cluster values correspondirgath (4.20)-(4.23)

group and plot those points on a ternary diagram.

As explained before, an analogous relation betvierproperty clusters used in
process design and molecular clusters permit alessimiethodology for “mixing” or
combining different molecular building groups. [Rifént combinations of molecular
groups can be tried based on the nature of thé girmauct requirement. Similar to two
different streams, combination of two molecularup® will form a straight line upon

“mixing”. Now, to build meaningful and complete mcliles that satisfy all the target
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properties, the following rules are to be obeyelja(k et al, 2007b; Eljack & Eden,

2008).

Rule 1: The visualization arnp describes the location of the new molecular

fragment when two groups are combined in a terdagram

B = n CAUR
' n CAUR+ n,JAUR

(4.24)
Rule2: The Free Bond NumbeFBN) is the number of free bonds in each
molecular string (Eljackt al, 2007b, Eljack & Eden, 2008) and is

represented mathematically in eq. (4.25):

9 g=

Ng NQ
FBN = n FBN, —2{ n, —lJ—ZNr (4.25)
=1 1

Where,N; is the number of rings in the final molecule &Ny is the
number of free bonds in each group. Again, the ttaimd here is the
molecule’sFBN should be zero. This is to ensure a complete mi@ecu
structure with no charge/no free bonds in the finalecule.

Rule 3: The location of the final molecule depends onlytlmmtype and numbers
of each group forming the molecule. It is indegemt of the order of

mixing.
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The proof for this rule can be obtained from Rulevliich provides an expression
for the visualization arm. Therefore, it is cleaorh its definition that, the relative
positions of the molecular groups are only fundiofthe number of occurrences of each
group and theirAUP. As AUP is only a function of the property contribution thfe
specific group, the order sequence of mixing ofgheups will not be a factor in the final
position of a molecular fragment.

Rule 4. The cluster location of the designed molecule ghdall inside the
feasibility region of the sink identified throughhet algorithm
explained in the previous section.

Rule5: TheAUP value of the designed molecule must be with inAb¥ range
of the sink.

Rule6: The three necessary conditions for the designedcutd to match the
target properties are: the cluster location offthal molecule must be in
the feasibility region identified for the sink, tHeBN of the final
formulation is zero, and th&UP has to be within the limit of the sink, If
any of these conditions are violated, the designeteécule will not be
feasible. The sufficient condition is the matchwfgthe actual physical
properties. If a combination of molecular groupatissy all the
necessary conditions, their property values mustbaek calculated
using the group contribution methods to ensure thay are valid

formulations.
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In the example shown in figure 4.5, the mixing/camalion of three molecular
groups,Gi, G,, Gz to produce a moleculkl is shown. If,M satisfies theAUP andFBN

constraints, it will be a feasible molecule forthar study.

Figure 4.5: Mixing of Molecular Groups

The clustering concept enables the consideratioangf number of components
and streams in the process design and any numb@oleicular groups in the product
design step. The dimensionality of the problem figected only by the number of
properties of interest and if the number of prapsris limited to three, a visual approach
can be used whereas an algebraic approach musp@edaif more properties are
required to adequately describe the system.

As the product design requires the input in teah&C properties, the process
design step must provide the output in terms of G@pgrties corresponding to the
optimum process performance. After identifying theget properties, the input to the

product design will consists of the property tasggibng with the molecular groups to be
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considered. If the identified property targets &€ properties, the GC models can be
used directly in the product design step. If nog property targets have to be redefined
in terms of GC properties using empirical relatiopshbetween the desired properties
and GC properties. The property targets will form fasibility region and the molecular
groups will form discrete points on the ternarygiean. The molecular synthesis will be
carried out as described in the previous sectiohaanthe target properties corresponding
to the optimum process performance, the molecidegyded will match the performance
targets. A visual representation of the simultaseapproach to process and product

design is shown in figure 4.6.
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Figure 4.6: Simultaneous Process and Product Désemework

4.4. Limitations of the Visual Approach in Molecular Design

The molecular property operators developed inalh@ve-mentioned method can
only be used for the design of simple monofunctionalecules as they are based only
on first order groups (Kehiaian, 1983; Wu & Sandl#®89, 1991; Marrero & Gani,
2001). The first order group contribution method tanited accuracy especially when
dealing with polyfunctional molecules and cyclic lewules. In addition, first order

groups cannot capture proximity effects or difféiztie between isomers (Kehiaian,
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1983; Wu & Sandler, 1989, 1991; Marrero & Gani, 200’o overcome these limitations
of the first order groups, higher order group eéfauoust be incorporated into the design.
The applicability of the visual approach is linditéo problems that can be
adequately described using three properties. Howebhere are many systems that
require more than three properties for sufficiayresentation. In the molecular design
stage, all possible combinations of different molacgroups are to be analyzed, in order
to get a complete solution of possible compoundiss Will be a tedious process if there
are many first order groups, becauserf@roups the total number of combinations will

be"C +"C ,+"C._, +....#"C,. Another serious limitation of the visual approasfhat,

even though it may help rule out some infeasiblmlwoations in simple designs, the
required numbers of molecular groups is mainly acfion of their AUP values.
Therefore, the relative positions in the ternagdam will not always provide the visual
insights expected from it. In addition, the relatposition of the clusters being included
in the feasibility region is only one of the reaanirents for a feasible molecule. It has to
satisfy theAUP constraint as well as described earlier. Thereflmreeach combination,
the AUP constraint has to be verified separately in tipigraach, which again makes the
procedure tedious for large problems.

There are limitations associated with the propemtydels as well. Even though
the GC models predict the properties of moleculed weasonable accuracy, there are
occasions when one or more of the molecular gradipsterest are not available in the
literature. Similarly, even if the molecular groigpavailable, the property contribution
corresponding to that group may not be availaliles to be noted that, if any of the

property information of one or more of the groupsot available, the design cannot be
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completed. One option available at this point isrégress the contribution of that
molecular group. However, this may be a lengthycedure and may not always be
practical especially when the property values ateanailable (Ganet al, 2005). One of
the feasible approaches is to make use of the gyop®wdels from the combined group
contribution-connectivity index method. Therefotiee algorithm for molecular design
has to be modified to include GCM+CI models in thestdr space.

Many of the properties encountered in design maguire more structural
information than what is provided by group conttibn techniques. Especially when
dealing with complex molecules, the structural dethecome more relevant for the
determination of properties. The recent developméntthe field of QSAR and QSPR
studies provide many relationships based on maeattuctures to predict properties.
However, the inverse problem formulations with #heelationships form non-linear
equations and their solutions require a lot of cotaponal effort and often lead to
degenerate solutions. The molecular signaturesridescin the previous section can be
used as a common tool to translate properties backiolecular structures and an

algorithm is needed for such a systematic enunuerati

4.5. An Algebraic Approach for Molecular Synthesiswith Higher Order Groups

As discussed in the previous section, one of taerdrawbacks of the current
visual solution method for molecular design proldeisits inability to consider higher
order molecular groups. In the new algorithm depetbin this dissertation research, an
algebraic method has been used to include theibatitns of higher order molecular

groups identified by Marrero and Gani (2001) ie teverse problem formulation.

92



The algebraic approach for property integratiaodigh componentless design of
processes has been already developed €Qah, 2004). Nevertheless, this approach was
limited to the design of simple molecules comprieédwo molecular building blocks
even though the approach was helpful to solve igrraumber of properties. In addition,
the applicability of this method is limited to tlikeesign of non-cyclical compounds. A
similar approach was followed by Eljaet al. (2007a) for molecular design with first
order groups by taking advantage of the analogaatsir& of first order molecular
property operators to the traditional property apans. Presented here is a generalized
algebraic approach for designing molecules with aoynber of first order groups
including the possible contributions from second #nrd order groups.

To include the effects of second and third ordeugs in the property prediction,
it is possible to utilize the linear additive rule$ higher order groups. Further, both
higher order groups have first order groups as theilding blocks (Marrero & Gani,
2001) and hence they can be considered as contrisaif different first order groups. It
should be noted that any kind of overlapping of enalar fragments in different higher
order groups is permitted. That means, one firdelogroup can be a part of more than
one higher order group since the higher order ggorgpresent different kinds of
interactions among the molecular fragments. Howevenust be ensured that no group
is completely overlapped by another group. If theilding blocks selected for
constructing a molecule can generate such secatet groups or third order groups, the
group with more first order groups is to be selddi® form the second order or third
order group to avoid redundant description of thme molecular fragment (Marrero &

Gani, 2001). Figure 4.7 describes the differenhades of group overlapping:
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CH; CHj
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‘CHZCHS
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Figure 4.7: Second Order Group Formation

In figure 4.7, a molecule’s building blocks in them of first order groups is

shown. In the second figure, the second order gr@rp NCCHOH and CHOH. Here

only the contribution from the former group shodid considered because the group

CHOH is completely overlapped by NCCHOH. In the thaxample, there are two

second order groups: CHOH and ({4€H with no overlapping. In the last example,
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there are two second order groups, §z6H and (CH)CH-(CHs)CH. Here, two distinct
second order groups share one CH group and ong g@dlip. However, since they
represent two different types of interactions, doatributions from both these second

order groups have to be considered when apply@agtbperty model.

45.1. General Problem Statement

Generate all possible molecules that can be broith Ny moleculamgroups with;
target properties. There is a set of constrainteéah property, which can be represented

as the following:

Plver < P < pUer i=1,2,....N; i=1, 2 ... (4.26)

1]

wherei is the index of molecules apds the index of properties.

4.5.2. Algebraic Approach for Solving the Molecular Design Problem
It can be seen from eq. (4.26) the&ch property range can be expressed as two

inequality expressions (Qiat al, 2004): one for the lower constraint and one tfa

upper constraint. This range can be estimated famaion of molecular groups from
GCM expressions (Eljackt al, 2007a). This facilitates a matching of the prope
targets with molecular constraints. Equation (4.280h be rewritten in terms of

normalized property operators as:
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Q" <Q, <O (4.27)

Here,Q; is the normalized property operator of moledul€o estimate its value,

first calculate the normalized property operatadshon first order estimatiof2s as

Q,=3nQ,, (4.28)

where,Qjq1 is the normalized property operator of first ordesup,g. The next
step is to estimate the contributions of any secomtr groups in the molecule. The

following rules must be followed at this stage:
Rule 7: Second order groups have first order groups aslibgiblocks.

Rule 8: Second order groups can only be formed from corapteilecular
fragments. For instance, to form the second ordeng CH-(CH)-CH-
(CHs), there must be two —CH- and two (tgroups. It is not possible

to consider a CH-(C§ group as a half second order group.

Rule 9: If a second order group completely overlaps anatbeond order
group, then only the larger of the two groupshiesen in order to

prevent the redundant description of the sameoutdr fragment.

Let (k: n) be the set of first order groups that are thddmg blocks of one
second order groupand Qgk:ngn) is the set of occurrences of those groups prasghe

molecule. Ify is the number of occurrences of one particulart fingler group in a
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selected second order group, amgsis the number of second order groups which can be

generated from those first order groups, then:

n, n
Ngs = Min[—gk:ﬂj (4.29)
,7k ,7n

Here, ngy/ni is the contribution of first order groupto the second order group,
Ngn/71n is the contribution of the first order grougdo the second order group such that eq.
(4.29) will give the potential contributions fronaah first order group to the specified

second order group:

n n
(”—gk : ”—gj (4.30)
k n

According to Rule 8, the lowest of those numbers giile the number of that
second order group. For instance, if there aresties- groups and two —CH- groups in
the molecule, then there will be one (§4#€H second order group. &, is the property
contribution from the second order groups, thennitvenalized property operator for the

property contributions from second order groupg,can be calculated as follows:

N

Qe =D N Q) (4.31)

s=1
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Nngs must be rounded down to the nearest integer vatdierd applying it in eq.
(4.31) because the number of second order groupsotde a fractional number. The
above equation can predict the property contrilbufrom second order groups in most
molecules. However, in some rare occasions where safnthe second order groups are
completely overlapped by some bigger second ordeupy and some of the former
groups are not overlapped, the equation will naoaat for the contribution from the
unoverlapped group. For instance, if there are+@®bl-, two OH- and one CN- groups in
the molecular structure, the contributions from @EOH group and the CNCHOH
group must be incorporated as one CHOH group thadtisoverlapped by a CNCHOH
group. To treat such a situation algebraically, soder that Kigngn) has subsets of
smaller second order group®;(ngm) with some of the first order components jficgn)

andn*gls is the number of the second order groups whiclmat®verlapped, then:

* n n n n
n__=|Min il:ﬂ - Min ik:ﬂ (4.32)
gs o m M 1Mn

According to Rule 8n ¢ must be rounded down to the nearest intege®. b is
the contribution from the unoverlapped smaller selcorder groups, then the normalized
property operator for the property contributionsnfr the smaller second order groups,

Q'jscan be calculated as:

NS
Qi = > N Q) (4.33)

s=1
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The third order groups have been identified byolwlhg the same criteria used
for second order groups, but for a different clafscompounds (Marrero and Gani,
2001). Therefore, the rules applied for formingoset order molecular operators should
be obeyed for generating third order groups as.wéierefore, following the same
methodology for generating the second order modécwlperators, the third order

molecular operators have been formed as shown below

Nt
Q= tZl“nthjg3 (4.34)
O i O O
Qi :antng3 (4.35)
t=1

Here,t is the index for third order groups. Herg,andn g have been calculated
with the groups corresponding to the third ordesugr Now, the normalized property

operator for moleculecan be calculated as:

Qij = Qijf +Qijs +Qijt +Q;}s +Qijt +Q;}t (4.36)

It is evident from eq. (4.27) that, for each prapethere will be two inequality
expressions in the cluster space — one for thenmoim value and one for the maximum
value (Qinet al, 2004). Therefore, there will B, inequality expressions representing

all the possible solutions. To solve fay combine egs. (4.27) and (4.36) and split them
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into two equations for each property. Then, cakeuthe minimum and maximum values

of AUP for the given property constraints.

Q’]_“"‘ <Q, Q, <Q™ (4.37)

j S
For example, if there are four properties of irggréhere will be eight inequality
expressions from which eight subsets can be degdlopor each subset, there will be
four equations. These equations will provide alkgble ways the properties can be
combined without violating the property constrainBor the normalized molecular

operators @1, Q,, Q3, Q4) the combinations that make up the eight subde¢gjoations

are given below (Eljackt al, 2007a):

(Q:rlnax,Qrznin’Qrsnin’QTin) (er:mn,szax,Q:r;nax’Q‘lmaX)
(Ql ’QZ ’QS ’Q4 ) (Ql lQZ ’QS ’Q4 )
(QTIn,Q?m,Q?m,QTaX) (Qinax’Qrznax’QrSnax’Qan)

In order to make sure that the solutions of thevebmentioned equations and
constraints produce meaningful compounds with neaisle accuracy in properties, a few

more rules must be satisfied.

Rule10: The decision on the groups to be part of a ringamymatic ring

compound should be made ahead of design becauserdperty
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contributions of the same group is different in maatic, cyclic and
acyclic compounds. For instance, the property dmutions of CH,
Cling) and aCH are all different.
Rule 11: The minimum number of molecular fragments formangng must be
three and for the design of aromatic compoundsgetimust be exactly
six or multiples of six arongatarbon atoms. If the possible number
of aromatic carbon atoms eated with the first order groups is more
than ten, options copasding to fused ring compounds must also be
included, because irt ttesse, the number of aromatic carbon atoms
will not be multiples sik.
Rule 12: The number of each group should be a non-negativger.
Rule 13: The Free Bond NumbelFBN) is the number of free bonds in each

molecular string and is represented mathematitsilgq. (4.39):

N

Ng 9
FBN =) n FBN, —2[an —lJ—ZN, (4.39)
g=1

g=1

where,N; is the number of rings (including aromatic grouipsihe final molecule

andFBNyis the number of free bonds in each specific grdine. molecule’$~BN should

be zero to ensure a complete molecular structutie mo charge/free bonds in the final

molecule.

The rules can be written mathematically as follows:
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n=0 Y n,=30r0 FBN=0 >n,=061012... (4.40)

whereng represents the groups forming the ring afnds the number of aromatic
carbon atoms. The exact numbersrigrcan be written only after identifying the number
of first order groups. Constraints must be impassasidering any fused ring compounds
along with poly-ring compounds. For instance, ié tnaximum numbers of aromatic
carbon atoms are 16, then the valueinf. can be 6, 10, 12, 13, 14, and 16. The values

other than multiples of six correspond to possibted ring compounds.

4.5.3. Algebraic Molecular Design Algorithm

The procedures used to solve a molecular desigblggrousing the developed

algebraic approach are summarized in table 4.2.

Even though the algebraic approach does not hamevidual appeal, it is a
convenient design tool because of its ability tovpte all possible solutions. The
algorithm developed can be easily programmed antheéncase studies presented in
chapter 5, a Visual Basic program was used to sihlgeequations. Combined with the
algebraic treatment of a process design problem €Qal, 2004), this approach can be
used for process systems with any number of priggerio identify the potential

molecules with only a medium level of complexity.
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Table 4.2: Algebraic Approach Algorithm

Step

Description

Equations

Transform the required property range into seidaxima
and Minima of the normalized molecular property rapers

using the corresponding functions in GCM.

(4.32)

2 Select the first order groups to form the canisaolecules | -
based on the nature of the final product.
3 Select the groups that form aromatic and alighatgs (if -
any).
4 Using the contributions of each molecular fragtmeavelop (4.27)-(4.28)
inequality expressions for each property. At thégys, use
inequality expressions from eqgs. (4.27) and (4.E28)ow
Rule 7 to generate second and third order groupsdoan the
first order groups estimated at this stage.
5 DetermineAUP range of the sink (4.20)
6 Evaluate th&BN, of all molecular fragments and develop the(4.40)
structural constraints.
7 It is required to solve for open chain and cyuaiiclecules (4.27)-(4.36)

separately. For open chain compounds, use onl thasips
corresponding to open chain compounds. Then use the
eguations obtained through steps 4-6 (except theesgion for

the number of groups forming a ring) to evaluateriaximum
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possible values of all first order groups. Setrthieimum
value of all groups as zero. Then, with the obtwaues,
maximize and minimize thAUP range to get a tighter bound

on the search space

8 Generate all possible combinations of the rariggaups -
obtained from step 7. Then, generate the moleqpuégrerty
operators for each combination. Simultaneouslyuatal the

FBN andAUP values of all possible combinations. As

satisfyingAUP is a necessary but not sufficient condition, this
step will reduce the search space significantlckBzalculate
the properties of those compounds whAgH is within the

range andBN is zero for verification.

9 Select those combinations, which satisfy all t@msts. Most | -
of the compounds that satisfy tA&JP andFBN constraints

will satisfy the property constraints as well.

10 | Repeat the same procedure for aliphatic andatromng -
compounds separately by including the moleculaggrfrants

forming the rings and all equations obtained thiosigps 4-6

4.6. Introduction of GC+ Modelsinto the Cluster Space
There are occasions when the GC values of one o molecular groups to be
considered are not available in the existing groutribution data sets. It is also possible

that the property contributions corresponding te property of interest are not available
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even if the group is defined for GC approachesfofm property clusters for the groups
whose contribution is not defined by GCM, it is pite to employ a property operator
defined through the Cl method. However, it is tonloéed that, the value of bond indices
and thus the property contributions will dependlos valence delta value of the atom to
which this group is being connected. For instaficthe property of interest is heat of
vaporization and one of the potential molecularugsois CHE, it is not possible to
estimate the property contribution of CHBy the ClI method before deciding on the
groups forming bonds with CHFThe best solution for this problem is to defieparate
property operators for these kinds of groups, eaminesponding to different types of
carbon atom that can potentially form bonds witkinice the valence delta depends only
on the number of hydrogen atoms bonded with thaboraatom. Now, the property

operator for the groups estimated through the Ghaotecan be defined as:

3 (P) = Y (B A )+ B )+ 2¢( X e (4.41)
Ng N

Q = anngl +anQCI (4.42)
g=1 m=1

Here,k is the number of valence delta values of atomsdha form bonds with
this group and2c, is the normalized property operator correspond¢ghe molecular
operator formed from the CI group. In this apprqatitere will be more than one

molecular property operator corresponding to eaclug Once the molecular property
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operators are formed, the rest of the operatorsbeadefined exactly the same way as

they are defined for GC properties.

4.6.1. GC" Algorithm for Visual Solution of a Molecular Design Problem
The new property models can be applied to bothaliand algebraic approaches
with some modifications to the existing algorithribe stepwise procedure for including
the molecular property operators based on CI invtbeal solution method is explained
below:
1. The property targets identified through the proa#ssign must be converted to
property clusters using eqs. (4.1)—(4.5).
2. Estimate the lower and upper bound#\ofP.
3. The feasible property region can be representec aernary cluster diagram
according to the algorithm provided in sectionsan8 4.4. Six unigue points can
represent the boundaries of this feasibility regiime normalized property values

corresponding to these six points are given below

(QTin ’Qrznin ,ngax) (Qinin’Qanax’Q;nax) (QTin;Qg]aX:Q?in)

(QTax ’ Qrznax, ngin ) (Qinax’ Qrznin ’ Q;nin) (Qinaxi szin ’ ngax) (4'43)

Plot these points on the ternary diagram anddg®n inside the hexagon formed
by these six points will be the feasibility regifam the sink.

4. Generate the first order molecular property opesato
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8.

9.

For non-GC groups, identify the possible types wihes (based on hydrogen
suppressed molecular graphs) that can form bontts ivand estimate valence
delta and bond index values. Calculate the zereradd first order Cl values.
Generate the molecular property operators base@loBeparate operators have
to be calculated for different types of bonds. As molecular operators formed
from these groups differ only in the bond indexithvalues will be in a very
close range. Therefore, it is possible to form eusoof points on the ternary
diagram, which can give insights about the possddmbinations with other
groups for a valid solution.

Obtain the normalized molecular property operators.

CalculateAUP values of all groups.

Calculate the molecular property cluster valuesafbthe groups.

10.Plot all the molecular groups on the ternary cluditagram.

11.Mix different molecular groups according to the ggdure presented in section

4.4. When mixing a Cl group with a GC group, thenber of hydrogen atoms
bonded with the GC group will define the correspongdgroup in the CI locus.
The CI group corresponding to the same number dfdgen atoms in the GC
group must be chosen for mixing. In the examplewshan figure 4.7, the
designer wants to mix a GBO group with a CHJF group. The heat of
vaporization value of the CHFgroup is not available in literature. So, accogdin
to the GC method, the cluster values for CHffoups which form bonds with
carbon atoms with different numbers of hydrogenemstanated and plotted on the

ternary diagram. As the carbon atom in 8 has two hydrogen atoms bonded
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to it, the cluster corresponding to (CHHE (with two H atoms) is to be selected

from the locus of CHfgroups.

C.l. Locus'for CHF, group

Figure 4.8: Mixing of Cl Group with GC Group

12.The possible solutions are those formulations wigho FBN and with anAUP
value inside the range set by process targetseasdme cluster location defined

by the feasibility region.
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4.6.2. GC" Algorithm for Algebraic Solution of a Molecular Design Problem
By following the algebraic method, it is possible include higher order
molecular property operators in the design spacein€lude the CI operators and third

order groups into the design space, the proceduea ¢n table 4.3 can be followed.

Table 4.3: GCModel Algorithm

Step Description Equations
1 Select the first order groups to form the canwisaolecules
2 If GC data is not available for any of the groppsperties,

estimate it using the Cl method for different baodnbinations
as explained in section 4.3.1. Select the smalkdse of the
potential group contribution for calculating th@perty operatotr
to ensure that none of the potential group comhanatis
missing. Here, the number of potential solutions is

overestimated.

3 Select the groups which form parts of aromatit @iphatic
rings
4 Develop inequality expressions for each propesing the (4.26)-(4.42)

property contributions from each group (GC or Gientify the

FBNy of each group and generate the structural consdrai
From the inequality expressions for the propertyst@ints and
structural constraints, obtain the maximum numligrogsible

groups. With the obtained values, evaluate the mam and
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minimum values oAUP as well. Identify the possible second

and third order groups from these first order gsoup

5 Generate all possible combinations of first ogl@ups. Then,| (4.27)-(4.28)

generate molecular property operators for each owatibn

6 Simultaneously estimate tR&N andAUP values of all (4.27)-(4.36)
combinations. Back calculate the properties of¢hmslecules, & (4.42)
which satisfyAUP andFBN constraints to ensure that all the

requirements are satisfied.

4.7. Molecular Signaturesin Rever se Problem Formulations

The molecular signatures have been shown to peocheaningful QSPR/QSARS
and the performance of these descriptors is corbfgart® many of the existing Tls
(Viscoet al, 2002; Fauloret al, 2003b). The reason for this correlation is duthe fact
that many TIs can be derived from the signaturéhefmolecule. Fauloet al (2003b)
have provided the relationships between many Tdsraolecular signatures. The general
relationship between a Tl and its signature has lee@ressed as a dot product between
the vector of the occurrence number of the atomgicagure of heighh and the vector of

Tl values computed for each root of those atongoatures:

TI(G) =Ka, (71 [oot("S" ) (4.44)
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Here, k is a constantjus is the vector of the occurrence number of the aom
signature of heightt and T (root {2)) is the vector of Tl values calculated for eachtr
of atomic signature. Additional important relatioase given in section 4.7.1 & 4.7.2

below.

4.7.1. First Order Connectivity Index

The first order connectivity index is defined ussignatures in eq. (4.45):

ly = %IKZ; ’a, uml\%)[:])eg@) deg{"ll/a (u))]% - %IKZ; ‘a. ﬁz (4.45)

Here,y is the first order connectivity indedleg(u)is the degree of the offsprings
anddeg(*v,(u)) is the degree of the root atom. The required sigaaheight is two. For
instance, the'y value of the molecule GH(CH:)CH,C(CHs)s is 3.4165. The

calculation of connectivity index is as shown below

= (03 % (1x3) 5 (3x2) 4 (20) o (1) 1x4)
(1x4) % =3.4165 (4.46)

Equation (4.45) can be used on the same moleci®@laws:

Table 4.4: Cl Calculation using Signatures

Signatures of Number of ’y 20i %Y
Height 2 Occurrences’)
C(C(CQ)) 2 P> 1.1547
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C(CCC(C)) 1 354+305%60° 1.5629
C(C(CC)C(CCC)) 1 6°°+870> 0.7618

C(CCCC(Q)) 1 B4+49 440480 1.8536

C(C(CCCQ)) 3 A3 1.5

Y= %(1.1547+ 1.5629+ 0.7618+1.8536+ 1.5) = 3.4165

4.7.2. Kier-Hall Shape Index of Order 1
The Kier-Hall shape index, denoted 1§, can be written in terms of signatures of height

1:

1K = (Z "a, )([Z Oai]_l): (4.47)
SXalvx)]

Here, the denominator provides the number of pdthgher orders of shape
indices can also be calculated in a similar manner.

The connectivity index and shape index are twohef mhost widely used TIs in
QSAR/QSPR (Trinajstic, 1992). Many other Tls casoabe derived from signatures
though some of those expressions may be valid fonlglkanes. The reason for this kind
of relationship becomes clear by analyzing thectiine of signature descriptors. Even
though the signatures can be considered as thependent building blocks of the

molecule, they also depend upon the rest of theasiges of the molecule because each
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signature is written in terms of their neighborkeflefore, the number of building blocks
required to represent a fixed number of UNIFAC gowvill be more than the actual
number of groups. However, the interdependencyuch suilding blocks provides a
powerful tool to linearize a variety of highly ndinear topological indices.

Consider the molecular graph of molec@e of n atoms and diametdd (the
maximum chain length possible in the structurehds been proven that the signature
height required to obtain the adjacency matrixh&f molecular graph ie=D+1. This
leads to the conclusion that-1 is the maximum signature height needed to comaiye
topological index (Faulort al, 2003b). Fauloret al. (2003b) also provided a list of
topological indices and the required signature liteip represent those topological

indices. Some important results from that listhiewsn in table 4.5:

Table 4.5: Signature Equivalent of Topological Indices

Height Topological Indices
0 Number of atoms, molecular formula, moleculargheéi
1 Number of bonds, cyclomatic number, molecularkvealunt of length

1, shape indices of length 1, connectivity indicEkngth 0

2 Shape indices of height 2, Platt number, shdkxnof height 1,

connectivity indices of height 1

L Shape indices of length L, connectivity indicésieight L-1

One of the attractive advantages of signature gtecs over many other TIs is

its direct application in reverse problem formwas. The reconstruction of the actual
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molecule from the solution of a reverse problena ishallenging issue with most TIs.
Nevertheless, algorithms are available to enumehateactual molecular structure from
the signatures and the degeneracy of signaturéssssthan other TIs (Faulost al,

2003a). Therefore, signature descriptors have thengial to form useful tools in

molecular design.

4.7.3. Rever se Problem Formulation using M olecular Signatures

In the previous sections, different algorithms waegeloped for the simultaneous
consideration of both process and molecular degsighlems. The property models used
for the molecular design step in those algorithneyewbased on group contribution
methods. Property models of group contribution méshhave attractive qualities making
them useful for reverse problem formulations. Thapprty functions can be expressed as
linear expressions of the constituent groups inogeaule and the property contributions
of the groups are independent of the final molecdimvever, the applicability of group
contribution methods is limited to a few propertaa®sl the property contributions of all
the molecular groups the designer wants to consitide designing a molecule may not
be available in literature. The structural inforroat provided by group contribution
models is limited as well. Therefore, there is achfor a more general algorithm that can
be used to predict molecular structures for a walege of properties and can provide
more structural information than normal group cimittion method based algorithms do.
Since many of the existing QSAR/QSPR expressioms & re-written in terms of
molecular signatures, an algorithm based on sigestas the building blocks can meet

these targets. However, because of the interdepepd# signatures, connectivity rules
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must be developed to ensure minimum degeneracy thecsolution is generated. Since
different topological indices can be representeteims of signatures, the problems can
be solved based on one single descriptor. In axidithere are algorithms available to
obtain the molecular structures once the solusoavailable as signatures (Faukral,

2003a).

General problem statement
Identify the best molecules/substituents with tlestldominant property, which
also satisfy a set of property constraints. TheoEeroperty constraints on each property

can be represented as follows:

Pijlower < Fﬂ < I‘Tj)upper j: 112’ _______ NJ’ i:1,2, ...... (426)

wherei is the index of molecules ads the index of properties.

4.7.4. Signature based Algorithm for Molecular Design

The signature-based algorithm has been develomesgdbon the analogous
formulation of property operators and moleculanatgre descriptors. While comparing
the equations used for defining the property opesaand molecular signatures, it can be
observed that both are defined as linear combinstaf the constituent elements. The
non-linearity will still appear in the generatioh groperty operators of the individual
components. However, since the property operatmmesponding to the building blocks

can be calculated before solving for the unknowmponents, this non-linearity will not
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contribute to the complexity of the solution progezl Therefore, it is possible to define a
molecular property operator from signatures to Krgaroperties based on the
contributions of atomic signatures. It can be skem eq. (4.26) thateach property
constraint can be expressed as two inequality exmes: one for the lower bound and
one for the upper bound. The first step in solveugh a problem is to identify the
QSAR/QSPR expressions corresponding to all thestgugpperties/activities. However,
different topological indices will be translatedtearms of different signature heights. In
the next step, identify the molecular signatureghts corresponding to the Tls used in
QSAR/QSPR. It can be seen in section 4.7.6 thaidiyg signature descriptors, TIs of
different heights can be used simultaneously teestile molecular design problem.

The general form of a QSAR/QSPR can be represersied eq. (4.48):

8= f(TI (4.48)

where, d is the property function corresponding to propd?tyEquation (4.44) can be

represented in terms of the number of appeararicegratures using eq. (4.49):

Tl = Z "a,L, (4.49)
where
L, =Ti{root("> ) (4.50)
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Now, the molecular property operators correspondmgeach property can be

estimated using eq. (4.51):

WP =3 xL (4.51)

This facilitates the formulation of an optimizatigproblem. The dominant
property, which is expressed in terms of the numblemtomic signatures, can be
maximized or minimized subject to the property ¢omats. Equation (4.26) can be re-

written in terms of normalized property operatar as

Max/Min Q;

Q" <Q, <M (4.52)

Here, Q; is the property operator corresponding to the damti property and;

is the normalized property operator of moledule

The combination of signatures that give the bektevéor the dominant property
should also obey a few rules for the formation @oanplete structure. These rules will
ensure that the signatures selected based ondperpr constraints will connect to form

a connected graph without any free bonds.
Rule 14: The total number of available degrees (valen@asd)the vertices
(atoms) of the graph (molecule) sdde selected such that the

molecule must be complete withowt free bonds in the structure.
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Rule 15: The number of bonds in each signature should maitththe bonds in
the other signatures.

The best signature combination must be formed ah suway that the above rules
are obeyed. For rule 14, a basic rule in graphrthkmown as thénandshaking lemmia
used. This rule states that, the total sum of \adsnof all vertices in a graph will be

equal to twice the number of edges (Trinajstic,2)99

N

> D(i)=2M (4.53)
i=1

Here,D is the number of degrees aMids the number of edges.

Since the available information in reverse problevilsbe based on the numbers
of various candidate signatures, it is necessahat@ the equations available in terms of
the number of signatures rather than the edgesn fgraph theory, for a graph witR
circuits, the number of vertices (V) can be caltadafrom the number of edges for a

simple graph (graphs without multiple edges):

V=M+1-R (4.54)
ZN: D(i) =2(V -1+R) (4.55)
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Consider the design of molecules without multipliges. Assume the maximum
valency of the hydrogen-suppressed atoms involgdumited to four, which is the case
with most of the atoms considered in this dissiematTherefore, for a collection of

molecular signatures to form a complete molecuje(456) must be obeyed:

i=1

ixi +2ixi +3ixi +4ixi = ZHixij—h R} (4.56)
i=1 n N, N3

Here,ny, p, ng, Ny are the numbers of signatures with valency one, tiaree and

four, respectivelyN is the total number of signatures in the molecule.

Equations (4.54)-(4.56) are applicable only in @mapvithout multiple edges.
However, the constituent signatures may have nteltjpnds if the design involves the
formulation of molecules with multiple bonds. There, eq. (4.56) has been modified to

apply for all types of molecules according to e€g57):

ny N Ny Np; Nuvi Nri
ixi +2> % +3> % +4) X =2Hixi +%in +> X +ZXJ—1+ R} (4.57)
i=1 n n, ng i=1 i=0 i=0 i=1

whereNp;, Ny andNr; are the signatures with one double bond, two dobbhds
and one triple bond respectively in the parentlleFer every additional bond on the
signature root level, the number of edges increaye6.5 because each bond will be

shared by two signatures. Therefore, each signatitinecone double bond on the root will
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increase the total number of edges by 0.5. Simgilaihce there are two additional edges
in a triple bond and the signatures with two dould@ds on the root, there will be an

addition of one additional edge in the moleculapdr.

In order to satisfy rule 15, an expression needsetéormulated that ensures that
the bonds at each signature height must be consisith the rest of the signatures so
that there will be gath connecting all the vertices. In order to differaté between
different types of atoms, graph coloring has besedu The coloring function has to be
appropriately selected based on the types of atmmsidered and the nature of the final
molecule. For instance, consider the design of lkana molecule. Here, the coloring
function is the valency of each carbon atom ateafls. The coloring should start from
the root atom to all atoms up to levell. Figure 4.9 shows the coloring of one atomic

signature of height three:

C(C(CC(CCC))CC(C(C)C(CC)C))
C3(C3(C1C4(CCC))C1C4(C2(C)C3(CC)CL))

Figure 4.9: Coloring of Atomic Signature

By definition, a molecular graph is an un-directgdph, which is only a function
of the vertices and the edges. However, when mlaesignatures are used as building
blocks to form graphs, they formdagraph with respect to the root atom of individual
atomic signatures, because not only the individaastituents, but also their directions

are significant. In a digraph, the out-degree of vertex is defined as the number of arcs
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formed from the vertex. For a vertexthe out-degree of is denoted ag(v) . Similarly,

the in-degree of vertexis the number of arcs joining to the vertex. Ohthe properties
of digraphs known as theandshaking di-lemm& useful to ensure the consistency of
signatures. According to the handshaking di-lemtin@,sum of the in-degrees of all the

vertices of the digraph will be equal to the suntheiir out-degrees (Wilson, 1986).

A(4) = (V) (4:59)

When a molecule is formed from signatures, thedgrdes and out-degrees are
based on the different types of bonds between atbimes complete molecule, since two
vertices (atoms) share each edge (bond), the cofdre edge that joins the two vertices
must be the same for both the vertices. Howeverptider of colors will be different for
both vertices since the reading of the color hastaat from the root atom. For instance,

consider the bond formation between the followiigmatures:
C1(C) and C2(CC)

The edge that joins the above two signatures vaNehthe colors 1 and 2.
However, the reading of colors will bes2 from the first signature whereas it will be
2—1 for the second signature. The presence of babetledges ensures that there is a
linking between the vertices. While writing the rmio signature, only one atom is being
described by relating it to its neighboring atonisdéferent levels of neighborhood.
Therefore, each color sequence has to be complethevith another vertex to ensure

consistency of the signatures. In other words,\egelor sequence of edges between any
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two heights must be complemented by another siganditaving one edge with the same

colors in the reverse order.

This can be mathematically stated as followsli46(j), is one coloring sequence
li—l; at a levelh, then, the following equation must be satisfied tfog existence of a

complete molecule:

Z(li - li)h ZZ(li - li)h (4.59)

Equation (4.59) has to be obeyed for all color segas and at each height.

The same rule is to be obeyed even for the colquesece in whichi=j. That
means, if the color sequence in one signatuke-ik with i=j , then, there must be another
signature present in the set of signatures withs#ime color sequence to complement the
previous one. If there are more than one color eseced;—l; on one signature witi¥j ,
then, all of them must be complemented with theesaator sequence in other signatures
in the set. For instance, consider the signatuteeajht two, C3(C3(CC)C2(C)C3(CQ)).

If this signature is present in one molecule, tlleare must be two more €3C3
coloring and one C2C3 coloring in other signatures. This can be mattemlly

represented as follows:

2% =2K (4.60)
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where, is the number of color sequendesl; on one signature witl¥] andx is

the number of such color sequences ldnslan integer.

In order to form a connected tree, it must alsemsured that the total number of
signatures where the degree of the vertex at aehiiglvel is more than the degree at a
lower level should be less than the total numbevestices with the higher degree. In
some signatures, there will be more than one chitd a specific color (sayn) for a
single parent. In such cases, it must be ensuradthe number of complementary
signatures with the previous parent in the chilegelanust be more tham. For instance,
if there is a signature C2(C3C3), then, to form @eaunule, there should be at least two

distinct signatures with color three in the paierel.

PRI (4.61)

where,n; is the number of child vertices with a higher degtkan the parent
vertex. Herej andj represent the child and parent colors. FigurewilBexplain the

above-mentioned principles through an example:

CH, C
8
HC—CH;, > C L
| S
H4C— CH-CH,—CH-CH, | I
c—C—C—C—C
CH3 1 2 4 5 6

Figure 4.10: lllustration of Connectivity Princigle
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The height two signatures in this molecule withganocoloring are given below:
C1(C3(CQ))

C3(C1C1C2(C))

C2(C3(CC)C3(cQ))

C3(C3(CC)C2(C)C)

C1(C3(CQ))

C1(C3(CQ))

C3(C3(CCc)C1Cy)

C1(C3(CQ))

C1(C3(CC))

The colors of the edges and their occurrence nuieaigeshown in table 4.6:

Table 4.6: Consistency of Signatures

Color Sequence of Edge Occurrence Number

1-3 5
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3-3 2

3-2 2

It can be seen that eqgs. (4.59)-(4.61) are sadiisihe total number of degrees for
the root carbon atoms is sixteen. The number dices is nine. Therefore, eqs. (4.55)
and (4.56) are also satisfied. As satisfying thegeations provide the necessary and
sufficient conditions for the existence of a cortedcgraph, the signatures confirm the

existence of a complete molecule.

Now, the dominant property function can be maximine minimized subject to
the constraints in eq. (4.52). The signatures nbthvill form the best molecule. In order
to form other feasible molecules, integer cutslmamised. Every time a solution has been
found, an integer cut can be applied to make soaé the obtained solution will not
appear again. This process can be continued umtfeasible solution is found, which
indicates that all feasible signature combinatitmest provide molecules satisfying all

property constraints have been identified.

The final step is to enumerate the molecular sires corresponding to the
identified signatures. An algorithm has been pliglisto generate the molecules once the
signatures are available (Faulat al, 2003a). A simplified algorithm has been
developed in this dissertation in section 4.7.7géoerate the molecular structure from

the signatures.
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4.7.5. Expression of Group Contribution M odelswith Signatures

Group contribution methods (GCM) have been widetyplyed to estimate
properties of compounds from molecular structuhessCM, the property function of a
compound is estimated as the summation of promemyributions of all the molecular
groups present in the molecular structure. Molecsignatures of sufficient height can be
used to re-write group contribution expressiondgsTf because every molecular group
can be considered as a tree witkh, whereh is the signature height used to represent
the molecular groups. Therefore, signatures of beaght will be able to describe the
atoms, bonds and nearest neighbors.

It should be noted that, if all the property tasyetere being tracked with group
contribution models, the algorithms presented ictisas 4.5 and 4.6 would be more
efficient. This transformation will be useful onlyhen the property models of some of
the target properties are available in GCM and somée models are available as
QSAR/QSPR. If some of the properties of interestaailable in GCM, rewriting those
models in the form of signatures will allow us twv& the property models based on Tls
along with the GC models.

The height and number of the signatures used te wWré molecular groups in the
GC model depends on the number of atoms used édomtilecular design and the nature
of final molecule. Different coloring functions cdre used to identify the signatures
corresponding to the equivalent groups in GC models

Consider the design of a molecule with amide akgl @larbon groups. Suppose,

the maximum number of amide groups on each allgligrand attached carbon atom on
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each amide group is limited to one. The potentialigs available in GCM are (Marrero

& Gani, 2001):

CHz NHz CHxNH; CHNH CNH, CH; CH, CH C

The root atom on every signature can be coloreld tmid numbers: the first color
is the number of neighboring C atoms and the secotat is the number of neighboring
N atoms. Signature of height 2 is required for clatgcoloring. Now, all signatures with
root N can be used to re-write the different angd®ups. If the neighboring C atom of an
N root has three neighbors, then, the root N atalinbe equivalent to a CNjigroup.
Similarly, all N root signatures can be assignedgioperty contributions of GINH, and
CHNH; groups based on the colors of their nearest nerghlihe signatures with root C
atoms will form the alkyl groups. In our examplee tsignatures with root C atom having
N in any of its nearest neighbor should not be icmmed as a group since that signature
has been taken care of in the amide groups. Foret$teof the signatures with root C,
property contributions can be assigned based omtingbers of neighboring C atoms.
Every C root with one neighbor will be equivaleata CH group since the rest of the
valencies are filled by H atoms which are not shawmolecular graphs. Similarly, all C
root signatures can be assigned the property bomiohs of CH, CH and C groups
based on their colors.

The most important application of signature desorgpwhile using it to represent
group contribution models is its ability to accodat the contributions of the higher

order molecular groups. As discussed in the prevgmactions, higher order group effects
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are due to the proximity of various first order gps. Therefore, similar to the first order
groups, second order groups can also be considsradree wittb<h-1. The procedure
to track the second order contributions is as ¥atlo

In the first step, the signatures are generatey lmsded on the first order groups,
without considering the second order group contidims. Then, among the generated
signatures, identify those signatures that carmeystircond order group contribution. While
assigning property contributions to those signatuegpart from the contribution of the
actual molecular group, assign the contributionhef second order group as well. It can
be seen that, there is no specific signature fgifiast order/higher order group. Based on
the available groups and the nature of the finalemdar structure, the designer can
identify the corresponding signature to each mdéagroup.

The following examples are taken from the soludrthe problem presented in
section 5.4 of the case study. The first order mwdée groups involved are GHCH,,
CH, CHCO and CH=CH. After generating the signatures adtethree corresponding
to the first order molecular groups, the followisignatures are identified to carry the
second order contributions corresponding to thersgorder groups shown on the right

hand side.

C4=02(=C) C1(C) C3(CC§)>CH3COCH

C3(=C3(=CC) C1(C)—CH3CH=CH

For instance, the first signature has the rootrcGl, which indicates the carbon

with valency four in a hydrogen-suppressed grapte atoms in the first layer are
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oxygen with a double bond, a carbon with valenegehand a carbon with valency one.
With the available first order groups, this sigmatdistinctly represents a GEIO group,
with a CH group in its proximity. Similar logic cdre seen in the second example as well
where the CH=CH group is connected to s Qkbup.

In general, it has been established that the sigmdteight needed to represent
second order group can be two or three. Therefibtrean be concluded that, the

maximum signature height required to identify tighler order effect is three.

4.7.6. Property M odelswith Different Signature Heights

In a molecular design problem with multiple prdgeronstraints, it is possible to
have different Tls describing different propert@fsinterest. It is also possible to have
one QSAR/QSPR containing different Tls. If the Isgof the topological indices are
different, the signatures corresponding to thedsrdneight have to be enumerated first
and the signatures of smaller height have to beesepted in terms of the larger
signature. This is possible because the total nurobeany smaller signature can be
expressed as the sum of a certain number of hggeatures. For the molecular design
algorithm using signatures explained in section44.@nly the number of each signature

is significant.

Consider the situation where the QSAR/QSPR has b&ro order and first order

connectivity indices in the available relationship:

Y=aOOX+a11X (462)
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In this case, the corresponding signatures aheights one and two respectively.
Therefore, the signatures will be initially formembrresponding to height two and
classified in terms of height one for writing thepeession for zero order connectivity
index. Here, the property operator for propeftgan be written in terms of signatures as

follows:
f(v)=>L'a +> L, a, (4.63)
i j

Now, classify all the signatures of height two ddh®n the color of its root. In
general, if the height of the largest signaturéntdrest ish and the height of the lower
signature ish-m, then the classification of signatuineis to be done at a level bfm
Now, the total number of ea¢him level signatures can be obtained by addinghtlevel
signatures under same color at levgh This is possible because we are interested only
in the number of appearances of each signatur@anntolecular structure. Since the
number of appearances of signatures of lesser theifjibe represented in terms of the
highest signature height, the solution will be oied in terms of the signatures of the
highest height. Therefore, this approach will notrease the degeneracy during the
enumeration step. For example, assume the sigsabfiiaterest are N1(C), N2(CC) and
N3(CCC) which are signatures with height one. Nsighatures of height two with root

vertex N can be divided into three sets as follows:

Set 1: Signatures of height two with N vertex aed@x color 1
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Set 2: Signatures of height two with N vertex apd@x color 2
Set 3: Signatures of height two with N vertex ard@x color 3

The signatures of height one can be obtained bswvgl

N(C): 'aye = . %0,

setl

N(CC): oy o) = D %,

set2

N(CCC): *ayceq) = D 2@,

set3

Since this methodology solves the problem in tesfrthe number of appearances
of the highest signature in the system, the acguvalt not be sacrificed due to this

transformation.

4.7.7. Enumeration of Molecular Structuresfrom Signatures

The generation of molecular graphs from the mokacdescriptors is one of the
most challenging issues in inverse design. Detailedcriptions of the different
approaches have been given in chapter two. Howetwes, possible to generate the
molecular graph from a given set of signatureghis research project, an algorithm has
been developed based on the graph signature entioneadgorithm by Fauloret al,
(2003a). This algorithm has been developed to géaé¢ne molecular structures from the

signature building blocks.
Stepwise procedure

1. Select any signature of heigihtandomly from the solution set.
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. Consider the signature starting from the first fagethe selected signature (the
signature/signatures with heigil). This signature must form the finstl layers

of the signature attached next to the first sigreatu
. Generate signatures of heidghfi among the rest of the signatures.

. Select the signature whosel height is the same as the signature starting from

the first layer of the first signature.

If there is more than one signature that satisfp €t consider the last layer of the
contesting signatures. The signature whose coltiranast layer matches with the
(n-1)" layer of the first signature will then be selectedforming the bond. This

is possible because, when a bond is formed betiveewertices, the same layer

will appear in the second signature at the nexllev

If there is more than one signature that satisép &, it does not matter which
signature is selected for forming the bond. Thi®aesause, two signatures with

the same height will form isomorphic graphs.

. After forming the first bond, repeat the same pdage for the other signatures
starting at layer one. All matching signatures vioim subsequent bonds to the

root signature.

. Repeat the same procedure in the newly formeddewdil all the signatures in

the solution set have appeared in the signaturi@.cha

9. The signatures will be replaced with the root atamsach signature.

10.The hydrogen atoms must be added to satisfy thengids of all the atoms to

complete the final molecular structure.
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An example of the developed algorithm is presereldw. The collection of
signatures presented in this example is one ofsttetions obtained for the acid gas
removal case study in chapter 5. Solution numb& 8elected since it contains both

heteroatoms and multiple bonds:

The set of signatures is

01(C2(01(C)C2(CC))) (i)
01(C2(01(C)C2(NC))) (ii)
C1(N3(C1(N)C2(CN)C2(CN))) (i)
C2(01(C2(0C))C2(C2(0C)C3(=CC)) (iv)
C2(01(C2(0C))C2(C2(OC)N3(CCC)) )
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C3(=CC))) (vi)
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)O1(C))) (vii)

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OC))) vii

C2(C2(01(C) C2(CC))C3(=C3(=CC)C2(CC))) (ix)
C2(C2(N3(CCC) C2(CC))C3(=C3(=CC)C2(CC))) (x)
C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(COY))) (xi)
C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(NC))) (xii)

In the first step, select any signature of heightr8this example, signature (i) has

been selected.
01(C2(01(C)Cc2(CcQ)))
In step two, there is only one signature possituenfthe first layer, which is

C2(01(C)C2(CC))
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In step 3, all second order signatures of all othignatures have been generated.
It can be seen that, for signature (iv), the hetgltt signature is exactly the same as the
signature in step two. Since, there are no otlgrasures of height two, which are the
same as the signature in step two, a bond is formt#dsignature (i) and signature (iv)
according to step 4.

01(C2(01(C)C2(CC)))

!
C2(01(C2(OC))C2(C2(OC)C3(=CC))

The same procedure is repeated on signature (pgttthe next bond.

01(C2(01(C)C2(CC)))

!
C2(01(C2(OC))C2(C2(OC)C3(=CC))

!
C2(C2(01(C) C2(CC))C3(=C3(=CC)C2(CC)))

Here, the signature of height two is C2(0O1(C) C2)C3(=C3(=CC)C2(CCQC)).

However, the height two signatures of (xi) and)(arie the same as this signature:
C3(=C3(=CC)C2(CQ))

According to step 5, look for the last layer in lsicsituation. In signature (xi), an
O atom is involved in the final layer whereas aathim is involved in signature (xii). In
the current signature, there is one O atom anity'{ layer. Therefore, signature (i) is
selected to form the bond:

01(C2(01(C)C2(CC)))

!
C2(01(C2(OC))C2(C2(OC)C3(=CC))

!
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C2(C2(01(C) C2(CC))C3(=C3(=CC)C2(CC)))

!
C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(CO)))

In any of the following bonds, there are not mdrant one signature at height
three. Therefore, step 6 is not applied in thissckw, according to steps 7 and 8, the
same procedure is repeated until all signatures hapeared in the signature chain. The

final signature chain is as follows:

01(C2(01(C)C2(CC)))
iIZ(O1(C2(OC))CZ(CZ(OC)CB(:CC))

i?Z(CZ(Ol(C) C2(CC))C3(=C3(=CC)C2(CC)))
i?B(:CB(:CS(:CC)CZ(CC))C2(C3(:CC)C2(CO)))
iIS(:CB(:CS(:CC)CZ(CC))CZ(CB(:CC)CZ(NC)))
iZZ(CZ(NB(CCC) C2(CC))C3(=C3(=CC)C2(CC)))
iIZ(NS(Cl(N)CZ(NC)CZ(NC))CZ(CZ(NC)CS(:CC)))

l

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OGHICL(N3(CL(N)C2(CN)
C2(CN)))

!
C2(N3(CL(N)C2(NC)C2(NC))C2(C2(NC)O1(C)))
!

C2(01(C2(OC))C2(C2(OC)N3(CCC))

!
01(C2(01(C)C2(NC)))
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In step 9, the signatures are replaced with theatmm:

0—-C—-C—-C=C-C—-C—>N—-C—-C-0

!
C

In the last step, the hydrogen atoms are addedttthg final molecular structure:

OH(CH,).CH=CH(CH)2N(CHs)(CH).OH

4.7.8. Stepwise Procedure for Solving a Molecular Design Problem
1. Identify the QSPR/QSAR corresponding to the propsrf interest.
2. Estimate the height of molecular signatures cooedmg to the QSAR.

3. Based on the nature of the target molecule, séhecatom types and enumerate

the molecular signatures corresponding to the sigadeight.
4. Re-write the Tl in terms of signatures.

5. If different TIs are represented with different dieis, express the number of
appearances of smaller signatures in terms of numbeappearances of larger

signatures.

6. Form normalized property operators, which are esged as linear combinations

of atomic signatures.
7. Form the normalized property operators correspanthirGCM if any.
8. The objective function can be defined based ordtminant property.

9. The signature is to be colored at each height upetghth-1 with the number of

carbon atoms adjacent to it.

136



10.Form constraints from eqs. (4.56)-(4.61) to ensheeformation of a connected

graph and the formation of a complete structuré wa free bonds.

11.Solve the objective function corresponding to tlenstraints and obtain the

signatures. Identify the rest of the solutions gsirieger cuts.

12.Enumerate the molecular structures from signatacesrding to the procedure in

section 4.6.

4.8. General Framework for Integrated Flowsheet and Molecular Design

In chapter two, the development of a group contitlou based approach for
flowsheet design was introduced. This method camntify the efficiency of different
processing routes from the raw materials to thedyets. In this section, a general
framework is being proposed to integrate flowshdesign with the process and
molecular design. The product design should alwaysonducted simultaneously with
the process for which it is being designed becangechanges in the process parameters
will affect the suitability of the molecules.

The group contribution based approach to estintetdldwsheet property enables
one to estimate both how changes in the input médscand/or the process alternatives
affect the processing route. A product identifiedlinig the molecular design stage might
have superior properties, but may not be suitablmabse of an unacceptable flowsheet
property. For example, a compound with a high vabfiehe energy index for the
separation task can make a process economicalificieat because, in most industrial

operations, separations account for a large pateobperating cost. However, changing
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a product will affect both the process design patens and the flowsheet design

parameters.

In this novel approach, an additional stage hasn bieeplemented in the

conventional reverse problem formulation framewdrke flowsheet property, which is

an indication of the efficiency of a process, vk tested after the molecular design

stage. However, the flowsheet property will algoabfunction of the process conditions,

as indicated in figure 4.11. Now, in the integratggbroach, the flowsheet property will

be calculated for each designed molecule. The ratdAnolecules within the desirable

range of flowsheet properties will be selectedrigorous simulation.

Process Design

Optimized process

Process Data
& Objective

—

Discrete decisions
(e.g. type of compound,
number of functional groups)

Continuous Decisions
(e.g. Operating conditions

objectives to meet
desired performance

—

Process Design

Process Data
& Objective

—

Discrete decisions
(e.g. type of compound,
number of functional groups)

Continuous Decisions
(e.g. Operating conditions

—

Molecular Design

Molecular
building
blocks

—

Discrete decisions
(e.g. type of compound)

Continuous Decisions
(e.g. Operating conditions

Optimize molecular
structure to meet
given set of
property values
—>

f

Property :
Constraint I
Targets |

|

v |

Flowsheet Model

Molecular Design

Molecular
building
blocks

—

Discrete decisions
(e.g. type of compound)

Continuous Decisions
(e.g. Operating conditions

Figure 4.11: Integrated Process-Product-Flowsheet Designeivork

The advantage of this step is, that any moleculest tmake the process

unprofitable can be screened out before any rigogimulation and experimentation.
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The methodology to solve the process and producigmlegroblems now can be

represented in its entirety as shown in figure 4.12

Optimum process

performance

QSAR/QSPR .
) GC expressions
expressions

| |
Y

Signature expressions based on
the highest signature height

Cyclic compounds

Acyclic compounds

v

Decide t:ignsumber . ) [Structural constraints}

ESH constraints

[ Select the number of ]

Property targets groups in each ring

Target P A
Properties [ Structural constraints ]

v

[Solutions in terms of signaturesj

Y

Enumeration of molecular
structures from signatures

Property operators

Surrogate property

targets A

Y

(e —— — ——— — »[ Estimation of flowsheet property }

Figure 4.12: Flowchart of the Integrated Process-RiteElowsheet Design

4.9. Summary
This chapter has covered various algorithms forisglintegrated process and product
design problems on a property platform. The conad#pproperty clusters has been

introduced and the properties of clusters and tisiral treatment have been discussed.
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The concept has been extended to molecular desigrtdgrating this technique with the
property models in group contribution methods. Thaetular clustering techniques and
their applicability in the simultaneous consideyatof process and product design have
been discussed. The limitations of the existing washfor molecular design from a
property standpoint have been discussed and a lgsbraic approach with second and
third order levels of molecular groups in MarrenodaGani (2001) models has been
introduced. The molecular cluster equations haven lbedefined to include the higher
order effects. A new algorithm has been proposedhi® application of these enhanced
models in product design. In order to design mad&cstructures using molecular groups
with unknown property contributions, a modified @alighm has been presented that uses
a combined connectivity index - group contributimethods approach. The algorithms
for both visual and algebraic solution have beees@nted. The molecular signature
descriptors have been included in the reverse enoblormulation framework. An
algorithm has been developed that can includerdififtQSAR/QSPR expressions based
on multiple Tls for molecular design thereby inciegsthe applicability of the RPF
framework. Group contribution methods can be calipléh T1 based expressions in the
new algorithm on a property platform when the propenodels are given as both TI
based models and group contribution models. Intihdieven if the different topological
indices are represented with signatures of diffenenghts, the new algorithm utilizes the
signature with maximum height to solve the invedesign. The signature-based
algorithms have also been integrated with flowshsetign techniques. This general
framework will be useful in generating the optimflowsheet structure for a process on

a property platform.
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5. Case Studies

In this chapter, four case studies are presentée. first case study is the
identification of a blanket wash solvent. The pwgof this study is to highlight the
principles involved in the derivation of higher erdnolecular groups and the systematic
procedures followed in the solution of a molecuasign problem using the algebraic
approach. The second example involves the ideatific of an alternative metal
degreasing solvent, in which the procedure to ohelgonnectivity index based groups
into the cluster domain is illustrated. The problam solved both visually and
algebraically. In the third case study, a molecdksign problem for identifying the most
suitable alkyl substituents for a fungicide is salwsing molecular signatures. This case
study highlights the application of molecular sigmas to represent topological indices
and group contribution models and the applicatibcamnectivity principles. The final
case study is a comprehensive integrated processigrand flowsheet design problem.
An acid gas removal system is studied for the ifleation of the most effective acid gas
removing solvent. The process is evaluated on #stskof performance, environmental

constraints and flowsheet properties.

5.1. Design of Blanket Wash Solvent

The application of the developed algebraic appro#@wh product design is

illustrated by reworking the design of a blankestvaolvent for a phenolic resin printing
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ink. Sinha and Achenie (2001) originally solvedstdesign as a mixed-integer non-linear
programming (MINLP) problem and it was later solwadually using the molecular
property clusters by Eljack and Eden (2008). Is thork, the design has been performed
algebraically using molecular property clusters.o@@r contribution data for the
properties considered were taken from Marrero aadi 2001). The property constraints

for the designed solvents are listed in table 5.1.

According to the procedure explained in the seclid) the first step in solving a
molecular design problem is to convert the propeangets into molecular property
operators and identify the acceptable ranges foh @aolecular property operator. The
property operators for the given properties and ttegerence values are listed in table
5.2 and the values of the adjustable parameterisged in table 5.3. The given property
constraints can then be transformed into normalmetecular property operators using
the equations in table 5.2 and values in tableab®5.3. The calculated values are given

in table 5.4.

Seven molecular fragments have been selecteddatiog the candidate solvents.
It should be noted, that the available fragmengsthe same as those used by Sinha and
Achenie (2001). The fragments were selected basetier potential to be a constituent
of an industrial solvent. In addition, all thesestfiorder groups can form a variety of
second order groups, which will be helpful in etlating the effect of second order GC.
The selected groups, their property contributiomd aumber of free bondsre listed in

table 5.5.
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Table 5.1: Property Constraints for Blanket Wash Solvent

Property (P;) Lower Bound [Upper Bound
Standard Heat of VaporizatioH, | 20 kJ/mol 60 kJ/mol
Normal Boiling Temperaturd;, 350 K 400 K
Normal Melting Temperaturd,, 150 K 300 K
Standard Heat of FusioRl;s 10 kJ/mol 20 kJ/mol
Table 5.2: Property Operators and Reference Values
i Wi GC Expression Reference
HV H v - h\/O NQ Ns 20
> n,h, + @) nh,
g=1 g=1
Tb NQ Ns 7
exp(lj D ngt, +wy nt,,
tbO g=1 g=1
T, Ng Nq 7
; exp{lj D ongt, +wd ngt.,
to i i
Hf _ Ng Ng 20
" H e hfusO Z ng hfusl + C{)z nshfusz
g=1 g=1
Table 5.3: Adjustable Parameters
Adjustable Parameter Value
hvo 11.733 kJ/mol
tho 222.543 K
tmo 147.45 K
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hruso -2.806 kJ/mol

Table 5.4: Normalized Molecular Property Operator Values

Qny Qrp OQtm Qrifus
Qnin 0.4134 0.6885 0.3951 0.6403
Qrax 2.4134 0.862 1.0927 1.1403

Table 5.5: Property Data of Selected Molecular Fragments

g Group FBN hva th1 tm htus1

1 CH; 1 0.217 0.849 0.695 1.66

2 ChH 2 491 0.714 0.252 2.639
3 CH 3 7.962 0.293 -0.373 0.134
4 OH 1 24.214 2.567 2.789 4.784
5 CHO 1 12.37 2.539 3.019 11.33
6 CHCO 1 15.195 3.118 2.959 8.062
7 CHCO 2 19.392 2.676 2.523 8.826
8 (CH)ring 2 3.341 0.823 0.57 1.069
9 (CH)ing 3 6.416 0.595 0.034 2.511

Now, eq. (4.27) is used to generate the inequakfyressions for each property. It
should be noted that, only first order groups ames@lered at this stage. This is because,
the expressions generated at this stage are usdgtaim the maximum possible number

of each groups. The variations in the propertiesed by the second order groups will be
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considered in the later stages. First equationstii@ open chain compounds are

generated:

0.413< 0.011g, +0.246g, + 0.398y, +1.211g, + 0.619y, + 076, + 097,

<2412
0.689< 0.121g, + 0.102g, +0.042g, + 0.367g, + 0.363y, + 0.445g, + 0.382g,

< 0.862
0.395< 0.099y, + 0.036g, + 0.053y, + 0.398g, + 0.431g, + 0.423y, + 0.361g,

<1.092
064 < 0.083y, +0.132g, + 0.007g, + 0.239, + 0.566g, + 0.403y, + 0.441g,

(5.1)
<1.14

The AUP range can be estimated from the normalized prpmgrerators given in

table 5.4. The values are:

AUP, =2137
AUP,_ =5335

From egs. (4.39) and (4.40), and from #dP range, the structural constraint

expressions can be generated as follows:

(o e PRI g, 20 (5.2)

2.137< 0.3145y, +0.5154g, + 04933y, + 2.2143y, +1.9787g, + 2.031g,

(5.3)
+2.1537g, < 5.335

0,+20,+30,+0,+ 05+ 9 +20, —2(0, + 9, + 9; + 9, + s + U + 0, — 1)

(5.4)
=0
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Equation (5.1) is used to generate an overview h&f potential molecular
structure. All the variables in eq. (5.1) are maxed separately subject to the structural
constraints in egs. (5.2)-(5.4). The maximum valresas follows:

91:4 92:6 93:3 g4=1 g5:2 96:1 g7=1

Next, the minimum value for all groups is set toozelo get a closer bound on
the AUP values, maximize and minimize thdJP subject to the maximum possible
groups. The nevUP range is

AUP_ =2875
AUP, =5005

Now, the second order groups that can be formeah fitte selected molecular
fragments are estimated. They, along with theiperty contribution are listed in table
5.6. It can be seen that second order group 4 eslapyped by group 8, second order
group 5 by group 7, and second order group 6 bymB Now, all combinations of the
first order groups are generated and using eqf9)44.33), molecular property
operators for the second order groups are generatedAUP for each combination is
then calculated and the structures whBB& is zero andAUP is within the range are
selected. The properties of the structures are tlaek calculated and those within the
acceptable range are considered for final sele¢tiepending on other parameters like
availability, cost etc). The final possible molesmusktructures along with their estimated
properties are given in table 5.7. It can be sbanhthe two molecules identified in the
work of Eljack and Eden (2008) are generated is thasign also (the other molecules
identified in that work are using different group$yevertheless, since the algebraic

approach automatically generates the feasible tanes; this method identified a third
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possible structure (Pentan-3-one) from the samaipgroeven

constraint.

Table 5.6: Second Order Groups and Their Contributions

with an additional

S Group Hyo To2 T2 Hfus
1 (CHg).CH -0.399 -0.0035 0.1175 0.396
2 CHCHCHCH; 0.532 0.316 0.239 -1.766
3 CH-CHO -0.55 -0.1286 0.5715 -0.369
4 CHCH,CO 0.403 -0.0215 -0.0968 0.011
5 CH,CHCO 0.723 -0.0803 -0.6024 1.005
6 CH-OH -0.206 -0.2825 -0.3489 -0.599
7 CHOHCHCO - -0.2987 0.9886 -
8 CHOHCH;CO - -0.2987 0.9886 -
9 CH,CHOH - 0.5082 -0.5941 -0.041
Table 5.7: Valid Formulations and Their Properties
Molecule Ho | To Tm Htus
CH3CO-CHO (2-Oxopropanal ethane 1:1) 39.3| 385| 263.6] 16.6
CHO-CH,-OH (Hydroxyacetaldehyde) 53.2| 392| 265.6] 15.9
CH3-CHOHCHO (2-Hydroxypropanal) 55.7 | 392 | 272.6] 14.1
CHs(CH,),COCH; (Pentan-2-one) 36.6 | 374| 206.6] 12.3
CHs(CH,)sCHO (Pentanal) 39.1| 380| 220.7] 18.1
CH3(CH,);OH (Butan-1-ol) 50.9| 381| 213.0 11.6
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CH3CH,(CH,CO)CH; (Pentan-3-one) 36.1 361 2145 124
CH3CH,CHCH;COCH; (3Methyl pentan2-one) | 40.2 | 388| 190.8] 12.9
CH3;CH,CHCHOCH; (2-Methyl butanal) 36.5 363 236.6 146
CHs(CH,)sCHs (Heptane) 36.9| 382| 162.2] 12.3
(CH3)3CH (2-Methyl propane) 39.7T 380 2129 111
(CHs)3(CH),CHO (2,3 Dimethyl butanal) 40.1 381 2352 134
(CHa)3(CH,)4CH (2-Methyl heptane) 401. 399 1657 115
CHO-CHO (Ethanedial) 36.5 361 265/]1 1938

In order to identify the possible ring compoundi® molecular groups in table 5.8

are selected:

Table 5.8: Groups For ring Compounds

g Group
1 CHs

2 CH

3 CH

4 (CHZ)ring
5 (CHYing
6 OH

7 CHO
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The property constraints can be written in terrhdiret order groups as in the

case of acyclic molecules. One additional strutwwastraint is:
g4+9523 (5.5)

The highest possible values of the first order gsocan be found by maximizing
the variables. The values are:
01=4 =4 072 Q=5 g5=4 g=1 gr=1
The second order groups from these groups and pheperty contributions are

given in table 5.9.

Table 5.9: Second Order Groups and Their Contribuf@n€yclic Structures

S Group Hyvo Th2 The Hius

1 (CHs).CH -0.399 -0.0035 0.1175 0.39¢
2 CHCHCHCH; 0.532 0.316 0.239 -1.766
3 CH-CHO -0.55 -0.1286 0.5715 -0.36P
4 CH-OH -0.206 -0.2825 -0.3489 -0.59P
5 CH,CHOH - 0.5082 -0.5941 -0.041
6 (CH)yCHs 0.096 -0.121 -0.1326 0.033
7 (CH)ycCH> -0.428 -0.0148 -0.4669 -1.137
8 (CH)yCH 0.153 0.1395 -0.3548 2.421
9 (CH)yc-OH 2.134 -0.3179 1.369 -
10 | (CHeeCHO - -0.2692 0.5076 -
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The same methodology used in the previous steplimafed for identifying ring
compounds. Using the first ordef?®rder acyclic, and thé'®order ring GCM estimates

of the properties for the solvent design resulthe12 potential candidates in table 5.10.

Table 5.10: Valid Cyclic Compounds and Their Properties

Molecular IUPAC Name Hy To (K)| Tm(K) | His
structure (kJ/mol) (kJ/mol)
P cyclobut-2-ene-1-carbaldehydetl6.697 352.62 211.48| 17.12
O/U
0 cyclopent-2-ene-1-carbaldehyd®0.03] 387.34 230.26| 18.19
g (2E)-3-cyclopropylprop-2-enal 52.57§ 356.71 222.59| 13.07|
0 (2E)-3-cyclobutylprop-2-enal 55.91¢ 390.85 240.08| 14.14
0 3-cyclobut-2-en-1-ylpropanal 51.174 382.44 203.71] 18.62
(3E)-4-cyclopropylbut-3-enal 57.05] 386.03 215.4| 14.57
MA
P 3-cycloprop-2-en-1-ylpropanal 52.32 377.43 171.32] 19.06
O/\/\V/

2-cyclopropylpropanal 51.08 355.73 218.06] 17.51

2-cyclobutylpropanal 54.42 390 | 236.06/ 18.58
A
/A (2-ethylcyclopropyl)acetaldehy 55.96 378.03 223.45 16.2
/\(\v 3-cyclopropyl-2-methylpropanal55.56) 385.16 210.63] 19.01
Q 3-methylcyclohexene 44.66 391.41 159.15] 10.7

CHy
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5.2. Metal Degreasing Solvent Design

A case study involving a metal degreasing processheen revisited to illustrate
the algorithm for the application of G@&chniques in reverse problem formulations. This
case study was initially solved to identify the peay targets by Shelley and El-Halwagi
(2000) and to identify alternative solvents for thegreaser using a visual approach by
Eljack et al. (2007b). In this work, the focus will be on idéyithg candidate molecules
using first order groups whose properties cannastenated using GCM.

In the metal degreasing process, metal parts aretgsea degreaser that uses an
organic solvent. In the initial process, the VO@gporating in the degreaser had been
eliminated by flaring. It has been proposed to ems& the VOCs and reuse them along
with fresh solvents. Therefore, the first parttlo case study is to estimate the lower
and upper bounds of the property constraints amds#cond part will generate the
alternative solvent structures for the degreaser.

The methodology to estimate the property targets eeveloped by Shelley and
El-Halwagi (2000) and further extended by Edatral. (2004). In this work, we are
identifying the candidate molecules, which satidfg property targets identified for a
fresh solvent. The properties used to describaére molecules are heat of vaporization
(Hy), vapor pressureVP) and melting pointTy) (Eljack et al., 2007b). However, for
vapor pressure, no group contribution expressioist®x Nevertheless, there is an
empirical relationship that can be used to calewatpor pressure from the boiling point

(Sinhaet al., 2003):
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T 17
logVP = 558— 2.7[%] (5.6)

Here, Ty is the boiling point of the liquid an@ is the temperature at whidP is
measured, which is 500K in this example. Therefdres now possible to represent all
the property constraints in terms of group contidou properties, which are shown in

table 5.11.

Table 5.11: Property Constraints for the Degreaser émobl

Property Lower Bound | Upper Bound
VP (mm Hg) 318 1150
Hy (kJ/M) 50 100
Tm(K) 280 350
Tho (K) 480 540

This case study highlights the design of solvents wat least one SO group in
their structure for the illustration of the G@nethod because the heat of vaporization
property data of the SO group is not availableh@ open literature. The other groups

being considered for designing the molecule are:

CHjs, CH,, CH, OH, CHCO, CHCO, aCH, aC

The properties listed in table 5.11 can be estichatging the following group

contribution expressions:
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AH, =h,+> nh,+> nh,+> nh, (5.7)
ng NS Nt

Ty =tb0'|n{z Nty +znstb2 +Znttb3:| (5.8)
g=1 s=1 t=1

ny N N,
T = tmo.ln[z Nitpy + D Nty + Znttmg} N (5.9)
s=1 t=1

g=1

However, the4H, value of theSO group is not available in the property
contributions published by Marrero and Gani (2000Y). estimate thefH, value, the
connectivity index method can be used. Now, it &thdwe remembered that, any property
contribution calculated through the CI method notyodepends on the atoms in the
group, but also on the valence delta of the groupttich it is connected. In this example,
the SOgroup will form bonds with two groups as it has tfmee bonds in the structure.
From the possible combinations of the availablst farder groups, the OH group is not
considered for a direct bond with the SO group bseait will not form a stable
compound. All potential groups that can form bomdth the SOgroup in this case are
carbon atoms, but their valence delta will diffaised on the number of hydrogen atoms
on those carbon groups. In this example, therdanepossible types of carbon atoms,
that is aliphatic carbon with 1, 2 or 3 hydrogeonas and aromatic carbon with zero
hydrogen. So, there are ten possible valuesHyffor the SOgroup, which are given in

table 5.14.
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5.2.1. Visual Solution

If the molecules to be designed are not complicatesl visual solution can give
reasonably accurate results. In this approach, finskyorder groups can be considered in
the expression for the property function. The prop@perators and their reference
values are given in table 5.12 and the upper amgrdimits for the property operators

are shown in table 5.13.

Table 5.12: Property Operators and Reference Values foe8sgrDesign

Property | Property Operator GC" Expression Reference Value

Hy AH, -h,, 20

%nghvl-l-f(Y*)

Tm T Ng
exr{t] zl ngtml
g:

Tbo T Ng 7
exr{t] 2 Ngty

Table 5.13: Normalized Molecular Property Operator Values

Qhy Qrp Qrm
Qrin 1.53 2.16 1.67
Qirax 3.53 2.83 2.83

In the next step, the property targets are condent® their corresponding cluster

values and the boundaries of the feasibility reglefined in step 3 of section 4.6.1 are
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determined. These points are plotted on a terneagraim and connected to obtain the
feasibility region corresponding to the target @nies.

Now, the property contributions of the groups oferest are obtained and
converted into normalized property operators. Havethe property contribution of the
SO group for heat of vaporization is not availablditerature. To use the Cl method to
calculate the value adfly, the values of the bond indices and the zero @st drder
connectivity indices from the valence delta of 8 &hatoms are estimated. Here, the SO
group has two valence electrons in its structur@ tavo bonds are possible from a SO
group. In this case study, there are 4 differepesyof carbon atoms (with 3, 2 or 1
hydrogen and aromatic C) that can potentially forands with the SO group. The
estimated values are shown in tables 5.14 and Bla%, eq. (4.41) is used to estimate
the contribution of the S@roup for heat of vaporization for the differentspible bonds
which are given in table 5.16. Therefore, there Heeproperty operators for the SO
group. The operators are normalized and the clidterall groups are calculated and

shown in figure 5.1.

Table 5.14: Atom and Bond Indices

Index Atom/Bond Value
Sy S 2.667
Sy o) 6
p¥ SO 16
B« S-GCs 2.667
B« S-GC; 5.333
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x|

p S-GC: 8

B« S-GaC 37.334
B« S-GC; 10.667
B« S-GC; 16

B« S-GaC 74.668
p¥ S-GC, 24

B S-GaC 112.001
B S-aCaC 522.673

Table 5.15: First Order Connectivity Indices

Group P
0S-GC3 0.556
0S-GC, 0.467
0S-GC, 0.428
0S-GaC 0.332
0S-GC, 0.403
0S-GC, 0.375
0S-GaC 0.308
0S-GC, 0.352
0S-GaC 0.297
0S-aCaC 0.271

Table 5.16: Cl Property Contributions of ClI Groups

Group Hy
SO-GCs 17.71869
SO-GC; 17.26331
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SO-GC; 17.06158
SO-GaC 16.579471
SO-GC, 16.94132
SO-GCy 16.79867
SO-GaC 16.45776
SO-GC, 16.68219
SO-GaC 16.40385
SO-aCaC 16.275

Zero order CI for the SO group: 1.021 (Common fotygdes of SO groups)

Figure 5.1: Cluster Diagram for Degreaser Design

Note that all cluster locations of the SO groups@ose and it is possible to form
a locus of SO groups. The reason for such a clasger of values is that the major
contribution to the property comes from the zerdeorCl, which depends only on the
atoms. Now, the cluster values of different combares of molecular groups are plotted

on the ternary diagram by satisfying tRBN constraint defined in eq. (4.39). While
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mixing SO groups with other groups make sure that3O group corresponding to the
proper valence delta is used. For instance, if@HgCOand one Chlare combined with
the SO group, the SO group corresponding to caabams with three hydrogen and two
hydrogen are to be used. The molecular group fortiouks, which fall inside the
feasibility region and satisfy th&UP constraint of the sink are potential solutionsthis
problem, some of the identified molecules are shamwnhe following diagram. The

complete solution set is given in the algebraicrapph section below.

C2

n1/\ng

__ My O=S(CH3)CH,CH=CH(CH5)

° M3 O=S(CH3;COCH3)CH=CH(CH3)
N M3s: O:S(CH)(CHz)s(CHg)

" M4 O=S(CH) (CH,)2(OH)

M= O=S(CH>CO)CH>(CH3)»

Cs f » Cy

Figure 5.2: Visual Solution of Molecular Design Problem

5.2.2. Algebraic Solution

In this problem, the property contributions of miblecular groups are available
except thedH, value ofthe SO group. In the algebraic approach, the first stepois
estimate the maximum possible number of each grSopfor thedH, value of the SO

group, the lowest among the estimated values isgbeonsidered in the initial stage of
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design to make sure that no potential moleculgnsried. From the previous section, this
value is 16.68 kJ/mol.

Now, eq. (4.26) is used to generate the inequakfyressions corresponding to
each property. These equations are used only itmast the maximum number of each
first order group. All these equations are maximizebject to the structural constraints

in eqgs. (4.36) and (4.39). The maximum values arfel&ows:

SO:1 aC:1 aCH:5 GH CH:8 CH4 OH:1 Ci€O:1 CHCO:2
The second order and third order groups possilolen fihese first order groups
and their property contributions are listed in éabl17. In table 5.17, the lettarsn,p and

k represent the different values possible for hydmg

Table 5.17: Possible higher order groups and their psopentributions

Group Property Contribution
Hy To Tm

(CHs).CH -0.399 -0.0035 0.1175

CH(CHs)CH(CHg) 0.532 0.316 0.239

CH=CHn, 1.632 0.1097 0.745
CHp=CHq 0.064 0.0369 0.0524
CHs-CHyw=CH, -0.06 -0.0537 -0.1077
CH,-CHyw=CH, 0.004 -0.0093 -0.2485
CHp-CH=CH, -0.403 -0.0215 -0.0968
CH;COCH: 0.723 -0.0803 -0.6024
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CHsCOCH - -0.2825 -0.3489

CHOH -0.206 - 0.9886

CHsCOCH,OH - -0.2987 -0.5941
CHm(OH)CH, - 0.5082 -

Now, all possible combinations of first order greupre generated and the
property contributions from potential higher ordeoups are estimated using egs. (4.27)-
(4.35). The molecular property operators are geéedraubject to the constraints in egs.
(4.39)-(4.40) using eq. (4.36) and tAEJP values for each combination are calculated.
The combinations whosAUP values are within the limits are potential solo#o The
property values of those combinations are backutatled to confirm they are real
solutions. Seventeen molecular structures weretifgezh using this method and their
structure along with the predicted properties @ergin table 5.18.

It can be seen that all the compounds identifiedh@ visual approach are
identified in the algebraic approach as well. Thiglé shows only those structures whose
property values fall in the required region basadtee GC method after obtaining the
basic structures. Most of the structures obtainethb algebraic approach will satisfy all
the property constraints. It should be remembehnat the basic purpose of this analysis
is to short list the potential candidates and emsluat no possible candidate is missed for

further investigation.

Table 5.18: Final Solution Set for Degreaser Design

Molecule H,(kJ/moe) Ty(K) T(K)
ﬁ 52.7 505.6 3215
H3C/S\OH
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| (M 50.1 532.4 326.8
HsC X0
Q 57.6 521.4 325.6
HO/S\/CH3
7 o 53.1 539.8 330.8
HSC\/S\/]\CHs
i 62.5 536.1 329.7
HO/S\/\CH3
}Sﬁ“a 50.1 526.1 326.9
HsC \\o
52.6 539.8 331.8
Hzc\s)w(cm
I
% e 60.7 524.4 333.0
HO
CHs
QOK 52.6 540 330.9
e S/\CH3
I
i 65.6 538.9 336.8
HO S\/CH3
HSC\/\ﬁ/\/C“s 50 530.3 302.2
(@]
i 53.3 540 306.9
Hac/\/s\/\/CH3
e 55.9 539.9 343.1
”3C\)Ls/kw3
\g
i 51.2 538.8 318.9
HsC Se~_-CHs
CHg
HQCWASWCHQ 54.2 540 333.9
CHs L‘ CHs
50.5 539.5 330.1
HsC s/\CH3
I
52.5 539.7 342.4
3 \S 3
0// CH
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5.3. Design of Alkyl Substituent for the Fungicide DD
The application of molecular signature descriptams molecular design is
illustrated by reworking a case study involving tbptimal substituent selection for

dialkyldithiolanylidenemalonate (DD).

COOR;

COOR,

This design problem was solved by Raman and Mar@r@#83) by incorporating
Tls as structural descriptors. In this work, theleoalar signature descriptors are used to
solve the molecular design problem. Since the nigeridghm can be used to re-write
group contribution relationships in terms of molecwsignatures as well, an additional
property constraint is included to illustrate tbapability. Group contribution data for the

properties considered were taken the work of Mantid Young (2001).

5.3.1. Problem Statement

DD is a fungicide that has eradicant and protectbdity against rice blast
disease. The effects of DD is quantified in terrhaftinity (log (Ve)), mobility (log («))
and retentionlfg [R/ (1-R)]) in the plant and the correlation of these praipsrwith
hydrophobic factorl¢g (P)) has been published by Uchida (1980). The line&ation
betweenlog (P) and the first order molecular connectivity indexwas developed by
Murray et al. (1975). Therefore, it is possible to correlatnél/, mobility and retention
with . The correlations relating these propertiesythave been developed by Raman

and Maranas (1998) and are shown in egs. (5.102(5An additional property of
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interest while designing a fungicide is the toxidiLCsp). Group contribution methods
can be used to preditCs, from the molecular structure according to eq. (b(Martin
& Young, 2001). The ability to combine differentoperty models in RFP using

signatures is another unique contribution of thesertation.

5.3.2. Solution of Design Problem with Two Types of Property Models

The objective of this case study is to identify #ikyl substituents of DD that
give maximum affinity subject to constraints on nlipjy retention and toxicity. The
property targets have been identified for only plaet of the molecule that changes. The

upper and lower bounds of the properties are giveable 5.19.

log(V. )= 05751%x)-0.2942 (5.10)
log(u) = -0.6984"x)+2.0143 (5.11)
Iog[%) =0.787x)-2 (5.12)
log(LC,,) = —i na (5.13)

i=1

Table 5.19: Upper and Lower Bounds for Fungicide Properties

Property (P)) Lower Bound Upper Bound

Mobility -0.3 0.3
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Retention time -0.3 1.0

LCso 0.04 _

The first step in solving the molecular design eabis to re-write the property
expressions in terms of signatures. The first ocd@nectivity index can be re-written in

terms of molecular signatures of height two accagdo eq. (4.45):
;[deg(J)deg( W) (4.45)
i= UDI h

For simplicity, eq. (4.45) can be re-written adduis:

» zi L (5.14)

where

L = degt)ded v, (u)] 2 (5.15)
5, Zldeawrded v, ()]

The signature descriptors can be used to re-wrgapycontribution expressions
as well. Since the target molecules are alkaneggethill be four first order groups
available (C, CH, Chland CH). All signatures can be classified into any ofseadour

groups based on the number of suppressed hydrogers an each root. For alkanes, it is
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possible to form 65 signatures of height 2 as showtable 5.20. It can be seen that,
three signatures correspond to thesQifloup, nine signatures correspond to the, CH
group, nineteen correspond to the CH group andytfour correspond to the C group.
The reference value is taken as one for all thepgmees. Therefore, the normalized

property operators are as follows:

_ log(Vg) +0.2942 (5.16)
Ve 0.5751 '
o = log(u) —2.0143 (5.17)
“ - 0.698:
Iog(1 RRJ +2
- -~ 5.18
R 0.787 (5.18)
Q¢ = ~log(LCy) (5.19)

The molecular design problem can be written in geofnsignatures as follows:

Max Q,_ (5.20)
65

216<) hx <3314 (5.21)
i=1
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65
2445< ) hx <3.812 (5.22)
i=1

3 12 31 65
32192 ) ;X + D C,X D CX + D CyX, (5.23)
i=1 i=4 i=13 i=32

Equations (5.21) and (5.22) can be re-written baseitterval arithmetic to eq. (5.24):

65
2455< ) hx <3314 (5.24)

i=1

Table 5.20: Signatures of Height Two for Alkanes

Height Two Signatures
C1(C2(C)) C4(C4(CCC)C4(CCC)C4(CCC)C1)
C1(C3(CC)) C4(C4(CCC)C4(CCC)C3(CC)C3(CC)
C1(C4(CCC)) C4(C4(CCC)C4(CCC)C3(CC)C2(C))
C2(C2(C)C1) C4(C4(CCC)C4(CCC)C3(CC)C1)
C2(C3(CC)C1) C4(C4(CCC)C4(CCC)C2(C)C2(C))
C2(C4(CCC)C1) C4(C4(CCC)C4(CCC)C2(C)C1)
C2(C2(C)C2(C)) C4(C4(CCC)C4(CCC)C1C1)
C2(C3(CC)C2(C)) C4(C4(CCC)C3(CC)C3(CC)C3(CC))
C2(C4(CCC)C2(C)) C4(C4(CCC)C3(CC)C3(CC)C2(C))
C2(C4(CCC)C4(CCC)) C4(C4(CCC)C3(CC)C3(CC)C1)
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C2(C3(CC)C3(CC))

C4(C4(CCC)C3(CC)C2(C)C2(C))

C2(C4(CCC)C3(CC))

C4(C4(CCC)C3(CC)C2(C)C1)

C3(C4(CCC)C4(CCC)C4(CCC))

C4(C4(CCC)C3(CC)C1C1)

C3(C4(CCC)C4(CCC)C3(CC))

C4(C4(CCC)C2(C)C2(C)C2(C))

C3(C4(CCC)C4(CCC)C2(C))

C4(C4(CCC)C2(C)C2(C)C1)

C3(C4(CCC)C4(CCC)C1)

C4(C4(CCC)C2(C)C1C1)

C3(C4(CCC)C3(CC)C3(CC))

C4(C4(CCC)C1C1C1)

C3(C4(CCC)C3(CC)C2(C))

C4(C3(CC)C3(CC)C3(CC)C3(CC))

C3(C4(CCC)C3(CC)C1)

C4(C3(CC)C3(CC)C3(CC)C2(C))

C3(C4(CCC)C2(C)C2(C))

C4(C3(CC)C3(CC)C3(CC)C1)

C3(C4(CCC)C2(C)C1)

C4(C3(CC)C3(CC)C2(C)C2(C))

C3(C4(CCC)C1C1)

C4(C3(CC)C3(CC)C2(C)C1)

C3(C3(CC)C3(CC)C3(CCQ))

C4(C3(CC)C3(CC)C1C1)

C3(C3(CC)C3(CC)C2(C))

C4(C3(CC)C2(C)C2(C)C2(C))

C))

C3(C3(CC)C3(CC)C1) C4(C3(CC)C2(C)C2(C)C1)
C3(C3(CC)C2(C)C2(C)) C4(C3(CC)C2(C)C1C1)
C3(C3(CC)C2(C)C1) C4(C3(CC)C1C1C1)
C3(C3(CC)C1C1) C4(C2(C)C2(C)C2(C)C2(C))
C3(C2(C)C2(C)C2(C)) C4(C2(C)C2(C)C2(C)C1)
C3(C2(C)C2(C)C1) C4(C2(C)C2(C)C1C1)
C3(C2(C)CIC1) C4(C4(CCC)C4(CCC)C4(CCC)C4(CC{
C4(C2(C)CICICI) C4(C4(CCC)C4(CCC)C4(CCC)C3(Cq

)

C4(C4(CCC)C4(CCC)C4(CCC)C2(C
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To make sure that, in the final solution, no fremds will be present, use eq.
(4.56). Here, we are looking for only acyclic sufosints because the target molecule is
an acyclic alkane. Therefore, the connectivity suderresponding to the acyclic structure

can be used.

3 12 31 65 65
D% +2> X +3) % +4Y X :ZKZXJ—l} (5.25)
i=1 i=4 i=13 =32 i=1
Now, equations need to be formulated to ensurettigaidentified signatures will

connect together completely to form meaningful coomms. To differentiate among
different carbon atoms in the structure, vertexodnol is used. Here, coloring of the
vertices is performed with the degree of each cardimm in a hydrogen-suppressed
graph. So, according to the procedure explainegation 4.7.4, these signatures must be
made consistent with the rest of the signatureélersolution set. In other words, if there
is a bond sequence between different colors ingaasiire, there must be a different
signature with the same color sequence in reverderoThe number of any color
sequence must be equal to the total number of gseveolor sequence. These

considerations can be written in algebraic fornfodlews:

X, = X, + X5 + X

X2 = X16 + X19 + X21 + 2X22 + X25 + X27 + 2X28 + XSO + 2X31

XS = X35 + X38 + X40 + 2X41 + X44 + X46 + 2X47 + X49 + 2X50 + 3X51 + X54 + X56 + 2X57
+ X59 + 2X60 + 3XGl + X63 + 2X64 + 3X65

X5 + X8 + 2Xll + X12 = X15 + X18 + 2X20 + X21 + X24 + 2X26 + X27 + 3X29 + 2X30 + X31
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X6+X9+2X10+X12 :X34+X37+2X39+X4O+X43+2X45+X46+3X48+2X49+X50+X53

25+ 3Xsg + 2Xgq + Xgo T AXgy + 3K+ 2%y + Xes
3)(13+2X14+2X15+2X16+X17+X18+X19+X20+X21+X22 = X33+2X36+X37+X38

+3X42 + 2X43 + 2X44 + X45 + X46 + X47 +4X52 +3X‘53+3X54 + 2)(55 + 2X56 + 2X57 + XSS (526)

+ X9 T Xo0 T X1

Now, egs. (4.59) and (4.60) are used to ensuredhsistency of the signatures

with the same color sequence on same edges:

X, + 2%, + X + X5 = 2N,

(X14 + X18 + X19 + X26 + X27 + X28) + 2(Xl7 + X24 + X25) + 3X23 = 2h2

4X32 + 3(X33 + X34 + X35) + 2(X36 + X37 + X38 + X39 + X40 + X41) + X42 + X43 + X44 + (5 27)
X45 + X46 + X47 + X48 + X49 + XSO + X51 = 2h3

In order to ensure that the number of a specifioraa the child level would not
exceed the total number of the same color whers iini parent level, eq. (4.61) is

employed:
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A%y < DX
4.4
3(Xgg + X34 * Xg5) < Z X
4.4

2(X36 + X37 + X38 + X39 + X4O + X41) < Z Xi
4.4

3X,3 < Z X;
3.3
2(X17 T Xt Xzs) < z X%
3.3

2%, < DX,
2.2

(5.28)

Equations (5.21)-(5.29) can be solved to identig best signature combination
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that maximizesve. In order to compare the new algorithm with thésemxg work by

Raman and Maranas (1998), the problem is solvethligi without considering the

toxicity constraint and the solution in terms ofraatures is shown in table 5.21. The
enumerated molecular structures from these sigemtwalong with the estimated
properties are shown in table 5.22 without congngethe toxicity constraint. It should be
noted that this is exactly the same solution adighdd by Raman and Maranas (1998).
The final solution to this problem subject to &k tconstraints, including toxicity, is also

identified. Now, only three solutions are foundofeasible from the initial list. The first



two solutions in table 5.21/5.22 are no longer drzavhen all the constraints are

considered.

Table 5.21: Solution in Terms of Signatures

Order Sgnature Occurrence
1 C1(C2) 2
C1(C3) 1
C2(C2C1) 1
C2(C3C1) 1
C2(C3C2) 1
C3(C2C2C1) 1
2 C1(C2) 1
C1(C3) 2
C2(C2C1) 1
C2(C2C2) 1
C2(C3C2) 1
C3(C2C1C1) 1
3 C1(C2) 1
C1(C3) 3
C2(C3C1) 1
C3(C3C2C1) 1
C3(C3C1C1) 1
4 C1(C3) 4
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C2(C3C3) 1
C3(C2cC1C) 2
5 C1(C2) 2
C1(C4) 2
C2(C4cC1) 2
C4(Cc2c2cicy) 1
Table 5.22: Possible Alkyl Substituents
Properties R1 R2
Affinity | Mobility | Retention | Toxicity
1.6083| -0.2957| 0.6034 | 0.0353 methyl 3-methyl-butyl
methyl 2-pentyl
ethyl sec-butyl
1.5864| -0.2691| 0.5735 0.0353 methyl iso-pentyl
ethyl iso-butyl
n-propyl iso-propyl
1.535 | -0.2068  0.5032 0.0401 methyl 2-methyl-2-but
1.5035| -0.1685 0.4601 0.0408 iso-propyl iso-propyl
1.5009| -0.1653 0.4565 0.042 methyl tert-pentyl
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5.3.3. Solution of Design Problem with Different Topological I ndices

The algorithm developed in this dissertation canapplied to design problems
where the property models for different target pmtips have been predicted using
different topological indices. To illustrate its@ieation in property models with more
than one topological index, the case study in sechi.3.2 is re-solved with a different
constraint. Here, instead of toxicity, toxic linabncentration will be used as a constraint
in the molecular design problem. For toxic limitncentration, a QSAR model is

available that uses the connectivity index of otder (Koch, 1982):

log(TLC) = 4.204-1.385 ") (5.29)

It should be noted that, the molecular design mwbhas property models with
two different topological indices, i.e. connectwiindices of order one and two.

Connectivity index of order two can be representsidg eq. (5.30):

2)(%(3% Jx(root(*z)) (5.30)

From eq. (5.30), it is clear that signature desargof height three are required to
represent the topological index involved in eq29. Following the procedure presented

in section 5.3.2, all significant second order aigines are generated and similar equality

173



expressions are developed. The lower limitlaf(TLC) is kept as 3. The property

operator function and limits are shown in egs.{pahd (5.32), respectively:

Qric=(4.204- 10g(TLC))/1.385 (5.31)

0<0.87 (5.32)

Now, the first order connectivity indices are regmeted using signatures of
height two and the second order connectivity insliaee represented using signatures of
height three. In the next step, all signatureseadlit two are represented with the number
of appearances of signatures of height three usmg(5.33). Here, set 1, 2, 3 and 4

represent the signatures of height three with vedex color 1, 2, 3 and 4, respectively:

C(C): *ay, =D 0,

setl

C(CC): *ay = D %0,

set2

C(CCC): *t ey = . %0, (5.33)

set3

C(CCCO): My oy = D .30,

set4

The optimization problem is now solved for thensitures of height three. There

is only one solution that satisfies all the cornstsa
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Table 5.23 New Solution for Alkyl Substituent

Affinity | Mobility | Retention | log(TLC) Ry R>

1.5009| -0.1653 0.4565 1.83 methyl | tert-pentyl

It can be seen that the developed algorithm caappéied to molecular design
problems where different property models are ingdl\in section 5.3.2 where both
connectivity index based models and group contiwbubased models are used) and
when different topological indices, that requiree thransformation of molecular
signatures of different heights, are involved @tton 5.3.3 where connectivity indices
of order one and two are used, which require tleeaignolecular signatures of heights

two and three).

5.4. Acid Gas Removal

5.4.1. Problem Statement

A gas treatment process uses methyl diethanol amid¢DEA
(OH(CH,)4N(CH3)OH) to remove acid gases from an alkane rich fded recycled
process streams {8nd $), which mainly consists of 2,5 Dimethyl hexane als®o in the
feed and will be separated from the amine aftelathe gas absorption. The property and
flowrate data of both MDEA and the recycled streamssummarized in table 5.24. The

flowsheet of the process is given in figure 5.3.
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Figure 5.3. Acid Gas Removal Flowsheet

The objective of this design problem is to identfysolvent that can be used to
reduce the consumption of MDEA by 50% and utilileagailable recycle streams. The
solvent when mixed with MDEA and the recycle streanust satisfy the environmental
regulations. The solvent must also posses the tmsalof efficient acid gas removal
agents. Therefore, the molecular building blockgehtn be selected such that the final
structure should be similar to known efficient agds removal agents. The sink
performance requirements are functions of vapasquie Y/P), heat of vaporizatiorH,)
and molar volume\{y). Apart from the process constraints, the designekcule should
have minimum soil sorption coefficient (ld¢y;) to avoid accumulation of the escaping
solvent in one place and a high toxic limit concation (TLC) value. The energy index
for the separation of the alkane from the final @sole must be low so that the alkane

can be easily separated after the absorption.
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Table 5.24: Property and Flowrate Data for Acid Gas Remowghl&mn

Feed MDEA Lower Upper
Property Properties | Properties Bound Bound
S S for Snk for Snk
VP (mm Hg) 63.2] 43.1 0.26 . 10
Hy (kJ/mol) 39 41 89 60 90
Vm (cn/mol) 178 | 189 114 110 140
Flowrate 50 70 180 300 350
(kmol/h)

5.4.2. Process Design
The first step in solving this integrated procass molecular design problem is
to identify the targets for the molecular desigonirthe process design constraints. The

property operators corresponding to the target gntags are defined by the following

equations:
NS

W = D X VP14 (5.34)
s=1
NS

Wy, = D XV, (5.35)
s=1
NS

W, =2 %H, (5.36)
=1

The property targets for molecular design have hdemtified from egs. (5.34)-(5.36).

They are listed in table 5.25.
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Table 5.25: Property Targets for Molecular Design

Property Lower Bound Upper Bound
VP (mm Hg) - 15.8
Hy (kJ/mol) 57 157
Vm (cn/mol) 40 224

5.4.3. Molecular Design

Apart from the process constraints, there aredamdronmental constraints to be
considered during the design of the new compouhks.maximum value of toxic limit
concentration TLC) is kept as 10 ppm and the soil sorption coefficireeds to be
minimized. Now, the next step is to find suitableogerty models to predict these
properties from molecular structure using topolagjildices or group contribution
models.

For heat of vaporization, there is a reliable graoptribution model available,

which is given in eq. (5.37) (Marrero & Gani, 2001)

AH, =h, +> nh, (5.37)

For vapor pressure, there are no group contributiglationships available.
Nevertheless, there is an empirical relationshiat tten be used to calculate vapor
pressure from boiling point (Sinhet al., 2003). For boiling point, there is a group

contribution expression available (Marrero & G&t01):
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T 17
logVP = 558—- 2.7(%’) (5.38)

ng NS Nt
T, = tbO'In{Z Nty + z n.ty, + Z nttb3:| (5.39)
g=1 s=1 t=1

Here, Ty is the boiling point of the liquid and is the temperature at whidfP is
evaluated (323K in this example).

There are group contribution relationships avadafar the estimation of molar
volume. However, a more accurate estimation teclnig available for molar volume
based on edge adjacency indices (&ail., 1998). The available relationship is given in

eg. (5.40):
V,, =3352+3067 (5.40)

wheree is the edge adjacency index.

For toxic limit concentration, a QSAR model is dahble that uses connectivity

index of order two (Koch, 1982):

log(TLC) = 4.204-1.3852y" ) (5.41)

Connectivity index of order two can be obtainedrireq. (5.42)
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(2x)= X [o()p(i)o(K) (5.42)

where,p, is the number of all paths of length two in thelecalar graphD(i),

D(j) andD(k) are the valencies of vertices i, j and k, respebtiv

For soil sorption coefficient, a QSAR model is dahble (R=0.973) that employs

a variety of connectivity indices (Bahnick & Douist1988):
log(K,,) = 0531x)- 125" )- 072a%" )+ 066 (5.43)

where Ay is known as the delta connectivity index. It canchlculated using eq. (5.44):

Bx)=(x)p —x (5.44)

where ynp is themolecular connectivity index of any height for then-polar
equivalent structure of the molecule. Thus, theokogical indices involved in this case

study are the following:

X 0" WY.2yY, e ,GCmodels

The next step is to re-write the topological indmsed expressions in terms of
signature descriptors. Equation (5.45) will provitie representation of the topological

indices used in this case study and the signaesergbtors:
“x=ta, ﬂ)((root (12))
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= % (zaG )@J((root(zz))

£= % ()2 (root(°z))

=1 o)

As discussed in chapter four, group contributiordaets with second order group
contributions can be represented in terms of sigeatof height two or three. The highest
signature height among the topological indiceshisd as seen in eq. (5.45) .Therefore,
the maximum signatures height required in this |emobis three. Now, the property

operators are formed corresponding to the targepgsties and the upper and lower

limits are calculated. The values are given ingdhP6.

Table 5.26: Property Operators and Targets

Property Q Lower Bound | Upper Bound
VP exp(To/tso) 6.75 -
H, Hy-hvo 45.3 145.3
Vi (Vm-30.67)/33.52 0.28 5.75
TLC (4.204 - logTLC))/1.385 2.21 -
log(Koc) log(Koc) - 0.66 Minimum

In order to select the molecular building blocke structures of commonly used

amine absorbents were identified:
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Monoethanolamine NBH,CH,OH

Diethanolamine OHGBH,NHCH,CH,OH
Methyl diethanolamine OHCIEH,;N(CH3)CH,CH,OH
Diisopropylamine (CHLCHNHCH(CH)2

All the molecular groups present in these moleculege selected as the building
blocks for the new absorbent. In addition, to destiate of the ability of the signature-
based algorithm to handle the design of moleculiés multiple bonds, one additional

group has been included:

OH CH CH CHN CHNH, CHNH NHCH CH=CH

Next, signatures are generated corresponding tmtiecular groups. Only those

signatures are selected, which form structureslain the existing amine absorbents.

Now, an MILP problem can be formulated:

Q
<
)

v

o

\‘

ol

D.x, = ZMZ X, + 1 > xij—l}
i i 2doublebond S

(5.46)
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Z(Ii - lj)h =Z(|i - |i)h
Z;nixi = 2K
donx <> x

st = ZN:Lixi
i=1

Q= ZN:Cixi +M ZN:S].Xj
i=1 j=1

The general structure of this set of equationsnilar to the one in the previous
case study. Different solutions are obtained bylémenting integer cuts after each

solution has been found. The best five solutiorteims of signatures are as follows:

Solution 1;
01(C2(01(C)C2(CC)))

01(C2(01(C)C2(NC)))
C1(N3(C1(N)C2(CN)C2(CN)))
C2(C2(C2(CC)01(C)C2(N3(CCC)C2(CC)))
C2(01(C2(0C))C2(C2(0C)C2(NC))
C2(01(C2(0C))C2(C2(OC)N3(CCC))
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C2(OC)))
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)01(C)))

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OC)))

Solution 2

01(C2(01(C)C2(CC)))
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01(C2(01(C)C2(NC)))
N2(C2(N2(CC)C2(0C))C2(N2(CC)C2(CC)))
C2(C2(C2(CC)C2(OC)C2(N2(CC)C2(CC)))
C2(C2(C2(CC)C2(NC)C2(01(C)C2(CC)))
C2(C2(C2(CC)C2(NC)N2(C2(NC)C2(NC)))
C2(C2(01(C)C2(NC)N2(C2(NC)C2(NC)))
C2(01(C2(0C))C2(C2(0C)C2(CC))

C2(01(C2(0C))C2(C2(OC)N2(CC))

Solution 3:

01(C2(01(C)C2(CC)))

01(C2(01(C)C2(NC)))
C1(N3(C1(N)C2(CN)C2(CN)))
C2(01(C2(0C))C2(C2(OC)C3(=CC))
C2(01(C2(0C))C2(C2(OC)N3(CCC))
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C3(=CC)))
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)01(C)))
N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(0C)))
C2(C2(01(C) C2(CC))C3(=C3(=CC)C2(CC)))
C2(C2(N3(CCC) C2(CC))C3(=C3(=CC)C2(CC)))
C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(COY)))

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(NC)))
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Solution 4;

01(C2(01(C)C2(NC)))

01(C2(01(C)C3(=CC)))

01(C2(01(C)C2(NC)))
C2(C2(C2(CC)C3(=CC)C2(N3(CCC)C2(CC)))
C2(C2(C2(CC)C2(NC)C3(=C3(=CC)C2(CC)))
C2(01(C2(0C))C2(C2(OC)N3(CCC))
C2(01(C2(0C))C3(C2(0C)C3(=CC))
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C2(CC)))
C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)01(C)))
N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(0C)))
C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)01(C)))

C3(=C3(=C3(=CC)C2(OC))C2(C3(=CC)C2(CC)))

Solution 5:

01(C2(01(C)C2(CC)))
N1(C2(N1(C)C2(CC)))
C2(C2(C2(CC)C2(0OC)C2(N1(C)C2(CC)))
C2(C2(C2(CC)C2(NC)C2(01(C)C2(CC)))
C2(C2(C2(CC)C2(NC)N1(C2(NC)))

C2(01(C2(0C))C2(C2(0OC)C2(CC))
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The final molecular structures are generated usiegalgorithm presented in
section 4.7.7. A detailed description of the systegengeneration of one solution using

this procedure has been provided as well. The finalecular structures are given in

figure 5.4.

N N

Figure 5.4. Best Five Solutions to Acid Gas Removal lerob

The input to the distillation column will be:
120 kmol/h alkane
90 kmol/h MDEA

90 kmol/h of the designed molecule
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Next, the energy index needs to be estimated fah esombination of the
designed molecules with the alkane + MDEA mixtudewever, at this time, the VLE
data for the 2,5 dimethyl hexane - MDEA mixturenist readily available in the open
literature. Therefore, this step is omitted forstiproblem and the candidates obtained

from the molecular design can be considered asltise to final list

5.4.4. Proof of Concept for Integrated Flowsheet and Molecular Design
Currently, the available data for solving integdatbowsheet and molecular

design problems is very limited. Therefore, the idmte applicability of the developed
integrated framework is limited to the design obtgyns that involve only relatively
simple compounds. In order to illustrate the apibt the developed framework to link
molecular design with flowsheet design, the presioase study is modified so that the
necessary VLE data is available for the involvethpounds. The following changes to
the case study have been made to adapt the problem:

1. The alkane present in the recycle stream has desrged to cyclohexane.

2. The design of new molecules is limited to alkanes.

3. The property targets have been changed and thetargets are shown in table

5.27.

Table 5.27: New Property Targets for Acid Gas Absorbersidh

Property Lower Bound Upper Bound
VP (mm Hg) - 600
H, (kJ/mol) 30 100
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Vi (cn/mol) 40 224

TLC (ppm) 10 -

The problem is formulated analogously to the presioase study. However, the
signatures have been defined only correspondinglkane molecules. The best five

solutions are:

Hexane
2-methyl hexane
3-methyl hexane
Heptane

2-methyl heptane

The next step is to estimate the energy index gafoe the "Cyclohexane —
MDEA - Designed Molecule” mixtures. The VLE datar fall the possible binary
mixtures is available. The next step is to identifg maximum driving force for all the
binary mixtures that could be encountered. The inlgivforce based method for

distillation column design employs eq. (2.34) (B&dédersen & Gani, 2004):

X O'i]-

Dij(xi’ywaij)zma_—_l)_xi =YX (2.34)
i \Mj

The maximum driving force for each of the differdamary mixtures is given in

table 5.28.
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Table 5.28: Driving Force Data

Mixture Driving Force
Cyclohexane-MDEA 0.802
Cyclohexane-Hexane 0.0904

Hexane-MDEA 0.837
2-Methyl hexane-MDEA 0.782
2-Methyl hexane-Cyclohexane 0.0684
3-Methyl hexane-MDEA 0.775
3-Methyl hexane-Cyclohexane 0.0817

Heptane-MDEA 0.758
Heptane-Cyclohexane 0.1245
2-Methyl heptane-MDEA 0.6872
2-Methyl heptane-Cyclohexane 0.2581

Equation (2.35) is used to estimate the energyxinddues for all separations and the

calculated values are given in table 5.29:

Table 5.29: Energy Index Values

Molecule Energy Index (GJ/h)
2-Methyl heptane 59.3
Heptane 99.8
Hexane 129.4
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3-Methyl hexane 140.8

2-Methyl hexane 164.4

It can be seen that the use of 2 Methyl heptangnegjthe least amount of energy
compared to the rest of the molecules to be segghfadm the other compounds in the
system. The lower energy index indicates potesagaings related to separation, which
makes this molecule the most promising candidatés Tesult is obvious from the
driving forces of various binary mixtures given table 5.28. However, the principles
involved in this study can be extended into morallehging designs if the VLE data
corresponding to the different mixtures is ava#aldh more complicated designs, e.g.
with more than three compounds, a number of flowhbave to be identified and the
energy index corresponding to all those structurest be estimated before a final
solution can be determined. Once the input molacake known, a software package
(ICAS) developed at the Computer Aided Process raeaging Center (CAPEC)

Denmark provides a computer implementation of ibesheet design method.
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6. Conclusions and Future Work

6.1. Major Achievements

The solution to an integrated process and prodesigd problem is a challenging
task for chemical engineers due to the complexatysed by the non-linear nature of the
constitutive equations. Most of the current CAMIZheiques use group contribution
methods or algorithms based on connectivity indieksvever, because of the non-linear
nature of the expressions involved, it is difficaltid sometimes impossible to achieve
convergence unless some simplifying assumptionseemgoyed. Because of this, most
product design algorithms employ an iterative sofutmethodology or stochastic
optimization techniques. However, these methodscaraputationally inefficient and
obtaining a globally optimal solution is difficulin addition, considering the process and
product design problem separately can lead to gsubab designs. In this work, a
generalized approach has been developed for th@tameous solution of both process
and molecular design problems. A generalized algelapproach has been developed for
the solution of molecular synthesis problems. Ateaymtic solution algorithm has been
developed which can be applied in the solution ofetular synthesis problems with any
number of property targets and with an unlimitednber of molecular building blocks.
Therefore, the limitations of earlier methods wiglspect to the number of properties and

molecular building blocks have been alleviated. M/ha visual approach often
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provides insights, the algebraic approach automlatigenerates the complete solution
set which ensures that no potential solution isti@ahior overlooked.

Another achievement is the development of higheteomolecular property
operators for use in the solution algorithm. Thedieamodels were using first order
group contribution models. Because of the limitasicof first order groups discussed
earlier in this dissertation, the application cégh algorithms was limited to the design of
simple straight chain molecules with a limited n@mbof carbon atoms. In this
dissertation, molecular property operators haven lwkveloped that include second and
third order group contribution methods. The logdldwed in the development of these
models utilizes that the higher order groups regeslifferent interactions among the
first order groups, and as such, it is possibleviibe expressions for those groups in
terms of first order groups. Because of these mighger molecular groups, the algorithm
can differentiate between structural isomers toe@xtent, especially in the design of
structures with medium complexity. However, as ttwmplexity of the molecules
increases, the relative position of the groups besomore important. Nonetheless, the
developed methodology is capable of providing thasid structures of all possible
candidate molecules. The developed algorithm idyepsogrammable and allows the
designer to obtain an automatic solution set.

Furthermore, the methodology has been extendedctade ring structures and
aromatic compounds in the solution set. With theogtuction of third order groups and
the modifications to the solution algorithms, it ow even possible to design

complicated structures like fused ring compounds@mpounds with multiple rings.
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A common problem faced during the design of molesutom a given set of
molecular groups is that, some of the property rdomion data may not be available for
all of the groups being considered. It is also fdsghat some of the molecular groups
are not identified in the group contribution (UNIEA tables. In such situations, the
molecular operators cannot be formed because thgingiproperty data from one group
will alter the solution set. In this dissertatiammodified algorithm has been developed
for incorporating the property contributions predic by the combined group
contribution-connectivity index technique (G@nethod) for cases when the property
contributions of some of the candidate groups ateawailable in literature. Therefore,
the algorithm developed for property based prodsign is even more general as it can
be used for the design of molecules made from ahgfanolecular groups.

Property clustering is a relatively new techniquel ehence there are many
potential areas where this concept can prove tasbéul. The algorithms based on group
contribution methods enabled the integration ofcpss and product design. However,
the applicability of these algorithms is limited design based on properties for which
group contribution models are available. Group KGbation models are available for a
limited number of properties and the accuracy @séhmethodologies for predicting
properties other than thermodynamic propertiesb@mquestionable. In addition, for the
design of molecules that need to satisfy many biokd, environmental, health and
safety property constraints, there is a need forenstructural information than group
contribution can provide. In the open literatureyaasiety of QSAR/QSPR relationships
are available that make use of different topoldgimdices. These relationships have been

known in the product design field for a long tinkkowever, the use of these models in
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solving inverse problems was quite challenging bseaof the non-linear nature of most
topological indices. The available techniques farchs inverse problems include
stochastic techniques based on genetic algoritmudvionte Carlo methods. There have
been very few attempts to solve the inverse prohisimg a deterministic approach.

In this work, a new algorithm has been developedinigoducing molecular
signature descriptors into the reverse problem éitaitron framework. This approach has
extended the applicability of the general RPF fraonk to include a wider range of
property targets. The basic principles from grapéoty are used to generate structural
constraints that ensure meaningful solutions atailéd during the molecular design
stage. The developed algorithm has the capability intcorporate a variety of
QSAR/QSPR expressions based on different topolbgidaces in inverse design. Apart
from the topological index based expressions, grugribution based models can also
be used in this approach. While designing the nuiésg the contributions from the
higher order molecular groups are also taken intwsicleration. One significant aspect of
this new algorithm is that, its accuracy is noteaféd even if the design consists of
compounds with heteroatoms, multiple bonds or stmgctures. The prediction accuracy
depends only upon on the accuracy of the originapgrty models used in the forward
problems.

Many QSAR/QSPR expressions make use of more tharapological index. In
addition, different topological indices require malilar signatures of different heights in
their transformation. In this work, methodologieavd been developed to include

signatures of different heights and obtain the tsmiuin terms of the signatures with
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maximum height. This transformation ensures tha #olution obtained after the
molecular design exhibits minimum degeneracy.

Similar to the previous algorithms, the solutioritte molecular design problem is
obtained as the number of appearances of the wgetihat constitute the molecule.
However, unlike for the molecular groups, idengfion of the bonds between different
signatures is not a trivial issue. Therefore, aoadhm to generate molecular structures
from the signatures has been developed as web. digorithm can generate the solution
with minimum degeneracy and no isomorphism amoagstiutions.

Finally, a novel framework to integrate process pratluct design with flowsheet
design has been presented. This methodology wilidygful in screening out candidate
molecules that make the process less efficientredtly, flowsheet design models are
available for the prediction of very few propertiewever, current research in this field
is expected to produce more models that can bepocated into the existing framework.
This will ensure that the process can be desigresed on the molecule/molecules that

yield the best performance in the most economicdlsafe manner.

6.2. Future Work
6.2.1. Statistical Toolsfor Product Design

Many properties are highly correlated and so, maittate statistical methods can
potentially be powerful tools in product design.chmposition techniques like principal
component analysis, partial least squares, factalyais and cluster analysis can provide
viable tools to develop more attribute-propertyatienships. Techniques have already

been developed by Solvasenal. (2009) to directly use the regressors in the elust
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space. A similar approach for product design camvide more insights to include

properties, which have previously not been considl@n the design of molecules.

6.2.2. Integrated Process and Product Design

Recent developments in the area of simultaneougaular and process design
using group contribution methods (GCM) have besmtdéid by models that are intended
to predict properties at standard conditions. Irstnpyactical applications, the operating
conditions do not correspond to the standard crmdit Furthermore, in the true spirit of
simultaneous molecular and process design, theatpgrconditions should not be fixed
a priori but determined during the simultaneousgieprocedure.

One of the practical problems with carrying outtsan analysis is the difficulty
in expressing dependence of the property as aifunaf the operating conditions.
Therefore, the focus while solving such problemd e to bind the dependence on
conditions on the boundary values rather than ingckhe exact changes. To obtain A
rigorous analysis of such functional dependencespmperties, the analysis of the
uncertainties in parameters should be done. Thiysasaf uncertainties that propagate
through a model to affect the output will be a @rading problem (Enszer & Stadtherr,
2009). still, for most processes the bounds onptieeess conditions may be available
even if the exact probability distribution is ddfilt to obtain. In that case, the process can
be modeled yb interval analysis using a probabtiiobx (Enszer & Stadtherr, 2009).
However, more work is needed in developing intebsded modeling techniques.

When designing materials that will be used undeaidlehging process conditions

like high temperatures and pressures, the tempaffatts must also be taken into
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consideration. Dynamic modeling techniques shoeldnioorporated in the next stage of
research in this field to track property changea asction of time.

The integration of flowsheet design with procesd aroduct design should be
investigated further so that real industrial protdecan be solved using the framework
developed in this dissertation. The flowsheet design be performed on a property
platform using the driving force based method Antkerroches and Gani (2005). In an
integrated approach, the flowsheet properties ballestimated for each molecule that
satisfies the property constraints. The optimurnwéloeet structure will be finalized based
on the molecules that result in a minimum valuethe energy index. However, in
addition to the energy index, a variety of othemsheet properties are important from a
process standpoint, e.g. safety index and riskinode@ame a few. Additionally, a variety
of mass transfer based properties could possiblydioectly linked to flowsheet

properties. One example is the absorbent factor:

A= (6.1)

Therefore, it is possible to generate relatiorshHijased on both process and
molecular design parameters that affect flowsheepgrties as well. The main focus
should be to relate flowsheet properties to massster based properties that will enable

a more informed integrated design.
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6.2.3. Inclusion of More Sophisticated Descriptors

The solution of molecular design problems has ti@uilly been considered as an
iterative process (Harpet al., 1999; Harper & Gani, 2000). Different classepiperty
models have been used in different stages of tleeativorocess. The objective of this
work will be to incorporate a different class ofkdeptors to eliminate the iterative steps
in molecular design.

The molecular signature descriptor is a novel cphde reverse problem
formulations. Therefore, its full potential is yet be explored. The ability of signatures
to form a variety of useful QSARs has already bestablished (Churchwedt al., 2004;
Weiset al., 2005). However, very few QSAR relationships farenulated directly based
on signatures. In all previous works, moleculanatgres of a specific height have been
used to generate the QSAR relationships. More w@iak analysis of the theoretical
significance of signatures has to be performechals been shown that signatures of
certain heights represent specific classes of tmpcdl indices. The theoretical
interpretation of topological indices belonging dertain classes has been published
(Randic & Zupan, 2001). Therefore, signatures divildual heights could also possess
similar physical interpretations. Therefore, whijjenerating QSAR relationships, these
physical interpretations should also be analyzedsed on the property for which
signature based QSAR/QSPRs are generated, théteevgignatures with more than one
height. This will be synonymous with those QSAR/@®SExpressions that contain
multiple topological indices belonging to differemiasses. Since the techniques

incorporate signature descriptors in reverse probfermulations have already been
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developed (Chemmangattuvalapptl al., 2010), this work can also follow a similar
approach.

An important limitation of current molecular desigathniques is that the stability
of the final molecular structures is not considerkding the generation stage. This
generally produces a large number of molecularcgiras with no physical meaning
which have to be screened out afterwards. Howewethodologies are available to
calculate ring strain, which can be correlated he stability of organic molecules
(Benson, 1976). Apart from developing new QSAR/QSkRitionships and reverse
engineering techniques, methodologies to ensurst#ility of final structures should be
developed, to make the existing algorithms morepmdationally efficient.

Until now, the reverse engineering techniqgues hbeen based on group
contribution methods and to a lesser extent on dimeensional molecular descriptors.
However, there are numerous three-dimensional mt@ecdescriptors available to
describe a variety of properties. It is important bring these types of molecular
descriptors into the reverse problem formulati@mrfework. This would extend the state
of reverse engineering to another level in a gdizedh multi-stage procedure for
molecular design. The most significant applicatidrihis research is that, the molecular
design will no longer be an iterative process €ast theoretically) and this work could

significantly reduce the computational expenseobfisg molecular design problems.

6.2.4. Exploration of Biochemical Reaction Pathways

The exploration of new biochemical reaction pathsvesya significant step in the

design of sustainable chemical products. Many coditpochemicals produced from
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petroleum-derived raw materials could possibly belpced in a much more sustainable
manner by following novel yet unexplored reacticathpvays (Broadbelét al., 2009).
Similarly, new products could potentially be proddaising a novel biochemical reaction
pathway as well.

The exploration of new reaction pathways is possibirough a network
generation algorithm. The starting compounds aedettpected final compounds are the
input. There must be a collection of generalizedlyare functions, which could be based
on existing data banks like KEGG (Kyoto Encyclogedi Genes and Genomes) or CAS
(Chemical Abstracts Service) registry. The fundataleprinciple is to generate a set of
pathways or trees from raw material to product. Sigeature descriptors, which have the
ability to represent changes in the species at stighas a change in the signature at the
outermost level, could be employed to reduce thaptexity of the reaction network
generation algorithm.

The reaction network generation algorithm is anailmgto molecular design
algorithms, albeit more complicated, as no stefhéreaction sequence is known at the
time of design. The steps are automatically geadraased on the constraints imposed
by the specific enzymes involved and the targetctires. A number of algorithms are
available for the automatic generation of treesndjstic, 1992). The signatures can be
tailored to produce such trees representing thetiomasequences. Therefore, along with
the pathways and compounds listed in databaseg] ncompounds and pathways could
be generated in this manner. If the new produgatihway is more sustainable, it should
replace the existing one. This work would be quibeel and required the tools include

the signature descriptors and fundamental pringipfegraph theory.
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6.2.5. Design of Reactions

Until now, the applications of reverse problem fatations have been limited to
non-reactive systems. However, the new signatusealgorithms have the potential to
extend the methodology to include reactive systdtas.tracking the properties during a
chemical reaction, the signature descriptor cooedmg to a reaction can be defined as

follows:

"o(R) = f(o(A)o(B)) (6.3)

where ¢(A) are the signatures corresponding to the reactamiss(B) are the
signatures corresponding to the products involvedhe reaction. The changes in the
molecular groups during the reaction, will be refigel in the signatures. The signatures
can be formed for both the reactants and the ptedukhe relationships between
reactants and products can be formed by consideniep as un-connected graphs. A
large databank corresponding to the different typesignatures will be required for
applying this in actual industrial processes. Fadthstage reactions, there will be a
change in signature at different stages. Sincesthpatures can be used to represent
different topological indices, which are correlateddifferent properties, the changes in

the signatures would provide a virtual represeotatif the changes in properties.

AG = f("o(R)) (6.4)
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where46 is the change in the property function. The ihiffiorts in this research
would be to develop functional relationships betwé®ee change in property functions
and signatures. In this area of research, the iptexcof graph theory can be combined
with the reaction mechanisms to identify the mastofable and feasible reactions. In a
simultaneous process and product design probleenchianges in the process conditions
will also have an effect on the properties. Thamfdhe tools discussed earlier in this
chapter would have to be included in this work.sTigsearch would enable the design of

reactive systems purely on a property platform.
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Appendix: Group Contribution and Connectivity Indices Data

The property contributions used in the case studies are given in Tables A.1
through A.6. In the first three tables, three levels of property contributions given in the
property model used by Marrero & Gani (2001) are given. The following properties are
predicted using these models:

* Normal boiling and melting temperatures

» Critical pressure, critical volumes and critical temperature

e Standard enthalpy of vaporization and standard Gibbs energy, and standard

enthalpy of formation

Table A.4 and Table A.5 provide the group contribution values estimated in the property
models used by (Constantinou et al., 1995) for the prediction of molar volume and
acentric factor.

Table A.6 provides the regressed parameters in the equation for the connectivity index
method. These expressions are used for the prediction of properties predicted by Marrero
& Gani (2001) models, but typically used for predicting the contributions of the missing

groups.
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Table A.1: First Order Group Contribution Property Data (Marrero & Gani, 2001)

First-order groups and their contributions along with sample assignments

Group Example Tmu T Taur Fey Veu LY Hu Hyu Hiyari
1 CH; n-Tetrascontane (2 (L6us3 RS 1.7506 1018615 6].35 2878 —42.479 0217 16640
2 CHz n-Tetracontane (33) 0.2515 07141 1.3327 0013547 56,28 a4 =20.829 4910 2.630
3 ClH 2-Methylpentane (1) —0.3730 02925 01,5560 0007259 37.50 8254 -T7.122 7.562 134
4 C 2,2-Dimethylbutane (1) 00256 —0aTl 00306 a001219 16,01 16,413 8928 10,720 -1.232
3 CH-=CH 1-Hexene (1) 1.1728 155596 3,22095 0025745 111,43 95,738 57,509 4,031 1.268
] CH=CH 2-Hexene (1) 09460 1.5597 30741 0023003 08,43 92656 (9,604 9.456 4.441
7 CH.=C 2-Methyl-1-butene {1} 07662 1.3621 279717 no21137 01.40 25,107 61625 #0602 2.451
] UH=C 2-Methyl-2-butene {1} 01732 1.2971 25066 DAO19600 H3EY HE.AU1 41.835 14015 33z
a C=C 2. 3-Dimethyl-2-butene (1) 03628 1.2739 2.63491 0014114 Uih. ooy 93119 05710 10610 2.6l6
pli} CHy=C=CH 1.2-Butadiens (1) L7036 2.6840 54340 0035483 143,57 229906 198,540 11310 7.076
11 Clz=C=C 3-Methyl-1,2-butadiens (1) 1.5453 24014 48219 Q029678 146,30 226,710 208,490 i 7.435
12 CH=C=(CH 2. 3-Pemadiene (1) 1.2850 2.5400 paehs pashs e fabas e Faris 6,000
13 CH=C 1-Pentyne (1) 2.2276 17618 37897 0014010 84,60 230,029 224,902 6144 —1.548
14 C=C 3-Decyne (1) 205106 1.6767 45870 0010588 74,66 216013 228,282 125400 6.128
15 al’H Benzene (6] 58O (LE36S 20337 000726400 4234 26,732 12,501 3083 1045
1 al” fused with Maphihalene (2) 1 5955 1.7324 54970 LO03564 3571 20.3T4 200187 6631 1LE45

aromatic ring
17 aC fused with non- Indane (2} 1.2065 11995 31058 0006512 3465 33912 30,768 6.152 1.045

aromatic subring
18 al” exeept as above Benzophenone (1) 09176 1.5468 4.5344 00128509 26,47 23,33 24,701 6,824 —L53
19 aM in aromatic ring Pyridine (1) 20438 1,3977 4,0954 —0,003330 36,47 20,9072 70,862 0420 2.555
20 al’—CH; Toluene (1) 10068 1.5653 34611 00200907 0733 24,919 —19,258 8.270 2.960
21 w’—Ha Ethylbenzens (1) 1065 1.44925 29003 LARIBEN HT.19 3663 4380 11981 1948
22 al—CH Cumene (1) —0.5197 (L3665 19512 0011795 7351 30,393 15440 13519 —1.037
23 al-C teri-Bulylbenzene (1) —{L1041 0.5229 0.8576 0011298 67.20 40,127 35297 16912 —2.856
24 pC—CH=CH Styrene (1) 1.2832 24308 5.7861 0030637 134,68 114,531 77.5863 i 4013
25 aC—CH=CH 1-Propenylbenzene (1) 1.7744 29262 65062 0026282 128,84 111,218 82054 s 8.274
26 aC-C=CH; we-Methylsiyrene (1) 1.2612 21472 4.9047 0026371 110074 115728 0927 paras 3324
27 alC-C=CH Phenylacetvlens (1) 1.7405 23057 64572 0019507 112,08 263205 257448 e 2514
5 WC—C=C 1-Phenyl-1-propyne (1) yv, 27341 - ohin ik . ok ki ik
29 0OH 1.4-Butanediol (Z) 2. THRR 25670 52188 —(L005400 A0l — 144051 — 178300 24214 4. TER
Al w—(H Phenal (1) 51473 33205 03472 —LETES S00TY —131.327 — Lo 1491 34084 H.427
31 COOH 1.5-Pentancdiow acid (2) 74042 51108 14,6028 O00REES 00,66 ~337.000 —389.931 17002 106492
32 aC—C001L Benezoic scid (1) 12,4206 G677 154515 Q017100 119,10 ~312422 ~361.249 i 14.649
Rk} CHACO 2-Butanone (1) 20588 31178 70058 0025227 127.90 120,667 180,604 15195 8062
34 CHCO J-Pentancne (1) 25232 26761 571587 0019619 112,79 —120.425 —163.000 19.392 8.826
33 CHCO 2,4-Dimethyl-3-penianone (1) 1.1565 21748 44743 0012487 9716 — 116,799 — 139,909 20,350 7.205
aw CCo 2,2,4,3-Tetramethyl-3-pentanone (1) 10638 17287 weese
Ex =70 Agcetophenone (L} 20157 346350 QARG 001 L0y RUANE —91.812 — L. 905 25036 4852
EL) CHO) I-Hexanal (1) EXET 25308 58003 010204 T1.08 — 1M1 882 — 130816 12370 11.325
L] alC—CHO Benzaldehyde (1) 24744 35172 q4705 U019623 122,91 —80,222 —107.159 i 7.273
40 CHA OO0 Butyl acetate (1) 21657 31228 63170 0033812 148,91 — 306733 ~387.458 19,342 7000
41 CHLCOHY Methyl Butyrate (1) La32% 28850 59619 026983 132,89 — 208332 —364.204 21.100 9.479
42 CHCOO Eihvl isobutyrate (1) 10668 22868 4,7558 00215940 125,52 —301.414 —352.057 24.937 B317
43 COO0 Eihyl 2,2-dimethylpropionate (1) 0.3983 L.G918 e e e e e 23.739 e
dd HCOHY Prapyl formate (1) 20223 25972 Sonld 0015249 03,29 —2THh. 878 —3274678 15422 8.115
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Group Example Ty Thui Tou Peyi Veu LEr Hy, Hou Hiyes

a4 aC~CONIL; Benzamide 12,8071 83775 peaes e e pabas e prass 16.811
a3 aC-NHCOTH Nephenylformamide (1) 5.6631 T7.3497 19.8979 0023447 162,08 —44,595 ~125.052 praes B.G58
O aC-N{COH N-methyl-N-phenylmethanamide (1) 33602 51373 e R e e e e R
a7 all—ONH N-methylbenzamide (1} hS G0 T.AR50 s o e s T T 11559
a8 al’=MNHCCY N-(2-methylpheny]jacctamide (1) ORI T.A4955 o o R e e 4370
e =N Phenylmethylacetamide (1) 7.2552 B R T T e R R
1M WHCONH NN -dimethylurea (1) G310 8,540 reeee e e Frier 0862
10l NHCONH Methylurea (1) 142020 163539 pabes s - bt 12.845
102 WH2CON NW-dimethylurea (1) 13,0856 2079 peas s e ek e 10,958
103 NHCON Trimethylurea (1) B.A44T 71529 - o— — - —— f— 12,098
I NCON Tetramethylurea (1) 3.5041 4,1459 e e e e e T 9.557
15 al’-NHCONH Phenylurea (1} 134695 5. ThHH A e R R e 16,703
104 aC-NHCONH NN -diphenylurea 23.2570 1.1633 o A R T 1H.460
107 NHCO except as above  N-chloroacetamide (1) S0882 R T R peeer e A
s CHCI 1-Chlarobutane (1) 1.9253 26364 6.2561 0021419 11212 ~19.4584 ~65.056 6.353
1 CHCI 2-Chloropropane (1) 10224 20246 43756 L015640 100,78 ~31.933 —65.127 | b
1o ol 2-Chloro-Z-methylpropane (1) 1.8424 17049 37063 OO 1ET BT.01 —37.848 —6G2 881 16,597 —1L082
11 CHCl: 1, 1-Diichloroethane (1) 25100 33420 78950 0028236 159,79 —24.214 —80.812 17.251 781
112 LS 2,2-Dichloropropane {1} EREL 29609 e R e T e 20473 1.H23
113 [ 1.1, 1-Trichloroethane 44493 300493 HB0T3 (L36TAG 204.71 —44.122 —105.36% 20550 34492
114 CHaF 1-Fluorobutane (1} 1.5507 1.5022 33179 0023315 BT.T1 ~180.212 ~227 46% 5238 7139
115 CHF 2-Flugrohutane (1) L1289 1.3738 2.6702 (020040 TR.08 ~228.239 ~261.901 prbes 3m7
16 CF 2-Fluoro-2-methylpropane {1) 25308 100184 21633 0010120 e pebes e 6.739 .
117 CHF: 1. 1-Diflucroethane (1) 21689 22238 35702 0031524 102,71 —411.239 —463,901 e 7.011
118 CF: Perfluorohexane (4) 01312 05142 0.8543 018572 95,09 e e 1.621 s
19 CFs Hexalluorocthane (2) 14828 11914 1.7737 ML4ESGS 108,85 —615.333 —G73.875 1.352 2526
120 CCLF Tetrachloro-1,2-difluorocthane (2) 32035 25053 51653 (LIETUE 171,04 —249.020 — 30,765 H.030 3114

21 HOCIF 1-Chloro-1,2 2 2 etrafluoroethane (1) e 20542 T e A R - prres A
122 CClF, 1.2-Dichlorotetraluoroethane (2) 1.75100 1.7227 30593 0041641 146.01 —3u6.814 —458.074 B.U86 2.156
123 aC-Cl Chlorobenzene (1) L7134 20669 5740 016033 92,67 LUBS =17.002 11.224 4435
124 aC-F Hexallvorobenzene (6) 0.9782 0, 7945 1.5491 014037 54,34 —141.308 ~ 160,965 2,003
125 aC- Todebenzene (1) 21905 37739 12,4470 014403 131,08 91,508 05,048 2814
126 aC—Fr Bromohenzene (1) 2.4741 28414 R4199 0010199 104,12 42977 38017 14.393 5734
127 1™ except as above lodecthane (1) 19444 31778 RATTS —(LG3T 104.28 43.910 47.632 14171 G103
128 Br except as above Bromoethane (1) 17641 24231 45030 — L4600 TT. 5528 —1. 13 L HES 4420
129 F~ except as above Benzyl fluoride (1) 1.2308 0.8504 0.8976 0012034 24.62 =182973 ~201 968 praie 30890
130 Ol excepl as above Ethyl chloroacetate (1) 1.5454 1.5147 401547 (007G 577 ~29.876 —46,963 5181
131 CTINOH Propienaldehyde oxime (1) 30813 45721 e e e Feaer e praes e
132 CNOH Dieihyl ketoxime (1) 3.5484 40142 e e e peres e e e
133 aC-CHNOH Phenyl oxime (1) 10,5579 e e e e e e rrae R
134 OCH:CH,OH 2-Ethoxyethanol (1) 23651 48721 10,4579 L0259EA 159,33 —343.903 31.493 H.454
135 (MHUHOH 2-Ethoxy-1-propanal { 1) 42329 T e e e peee e
136 OCH;CHOH 1-Methoxy-2-propanol (1) 1.5701 36653 i 0018783 147.66 ~239.423 ~333.385 12.594
137 <0-0H teri-Butylhy droperoxide (1) 48181 31669 SR307  ~0002815 58,01 ~T75.568 =125.111 pries e
138 CH:SH Eihanethiol (1) 2.2992 31974 7.7300 0017299 105,68 274069 —&021 16,815 1068
139 CHSH 2-Fropanethiol (1) 0.9704 25910 58527 000806 109,36 27.030 3,510 17.098 4.266
140 CSH 2-Methyl-2-propancthial {1) 4.2329 20902 46431 0005118 94,01 27338 12,589 18.397 —0.623
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Second-order groups and their contributions along with sample assignments

Table A.2: Second Order Group Contribution Property Data (Marrero & Gani, 2001)

Group Example Tuag Thay Teay Peaj Veay Gz Hiay Hyay Hiusay
1 (CHa)CH 2-Methylpentanc (1) 01175 00035 —0.0471 (L0004 73 L.71 —0418 0419 —D30 (L.396
2 {CH3RpC 2.2 4 4-Tetrumethylpentane (2} ~{L1214 00072 ~(0.1778 (L340 314 ~2.776 ~1987 ~D417 {1554
3 CH{CH; )CH{CH3) 2,3 4-Trimethylpentane (2) 0.2300 0.3160 05602 —0003207 —375 6.906 6065 0.532 —1.766
4 CH{CH;)C{CH3 )2 2,234 4-Pentamethylpentane (2) =0.3270 0.3976 0.8%94  —0008733  -10.06 8,938 B.AOTR 0,623 0.351
3 C{CH3 2 C{CH3 )2 2,2,3,3 4 4-Hexamethylpentane (2) 33197 0.4487 1.5535 06852 —&70 10,735 10.535 5086 —1LIO8Y
6 CH,=CH,~CH,=CH, (& m,n,pin0.2) 13-Buladiene 1) 07451 01097 04214 0000792 788 —aS562  —1L7% 1632 1.408
7 CHa—CH,=CH, (i, #in 0.2) 2-Methyl-2-butene (3) 00524 00369 —00172  —0000101 050 -2 —0048 0064 0070
8 CHy—CH,=CH, {m, 1 in 0.2} 1.4-Pentadiens (2) 17T 00537 0141262 OAOE1S 0.14 10K L4440 LA —1L632
0 CH~CHy=CH, {m.nin{.2 pin{.1}  2-Methyl-1-butene (1) —02485 00093 01526 —0000163 267 3857 3064 0004 0368
10 CHCHO or CCHO 2-Methylbutyraldehyde (1) 05715 —0.1288  —10434 0005789 10.36 —0.525 1514 D550 —0.360
11 CH3COCH; 2-Penianone (1) LRIES) 00215 00338 000111 4,08 1.543 0.033 0,403 105
12 CHaCOCH or CH2COC 3-Methyl-2-pentanone (1) —0.6024  —00803  —03658 —0.001892 3.02 2.202 4.994 0.723 1.0035
13 CHCOOH o CCOOH 2-Methy] butanoic acid (1) —31734  -03203  —4.7275 0006916 10,56 3.920 1.121 T422 5475
14 CH:COOCH or CH; COOC Tsopropyl acetate (1} 02114 02060 03537 000069 428 —1L77%  —12295 1871 1.208
15 OO0 Propanoic anhydride {1) — 12441 —0.0500 —13570 OONEL2 2498 — 16075 — L4 14) e — 2.0l
LIy CHOH 2-Butanol (1} —(1.3489  —0.2825 —(LATHE 0246 —3.04 —5.614 —4.422  —0.206 —{L599
17 COH Z-Methyl-2-butanol (1} 03685 —0.5325 —1.5224 0003224 13498 —25.382 —25492%  —1.57% —1h459
18 CHyCOCH,OH (nin 0..2) 3-Hydroxy-2-butanone (1) 00886  —02087 —03040 0002012 517 6.621 Bl4q e e
19 NCCHOH or NCCOH Z-Hydroxypropienitrile (1) ~1.1810 0.2981 03414 000516 0.68 4.833 0.000 w0149
20 OH-CH,-CO0 {nin 0..2) Ethyl lactate (1) —0.1526  —0.2310 anas s s s s s R
21 CHa(OHICH (OH) (m, 0 in 0,,2) Ethylene glyeol (1} —0.0414 0,8854 19395 —0.004712 754 =101 —0.592  —6611 —{.306
22 CHu(OH)CH, (=¥ (m, n, pin 0,.2) 2-Amino-1-hutanol {1} —0.5%41 0.5082 1.2342 0002581 5.58 —1L.30G 0959 = M
T3 CH(NH)CH,(NH:) (m, 0 in 0..7) Ethylenediamine (1) 03258 00064 —33555 000726 2052 0344 1443 2384 —1.575
24 CH (WH)CH, (NHa ) (e, nin 1.2) Dj:thyl:mlrjamine (1 —1.8403 0.2318 — L1598 OUNNLST —2631 EX. S R e e
25 HyNCOCH,CH, COMH; (o, mrin 1..2) Bulanediamide (1) 115351 whons have whav Mt — whas — wraes
26 CHy(NH, =COOH (m. o in 0.2) 1-Adanine (1) 123481 e 624THE - O0026% 17.78 3.145 6598 e 7.032
27 HOOC-CH,~COOH (nin 1.2) Malonie aeid (1) 0.9327 -0.1222 L9595 —0.001479 12,46 =5217 —6.058 - 4.264
2 HOOC-CH,-CH,-COOH {n,min 1..2)  Succinic acid (1) 75057 s 07686 0LO000%) 15.17 —4.281 —h.920 e 20.245
29 HO-CH,-COOH (nin 1.2) 2-Hydroxyisobutyric acid (1) —0.4531 04635 s e e e R e A
30 NH:~CH, —CH, —COOH (1, m in 1.2) B-Manincl.’lj 14,1593 e T — P — —— sxoxex e
31 CHy—0-CH,—C00H (min 1.2) Methoxyacelic acid (1} — 23026 .9198 0475 —(N1445 791 —2.678 —1.727 e T
A2 H5-CH-COOH 2-Mercaptopropionic acid (1) —2.1535 e e e T T e T R
33 HS-CH,-CH,—COOH {n, min 1.2) B-Thiolactic acid (1) ~2.7514 e —0.2697 0000655 20.43 ~7.376 7.292 e ~3.623
34 NC-Cl,—CHy,—CN {n, min 1..2) L,2-Dicyanoethane (1) 40747 1.R957 L9699 0LO02330 24.82 18.974 5.661 e B3R
35 OH-CH,~CH,—CN (m min 1.2) 3-Hydroxypropanenitrile (1) 0.94493 1.3434 02311 0022 14.54 0.558 3906 e 4371
36 HS-CH,~CH,~SH (i, min 1.2} 1,2-Ethanedithiol (1) 0.2232 01815 21272 0001321 —10.31 6,728 0.794 0,683 —0.931
37 COO-CH,~CHW—00C (n, min 1.2) Ethylene glyeol diaceiate (1) —0.5%44 03401 L5418 —0003385 233 1.306 4025 1.203 o
38 OOC-CH,, ~CH,, ~CO00 (1, B im 1,2) Dimethylsuccinate (1) 25962 0.5794 e e fre e s e 2303
£ NO-UH,—O00 (nin 1..2) Methyleyanozoetate (1) —{.2509 1.2171 27051 —(001994% —I1.73 e R e 1100
40 COHCH, OO (e i 1.2) ME["I}']EIDBIIIEDL‘:LBIC {1y 116304 01.2427 07502 —(LHI231 Lay LIL556 —7.261 T etk
41 CHo—0-CH,=CH, (m, n, pin 0.3} Ethyl viny ether (1) 00811 01399 02600 —000432  —454 10098 —0411 0372 3160
42 CH,=CH,—F (m, nin0.2) 1-Fluora-1-propene (1) ~{1.2568 0.0591 Theee e i e e e 2823
43 CH,=CH,~Br (m, n in 0.2} L-Bromo-1-propene (1) ~0.4329  -03192 e 000021 263 14.470 17.014 srens 2212
44 CHo=CH,1 {m, nin 0.2) I-Toda-1-propene (1) sass 11486 sanan P sessn . - e .
45 CHW=CH,~Clim, i in 0..2) 1-Chloro-2-methylpropene (1) 00440 00268  —0.0188 0,000152 280 8.207 9.715 e 048D
Ay CHy =CH,—CN (m, nin (1L.2) Aerylonitrile (1} me7 0653 —1.1249 (LONNED3 382 —&.304 — 1903 S — {05

223



L

dddddezneees

324

78

SERENER B

CHy=CH, ~CO0-CH), (m, 5, prin 0.3}
CHy=CH,~CHO (#, # in 0..2)
CH,=CH,~C00H (m, # in 0..2)
aC—CH,—X (nin 1.2) X: Halogen
aC—CH,-NH,, (nin 1.2; mini..2)
al=CH,~0-(nin 1.2)

AC=CH, <O {nin 1..2)
AC~CH,~CN i in 1..2)
AC=CH,=CHO s in 1..2)
al—CH,—5H {nin 1..2)
AC—CH,—~COOH (nin 1..2)
al—CH,—O0— (nin 1..2)
alC—CH,—5—(min 1.2}
al—CIHL,—O0C-H (win 1.2)
AC—CH, =N [ in 1.2}
alC~CH,~CONH: (# in 1..2)
AC—CH,—00C {1 in 1..2)
AC—CH,—CO0 {1 in 1..2)
aC—50—0H

AaC—CH{CH; )2

aC=C(CHz )

aC=CF5

(CH, =Cleyelic)-CHO (n in 0..2)
(CHy =0 =COO=CH,, (i in 0.3)
(CH, =0 ~00- (n in 1L.2)
(CH, = C)eyeCHy (110 0.2
(CH, = Clee—Cl; (nin 0,.2)
(CH, =0y ~CN (i in 01.2)

(CH, =Cleye=C1 (1 in 0L,2)
CHeye=CH;

CHeye—CH:

Chyy—CH

Che—C

Cheye—CH=CH, (nin 1..2)
Chye—C=CH,; {nin 1..2)
Chyye=Cl

Cheye—F

Cheye—0H

Ol —NH,

Ch, ~NH-CH, (n in 0..3)
Chyye~N-CH,, {rin 0..3)
Chyy~SH

Chyye~CN

Oy~ COOH

Cheye—CO

Oy =N,

Chgye—5—

Chyye—CHO

Chgye =0

Ethyl Acrylaie (1)
Propenaldehyde (1)

Acrylic Acid (1)

Benzyl bromide (1)

Benzyl amine (1)

Benzyl ethyl ether (1)

Beneyl aleohol (1)

Benzyl eyanide (1)

Phenyl acetaldehyde (1)
Phenyl methanethiol (1)
Phenyl acetic acid (1)

FPhenyl scetone (1)

Heneyl methyl sulfide 1)
Beneyl formate (1)

Phenyl nitromethane (1)
Phenyl ethanamide (1)
Benzyl acetate (1)

Methyl pheny] acetate (1)
Benzenesulfonic scid (1)
Cumene (1)
tert-Butylbenzene (1)
Perflucrotoluens (1)

Furfural (1)

Methy] furanyrate (1)
2-Acetyliuran (1)

1, 2-Dimethyleyelopentene (2)
2-Lthylfuran (1}
A-Cyancluran (1)
2-Chlorofuran (1)
Methyleyelopentane (1)
Ethyleyelohexans (1)
Isopropyleyclopentans (1)
tevt-Bulyloyclohexane (1)
Vinyleyclopentane (1)
Limenene (1)

Chloro cyclopentane (1)
Fluoro eyelohexane (1)
Cyelohexanol {1}
Cyelohexylamine (1)
N-methyleyclohexylamine (1)
NN-dimethyleyelohexanamine (1)
Cyclohexanethiol (1)
Cyanoeyclopentane (1)
Cyclopropanecarboxylic acid (1)
Methy] cyclohexyl ketone (1)
Nitrocyclohexane (1)

Methy] cyclopenty] sulfide (1)
Cyelobexanecarboxaldehyde (1)
Methoxyeyclohexane (1)

02117 — (30
—0.7191 01102
2.4103 00667
(LEOu2 14537
—1.0802 (L2590
LBa0T  —(L0425
LB9R1 010615
L1088 1.0587
19470 —0.0177
1.2057 01702
(L3666 (L1584
—(12363 03004
(14506 (1030
LT 0_2:33
Fraes 0.5390
22421 —0.2197
— 6497 00586
—(L2636 (L0352
_ l.lUST Lol
(rid2 LLRTI R
L0790 (L0494
— 108058 —1.5974
—1L.0E16 0.4267
— 63427 00879
L6572 L6115
LIRS LN 73
=(L3151 (L0504
L3819 —0.2474
—geld —(L5736
—01326  —0.1210
—(L466% —(.0148
—(L3548 01395
—{.1727 (L1829
L6817 —0.1192
10031 (L0455
05124 02667
28497 01899
L3gy] —0317%
L5069  —0.3576
L0370 —0.7458
Lol il U_IZIB
=L3312 (0569
e 04645
—2.0822 01506
N.7743 01300
—(LH5TE (L6540
—(LBa3E 00043
L5076 0.26492
—L3978 02787

224

~(LOBRD
—-1.7762
2.2630
1.406%
(2698
=1.0107
24950
LET0S
L
1.7860
11629

e

(L1565
0.8016
2.4070
—0.2504
=1.101%
e

amns

—0.1233
.3816
01093

e
0.2832

Fasre

(L8973
—0.BH10
—10®33
—(L6447

L

1000044
~0.000763
1002464
— 0000034
~0L000417
0002544
~0000796
000183
wEREe
hhbe
0004195
Ll
—0000354

T

—0001446

~(LO0A495
LLLLES

—(LIN2650

i

—{LMA24
0003821

LT

LT

0000779
0001694
O.00124

i
Err

0002114
Erre

BEEEE

(00401
(LO0003G
—(L014535
whebh
=0.0001 9%
Py
e
LT

021
436
—4_HE
250
-749
~0.25
|
200

LLLL LS

LA Ll
3.40

s
702

e
-~
~5.70

LLLL LS
039

R

.03
-443

b

[T

2.79
—2.95
.19

e
e
16,97
T
-7.73
—2.50
—51.50
e
=200
v
e

—12.085
10,154
—8.081
—2.044
6.043

LTTTTY

25.157

16.725
P
P

o2
FrvTm
1.556

1.238
01.354
saasa
—H.438

B2
=X1.533

T

4178
3332
60084

P
prere)
6768
v

T

—3.024
2046
—11.965
Frere
=16.723
P
P

=12.508
2,090
—&.370
—3.447
5.486

ey

16,4950

T.568

e
4,145
4066

—0.751
~0.192
—12.517

ey

24560
=12044

.

4.452
4,428
—4.128

Py
10,390

e

—&.050
3446
14.531
el il
=7.569
Sai il

-
ey
s
rerre

4008
b
b
ey
sanas
s
e
e
b
.
b
wmnan
runas
e
rerre

140340
bt
saman
e
ranas
e
e
.
b

LT

00946
—1.428
1153

e
L)
T
Ty

ERbEE

2134
—4.607

ke
Py
shan
ey
saaan
—MLilh
P
Py
e

~1014

1.291
—0.639
0.969
=2.754

ahaan
(1L.A50
—4 1156

y
LI
LT
LI
mEmn
mrEE
LT

ry

—0.270
~(.878

LILLLY
—1.470

e

2235
0.961

LT

0033
—1.137
2421

LT
.y
LR
LI
shans

wna

11325
402
b
~(.878
e
prren
i



Ciroup Example Tz Thay Toay Feay Ve iy Hizy My Hyusay
96 Ch‘__“_—ol::'cll c_'fUI.U'IeN}'I. osler fﬁl'l'l'l.i.i." m:i.d {1} RIS _‘:'3101 Eadil] i LI ll] i1l Ll RE2d 2] LIl L]
o Cheye~CO0 Eihyl evclobutyrae (1) 00926 i i s as s s
o8 Chgye 00 Cyclohexyl acetaie (1) —Dd6is  —0L4485 —0,3450  —0000R82 —1203 4,358 —15.751
a9 Cop—CHs L 1-Dimethyl-cyelohexane (2) 01737 0.0722 0,1607 0001235 195 0,107 0,238 LB08 -1.237
100 CoCH: 1-Ethyl-1-methyl-cyelopentane (1) —1.9233 00319 00090 —0000610 —5.17 18755 21 495 0585
i CopeOH 1-Methyleyelopentanal (1) L7334 —0L6T75 —Z1E03 —0004AR3 —14.40 —154970 —214975 0.235
W02 =N, —CHy N-methy)-2-pyrrolidone {1) —0L0383 0614 — 0.0 L0058 e e e
103 #MNeyeCH; N-cthylpyrrole (1) 10497 L3080 shshs e sasen e bbb e e
14 AROMRINGs's® 2-Methyl-phenol (1), 2-Et-toluene (1) —0.63EE  —0.15090 ~0.3161 0000522 286 1577 1486 1164 ~1.470
05 AROMRINGs's’ 3-Methyl-phenol (1), 3-Ei-ioluene (1) —0.6218 0.0217 00,0653 0,001 750 6,54 ~1.037 0,204 ~ L8110 ~1.059
s AROMRINGSs's® AMeihyl-phenol (1), 4-Ei-inluene (1) L9840 01007 00803 0000467 am ~0,708 0,384 1,331 1.244
107 AROMRINGSs's’s? 1,2,3-TrimethyIbenzene (1) —0.2762  —0.1647 LONER  —0005598 —9,38 7.731 3743 1.433 L.473
08 AROMRINGs's's® 1,2,4-Trihydroxybenzene (1) —0.3689  —0.1387 0.0008 0000255 —2.05 —2.767 —0,449 313 —0.302
1K AROMRINGs's's® 3,5-Dicthyltoluene (1) —03841 —0.1314 —06d12 L0409 —747 — 2148 —7.538 —0.117 —2.530
110 fesfst 3-Eithyl-1,2,4-trimethylbenzene (1) 1.7722 01,2745 21116 —0007A12 704 14.226 12.710 — 1736
111 AROMRINGs's7s%s” 1.2,3.5-Tetramethylbenzene (1) 0.4553 0.1645 09353 ~0001811 0,04 4926 5,220 A —2.246
112 AROMRINGs's's's® 12,4, 5-Tetramethylbenzene (1) 2.0561 0.0754 06241 ~0.000500 004 0474 ~ 1340 R.034
113 PYRIDINEs 2-Methylpyridine (1) 05769 0.1196 10256 0007006 £68 9713 9644 1653 1.786
114 PYRIDINEs® 3-Meihylpyridine (1) —0.2556 0494 05784 0007006 f68 —2.523 — 2446 0.277 3671
115 PYRIDINEs' A-Methylpyridine (1) 1.6282 10,1344 06595 0001283 14,28 —4,703 —6,4ii 1.397 5975
116 PYRIDINEs®s? 2, 3-Dimethylpyridine (1) —0.1341 L0032 e e —0.939
117 PYRIDINEs's® 2 4-Dimethylpyridine (1) — LG8 —OLIEIT —1.269
11§  PYRIDINEs's® 2 5-Dimethylpyridine (1) —DOENZ —01564 e e e e e —LT14 e
119 PYRIDINEs's® 2.6-Dimethylpyridine (1) L3NS 05176 —2.2773 DO0R02Y 50,26 —16.570 —17.778 —3414 —1.487
120 PYRIDINEs's* 3 A4-Dimethy lpyriding (1) L1018 0.5477 e A e e s 1742 e
121 PYRIDINEs's® 3 5-Dimethylpyridine (1) 02811 0.3533 s s e e s 0.572 e
122 PYRIDINEs’s's" 23,6 Trimethwlpyridine (1) —0.318%  —0.3888 s e —2.744
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Table A.3: Third Order Group Contribution Property Data (Marrero & Gani, 2001)

Third-order groups and their contributions along with sample assignments

Group Example Tt Tha Teae Fear Vs LN Ha e
1 HOCMC—{CH, by —CCOH (i = 2, in 0L.2) 1,5-Pentanedioic acid (1) —1.5257 LA49s  —1.64%36 (L0 544 —-372 —4. 708 —6.572 —7.543
2 NH,~CH, )y —=COOH (m > 2, nin (0.2} 4-Aminobutyric acid (1) 11.2271 wrent whrer hert rens wreen verer e
3 NHp—(CH, =00 (o> 2, 0 in 0..2) 4-Aminobutano] (1) 0.7732 1.0750 0.4950 0000728 <2374 3.079 4171 4840
4 OHA{CH, by —OH (= 2, 51 in 0..2) 1.9-Nonanediol (1) (L6674 01.7193 01725 0000327 —0.84 7536 5411 <0272
5 OHHCH, =0 CH, by =OH (m, k= 0 g, rin 0,.2) Dipropylens glycol (1) —0, 173 11867 6,6872 L0937 1.44 —8.397 —8.651 La61
6 OH={CH)e=S5<{CH, Ju=OH (mr, k= 05 p, i 0,,2) 2,2 -Diethyl-dilwdroxy selfide (1) —1.3891 Fewes 26769 0003792 —1.62 10,194 Blpd  —3470
7 OHACH g e —NHx—ACHy e —OH (i, &= 05 p, 1y xin 0,2) Diiethanolamine (13 —0.0781 0.2091 e 0003254 — {69 1662 1.753 L3010
8 CH,—0~{CH,),~OH (m>2; 1, pin 0.2) Butoxypropanol (1) w0 4605 - S, - S S— .
4 NH~(CH Jy—NHz (m > 2 0 in 0,.2) L5-Diaminopentans (1) — L0604 0O0e0 —4.3195 LGT 34 A 4. 100 0371 R
W NH—(CH, )=NHa (m > 25 & in 0.1; 7 in 0..2) N N-dimethylpropylencdiamine (1) — 11888  —0.1819 eeer wrene wrene reer venes reer
11 SHACH, J,—SH (nr > % nin 1.2} 1,5-Pentanedithiol (1) 06660 (14516 i wrens e i veres sare
12 NCHCH, )—CN(m = 2} Glutaronitrle (1) (0.3798 L3440 (L0834 001 1080 30849 7035 7782 (a7
13 COOCT by =000 (o> 25 0 in 0,,2) Glyeeryl tridodecancate (1) ~2.6542 pakes Frass e panas Frars s e
14 aC{CH=CHy Jye (Tused rings) (i, tmin 0..1) Indene (1), Acenaphiylene (2} 02470 03741 001835 0000851 —B.87 — L&l L4689 —2.703
15 aC-aC (dilferent rings) Biphenylene (2). Biphenyl (1) 11395 —0.4961 6189 —0040000  —26,26 —4.459 —4.558 —L.385
It aC—CH, ey (different rings) (a in 0..1) Cyclohexylbenzene (1) 0057 —04574  —0.2474 0005826 -85 —3.267 =5914  —0442
17 aC—{H, o (fused rings) (2 in (1.1 Tetralin (2), Indane (2) —05640  —01736 05060 —0003746  —11.56 —4.203 —4863  —0.143
18 aC~HCH, ), —aC (different rings) (m > 1; rin 0.2) Bibenzyl (1) 19002 03138 30321 OLO03007 Q.73 1.318 0084 5377
19 aC~HCH, ) —CHey (different rings) (> 05 min 0..2) 1-Cyclopentyl-3-phenylpropane (1) Fres (1.5928 e e ke e e e
200 CHppe—Chyye (different rings) Cyclohexyleyelohexane (1) 1. 546( (L4387 21781 (L2735 72 67.517 He, K70 e
21 CHye=(CH, by =CHeye (different rings) (oe = 0; w in 0..2) 1. 2-Dicyclohexylethane (1) 0.4497 0.5632 s e ke Fraas e ke
22 CH multiring Hexahydroindan (2), Decalin (2) 0.6647 01415 04963 0000085  —3.33 e s 0.223
23 C multiring Spiropentane (1} 00792 wspan suaen waman PP anans anass e
24 aC-CHg—al (different rings) (s in 0.2} DiphenyImethane (1) 06457 00,2391 01174 —0002673 —4.67 —i),729 0EM —(LY58
25 aCHCUH,=CHg l-aC (different rings) (pi, o in (0,.2) 1,2-Diphenylethylene (1) 10.90008 071492 07039 —00046G1 14.31 —i.702 —2.25] 3275
6 (CHy =) qe—CH=CHAC=CH, ). (differcal rings) 1,2-Furanyl cthene (1) 16,2235 e o T e i o i
27T {CH, =) —CH,~(C=CH, . (different rings) Difurany] methane (1) 16,8558 hent wrrer hent Hhent wheer Heres rrer
28 aC-C0—al (different rings) Benzophenone (1) —1.0394 1171 02678 —0.0N837 —7.05 11.125 TR —4.09
20 aC-CH~CO-al (different rings) (m in 0,.2) Benzyl phenone (1) ~01.4486 0.9674 e e A Fraes e e
30 aC-CO~{C=CH, Joy. (different rings) (n in 0..1) Phenyl-2-furanyl-methanone (1) ~(1.1376 01126 Fases Hhess panes frans Fekes e
31 aC-CO-CO-aC (different rings) Diphenylethanedione (1) 0.4361 0.9317 s Hhes e Frans fers o 3087
3 aC-COL. (fused rings} Phenolphthalein (1) 31,6847 0.5031 canen . - casns . 2047
33 aC-CO—(CH, ), —C0-aC (dilferent rings) (m > 0 e in 0.2} 14-Diphenyl-1,4-butanedione (1) 4.9038 verss 7927
34 aC-CO-CHy o (diflcrent rings) s indl..1} Cyclohexyl pheayl methanone (1) =738 s o ey e o T e
35 aC-CO-NH,—aC (different l‘ings:l {iin 0.1} N-phenyl benzamide (1) 59653 ey i i e whd e 2510
36 aC-NH, CONH,—aC {different rings) (i, min (L1} NN -diphenylurea (1) 1.56209 ey T e e e e (018
3T aC-CO-Ngy (dilferent rings) N-phenonyl-piperidine (1) ~9.1856 e Faaes Fhe e Frees s e
38 aC-Se (fused rings) Dibkenzathiophene (2) 02612 0.2242 35541 (L0040 12,60 8333 9212 0784
30 aC-5-aC (dilferent rings) Dipheny] sulfide (1) —1.R403 00185 s e e Fraes ks e
40 aC-PO,-aC (different rings) (nin 0,..4) Triphenylphosphaie {3} 00393 e s wrmes e prmn G e
41 aC-50,—aC (different rings) (s in 1..4) Dipheny] sulfone (1) 09514 —(0830 s T - s A - ]
42 aC-NH, . (fused rings) {# in 0.1} Carbazole (2) 34083 1.1457 3.5541 0017200 044 —2.221 — 1 (80 L196
43 aC-NH-aC (dilferent rings) Diphenylamine (1) —(1.3048 01.5768 0.9514 (L0844 1.42 —().56 —1.904 1934
44 aCHC=N). (diffcrent rings) Phenyl-3-pyrazole (1) 1. 30a( (1.5335 e e e e e e
45 aCAN=CH, )y (fused rings) (r in 0.,1) Benzoxazole (1) —4.9280 52738 s e A Frars Febet (L5099
46 aC~(CH, =Ny (fused rings) (r in 0..1) Benzoisoxazole (1) —10.1007 A s e raras Frars e e
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Group Example Tt T Toa Py Veu CFrag Hia Hiway
47 aC-0-CH,-aC (different rings) (x in 0.2) Benzyl phenyl ether (1) 1.0834 0.6571 e e e paer e pa
48 aC-0-uC {different rings) Diphenyl ether (1) —(.4803 —0.8252 049735 (001162 =2.63 2668 =5.074 1.193
48 al-CH,-0-CH,,—aC (different rings) (nomin 0.2} Beneyl ether (1) 32676 0.27%0 14002 (LOO4TLG 2842 4229 2303 3071
S0 aC-Oy, (fused rings) Benzoxazole (1) (1.3545 (.6848 e Frmes e phees Fraen 1.153
51 AROMFUSED[2] Maphthalene (2) 0. 2825 00441 —1008s —O01332 — .58 1.993 1904 L
52 AROMFUSED]{2]s' 1-Methylnaphtalene (1) —1.2836  —0.1666 01608 —0002030 -3.17 —2.940 2274 —3.699
53 AROMFUSED|2])s’ 2,7-DimethyInaphialens (2) 03378 —02692  —06765 0002436 —3.85 —1.573 —1.316 2.037
54 AROMFUSED|2]s%s? 2.3-Dimethylnaphialene (1) 18941 —0.2807 e e e e 2,150
55 .n"\.:ll{'.FMF"'L.‘SF.['J'[Z'EIS4 L 4-Dimethyinaphtalenc (1) —2.7385 —0.32% s e s FaeEs s e
S }\]lf}MFL;SE[)lllﬁls: 1, 2-Dimethyinaphtalenc (1) —3.0362 —0.2931 S prmn prme s e R
57 }\.R{}MFL:SE[}[Z]H'ER L,3-I)im|.,'1.h!'lnuphlalum: {1) —3.2224 —(1.3360) T e wrm s e T
S8 M{(}MFL:SED-[3| Phenalene {3_], Pyrene (2) LAG0n 0402 — 10430 004645 3521 3R 5819 1176
54 ﬁRUMFL:SE.[}[‘I-EI] Anthracene (1} 70402 LM G6 33011 015244 — .4 15843 11.387 5.027
60 AROMFUSED{4a]s’ S-Methylanthracens (1) =336 —T8511 e e e e e Frer
61 AROMFUSED{4a]s's* 9.10-Dimethylanthracens (1) 68373 s e phs e phiee phien Fhr
62 AROMEUSED{4p] Phenanmthrene (1), Pyrene (2) —1.5856 0.9126 2RERE 007280 —24.02 — 16,040 —19.089 =3417
63 AROMFUSED{4p]s's! 9.10-Dimethylphenanthrene (1) 2.0821 s e e e rann e rr
64 IPYRIDINEFUSED(2] Cuinedine (1) -44725 09432 11251 —0005369 63.29 B.688 13,586 —4.967
65 IYRIDINE.FUSED|2-is0] Tsoquinoline (1) —25898  —0.5844 39241 001207 -2.71 —5.112 —0.314 —2.587
a6 PYRIDINE FUSED{4] Acridine (1} 1.0358 0,1733 T713 0001275 —120 20073 15,786 —1.365
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Table A. 4: First Order GC Datafor Acentric Factors and Liquid Molar Volume (Constantinou et al., 1995)
First-order groups and their contributions for estimation of acentric factors and liquid molar volurme

Group W, Uy,
(m' kmal ")

CH, (k. 20602 002614
CH, 14691 00164
CH — 0¥ TGS 000711
[ 35125 — 000380
CH.=CH (40842 003727
CH=CH .25224 002692
CH.-C 022301 002697
CH=C 023492 001610
CC 0217 000296
CH.-C—CH 0.73865 0.04340
ACH 015158 001317
AC 002725 LRI
ACCH, 0.3340m 002588
ACCH, 0.14598 001914
ACCH — L OBE0T 0.00993
OH 1.52370 000551
ACOH 0.73657 001133
CH,CO 101522 003655
CHLCO 063204 002816
CHO (L96265 0, 02002
CH,CO0 113257 0.04500
CH.COO0 0.75574 (03567
HOOO 0. 70454 002667
CH,O (.526446 (L03274
CH,O (44184 (L02311
CH-(O {21808 0.01799
FCH,O 10,5022 002059
CH,NH, 0784963 02646
CHNH. HEEE G195
CH.NH 0953544 002674
CH,NH 0.55001% 002318
CHNH 038623 001813
CHyN 038447 LOLRI3
CH,N 007508 001683
ACUNH. 0.79337 001365
C:H;N e 006052
C:H,M e 005238
CH,CMN e 003313
COOH 16737 H0O2232
CH,CI 0.57021 LKIEXN) |
LHO bk 2663
I ik E D020
CHCI, 071592 DA46H2
. ek wma

CCly 060062 V06202
ACCH b 2414
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Group

Wy

Uyi
(m* kmaol ')

CH.NO,
CHNO,
ACNO,
CH.SH

!

Br

CH=C

C=C
CHC=C)
ACF
HCON{CH. ).
CF,

CF.

CF

OO0
CCLF
HCCIF
CCIF,

F {except as above)
CONH,
CONHCH,
CONHCH-
CONICHL),
CONCH,CH,
CON(CH:),
CLH,0,
C.H,0,
CH,S
CH,S

CHS
CsH,5
C.H,S

HEEF
LLLid
EEE
RRE

0.23323
027778
0.61802

dkkk
LE Lt

0.26254

ok
0.50023
o
FhEE
FEEE
0.50260
HEEE
0.54685
0.43796

EEEE
LLLLS
wEEE
wEEE
L LY
ELEE
EEET
042753
*HEN
LT

wER

003375
0.02620
0.02505
0.03446
0.02791
0.02143
LR L L]

0.01451
0.01533

o177
addu

LLTT)
kkk
LAl LY

0.01917
0.05384
P
0.05383
o
s
-
s
0.05477
s
ark
0.04104
.
0.03484
0.02732

EEEe
EEEE
EEEE
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Table A. 5: Second Order GC Data for Acentric Factors and Liquid Molar Volume (Constantinou et al., 1995)

Second-order growps and their contributions for estimation of acentric factors and liquid molar volumes at 298 K

Groups W v, (m* kmol ) Sample assignments { occurrences)

(CH.)-CH (L0 740 000133 2-Methylpentane (1)

(CH,),C 0.01922 0.00179 2.2 Dimethylpentane (1), 2,24 4-tetramethyl-
pentane {2)

CH{CH,)CH{CH; | 0L00475 0.00203 2 3-Dimethylpentane (1), 2.3.4-tetramethyl-
pentanc | 2)

CH{CH;)C(CH; - —(LO28ES —L(H243 2,2 3-Dimethylpentane (1), 2,23 4 4-penta-
methylpentane {(2)

C{CH, 1. ClCHA)a 0.08632 0.04744 2.2.3 3-Dimethylpentane (1), 2.2.3.3.4.4-
hexamethylpentane (2)

FMembered ring® 017563 Ek Cyclopropane (1)

4-Membered ring" 022216 HH RN Cyelobutane (1)

5-Membered ring® 016284 (L2103 Cyclopemane (1), ethvleyelopentane (1)

G-Membered ring® 003065 (LIHI063 Cuclohexane (1), methyleyclohexane (1)

T-Membered ring® — 002094 a1 Cveclohepane (1), ethylcycloheptane (1)

CH,=CH,,C,=C, 0.01 648 000158 1. 3-Butadiene (1)

knmpe((, 2)

CH,—CH, =CH, 000619 00000 2-Butene {2), 2-methyl-2-butene {3)

i (0, 2}

CH,CH,,=CH, —0.0115 0.00012 1.4-Pentadiene (2)

ma (0, 2)

CH-CH,_,=CH, or 0.02778 000142 4-Methyl-2-pentene (1)

C-CH,,-CH,,

mn el 2)

Alicyclic side chain — 11024 nomo7 Ethylevelohesane (1), propyleycloheptane (1)

".Ls\:lil.' 1-'|I

m =

CH.,CH, 01124 LLLL Ethane {only)

CHCHO or CCHO rraE UL 2-Methyl butanaldevde (1)

CHCOCH, -0, 20789 — D00 2-Pentanone (1)

CH,COCH or CH,COC — 16571 — 0000108 3-Methyl-2-pentanone (1)

ClyeneO i 000111 Cyclohexanone (1)

ACCHO e — L0345 Benzaldewde (1)

CHCOOH or CCOOH L.08774 — Q050 2-Methyl butanocic acid (1)

ACCOOH e Q0777 Benzoic acid (1)

CH,COOCH or CHICOOO 0.26623 HRLLTLE lsopropyl acetate (1)

COCH,COO0, i HELLTESY Ethvl acetoacetate (1)

COCHCOO or COCCO00

CO-0-CO 0.91939 QLTS8 Propanoic anhydrite (1)

ACCOO ek L0000 Benzoic acid cthyl ester (1)

CHOH 003654 000092 2-Butanol (1)

COH 021106 00075 2-Methyl-2-butanol (1)

CH, {OH)C,(OH) i 000235 1.2 3-Propanotriol {2)

w0, 2)

CH,, oo OH whwn 000250 Cyclopentanel (1)

7] G{ﬂ: 11

CH, (OH}CH,{NH,) LLLa 0.00046 I-Amino-2-butanol (1), I-hydroxy-¥-methyl-

g (0, 2) butylamine (1)
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Groups

CH, A NH, )CH_{NH,)
e e( 0, 2)

CH,, sy WH,-CH
msp e 0. 2)
CH,,~0O-CH,=CH,,
mesp el0, 2}
AC-O-CH,,

mif 0, 3)

CHnr -\.-«\.In.'_S CHHM wyelic
i (0, 2)
CH,,-CH,_,-F

mn (0 2)
CH,,=CH,_.-Br

mm, (0, 2)
CH,,=CH,-1

min (0, 1)

ACBr

ACI
CH,,(NH,}-COOH
m (i), 2)

H ocycle

LEI L)

—0.13106

LTy

HkkE

0.01509

ok

*RER

L

—0L0307H
(L0000 1

EEEE

oy dm* kmol ™"y

EX XLl

000179

0.00206

001203

— (r(WMW¥23

LELL]

— (L0058

0O01TE
000171

ELET)

231

Sample assignments { occurrences)

1, 2-Fropanodiamine (1)
Pyrrolidine (1)

Ethyl vinyl ether (1)
Ethyl phenyl ether (1)
Tetrahydrothiophene (1)
I-Fluoro-1-propene (1)
I-Bromo-1-propene (1)
l-lodo-1-propene (1)
Bromotoluene (1)

lodotoluene (1)
2-Aminohexanoic acid (1)



Table A. 6: Regressed Parameters for Different Atom Typesin the Cl Method (Gani et a., 2005)

properties

parameter Tnm Th T P, Hiys
type (1071 1071 (103 (103 V. H G (1071
alH —195116 -1.19461 —4425284 202297 T11975 2477751 -—-152566 65 —0.14197
aiCl) 17.742 44 1400177 44553172 537086 43,403 16 —66.442 25 —47.252 86 3.80052
ai Brl =1—'1-.EIEEG|'?B 2402195 7329233487 6128042 £1.3T7T7T30 —40.041 62 -—-30.9226T7 5.007 44
alF —&182 62 —0.791 56 —5.098 94 T72504 2080761 —235.125 24 —222598 77T  0.521 16
aill 4347278 3627455 121238203 1078426 63.446231 10071 69  11.21087  5.680 94
al B 2288242 1623796 55422214 4,093 67 329903 16 9274020 67239956 4409231
al ) 19.879 42 928253 27227166 -1233001 18.04765 —-176.07T008 —168.72071  3.621 083
ail P 3.204 41 24581356 179537160 N/A —B2.464 85 —243.529 50 /A —11.318 61
al 3 26685820 17.76981 T20.TTE34 543020 22.23263 957691 -11T246 4.60086
ai ) 10864 16 11.21290 324582 63 5409090 32179724 40155690 3530760 221478
a3 —1.240 22 2.721 42 MiA NiA MNiA /A N/A WA
b 262106 -—928297 —327.74936 212080 309675 -—7.39581 -—-21.51951 -—3.662 88
c —10.862 99 4604 18 125050 14 652188 T.B7405 11.717 23 15245811 3.112 80
d 000000 1827191 238565135 —1807222 B67318 6192611 97.2858121 1.099 72
E 14745 29954 23122.9 59827 T.95 5.549 —34.967 22,06
G 108.985
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