
A Systematic Property Based Approach for Molecular Synthesis Using Higher 
Order Molecular Groups and Molecular Descriptors 

 
by 

 
Nishanth Gopalakrishnan Chemmangattuvalappil 

 
 
 
 

A dissertation submitted to the Graduate Faculty of 
Auburn University 

in partial fulfillment of the 
requirements for the Degree of 

Doctor of Philosophy  
 

Auburn, Alabama 
December 13, 2010 

 
 
 
 

Key Words: Molecular Design, Topological Indices, Molecular Signatures 
 
 

Copyright 2010 by Nishanth Gopalakrishnan Chemmangattuvalappil 
 
 

Approved by 
 

Mario R. Eden, Associate Professor of Chemical Engineering, Auburn University, Chair  
Christopher B. Roberts, Professor of Chemical Engineering, Auburn University 

Ram B. Gupta, Professor of Chemical Engineering, Auburn University 
Jin Wang, Assistant Professor of Chemical Engineering, Auburn University 

Mahmoud M. El-Halwagi, Professor of Chemical Engineering, Texas A&M University 
 
 



 ii 

Abstract 
 
 

In this work, algorithms have been developed for the design of molecules 

corresponding to the optimum performance of a process. The concept of property 

clustering has been extended into molecular design based on second and third order 

group contribution methods. An algebraic approach has been developed utilizing higher 

order molecular groups built from first order groups. The significant aspect of the 

aforementioned method is that both the application range and reliability of the molecular 

property clustering technique are considerably increased by incorporating second and 

third order estimation. A methodology has been developed for incorporating the property 

contribution predicted using combined group contribution and connectivity indices into 

the design framework in case the property contributions of any of the molecular groups of 

interest are not available in literature. For the design of simple mono-functional 

molecules, a modified visual approach has been used whereas for the design of more 

complicated structures and/or for treating more than three properties at a time, an 

algebraic method has been developed. 

Until now, most reverse property prediction algorithms are based on group 

contribution methods. However, a variety of properties can be predicted using 

Quantitative Structure Activity/Property Relationships (QSAR/QSPR) models. QSAR 

models make use of topological indices to predict physical properties and biological 

activities. In this dissertation, a new algorithm has been developed to include topological 
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index based property models into the reverse problem formulation framework. This 

algorithm makes use of the concept of molecular signature descriptors to incorporate a 

variety of different topological indices on a common platform. A large number of 

environmental, safety and health related constraints can be now investigated as a part of 

the integrated process and molecular design. An algorithm for the enumeration of the 

molecular structures has been developed with very low degeneracy.  In the last part, a 

general framework has been proposed to simultaneously integrate process and product 

design problems with flowsheet design. This methodology will identify the best candidate 

molecules that provide the optimum process performance with minimum energy 

utilization. The dissertation concludes with a list of potential areas where more study can 

be conducted based on the developed algorithms. 

 



 iv 

Acknowledgments 
 

I would like to express my profound gratitude to Dr. Mario R. Eden for his 

constant support, encouragement and assistance.  Special recognition is given for his 

guidance and direction.  He has always been a great source of information and 

inspiration.  I would like to thank my research committee members, Dr. Mahmoud El-

Halwagi at Texas A&M University, Dr. Ram Gupta, Dr. Christopher Roberts and Dr. Jin 

Wang for their valuable comments and suggestions. My sincere thanks to my 

collaborators Charles Solvason, Dr. Fadwa Eljack and Susilpa Bommareddy for their 

brilliant ideas and feedback.  Thanks are also due to my friends and co-workers, Dr. 

Norman Sammons, Dr. Jeffrey Seay, Wei Yuan, Subin Hada and Gregory Vaughan at 

Auburn University.  Special gratitude and appreciation is given to my parents, 

Gopalakrishnan C.C. and Vijayakumari T.V., my wife Suchithra, and my sister Dhanya 

for all their support and encouragement.   Finally, I would like to thank the faculty and 

staff in the Department of Chemical Engineering at Auburn University for making my 

graduate research experience at Auburn a memorable and rewarding one.    

 



 v 

Table of Contents 

 

Abstract ............................................................................................................................... ii 

Acknowledgments.............................................................................................................. iv 

List of Figures .................................................................................................................... ix 

List of Tables ..................................................................................................................... xi 

Nomenclature................................................................................................................... xiv 

1. Introduction......................................................................................................................1 

2. Theoretical Background...................................................................................................9 

 2.1. Chemical Product Design .......................................................................................9 

 2.2. Mathematical Formulation of Chemical Product Design .. ..................................14 

 2.3. Types of Properties and Estimation Techniques...................................................17 

 2.4. Mixture Design .....................................................................................................19 

  2.4.1. Design of Experiments.................................................................................19 

  2.4.2. Mixture Design of Experiments...................................................................21 

 2.5. Group Contribution Methods................................................................................23 

  2.5.1. Initial Efforts................................................................................................23 

  2.5.2. Group Contribution Models with Higher Levels .........................................25 

 2.6. Topological Indices and Property Prediction........................................................29 

  2.6.1. Connectivity Indices ....................................................................................32 



vi 
 

  2.6.2. Edge Adjacency Index .................................................................................37 

  2.6.3. Shape Indices ...............................................................................................39 

  2.6.4. Wiener Indices .............................................................................................40 

  2.6.5. The Hoyosa Topolological Index.................................................................40 

 2.7. Connectivity Indices and GC+ Method .................................................................41 

 2.8. Molecular Signature Descriptors ..........................................................................43 

  2.8.1. Current Status In Inverse Design .................................................................43 

  2.8.2. Development of Molecular Signature..........................................................49 

  2.8.3. Application of Signature Descriptors in Property Prediction ......................55 

 2.9. Flowsheet Property Model....................................................................................56 

 2.10. Summary .............................................................................................................59 

3. Basics of Computer Aided Molecular Design ...............................................................62 

 3.1. Computer Aided Molecular Design Framework...................................................62 

 3.2. Computer Aided Molecular Design Techniques...................................................66 

 3.3. Property Models....................................................................................................67 

 3.4. Reverse Problem Formulation ..............................................................................69 

 3.5. Reverse Problem Formulation Methodology........................................................70 

 3.6. Summary ...............................................................................................................71 

4. Integrated Process and Molecular Design......................................................................73 

 4.1. Property Clustering Techniques............................................................................73 

  4.1.1. Property Operator and Cluster Formulation ................................................73 

  4.1.2. Conservation Rules ......................................................................................76 

  4.1.3. Visualization Techniques.............................................................................78 



vii 
 

  4.1.4. Identification of Feasibility Region .............................................................80 

 4.2. Molecular Property Operators and Clusters..........................................................82 

 4.3. Visual Solution of Molecular Design Problem.....................................................85 

 4.4. Limitations of the Visual Approach in Molecular Design....................................90 

 4.5. An Algebraic Approach for Molecular Synthesis with Higher Order Groups .....92 

  4.5.1. General Problem Statement .........................................................................95 

  4.5.2. Algebraic Approach for Solving the Molecular Design Problem................95 

  4.5.3. Algebraic Molecular Design Algorithm ....................................................102 

 4.6. Introduction of GC+ Models into the Cluster Space ..........................................104 

  4.6.1. GC+ Algorithm for Visual Solution of a Molecular Design problem........106 

  4.6.2. GC+ Algorithm for Algebraic Solution of a Molecular Design Problem ..109 

 4.7. Molecular Signatures in Reverse Problem Formulations ...................................110 

  4.7.1. First Order Connectivity Index ..................................................................111 

  4.7.2. Kier-Hall Shape Index of Order 1..............................................................112 

  4.7.3. Reverse Problem Formulation using Molecular Signatures ......................114 

  4.7.4. Signature Based Algorithm for Molecular Design ....................................115 

  4.7.5. Expression of Group Contribution Models with Signatures......................126 

  4.7.6. Property Models with Different Signature Heights ...................................129 

  4.7.7. Enumeration of Molecular Structures from Signatures .............................131 

  4.7.8. Stepwise Procedure for Solving a Molecular Design Problem..................136 

 4.8. General Framework for Integrated Flowsheet and Molecular Design................137 

 4.9. Summary .............................................................................................................139 

5. Case Studies .................................................................................................................141 



viii 
 

 5.1. Design of Blanket Wash Solvent ........................................................................141 

 5.2. Metal Degreasing Solvent Design ......................................................................151 

  5.2.1. Visual Solution...........................................................................................154 

  5.2.2. Algebraic Solution .....................................................................................158 

 5.3. Design of Alkyl Substituent for the Fungicide DD ............................................162 

  5.3.1. Problem Statement .....................................................................................162 

  5.3.2. Solution of Design Problem with Two Types of Property Models ...........163 

  5.3.3. Solution of Design Problem with Different Topological Indices ..............173 

 5.4. Acid Gas Removal ..............................................................................................175 

  5.4.1. Problem Statement .....................................................................................175 

  5.4.2. Process Design ...........................................................................................177 

  5.4.3. Molecular Design.......................................................................................178 

  5.4.4. Proof of Concept for Integrated Flowsheet and Molecular Design ...........187 

6. Conclusions and Future Work .....................................................................................191 

 6.1. Major Achievements...........................................................................................191 

 6.2. Future Work ........................................................................................................195 

  6.2.1. Statistical Tools for Product Design ..........................................................195 

  6.2.2. Integrated Process and Product design ......................................................196 

  6.2.3. Inclusion of More Sophisticated Descriptors.............................................198 

  6.2.4. Exploration of Biochemical Reaction Pathways........................................199 

  6.2.5. Design of Reactions ...................................................................................201 

References........................................................................................................................203 

Appendix: Group Contribution and Connectivity Indices Data ......................................218 



 ix 

List of Figures 
 
 

Figure 2.1 General Chemical Product Design ...................................................................12 

Figure 2.2 Product Design Steps .......................................................................................13 

Figure 2.3 Property Estimation Models .............................................................................19 

Figure 2.4 Response Surface of the Second Order Model.................................................21 

Figure 2.5 Mixture Design Plots........................................................................................22 

Figure 2.6 Multilevel Approach for Property Estimation using GC Method ....................26 

Figure 2.7 Example of Hydrogen Suppressed Graphs.......................................................31 

Figure 2.8 Molecular Skeleton of 3,3 Dimethyl Pentane...................................................34 

Figure 2.9 Atomic Signatures up to Height 3 ...................................................................52 

Figure 2.10 Molecular Signature Tree ...............................................................................54 

Figure 3.1 Iterative Molecular Design ...............................................................................62 

Figure 3.2 Multilevel Approach for Product Design .........................................................65 

Figure 3.3 Simultaneous Consideration of Process and Product Design...........................70 

Figure 3.4 Reverse Problem Formulation..........................................................................71 

Figure 4.1 Visualization of Intra-stream Conservation of Clusters ...................................77 

Figure 4.2 Visualization of Inter-stream Conservation of Clusters ...................................77 

Figure 4.3 Mixing of Streams ............................................................................................79 

Figure 4.4 Feasibility Region on a Ternary Diagram ........................................................82 

Figure 4.5 Mixing of Molecular Groups............................................................................88 



 x 

Figure 4.6 Simultaneous Process and Product Design Framework ...................................90 

Figure 4.7 Second Order Group Formation .......................................................................94 

Figure 4.8 Mixing of CI Group with GC Group..............................................................108 

Figure 4.9 Coloring of Atomic Signature ........................................................................120 

Figure 4.10 Illustration of Connectivity Principles..........................................................123 

Figure 4.11 Integrated Process-Product-Flowsheet Design Framework .........................138 

Figure 4.12 Flowchart of the Integrated Process-Product-Flowsheet Design ................139 

Figure 5.1 Cluster Diagram for Degreaser Design ..........................................................157 

Figure 5.2 Visual Solution of Molecular Design Problem ..............................................158 

Figure 5.3 Acid Gas Removal Flowsheet ........................................................................176 

Figure 5.4 Best Five Solutions to Acid Gas Removal Problem.......................................186 

 



 xi 

List of Tables 
 
 

Table 2.1 Types of Products ..............................................................................................10 

Table 2.2 Group Contribution Models ..............................................................................27 

Table 2.3 Adjustable Parameters in Group Contribution Models .....................................28 

Table 2.4 Values of KC-X Parameters ................................................................................39 

Table 4.1 Visual Molecular Design Algorithm .................................................................85 

Table 4.2 Algebraic Approach Algorithm ......................................................................103 

Table 4.3 GC+ Model Algorithm ....................................................................................109 

Table 4.4 CI Calculation using Signatures ......................................................................111 

Table 4.5 Signature Equivalent of Topological Indices ..................................................113 

Table 4.6 Consistency of Signatures  ..............................................................................124 

Table 5.1 Property Constraints for Blanket Wash Solvent .............................................143 

Table 5.2 Property Operators and Reference Values ......................................................143 

Table 5.3 Adjustable Parameters ....................................................................................143 

Table 5.4 Normalized Molecular Property Operator Values ..........................................144 

Table 5.5 Property Data of Selected Molecular Fragments .............................................144 

Table 5.6 Second Order Groups and Their Contributions ..............................................147 

Table 5.7 Valid Formulations and Their Properties ........................................................147 

Table 5.8 Groups for Ring Compounds ..........................................................................148 

Table 5.9 Second Order Groups and Their Contributions for Cyclic Structures.............149 



 xii 

Table 5.10 Valid Cyclic Compounds and Their Properties ............................................150 

Table 5.11 Property Constraints for the Degreaser Problem ..........................................152 

Table 5.12 Property Operators and Reference Values for Degreaser Design..................154 

Table 5.13 Normalized Molecular Property Operator Values ........................................154 

Table 5.14 Atom and Bond Indices  ...............................................................................155 

Table 5.15 First Order Connectivity Indices ...................................................................156 

Table 5.16 CI Property Contributions of CI Groups .......................................................156 

Table 5.17 Possible Higher Order Groups and Their Property Contributions ................159 

Table 5.18 Final Solution Set for Degreaser Design .......................................................160 

Table 5.19 Upper and Lower Bounds for Fungicide Properties .....................................163 

Table 5.20 Signatures of Height Two for Alkanes ..........................................................166 

Table 5.21 Solution in Terms of Signatures ....................................................................171 

Table 5.22 Possible Alkyl Substituents ...........................................................................172 

Table 5.23 New Solution for Alkyl Substituent ..............................................................175 

Table 5.24 Property and Flowrate Data for Acid Gas Removal Problem ......................177 

Table 5.25 Property Targets for Molecular design .........................................................178 

Table 5.26 Property Operators and Targets ....................................................................181 

Table 5.27 New Property Targets for Acid Gas Absorbent Design ...............................187 

Table 5.28 Driving Force Data .......................................................................................189 

Table 5.29 Energy Index Values .....................................................................................189 

Table A.1 First Order Group Contribution Property Data...............................................219 

Table A.2 Second Order Group Contribution Property Data ..........................................223 

Table A.3 Third Order Group Contribution Property Data .............................................226 



 xiii 

Table A.4 First Order GC Data for Acentric Factors and Liquid Molar Volume ...........228 

Table A.5 Second Order GC Data for Acentric Factors and Liquid Molar Volume .......230 

Table A.6 Regressed Parameters for Different Atom Types in the CI Method...............232 

 



 xiv 

Nomenclature 
 
 

AUP  Augmented property index 

Cj   Property cluster for property j 

D  Number of degrees 

deg  Degree 

FBN  Free bond number 

FBNg   Free bond number associated with group g 

GCM  Group contribution method 

G(x)  Molecular subgraph of atom x 

h  Height of signature 

Hfus   Heat of fusion 

hfus0   Adjustment parameter used in the estimation of heat of fusion 

hfus1   Contribution of first order group for the estimation of heat of fusion 

hfus2   Contribution of second order group for the estimation of heat of fusion 

∆Hv Standard heat of vaporization at 298 K 

hv0   Adjustment parameter used in the estimation of heat of vaporization 

hv1   First order group contribution for estimation of heat of vaporization 

hv2   Second order group contribution for estimation of heat of vaporization 



 xv 

M  Number of edges 

Ng   Total number of first order molecular groups 

Ns  Total number of second order molecular groups 

Nr  Number of rings in molecular structure 

nf  Number of functional groups in the main chain 

ng   Molecular group 

ngr Groups forming the ring 

no  Number of carbon atoms in the main chain 

Pjg   Contribution to property j from group g 

R  Number of rings 

Tb  Boiling point 

tbo   Adjustment parameter used in the estimation of boiling point 

tb1   Contribution of first order group  for estimation of boiling point 

tb2   Contribution of second order group  for estimation of boiling point 

TI  Topological index 

V  Vertex 

Tm  Melting point 

tmo   Adjustment parameter used in the estimation of melting point 

tm1   Contribution of first order group  for estimation of melting  point 

tm2   Contribution of second order group  for estimation of melting  point 

xs   Fractional contribution 

Greek symbols 

ψj (Pj)   Molecular property operator of the jth property 



 xvi 

)( ji
ref
j Pψ  Reference operator for jth property 

Ωj   Normalized property operator for property j 

η  Number of occurrences of one first order group in a second order group 

σ  Molecular signature 

α  Number of each signature 

θ  Property function 

κ  Shape index 

χ  Connectivity index 

 



 1 

1. Introduction 
 
 

The selection of products/product mixtures that give the optimum performance of 

a process is a critical issue for a design engineer. The process performance is usually 

understood in terms of physical properties and on many occasions, the physical properties 

of the product rather than their chemical structure determine the suitability of a specific 

product as the input to the process. For example, in the design of a blanket wash solvent, 

the primary focus of designer are the solubility parameter, flammability, vapor pressure 

etc. of the solvent. Molecular design algorithms generally require target properties to 

design the molecules. At the same time, to identify the target properties that give the 

optimum process performance, the process parameters are to be considered as well. 

Therefore, for obtaining the optimal solution for this type of problem, it is necessary to 

have a methodology to represent the product performance in terms of measurable 

physical properties and identify the molecule/mixture that gives the property targets 

corresponding to the optimum process performance.  

In spite of the relationship between the process design and product design 

problems, they have been traditionally considered as two separate problems because the 

product design part is generally considered as outside the scope of chemical engineering 

design. Therefore, the product identified by chemists (without considering the process 

design aspects) may not provide the best solution corresponding to the optimum process 

performance and this makes the process of identifying the suitable molecule/mixture an 

iterative process. Therefore, on most occasions, the chemists try to design the product 
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based more on expert knowledge, trial and error, heuristics and experimentation based on 

intuition rather than any specific scientific reasoning. The attempts to develop a 

procedure to pass the information between the process and product designer brought 

about the development of reverse problem formulations (Eden et al., 2004). 

 The conventional way to treat a combined process-product design problem was 

through mathematical modeling. This approach considers the molecular design as an 

optimization problem. The objective in such an optimization problem is to minimize the 

error between the sought values and the values attained by the current design. The 

advantage with this approach is in most of the cases, it is possible to represent the 

problem in terms of known mathematical expressions. The system of equations formed 

consists of balance equations, constraint expressions and constitutive equations (Russel et 

al., 2000). The non-linear nature of the constitutive equations, which is often the case 

with most structure-property relationships, makes it difficult to obtain convergence 

during the computational stages. In such cases, by following decomposition techniques, 

the values of a subset of intensive variables are determined that match the required 

property targets. This can be considered as the reverse of a property estimation problem. 

The target properties are estimated by solving a reverse simulation problem, where for 

the given values of design and input variables, the desired range of property values can be 

obtained (Gani & Pistikopoulos, 2002). 

  The reverse problem formulation decouples the complicated property models 

from the system of equations and the conventional forward problem can be divided into 

two reverse problems. The first reverse problem solves the balance and constraint 

equations in terms of properties to provide the design targets. The second reverse 
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problem then solves the constitutive equations to identify the operating 

conditions/products to match the property targets set from the first reverse problem. 

Decoupling the constitutive expressions from the system of equations makes the system 

linear and achieving convergence is easier. In this way, the reverse problem formulation 

(RPF) lowers the complexity of the problem without compromising the accuracy (Eden et 

al., 2004). 

The RPF provides a property-based platform to link process and product design 

problems since the process performance can be represented in terms of the properties, and 

the properties form the input to an molecular design problem. However, such an 

algorithm can be followed only if there is a way to track the properties. The concept of 

property clustering provides the necessary tools to track properties. Property clustering 

techniques have recently been extended into molecular design to develop molecular 

clusters that allow the molecular groups to be combined to match a set of target 

properties (Eljack et al., 2007). The property models available in group contribution 

methods formed the link connecting the molecular structure and properties in the above-

mentioned algorithm. 

The purpose of this work is to expand the range of applications of the integrated 

process and product synthesis approach. The product design part of this approach, even 

though it conceptually bridged the gap between process and product design is limited in 

terms of its practical applications in its present form. Three major limitations of the 

present method are being addressed in this dissertation. The first one is the limitations of 

the property models that can be applied in that algorithm. The algorithm by Eljack et al. 

(2007) is based on first order group contribution methods. This method provides a good 
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starting tool in several product design problems. Nevertheless, its applicability is limited 

to the design of simple molecular structures because the first order group contribution 

method has limited accuracy especially when dealing with polyfunctional molecules and 

cyclic molecules. In addition, first order groups cannot capture proximity effects or 

differentiate between isomers. A variety of newer group contribution methods tried to 

address this issue by considering the effects of the combinations of certain molecular 

groups in the chemical structure (Constantinou & Gani, 1994; Marrero & Gani, 2001; 

Conte et al., 2008). These combinations of molecular groups are known as higher order 

groups.  In order to increase the range and applicability of the design, higher levels of 

group contribution methods also have to be represented in the cluster domain and 

considered in generating molecular structures. However, unlike first order groups, the 

second and third order groups are not linearly represented in a molecule. In addition, 

since the higher order molecular groups are based on the effects due to the combination 

of the constituent molecular building blocks, their effects cannot be predicted before 

knowing the complete molecular structure. Therefore, a new algorithm must be 

developed for their systematic inclusion into the cluster domain. 

 In the visual approach developed by Eljack et al. (2007), the number of property 

targets has to be three for the simultaneous consideration of process and product 

requirements. In their approach, different molecular groups are mixed/combined 

according to a set of rules developed to obtain different candidate solutions. However, the 

number of properties of interest may be more than three on many occasions. Similarly, 

the generation of a complete potential candidate set is very significant for product design 

problems because, as mentioned in section three (figure 3.2), there are further stages in a 
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product design algorithm after the elimination based on the group contribution based 

techniques. Therefore, it is very important to make sure that none of the potential 

candidates are overlooked in the initial stages of product design because the possibility 

that a molecule not considered could be the optimum candidate based on parameters 

other than group contribution method based tools cannot be ignored. Therefore, there 

should be a generalized procedure to generate all potential solutions of a problem to 

match the given set of property targets. 

The motivation to produce more sustainable and environmental friendly 

chemicals to meet the consumer needs has increased considerably over the last decade 

(Kokossis & Yang, 2009). Therefore, it is important to have a systematic methodology to 

design chemicals that possess both the consumer specified attributes and environmentally 

acceptable characteristics. Most biological and environmental properties are structure 

dependent and group contribution techniques are not available or reliable for the 

determination of these properties. However, a lot of work has already been done to 

categorize atoms or molecules systematically based on their structure and to relate these 

assignments to their biological activities and properties. These relationships are termed as 

Quantitative Structure-Activity Relationships (QSAR) and Quantitative Structure-

Property Relationships (QSPR) (Kier & Hall, 1986). QSAR and QSPR can provide viable 

tools for the determination of many properties from molecular structure information. 

However, most QSAR and QSPR techniques are very property specific and thousands of 

molecular structural descriptors are now available in literature corresponding to different 

properties (Randic & Basak, 2001). In spite of this, very few attempts have been made to 

make use of the available QSAR/QSPR relationships to solve inverse design problems. 
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This is because, compared to the group contribution models, the QSAR/QSPR 

relationships have very complicated formulations due to the highly non-linear nature of 

most of the topological indices used in developing such relationships. In addition, unlike 

molecular groups, there is no one to one mapping possible from the solution of an 

optimization problem to the final molecular structures (Visco et al., 2002; Faulon et al., 

2003a).  The recently introduced concept of molecular signature description (Visco et al., 

2002; Faulon et al., 2003b) is a potential tool for the reverse problem formulation 

techniques explained in chapter 3 of this dissertation. The motivation behind developing 

algorithms to introduce signature description into the reverse problem formulation 

techniques is that, it is an already proven fact that many molecular descriptors can be 

written in terms of their signatures and many such relationships are linear in nature. 

Therefore, one single algorithm will have the potential to handle different molecular 

descriptors (Visco et al., 2002; Faulon et al., 2003b). In addition, the enumeration of 

molecular structures from the solution of an inverse problem is challenging. Even though, 

a few stochastic techniques are available to solve this problem (Venkatasubramanian et 

al., 1994; Sheridan & Kearsley, 1995; Venkatasubramanian et al., 1995), there have been 

very few attempts to solve this problem using a deterministic approach. Therefore, an 

algorithm that can solve this type of problems using a deterministic approach would 

widen the applicability of reverse problem formulations to a different domain of 

problems. 

The dissertation has been distributed in six chapters. Chapter 2 covers most of the 

background information including details of the nature of process design problems, some 

current product design techniques, the basics of group contribution methods, topological 
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indices and their applications in QSAR/QSPR expressions and a brief description of 

molecular signature descriptors and their application to property prediction. The chapter 3 

covers the current state of the art in the field of computer aided molecular design, the role 

of property models, the concept of reverse problem formulations and the integrated 

process and product design framework. Chapter 4 starts with the basics of property 

clustering and first order molecular property clusters. Then, it covers the systematic 

development of second and third order molecular property operators. The systematic 

procedure for the development of an algebraic algorithm for the application of these 

operators in the solution of integrated process and product design is also presented. The 

next section describes the procedure followed for the introduction of connectivity index 

based models into the clustering framework and the steps followed in the development of 

an algorithm for their application in solving integrated process and product design. The 

developed visual and algebraic approaches are described. In the next section, the 

application of molecular signature descriptors in solving molecular design problems is 

described. Finally, the general framework to integrate flowsheet design techniques to 

process and molecular design problems is presented. Chapter 5 provides four application 

examples for the algorithms developed in chapter 4. The first example is a blanket wash 

solvent design problem to illustrate the development of higher order molecular groups 

and the algorithm for their introduction into an algebraic solution framework. The second 

example illustrates the application of the algorithm developed for the introduction of 

combined connectivity index/group contribution models into the reverse problem 

algorithm. The third example is a simple molecular design problem that shows the 

applications of molecular signature descriptors. The fourth example is an integrated 
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flowsheet and molecular design problem. The last chapter covers the major achievements 

and conclusions from this project and highlights some of the future works that can be 

done based on the techniques developed in this dissertation. Most of the group 

contribution data and connectivity index data are provided in appendix. 
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2. Theoretical Background 
 
 
2.1. Chemical Product Design 

Chemical product design is an emerging branch of chemical engineering. In the 

past, the development of new chemical products has always been left to chemists and the 

chemical engineering community generally focused on the process design aspects and 

ignored all product related issues other than purity. Due to this, the product design has 

always been considered separately from the process design with no feedback between 

each other. This approach often leads to the generation of sub-optimal solutions. In 

addition, most chemical products currently in use have been developed after scientific 

experimentation based on knowledge of existing products that has been largely based on 

heuristics and expert knowledge. This approach often limits the scope of the output 

solutions because of the inability to produce non-intuitive solutions. The innumerable 

options available for such a methodology ultimately make this technique researcher 

specific and many times based on intuition. Therefore, there is a need for a 

comprehensive and systematic methodology for solving product design problems. 

Cussler has classified all the chemical products into three broad classes (Cussler 

et al., 2010): commodities, molecular products and performance chemicals. Commodities 

are bulk chemicals and the focus of chemical engineers while producing these chemicals 

are traditionally on designing the processes to produce them economically. The second 

class of chemicals are molecules with specific applications like pharmaceutical products, 

and the key to market them depends on the speed of the discovery and the ability to 
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introduce them into the market immediately after the discovery. In the third class of 

products, the value will be added depends on the specific microstructure. The key to the 

marketability will be the function and the benefits that they provide like the flavor a 

chemical provides to the ice cream or the shine a certain polishing material can provide to 

the shoe. A summary of the types and focus involved in the different classes of products 

are given in table 2.1 (Cussler et al., 2010): 

 

Table 2.1: Types of Products 

 

 Hill (2009) identified the need for a new mindset along with new chemical 

engineering approaches for the solution of product design problems and termed the 

emergence of this field as a new paradigm. This is because, the chemical engineering 

community generally ignored product related issues with the exception of purity. The 

process related issues were the only areas of interest for chemical engineers. The mindset 

behind solving the different classes of process design problems follows the same 

approach. Here, the focus of design will be on obtaining the process with minimum cost. 

The design of a new product however, requires a different understanding of the profit, 

which may not be readily converted into a set of mathematical expressions. In order to 

successfully solve a product design problem, the designer has to identify both the process 

requirements and product specifications and to systematically generate a finite number of 

 Commodities Molecules Performance 

Key Cost Speed Function 

Basis Unit operations Chemistry Microstructure 

Risk Feedstock Discovery Science 
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potential candidate solutions to satisfy the problem requirements. The experimentation 

can now be limited to the systematically obtained candidates because it is not possible to 

conduct experiments with all available options. 

A chemical product design problem can be stated like this: Identify a chemical 

product (molecule or mixture) that satisfies a set of desired needs. So, a product design 

problem can be considered as an inverse property prediction problem where the attributes 

are represented in terms of physical properties (Gani & O'Connell, 2001).  

The purpose of product engineering is not to substitute the traditional 

experimental techniques and/or heuristics followed to design a molecule. Instead, the 

product design engineers aim to systematically eliminate the numerous unsuitable options 

and reduce the search space to a finite set of options. Therefore, the chemical product 

design can be considered as a phase in the overall product development operation that 

should precede a well defined experimental program, design and analysis (Hill, 2009). 

Cussler and Moggridge (2001) have identified the principal steps involved in a 

product design process. Specific to each problem, solution strategies are to be developed 

in each step: 

 

1. Identify customer needs 

2. Generate ideas to meet the needs 

3. Select among ideas 

4. Manufacture product 
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This framework is a simplified yet generalized representation of what product 

design is all about. Each step must be defined more elaborately for different specific 

classes of problems. However, the framework applies to all kinds of problems. 

The first step is traditionally considered as a topic handled by marketing experts 

and chemical engineer’s tasks usually start from step 2. However, a recent work has 

incorporated the first step as a part of an optimization framework as shown in figure 2.1 

(Smith & Ierapetritou, 2009). The motivation behind forming such a customer integrated 

approach for product design is the realization that, the driving force for a product-

centered industry is the consumer needs (Stephanopoulos, 2003). Smith and Ierapetritou 

(2009) developed a product design methodology for which the inputs are the consumer 

inputs and economic criteria. The design problem has been formulated as a biobjective 

optimization problem that ensures the consumer influence in design trade-off 

considerations. 

 

 

Figure 2.1:  General Chemical Product Design (Smith & Ierapetritou, 2009) 

 

In addition, chemical engineers are in a better position to refine the understanding 

of customer needs because of their ability to analyze what is physically possible (Hill, 



 13 

2009). Similarly, once the product to be manufactured is finalized, the actual production 

of it is more specific to the compound and needs to be treated accordingly. The heart of 

the product design problem is steps 2 and 3 and so, the focus of the work in this area has 

to be to generate and select among ideas. 

Step two has been traditionally performed by chemists according to the 

specifications provided by process engineers and are typically based on heuristics and 

expert knowledge. The compounds they identify in this step are analyzed by process 

design engineers to decide the suitability of the supplied options in step three. If none of 

the options are practical, their conclusions will be send back to the chemists for more 

options. Therefore, this is an iterative process as described in figure 2.2. 

  

Figure 2.2: Product Design Steps (Gani, 2004a) 
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The computational complexity involved in identifying a suitable molecule with 

desirable properties can never be underestimated. Without a systematic approach to track 

the specific solutions, the number of potential solutions will be prohibitively high even 

with very restrictive criteria. For instance, if the search space is limited to all alkane 

molecules up to C22, there will be 38 million different isomers (Davidson, 2002). As the 

number of atoms under consideration increases, the number of candidates increases and 

results in combinatorial explosion. For example, even if the search restricted to acyclic 

molecules with three double bonds, the number of structural isomers for C4H10N2O3S2 

will be 16 million (Contreras et al., 1994) 

The traditional approach above points out that, since the process and product 

design steps are done separately, the product identified may not be corresponding to the 

optimum process performance since the product design has been done without the 

knowledge of property targets corresponding to the optimum process performance. A 

recently developed integrated process and product design approach ( Eljack et al., 2007b; 

Eljack & Eden, 2008) provides an alternate way to solve this problem. This approach and 

the various tools used will be discussed later in this dissertation. 

 

2.2. Mathematical Formulation of Chemical Product Design 

If the focus of the product is on the macroscopic properties, the product design 

can be considered as a combination of molecular design and mixture design (Achenie et 

al., 2003). All different types of product design problems can be represented using the 

following set of generalized mathematical expressions (Gani, 2004a). 
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In the above expressions, x is the vector of continuous variables like fraction in a mixture, 

flowrates etc., y is the vector represents the presence or absence of a group, compound, 

operation, etc., h1 (x) is a set of equality constraints corresponding to process design 

specifications, h2(x) is a set of equality constraints corresponding to process model 

equations, h3(x, y) is a set of equality constraints related to molecular structure 

generation, mixing rules for properties, etc, g1 (x) is a set of inequality constraints related 

to process design specifications, g2 (x, y) is a set of inequality expressions corresponding 

to specific problems related to the product design and f(x) is the vector of objective 

functions. For process design problems, f(x) will typically be a non-linear function and 

for an integrated process and product design problem, f(x) typically represent more than 

one non-linear expression. B and C represent the matrix containing fixed data in 

constraint defined by eq. (2.7). 
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Depending on the specific nature of the problem, some or all of the 

equations/constraints listed above may be used. A few different types of product design 

problems are as follows (Gani, 2004a): 

1) Satisfy only the constraint in eq. (2.6): A product design problem based on a 

database search. Here, the objective would be to identify from the dataset, the 

compounds matching the property constraints. Here, the molecular structure 

generation or the application of property models is not necessary. 

2) Satisfy constraints in eqs. (2.4) and (2.6): Here, the molecular structures are 

generated on the basis of property model in eq. (2.4) subject to the constraints in 

eq. (2.6). 

3) Satisfy the objective function and constraints in eqs. (2.4) and (2.6): In this 

problem, the optimum molecular structure has been identified according to the 

objective function given in eq. (2.1) subjected to the product design constraints in 

eq. (2.6). The property model given in eq.(2.4) is used to generate the molecular 

structure. However, there is no guarantee that the solution obtained is an optimal 

solution because of the non-linear equations that constitute the property models in 

eq. (2.4). 

4) Satisfy all the constraints: This type of problems identifies the set of products 

corresponding to the process requirements. Therefore, this is a simultaneous 

process-product design problem. This will generate feasible, but not necessarily 

optimal solutions because of the non-linear nature of the property models in both 

process and product design specifications. 



 17 

5) Solve all the equations: This is an integrated process-product design problem. The 

non-linear nature of the objective function and the process model equations will 

make this a complex mixed integer non-linear programming (MINLP) problem. 

 

In all these kinds of approaches, the properties either need to be provided or 

predicted through property models (Achenie et al., 2003). Therefore, except for the first 

type of product design problems, the application range of any developed product design 

methodology is limited to the accuracy of the involved property models. Therefore, the 

success of product design methodologies will depend on the included property constraints 

and the process/product model. 

 

2.3. Types of Properties and Estimation Techniques 

 Gani and Constantinou (1996) proposed a three tier classification for different 

properties as primary, secondary and functional.  

Primary properties Properties that can be estimated from the molecular structure 

variables. Examples include normal boiling point, normal melting point, heat of 

vaporization at 298 K etc. 

Secondary properties Pure component properties which are dependent on other 

properties. Examples are solubility parameter, density at a given temperature, etc. 

Functional properties Pure component properties which are dependent on temperature 

and/or pressure. Examples are density, vapor pressure, enthalpy, etc 

Apart from these general classifications, there are a number of high level 

performance characteristics, which are difficult to estimate.  These kinds of properties 
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involve the taste of food products, aroma of fragrances, various mechanical properties, 

etc. Since many of these properties are dynamic and the design objectives can only be 

specified in terms of a time-evolution profile, the modeling process will be very 

challenging. Different types of hybrid approaches can be applied for solving such 

problems such as combining molecular modeling with kinetic phenomena to obtain 

prediction accuracy (Ghosh et al., 2000). 

Depending on the types of target properties and expected range of accuracy, 

different types of property models can be used for product design. Gani and Constantinou 

(1996) have proposed the classification of property models shown in figure 2.3. 

However, most of the types of models shown in figure 2.3 are suitable only for forward 

problems because of the computational complexities involved in the quantum mechanics 

calculations. The semi-empirical and empirical models also posses many computational 

difficulties in a traditional mathematical programming based approach. However, 

different tools have been developed recently to incorporate many of such methods into 

inverse design formulations (Venkatasubramanian et al., 1995; Camarda & Maranas, 

1999; Sahinidis et al., 2003; Papadopoulos & Linke, 2006; Eljack & Eden, 2008; 

Solvason et al., 2009). 
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Classification of Estimation Methods

Reference Approximate

Mechanical
models

Semi-empirical
models

Empirical
models

Quantum mechanics
Molecular Mechanics
Molecular Simulation

Corresponding States Theory
Topology/Geometry

Group/Atom/Bond additivity

Chemometrics
Pattern matching
Factor analysis
QSAR/QSPR  

Figure 2.3: Property Estimation Models (Achenie et al., 2003) 

 

2.4. Mixture Design  

2.4.1. Design of Experiments 

 Design of experiments (DOE) is a statistical method to plan and execute 

experiments in a systematic manner so that maximum information can be gained from the 

experiments. DOE is a potential tool in the field of product design because, as mentioned 

previously, the product design in actual practice depends heavily on results obtained 

through experiments. To develop a model, the first step is to identify the factors that 

affect the variable of interest. In the next step, a model is postulated to represent the 

effect of the factors on the response of interest of the variable. The objective is to 

optimize the response. In the next step, the experimental points are placed to which the 

model can be fitted. In the final step, the model adequacy is tested. There may be many 

iterations until the experimenter decides the accuracy is good enough (Cornell, 2002).  
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The accuracy of this method depends on the adequacy of the model equation and the 

location of the design points. The polynomial model is the most commonly selected 

model to represent a response surface since it can be expanded through a Taylor series to 

improve accuracy (Cornell, 2002). Generally, first or second degree models will be 

adequate to represent the surface (Montgomery, 2005). Figure 2.4 shows one example of 

a response surface plot for a second degree model where the response y corresponding to 

the factors x1 and x2 are plotted. The fitted first order and second order equations have the 

following general form: 
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Here, y is the response, xi and xj are the factors affecting the response. The β 

values are the regression coefficients and ε is the error observed in the response. Note 

that, in the second order equation, there is a term corresponding to the interaction effects 

of the factors involved. 
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Figure 2.4: Response Surface of the Second Order Model 

 

2.4.2 Mixture Design of Experiments 

 Mixture design of experiments (MDOE) is an extension of DOE in which the 

factors are the chemical constituents. Therefore, the constituent fractions will sum to one 

and every constituent fraction must have a value between zero and one. Figure 2.5 shows 

one example of a mixture design plot where the density of a mixture made from the 

components x1, x2 and x3 is plotted. However, this relationship violates the condition that 

the factors are independent and random and thereby imposes a colinearity effect. 

Therefore, even though the model can still be used, it will affect the interpretation of the 

regression coefficients. However, because of this condition, it is possible to represent the 

mixture data on a simplex. Scheffe developed the first simplex-lattice designs, which 

many researchers consider to be the foundation of mixture design (Cornell, 2002). 
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According to Scheffe models, the response surface can be represented in terms of only 

the pure component and interaction terms. However, due to the colinearity, the regressors 

will not provide the true interpretation of the pure component or interaction effects.  

 

Figure 2.5: Mixture Design Plots 

 

In order to address the limitations of Scheffe models, the Cox model (Cox, 1971) 

was introduced. Even though the Cox model removes the colinearities introduced by the 

relation between the mixture constituents, it leaves the secondary colinearities introduced 

by the constraints in the constituent ranges (Solvason et al., 2008). One solution to this 

issue may be the use of decomposition techniques like Principal Component Regression 

(PCR) and Partial Least Squares (PLS) (Kettanah-Wold, 1992). Applying the property 

clustering technique is another way of treating this issue (Solvason et al., 2008).  

 

 

X1 X2

X3

X1 X2

X3

X1 X2

X3
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2.5. Group Contribution Methods 

2.5.1. Initial Efforts 

  Computer Aided Molecular Design (CAMD) techniques have become a 

significant part of process and product design because of their ability to predict and 

design molecules with a given set of properties. In all CAMD algorithms, it is necessary 

to have a systematic method to evaluate whether the designed structures satisfy the 

property constraints set by the process from well-defined molecular building blocks. 

Therefore, almost all CAMD techniques use group contribution methods (GCM) to verify 

whether the generated molecules exhibit the specified set of desirable properties (Harper 

et al., 1999). In additive group contribution methods ( Benson, 1968; Ambrose, 1978, 

1980; Joback & Reid, 1987; Horvath, 1992), a molecule is considered as a collection of 

various simple groups. The property function of a molecule has been estimated as a 

summation of the property contributions of all the molecular groups present in the 

molecular structure.  

 

i
i

iCNXf ∑=)(          (2.10) 

 

Here, f(X) is a function of the actual property X, Ci is the contribution of the 

molecular group i that occurs Ni  times 

These contributions are estimated through regression of large amounts of 

experimental data. Group contribution methods are indispensable tools for property 

prediction of molecules from their structures especially when the experimental values for 

the properties are not available. They are simple and yet provide reasonably accurate 
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results for many properties. These methods can provide quick estimates of properties 

without much computational complexity and errors (Constantinou et al., 1993). In the 

case of simple compounds, GCM can provide accurate trends due to the addition of new 

functional groups to the existing structure.  During molecular synthesis, this will help to 

generate molecular structures that meet a specific property in a systematic way from 

basic molecular groups (Joback & Stephanopoulos, 1989). 

However, as the complexity of the molecule increases, the accuracy of first order 

GCM becomes less reliable. They generally cannot capture proximity effects or 

differentiate between isomers (Kehiaian, 1983; Wu & Sandler, 1989, 1991). The 

simplified representation of molecular structure in any of the above-mentioned methods 

ignores many of the concepts in organic chemistry and quantum mechanics like 

resonance, conjugation and various interactions among groups (Mavrovouniotis, 1990). 

So, several attempts have been made to make the GCM more general and reliable 

(Fedors, 1982; Reid et al., 1987; Constantinou et al., 1993).  

The ABC method introduced by Constantinou et al. (1993) is of particular 

importance. The ABC method is based on the contributions of atoms and bonds in the 

properties of different conjugate forms of a molecular structure. Here, the property of a 

molecule has been estimated as the linear combination of contributions from all the 

conjugate forms of the molecule. However, the generation and enumeration of the 

conjugate forms is computationally challenging. Nevertheless, this method provided the 

basis for future methods, which did not require such computational effort (Constantinou 

& Gani, 1994). 
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2.5.2. Group Contribution Models with Higher Levels 

 A new GC approach was put forward by Constantinou and Gani (1994) in which 

the property estimation is done in two stages. In this approach, two types of molecular 

building blocks are defined. The basic level is known as first order groups and the next 

higher level is called second order groups. The second order groups have first order 

groups as their building blocks. They essentially represent different types of interactions 

among the first order groups and the effects of certain molecular group combinations to 

the property of the final molecule.  The second order groups can provide a better 

description of compounds with many functional groups and differentiate among isomers. 

However, even the second order groups may not be able to provide a good representation 

of poly-ring compounds and open-chain polyfunctional compounds with more than four 

carbon atoms in the main chain (Marrero & Gani, 2001). Therefore, a further level of 

molecular groups have been identified and their property contributions have been 

regressed (Marrero & Gani, 2001) for use in group contribution methods. The formation 

of third order groups is analogous to the second order groups, but the focus is on a 

different class of molecular groups. The third order groups focus on multi-ring 

compounds, fused ring compounds and compounds with many functional groups in the 

structure. Similar to the second order groups, third order groups also have first order 

groups as their building blocks. The property estimation model developed in this 

approach has the following form: 
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Here, f(X) is a function of the actual property X, Ci  is the contribution of first 

order group i that occurs Ni  times, Dj the contribution of second order group j that occurs 

Mj times and Ek the contribution of third order group k that occurs Ok times in the 

molecule. The constants w and z can have values zero or unity depending on how many 

levels of estimation are of interest. 

 The pictorial representation of the property estimation technique using higher 

order group contribution techniques has been shown in figure 2.6 (Conte et al., 2008). 

The properties estimated using this technique and the corresponding property functions 

are listed in table 2.2. The universal constants for each property function are given in 

table 2.3. Four properties, for which property functions and group contributions are 

estimated in two different articles (Constantinou et al., 1995; Conte et al., 2008) up to 

second order level, are also included in the table 2.2.  

 

 

Figure 2.6: Multilevel Approach for Property Estimation using GC Method  

First level 
Groups representing 
simple and monofunctional 
compounds 

Second level 
Groups representing conjugates, employed 
to distinguish between isomers   

Third level 
Groups representing large, complex 
and multifunctional compounds 
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Table 2.2: Group Contribution Models 

Property Property Function Group Contribution Terms 

Normal melting point, Tm ( )0exp mm TT  km
k

kjm
j

jim
i

i TOTMTN 321 ∑∑∑ ++  

Normal boiling point, Tb ( )0exp bb TT  kb
k

kjb
j

jib
i

i TOTMTN 321 ∑∑∑ ++  

Critical temperature, Tc ( )0exp cc TT  kc
k

kjc
j

jic
i

i TOTMTN 321 ∑∑∑ ++  

Viscosity, η ln(η) 
21 j

j
ji

i
i MN ηη ∑∑ +  

Critical volume, Vc 0cc VV −−−−  
kc

k
kjc

j
jic

i
i VOVMVN 321 ∑∑∑ ++  

Standard Gibbs energy, Gf 0ff GG −−−−  kf
k

kjf
j

jif
i

i GOGMGN 321 ∑∑∑ ++  

Critical pressure, Pc ( ) 2
5.0

1 ccc PPP −− −  kc
k

kjc
j

jic
i

i POPMPN 321 ∑∑∑ ++  

Standard enthalpy of  

formation, Hf 

0ff HH −−−−  kf
k

kjf
j

jif
i

i HOHMHN 321 ∑∑∑ ++  

Standard enthalpy of 

vaporization, Hv 

0vv HH −−−−  jv
j

jiv
i

i HMHN 21 ∑∑ +  

Standard enthalpy of 

fusion, Hfus 

0fusfus HH −−−−  kfus
k

kjfus
j

jifus
i

i HOHMHN 321 ∑∑∑ ++  

Acentric factor, w ( ) Caw b −/exp  21 j
j

ji
i

i wMwN ∑∑ +  

Liquid molar volume, Vm dVm −−−−  
21 mj

j
jmi

i
i VMVN ∑∑ +  

Surface Tension, σ σ 
21 j

j
ji

i
i MN σσ ∑∑ +  
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Table 2.3: Adjustable Parameters in Group Contribution Models 
 

Adjustable Parameter Value 

Tm0 147.45 K 

Tb0 222.543 K 

Tc 231.239 K 

Pc1 5.9827 bar 

Pc2 0.108998 bar-0.5 

Vc0 7.95 cm3/mol 

Gf0 -34.967 kJ/mol 

Hf0 5.549 kJ/mol 

Hv0 11.733 kJ/mol 

Hfus0 -2.806 kJ/mol 

a 0.4085 

b 0.505 

c 1.1507 

d 0.01211 

 
 

The application of group contribution based CAMD techniques rely on the 

availability of molecular groups and the estimated property contributions corresponding 

to each group. The properties that can be predicted based on the molecular structure alone 

are called primary properties and the properties that can be estimated as a function of 

primary properties and molecular structural data are called secondary properties 

(Constantinou & Gani, 1994). 
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2.6. Topological Indices and Property Prediction 

The chemical structure of a molecule can provide a lot of information about the 

properties that it possesses. The information available from a structural formula includes 

(1) total number of atoms (2) number of each type of atoms and (3) the bonding between 

the atoms. These sets of information enable the structure to be represented in a graphical 

form (Kier & Hall, 1986). The representation of a molecule in the form of a graph is the 

first step in the development of topological indices. This would allow the conversion of 

the structural formula into indices and a potential opportunity to relate the structure to 

properties (Kier & Hall, 1986). Once the chemical structure is represented in the form of 

a graph, a number of graph theoretical matrices can be formed from the chemical 

structure. The most commonly used matrices in the formation of topological indices are 

adjacency matrix and distance matrix (Trinajstic, 1992). The vertex adjacency matrix can 

be represented as shown in eq. (2.12): 

 

( )












=

otherwise   0

weighted-k is    

 ) vand (v edge andadjacent  are  vand  v verticesifk   

adjacent are  vand  v verticesif    1

jiji

ji

ijA               (2.12) 

 

Here, A(G) is the vertex adjacency matrix of the connected molecular graph G. 

This matrix is an N x N symmetrical matrix, where N is the number of vertices. 

The topological indices can be calculated from the graph theoretical matrices by 

performing different operations over the matrix. The topological index of a molecular 

graph is a single number that can be used to characterize that graph. Therefore, this 
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number must have the same value regardless of the way in which the graph is labeled 

(Trinajstic, 1992). A topological index thus is a convenient way for representing the 

chemical constitution in the form of a number. The challenge in developing topological 

indices is that the descriptor should be able to form Quantitative Structure Property 

Relationships (QSPR) or Quantitative Structure Activity Relationships (QSAR). Randic 

and Basak (2001) suggested that, in order for a topological index (TI) to be of practical 

significance, it should possess a set of desirable attributes. The important qualities that 

make a meaningful TI include direct structural interpretation, correlation with at least one 

property, linearly independent, non-triviality, a basis on structural concepts, etc.  

  The topological indices are defined based on the topology of a molecule. These 

are developed based on the principles in chemical graph theory. Graph theory is a branch 

of mathematics that deals with objects that are connected (Wilson, 1986). The objects in 

the graph are called vertices, the lines used to connect the objects are called edges, and 

the diagram thus obtained is called a graph. The relationships developed pertaining to 

graphs have been extended to different disciplines. The principles in graph theory applied 

to analyze the consequences of connectivity in a chemical graph are termed as chemical 

graph theory (Trinajstic, 1992). Here, the sites may be atoms, molecules, molecular 

groups, etc. and the connection between those sites may be bonds, interactions etc. The 

branch of chemical graphs that represent the constitution of molecules are called 

molecular graphs. More details on applications of molecular graphs in molecular 

synthesis are given in section 2.8. 

 The molecular graphs are generally represented as hydrogen-suppressed graphs 

where only the molecular skeletons without hydrogen atoms (except for heteroatoms) are 
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used. Double and triple bonds are also not shown in the hydrogen-suppressed graph. The 

presence of hydrogen atoms and multiple bonds are handled in the general formulation of 

molecular indices. The difference between normal molecular structures and hydrogen-

suppressed graphs is shown in figure 2.7. The first figure is the molecular structure of 

acetone and its hydrogen suppressed graph representation is shown in the second figure.

 In the hydrogen-suppressed graph, the numbers 1, 2 and 4 represent the carbon 

atoms without hydrogen atoms on it and 3 represents the oxygen atom. The edges a, b 

and c represent the bonds connecting these atoms. Even though the double bond and 

single bonds are represented identically, the definition of bond indices is defined in such 

a way to take care of that difference. 

CH3 C

O

CH3     

 

Figure 2.7: Example of Hydrogen Suppressed Graphs 

 

The objective in developing quantitative structure activity relationships (QSAR) 

and quantitative structure property relationships (QSPR) is to develop practical tools to 

relate the properties to chemical structure. The property of a molecule can only be 

explained in terms of the three dimensional aspects known as molecular topography such 

as shape, volume and surface area. However, the topographical characteristics are indeed 

related to the nature of individual atoms and the bonds between them. The effect of the 

bonding pattern is such that it controls the topography and thereby the properties. 
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Therefore, the properties also must be related to the topology of the molecule (Kier & 

Hall, 1986).    

An exhaustive study has been conducted by Katritzky and Gordeeva (1993) with a 

variety of classical topological indices and geometric/electric descriptors for their ability 

to provide meaningful QSAR/QSPR relationships. It has been confirmed that, the 

classical topological indices give the best correlations for the determination of physical 

properties whereas a combination of topological indices and geometrical descriptors give 

the best quality regression expressions even though the relationships with topological 

indices alone also did not perform too bad.  However, for most of the topological indices, 

no unambiguous criterion has been followed for their selection and verification (Gutman 

& Polansky, 1986). Therefore, many of them may contain the same kind of structural 

information with the difference being only in the scaling factor (Trinajstic, 1992). 

Most topological indices are developed either from the adjacency matrix or from 

the distance matrix of the molecular graph (Trinajstic, 1992). However, since the distance 

matrix can be developed from an adjacency matrix (Bondy & Murty, 2008), the 

topological indices can be developed from the adjacency matrix alone. Some of the 

common topological indices are described in the following sections. 

 

2.6.1. Connectivity Indices 

The basic assumption employed in the connectivity index method is that, the 

structural formula of a molecule has enough information for relating it to its properties. 

Therefore, the efforts to obtain non-empirical expressions for such index values are 

logical. In one of the initial works, Randic (1975) found that in the alkane skeletons, the 



 33 

number of adjacent carbon atoms to one specific atom can give a description of the 

branching of the molecule. In that work, he proposed to use a molecular descriptor called 

the delta value. The delta value is the count of formally bonded carbon atoms. The delta 

value is obtained from the individual atomic valencies of the atoms that form the bond. 

The product of the atomic valencies is raised to the power of -0.5 to obtain the delta 

value.  

The sum of all delta values in the molecule provide an index associated with that 

molecule. The larger the branching in a structure, the lower will be the branching index 

corresponding to that structure because of the inverse relationship. 

The following example illustrates the calculation of the branching index value for 

a 3,3 dimethyl pentane molecule: 

 

CH3 C CH2 CH2 CH3

CH3

CH3  

 

The structure is described with a molecular skeleton with the count of all bonded 

carbon atoms in figure 2.8: 
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Figure 2.8: Molecular Skeleton of 3,3 Dimethyl Pentane 

 

Here, a, b, c, d, e, f represents different bonds. According to the definition above, 

the delta value corresponding to each bond can be calculated as follows: 
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Branching Index of  3,3 dimethyl pentane molecule = 0.5 + 0.5 + 0.5 + 0.3535 + 0.5 + 0.7 

                      = 3.0605 

 

The branching number was found to correlate with properties like boiling point, 

Kovats constants and a calculated surface area (Kier & Hall, 1986).  

However, additional descriptors developed based on delta values have the 

limitation that they would not differentiate among saturated and unsaturated bonds. 
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Therefore, a new concept was developed by Kier and Hall (1976). The new structural 

descriptor is termed as the valence delta (δv) which is based on the explicit counting of 

each bond to a nearby atom and it is estimated as follows: 

 

hZ V
v −=δ           (2.13) 

 

Here, ZV of an atom is the count of all adjacent bonded atoms and all pi and lone 

pair electrons and h is the number of hydrogen atoms bonded to that atom. 

  While dealing with high atomic weight atoms, the effect of non-valence core 

electrons to the atomic size and properties must be considered because such core 

electrons also have a significant role in influencing the properties. For that, the valence 

delta is redefined for an atom of atomic weight Z as follows: 
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The valence delta values for heteroatoms at higher oxidation states will be 

different from the values given by the above formula. Some empirical values for a few 

atoms at different oxidation levels have been estimated and are available in literature 

(Kier & Hall, 1986).  

 If  i and j are the atoms involved in the bond, then, bond indices, βk are defined 

through the pair of valence delta values (Kier & Hall, 1986). 
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 The zero’th order connectivity index of an atom has been estimated from the 

individual valence deltas and the first order CI is formed from the possible bonds present 

in the molecule as follows (Kier & Hall, 1986): 
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Zero order and first order connectivity indices are the most commonly used 

molecular descriptors. However, higher orders of connectivity indices can be calculated 

by following the same methodology. The nth order connectivity index is calculated using 

eq. (2.18): 
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The zero order connectivity indices (CI) for a molecule are obtained by 

summation of the CI values of each atom:  
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The first order CI for a molecule is obtained as the sum of CI’s of all edges:  
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It is to be noted that, if the first order connectivity indices for the different groups 

are written separately, their sum will not give the CI value of the molecule. This is 

because, the contribution to first order CI by the bonds between two separate groups is 

not represented in the expression. To account for that, an additional term for the bond 

between different groups has to be included in the expression (Gani et al., 2005). 
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Here, k is the number of bonds inside the group for which the expression is 

written and m is the number of free bonds the group has. 

 

2.6.2. Edge Adjacency Index 

The edge adjacency index (ε) is a topological index developed by Estrada 

(1995a). The reported correlation coefficient (R>0.99) of ε in QSPRs to estimate molar 

volume is significantly higher than any of the available group contribution methods. The 

calculation of ε index is described below. 

The development of the vertex adjacency matrix has been explained in section 

2.6. Similar to that, an edge adjacency matrix can also be developed. Two edges are 
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adjacent if one vertex in a chemical graph is incident (having one common vertex) to 

both the edges. If there are m edges in a graph and gij are the elements in that graph, the 

edge adjacency matrix, E= [gij]mxm can be defined as shown in eq. (2.22): 
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The edge degree δ(ek) has been defined in eq. (2.23): 
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This can be calculated as the sum of elements of kth row in the matrix E. Now, edge 

adjacency index can be calculated using eq. (2.24): 
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where the sum is over all l adjacent edges in the graph. Here, k is a constant, 

which is defined in eq. (2.25): 
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If the graph contains heteroatoms, it is necessary to account for the differences in 

bonds formed between heteroatoms and carbon from the other types of bonds. In that 

case, the values of gik are replaced with KC-X , which are the values corresponding to the 

bonds between carbon and the heteroatom (Estrada, 1995b). The KC-X parameters are 

related to the resonance integral associated with the bond between the heteroatoms and 

the carbon atom (R. Daudel et al., 1959). Different values have been reported in the 

literature for KC-X. The values reported by Ortiz and Perez (1982) are shown in table 2.4: 

Table 2.4: Values of KC-X  Parameters 

 

2.6.3. Shape Indices 

The shape index is a molecular descriptor used for the quantification of the 

molecular shape. Depending on different aspects of the shape, shape indices of different 

orders have been developed. Shape index of order one is defined as shown in eq. (2.26): 

 

C-X Bond KC-X 

C-N 0.9 

C-O 0.8 

C=O 1.6 

C-S 0.7 

C-F 0.7 

C-Cl 0.4 

C-Br 0.3 
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1P is the number of paths of length 1. The other shape indices can also be 

calculated in the similar manner. 

 

2.6.4. Wiener Indices 

The Wiener number is introduced as the path number, which is the number of 

bonds between all pairs of atoms in an acyclic molecule. The main significance of this 

index is that, this was the first time the significance of paths in a molecular skeleton had 

been recognized (Wiener, 1947). The Wiener number, W is defined as one half of the off-

diagonal elements of the molecular distance matrix: 
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where Dkl  is the off-diagonal elements of the distance matrix, D. 

Together with other molecular descriptors, the Weiner number can make 

predictions on alkane properties like boiling points, heats of formation, heats of 

vaporization, molar refractions and molar volume.  

 

2.6.5. The Hosoya Topological Index 

The Hosoya topological index is defined by the count of all possible patterns of 

considering k disjoint bonds in a molecule (Hosoya, 1971): 
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KZZZZ ++++= ....1 21         (2.28) 

 

Here, Z1 is the number of bonds in a graph, Z2 is the number of pairs of disjoint 

bonds, Z3 is the number of triples of disjoint bonds and so on. The disjoint bonds are any 

two or more bonds in the structure for which there is no incident vertex. 

A variety of other connectivity indices is available in many published works. A 

good review and the classification and applications of different topological indices can be 

found in Trinajstic (1992) and Balaban (2001). 

 

2.7. Connectivity Indices and GC+ Method 

 The GCM can provide fairly accurate estimates of the properties of the molecules 

if the group contribution values of all the building blocks are known. However, if a 

group, whose property contribution is not available, makes up at least one part of the 

molecule the property estimation cannot be completed. In practice, this is a very common 

frustration encountered while using GCM for property estimation or in reverse problems 

because, property contributions of many common molecular groups are not available in 

literature. So, recent works on the correlation between connectivity indices and some 

physical properties can be used in such situations (Gani et al., 2005). 

In a recent work to correlate the CI’s to physical properties, the following pure 

component property model was proposed by Gani et al (2005): 
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Here, Y is the sought property, Ai is the number of atom i, ai is the estimated 

contribution of atom i while b, c and d are adjustable parameters. The property functions 

are defined the same way as in the GCM. The values of the constants are given in the 

appendix (Table A.6). 

 It is to be noted that the constants in the above equation are regressed using the 

same pure-component property data used by Marrero and Gani (2001) in their group 

contribution model development. Here, as the derived equation is on the atomic level, the 

expected accuracy of prediction is less than the group contribution model. So, the CI 

model is used only for deriving the property contributions of groups not available in 

existing group contribution methods.  

 Since the property functions are defined the same way in both GCM and CI 

methods, the formulation of a combined approach is straightforward. The combined GC-

CI model, known as the GC+ model, has been written as follows (Gani et al., 2005): 
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where m is the number of different missing groups and nm is the number of times 

the missing group is present in the molecule. f (Y*) is the property function of the missing 

group. 

 
2.8. Molecular Signature Descriptors 

 2.8.1. Current Status in Inverse Design 

 The inverse design of identifying the molecules from property constraints is a 

relatively new problem from a chemical engineering perspective. In this section, the 

different methodologies developed for designing molecules with a set of target properties 

will be reviewed. It should be noted that, the current methodologies are very specific to 

certain classes of property models and even in such restricted situations, the accuracy and 

computational expenses requires a lot of improvement.  Most of the existing methods 

used group contribution based approaches for solving the inverse design problem 

(Achenie et al., 2003). A number of recent publications have used the group contribution 

based techniques to solve for different classes of molecular design problems ( Sahinidis 

et al., 2003; Achenie & Sinha, 2004; Eljack & Eden, 2008; Chemmangattuvalappil et al., 

2009). However, the suitability of group contribution methods for molecular design is 

limited because of the following reasons: 

1. It is not always possible to find a suitable correlation between the molecular 

groups and properties 

2. Not all possible atomic arrangements are represented in GCM 

3. Many group contribution models have limited ranges of accuracy 

As mentioned before, the representation of a molecule in the form of a graph can 

provide lot of information about its properties through the use of molecular descriptors. 
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Molecular descriptors are operators developed from the molecular graph to characterize 

the properties of the molecule. The numerical value obtained after performing the 

operations suggested by the descriptor on the molecular graph can generally be used to 

correlate and predict physical properties and biological activities (Faulon et al., 2003b).  

There are thousands of molecular descriptors available and that makes it difficult 

to select the appropriate one(s) for a specific problem. A lot of work has been done in 

molecular design using topological indices as structural descriptors (Baskin et al., 1990; 

Gordeeva et al., 1990; Kvasnicka & Pospichal, 1990; Kier et al., 1993a; Skvortsova et 

al., 1993). In all these approaches, the descriptors' structural features have been used to 

generate the feasible molecular structures. However, the inverse relationships between 

the topological indices generally do not provide a unique molecular graph (Trinajstic, 

1992). Therefore, the degeneracy in these approaches is very large. In addition, most 

topological indices exhibit highly non-linear functional dependence on the elements of 

the vertex-adjacency matrix (Raman & Maranas, 1998). Because of that, obtaining a 

global solution when employing mathematical programming techniques is difficult. 

The techniques developed recently for obtaining unique molecular structures from 

the molecular descriptors use stochastic approaches. In the algorithms developed by 

Venkatasubramanian et al. (1994, 1995), and Sheridan and Kearsley (1995), a genetic 

algorithm based approach has been introduced for large scale molecular design. Genetic 

algorithms are stochastic optimization methods based on the Darwinian model of 

evolution. In summary, genetic algorithms identify the population of best candidates from 

an earlier population following the rules of crossover and mutation and thus producing 

the best offspring for the next generation (survival of the fittest). A fitness function based 
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on the target properties has been used to evaluate the fitness of the candidate solutions. 

This approach is expected to identify better offspring after each generation and eventually 

end up with the optimal solution.  These approaches were the first efficient methodology 

for solving large-scale molecular design problems. They have the ability to locate optimal 

designs for those problems with multiple target specifications. However, because of the 

heuristic nature of the developed algorithms, there is no guarantee that a solution will be 

obtained after running the algorithm. In addition, even though these algorithms can obtain 

a near optimal solution very fast, the efficiency is very limited in obtaining the final 

solution.  

Algorithms based on Monte Carlo simulations (Faulon, 1996; Kvasnicka & 

Pospichal, 1996) have also been published. A simulated annealing based algorithm has 

been published by the group of Kokossis (Marcoulaki & Kokossis, 1998) for the design 

of refrigerants and liquid-liquid extraction solvents. One advantage of simulated 

annealing over other stochastic optimization methods is that, it can provide probabilistic 

guarantee on the quality of the final solutions. These algorithms can theoretically provide 

the solution in polynomial time. A variety of other papers have been published later using 

stochastic techniques, however, the reconstruction of molecular structures using 

deterministic techniques has rarely been attempted.  

The notable contributions that use deterministic techniques for the exhaustive 

generation of molecular graphs corresponding to the predefined molecular descriptors 

have come from Kier’s group (Hall et al., 1993a; Hall et al., 1993b; Kier et al., 1993b) 

and from Skvortsova’s group (Skvortsova et al., 1993). The works from the former group 

compute the possible degree sequences that match the paths of the target descriptors up to 
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the length of two that can track degree sequences up to length three. These contributions 

applied the developed techniques to chi-indices. Once the different paths of length two 

are obtained, the degree sequences corresponding to all the molecular structures will be 

generated using an isomer generator. Only those structures that match the path of length 3 

(which is the maximum path length that can be tracked using this technique) are accepted 

as the final solutions. In the contribution from Skvortsova’s group, apart from the degree 

sequence, an edge sequence also has been generated, which simultaneously formed the 

input to the isomer generator to build the exhaustive list of corresponding structures. The 

edge sequence can estimate the number of edges between each combination of atoms. 

This can decrease the degeneracy of the solutions significantly. However, the 

descriptional features in these methods do not always produce feasible or unique 

structures.  

In more recent works (Raman & Maranas, 1998; Camarda & Maranas, 1999), 

methodologies have been developed to incorporate topological indices within an 

optimization framework. In the work by Raman and Maranas (1998), many hydrocarbon 

properties are correlated with connectivity indices and shape indices of different orders. 

In this work, the molecular structure has been represented in the form of a vertex 

adjacency matrix that can completely explain the molecular interconnectivity. Even 

though the actual topological indices used in this work are non-linear, the matrix 

representation has been used to systematically transform them into linear form. A mixed 

integer linear program (MILP) formulation has been formed which ensures that a global 

optimum solution can be achieved. However, its application has been limited to the 

design of alkyl structures. In the work by Camarda and Maranas (1999), nonlinearities 
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due to the expressions for connectivity indices led to MINLP formulations, which make 

the solution methodology computationally expensive and susceptible to local optima 

traps. 

Another important inverse problem solution technique had been developed by 

forming a target scaffold (Garg & Achenie, 2001) for drug design. This is the first 

attempt to apply mathematical programming techniques in the area of drug design. In this 

work, a target scaffold based on a drug molecule has been used to generate a QSAR and 

the inverse problem has been solved for the best values of selectivity by changing the 

substituents on the scaffold. The limitations of this approach was that it was not able to 

provide nonintuitive solutions because the scaffold limits the type of molecules obtained 

as solutions. However, this approach was effective in controlling the combinatorial 

explosion. 

 In a later contribution, a fitness function was directly incorporated into an 

optimization framework (Siddhaye et al., 2004). However, in many formulations, a 

globally optimal solution cannot be guaranteed in this approach. In another work, second 

order connectivity indices had been used for the design of value added soybean oil 

products (Camarda & Sunderesan, 2005). The interesting aspect of this work is that, the 

highly non linear second order connectivity indices have been represented with the exact 

linear equivalent expressions using Glover transformation. Glover transformation is a 

technique used in non-linear integer programming to represent non-linear expressions in 

terms of linear equations that captures the essential non-linearities of the original 

problem. By applying Glover transformation, the non-convex terms have been converted 

into products of binary variables. Even though this approach eliminates the possibility of 
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local minima traps by avoiding non-convex terms, the computational requirements are 

relatively high. To decrease the computational complexity, an approach known as 

‘templating’ has been applied in this work. In templating, a portion of the vertex 

adjacency matrix has been predefined to control the generation of a large number of 

structures. However, because of templating, the generation of non-intuitive solutions may 

be eliminated. 

  In some recent works, heuristic methods have been used in order to handle the 

non-linear constraints. (Lin et al., 2005; Eslick et al., 2009; McLeese et al., 2010). These 

methods cannot ensure a global optimum solution. However, in order to ensure that the 

solution is near optimum, Tabu search methods have been employed while solving the 

problem. In Tabu search, a library will be generated that keeps track of the recently 

generated local optima solutions that will prevent the generation of the same local 

minima solution as the search proceeds (Lin et al., 2005). Even though this technique 

ensures better quality of the solutions, the optimum solution can never be guaranteed 

because of the non-linear constraints. 

Apart from these limitations, the above-mentioned techniques can be used only 

when the QSAR/QSPRs are based on one topological index. For many properties, the 

QSAR/QSPRs are formed based on more than one topological index. In addition, the 

topological indices required to form the QSAR/QSPRs may be different for different 

properties of interest. For instance, the QSPR for one property target may be based on 

connectivity indices and the second property target may be based on shape indices. Since 

different topological indices are formulated using different mathematical expressions, 

there is no standard way to combine everything on a common platform and solve it all 
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simultaneously. Therefore, the current techniques that employ QSAR/QSPR models in 

reverse problem formulations can handle those property models with one topological 

index. Different topological indices have to be formulated using different mathematical 

transformations. In addition, the degeneracy of the solutions in all these methodologies is 

very high. That means, for a specific solution, there could be many possible molecular 

structures. The degeneracy increases with the size of the molecules in the solution. Here, 

we are looking for a computationally efficient algorithm that can simultaneously 

incorporate different topological indices based on QSAR/QSPRs. The recent works on 

molecular signature descriptors (Visco et al., 2002; Faulon et al., 2003a; Faulon et al., 

2003b; Weis et al., 2005) provides a convenient way to represent a variety of TIs as 

linear combinations of molecular signatures. Therefore, this approach has the potential to 

develop an efficient methodology for the design of molecules with QSARs/QSPRs 

related to diverse TIs. 

 

2.8.2. Development of Molecular Signature 

The concept of molecular signature ( Visco et al., 2002; Faulon et al., 2003b) is 

significant for the reverse problem formulation framework because, it forms a finite set of 

not highly correlated descriptors based on the molecular structure from which all other 

TI’s can be calculated. 

The molecular signature is a systematic way of representing the atoms in a 

molecule using the extended valancies to a pre-defined height. The systematic procedure 

for the identification of the signature of a molecule developed by Visco et al., (2002) is 

explained in the next section. 
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One of the characteristics that make the molecular signature descriptors unique 

among other molecular descriptors is that the building blocks of the molecular signatures 

complement each other. If G is a molecular graph and x is an atom of G, the atomic 

signature of height h of x is a canonical representation of the subgraph of G containing all 

atoms that are at a distance h from x. This canonical representation can be obtained by the 

following systematic procedure: 

1. All atoms (vertices) in the graph are labeled in a canonical order starting with 

atom x 

2. For the atom x for which the atomic signature is to be constructed, all atoms and 

bonds will be shown up to the height h in the sub graph )(xGh . 

3. Construct the tree that spans over all the edges in the sub graph. The root of the 

tree is the atom x itself. The tree is constructed one layer at a time up to level h. 

The first layer of the tree are the nearest neighbors of atom x, the second layer of 

the tree consists of all the neighbors of the vertices in layer 1 except the atom x. In 

general, when the tree has been constructed up to level h-n, then, layer h-n+1 will 

be constructed considering each vertex of layer h-n. All vertices in the tree are 

labeled and colored with the necessary coloring function. The vertex color of a 

graph is the assignment of a unique description provided to its vertices in order to 

distinguish among different groups of atoms. The coloring function will be 

selected based on the type of the molecule. Typical coloring functions include the 

type of atoms, type of bonds and valency. It is possible to have one vertex more 

than once in the graph. However, no edge should be repeated in the same graph. 
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4. The signature can be written by reading the tree from the atom x. The child level 

vertices will be enclosed in parenthesis at each level. The vertex color must be 

written along with the vertices in each level. After each level, the next level must 

be followed until the signature reaches the required height. While writing the 

signatures, all the neighbors including the root atom must be written.  

 

One example of the construction of atomic signature is shown in figure 2.9. Here, 

the stepwise procedure for obtaining the atomic signature of atom N (nitrogen) up to 

height 3 in a molecule is illustrated.  

In the first step, the atoms are labeled to distinguish between them when writing 

the molecular signatures in the later stages. 

In the second step, all the atoms at height 3 from atom N are extracted. In other 

words, the neighbors of height three includes the atoms bonded to N (say y), the atoms 

bonded to all atoms in y (say z) and all the atoms bonded to all atoms in z.  

In the third step, the molecular groups are replaced with vertices. All the vertices 

are colored with the atom type, valency and the type of bond. Here the atoms types are C 

and N. The different carbon types are distinguished with their valancies and the type of 

bond. Note that the bond type has been retained in the canonical representation in step 2. 

In the final step, the signatures of different heights have been formed by reading the tree 

starting from the root N atom. The atomic signature of height zero is the root N atom 

itself. The atomic signature of height one is the root atom followed by its nearest 

neighbors (in this case, two carbon atoms) enclosed in parenthesis.  In signature of height 

two, the neighbors of the carbon atoms (including the root N atom) are listed in the 
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parenthesis. Finally, signature of height three is obtained by adding the neighbors of the 

atoms in the previous layer. While writing the signatures, the vertices at the different 

levels have been color coded for clarification of the levels. 
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2
σ(x) = N2 (C2 (NC) C4 (=CCN))     Height 2 

3
σ(x) =  N2 (C2 (N2(CC) C1(C)) C4 (=C3(=CC) C1(C) N2(CC))) Height 3 

 

Figure 2.9: Atomic Signatures up to Height 3 

 

It is clear that the set of atomic signatures up to a given height is of finite size. So, 

any molecule can be represented by its coordinates in a vectorial space where the base 

vectors are its atomic signatures. Thus, the signature of a molecule is defined as the linear 

combination of atomic signatures (Visco et al., 2002; Faulon et al., 2003b). If 
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h Xσ is a base vector, i

hα  is the number of atoms having the signature of the base 

vector and G
h K  is the number of base vectors, then the molecular signature )(Ghσ  is 

represented as: 
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A simple example is presented to show molecular signatures of different heights 

using eq. (2.33). In the first step, the subgraphs have been generated for all the atoms that 

produce signatures up to the required height. Then, individual atomic signatures for all 

the atoms have been generated. Finally, eq. (2.33) is applied to generate the molecular 

signature.  
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C2(C1(C2(CC)) C3(C1(C)C2(CC)C2(NC))) +  

C3(C1(C3(CCC))C2(C3(CCC)N1(C))C2(C1(C)C3(CCC))) + 

C1(C3(C1(C)C2(CC)C2(NC))) +  

         C2(C3(C1(C)C2(CC)C2(NC)) N1(C2(NC))) + 

         N1(C2(C3(CCC)N1(C)))      Height 3 

 

Figure 2.10: Molecular Signature Tree 

 

2.8.3. Application of Signature Descriptors in Property Prediction 

The atomic signature concept is useful in QSAR/QSPR studies because of its 

applicability in defining many topological indices. Consider a molecule G with known 

atomic signature up to height h as defined in section 2.6.1. Suppose the number of 

vertices in an intermediate layer k of graph G is )(xVk . Note that k<h. It has been 

observed that many topological indices can be computed from the molecular signature of 

height h, where nh ≤ , where n is the number of atoms computed from signature of height 

zero (Visco et al., 2002; Faulon et al., 2003b). More discussion of the calculation of 

different topological indices from signatures is given in chapter 4. Therefore, it can be 

concluded that, the QSAR/QSPR relationships can be re-written in terms of signatures of 

different heights no greater than the number of atoms involved. Once the forward 

topological index-property relation has been identified, the next step is to develop an 

algorithm for obtaining the constituent atomic signatures corresponding to a specific 

property, which will be explained in chapter 4.  
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2.9. Flowsheet Property Model 

A flowsheet property model can quantify the efficiency of different processing 

routes from raw materials to products. In a recently published work, a flowsheet property 

model has been proposed to estimate the energy consumption of a unit operation 

(d'Anterroches & Gani, 2005). In this work, a flowsheet is considered as a combination of 

different process groups. Similar to the molecular groups used in group contribution 

models, these groups also have one or more free bonds, which can be used to link with 

other process groups. In this way, a variety of unit operations can be represented using 

the collection of process groups and a variety of flowsheet properties can be calculated, 

albeit theoretically, based on the contributions of each process group to the flowsheet 

property. 

In order to apply a group contribution type approach for the design of a flowsheet, 

certain rules have to be followed. Most of the connectivity principles are synonymous 

with those used in the design of molecules from molecular groups. However, the property 

for which the models are developed must provide a measure of the performance of the 

operations in a flowsheet. In addition, those properties should be expressed as a function 

of the contributions of each unit operation of the process. The generic model for a group 

contribution based property estimation model has been developed by d'Anterroches and 

Gani (2005): 
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where f(P) is a function of the property that can be described using the group 

contribution model, ak is the regressed contribution of various process groups, NG is the 

number of process groups and  posk is the topology factor. 

Even though this method can theoretically be applied for a variety of unit 

operations and for a variety of flowsheet properties, the models are currently only 

available for distillation systems and for the estimation of energy index. In the available 

model for the calculation of a energy index (d'Anterroches & Gani, 2005), the energy 

consumption of a distillation column that separates a single inlet stream into two product 

streams can be estimated. This model has been developed based on the driving force 

based model for distillation (Bek-Pedersen & Gani, 2004). The driving force, Dij is 

defined as: 

 

( ) ( ) iii
iji

iji
ijiiij xyx

x

x
yxD −=−

−+
=

11
,,

α
α

α       (2.35) 

 

where, xi and yi are the mole fractions of the component i and αij is the relative 

separability of the component i with respect to component j. 

The conclusions obtained from the driving force based approach for the design of 

distillation systems are (Bek-Pedersen & Gani, 2004): 

1. The driving force is inversely proportional to the energy consumption 

2. In a system where distillation is employed to separate a number of components, 

the separation with the maximum driving force must be performed first. 

Bek-Pedersen and Gani (2004) have shown that, if the driving force of a 

distillation process can be fixed, the other design parameters such as feed plate location, 
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optimum reflux ratio, etc. can be obtained corresponding to the optimum process 

performance. If the driving force is the input variable, a property model to predict any of 

the flowsheet properties can be considered as a component independent model. 

Theoretically, any other unit operation can also be considered based on the driving force. 

If the driving force corresponding to the unit operation can be identified and the 

parameters can be regressed for a variety of flowsheet properties, the design can be 

conducted based only on driving force independent of the identities of the components 

involved. 

The available property model for the estimation of energy index for a distillation 

system has been given in eq. (2.36). This model can be applied when the process groups, 

the driving force that can be obtained once the component identities are known, and the 

group contributions are available: 
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where, NG is the total number of process groups, dk
ij is the maximum driving 

force of process group k, ak is the contribution of process group k, A is a constant, which 

is different for different unit operations and E is the energy index.  pk is a topology factor 

defined in eq. (2.37): 
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where, nt is the number of separation tasks that should be performed before task k 

in the ideal case and iD is the maximum driving force of task i. 

Similar to the way the group contribution parameters are developed, the property 

contributions of various process groups have been estimated by fitting experimental and 

simulation data to the regression expressions. Currently, distillation columns separating 

up to five component mixtures to products with different specifications are available 

(d'Anterroches & Gani, 2005).  

 

2.10. Summary 

This chapter provided a brief discussion of the field of product design and the 

motivation and challenges put forward by integrated process and product design 

problems. The chemical engineering community is now concentrating on developing 

methodologies to identify products corresponding to optimum process performance. For 

the consumer, the properties of the output material rather than its chemical composition 

define the suitability of that material. Therefore, design based on properties is a smart 

approach to ensure customer satisfaction. 

Since the desired algorithms should be based on the properties of not yet defined 

molecules, the models employed to measure properties and use them in designing 

molecules are important. The classification of different types of properties and property 

models has been discussed. The general mathematical formulations of different classes of 

product design problems have been explained and the challenges put forward by 

integrated process and product design problems were discussed. Statistical design of 

experiments is the traditional way to identify appropriate experiments for obtaining 
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optimum product formulations. However, the combinatorial explosion caused by the huge 

number of combinations of building blocks demands novel techniques to be employed 

prior to conducting actual experiments. To design products based on properties, group 

contribution methods (GCM) are proven techniques and a detailed description of GCM 

and the current developments in that field has been presented. The recently developed 

connectivity index based property estimation methods are described next to account for 

molecular groups not described by GCM. For the determination of properties that require 

detailed structural information, the topological index based QSAR and QSPR 

relationships are useful. An overview of a number of the most commonly used 

topological indices has been provided and the computational complexities encountered 

when applying them for solving inverse problems has been discussed. Even though the 

topological indices can be used to predict a number of pure component properties from 

the molecular structure, there are no efficient algorithms to apply them in reverse 

problems. In addition, to account for the computational complexity of the topological 

index based expressions to be applied in inverse problems, there must be a way to 

represent different topological indices on a common platform. The recently introduced 

concept of molecular signatures provides a unique molecular descriptor to describe 

different property-structure relationships on a common platform. Detailed descriptions of 

the generation of atomic signatures have been provided and the calculation of molecular 

signature from molecular structure was illustrated. Finally, a recently introduced 

algorithm to calculate flowsheet properties using a group contribution based approach has 

been discussed. 
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The different property prediction models presented in this chapter provide 

excellent tools to calculate the pure component properties of different classes of 

molecules. However, there are no efficient algorithms for incorporating these property 

models in reverse problems. In a typical integrated process and product design problem, 

it is required to generate the potential molecular structures corresponding to the property 

targets identified during the process design stage. Apart from the process design targets, a 

number of environmental, health and safety constraints are also important while 

designing a molecule for an industrial process. Currently, there are reliable property 

models that can predict such properties from the molecular structure. Therefore, the 

objective of this dissertation is to develop different algorithms corresponding to different 

types of molecular design problems by making use of the available property models 

without sacrificing their accuracy. Since the molecular signature descriptors can represent 

a number of topological indices on a common platform, it can provide a useful tool in 

integrated process and molecular design problems.  
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3. Basics of Computer Aided Molecular Design 

 
 
3.1. Computer Aided Molecular Design Framework 

The design of molecules corresponding to a set of desirable characteristics has 

traditionally been considered as an iterative approach. The process involves an exhaustive 

search among a large number of candidate molecules. A generalized framework of this 

approach is given in figure 3.1. (Venkatasubramanian et al., 1994): 
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Figure 3.1:  Iterative Molecular  Design (adapted from Venkatasubramanian et al., 1994) 
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Computer Aided Molecular Design (CAMD) techniques are efficient alternatives 

to the traditional iterative approach for molecular design. A computer aided molecular 

design problem can be considered as the reverse of a property prediction problem. The 

designer is required to enumerate the possible molecular structures based on the desired 

property targets (possibly identified by solving the process design part) and a set of 

molecular building blocks. This part can be considered as the pre-design stage (Harper et 

al., 1999). In the second step, classified as the CAMD design step by Harper and Gani 

(2000), the feasible molecules that can satisfy the property targets are generated and 

tested against the specifications. A very good overview of of the many different 

techniques used for solving this kind of problem is available in a recently published book 

by Achenie et al. (2003). Since the design involves the application of a variety of classes 

of property models, the identification of suitable candidate/candidates has been 

considered to be a multilevel problem. The multilevel approach for product design 

suggested by Harper and Gani (2000) is shown in figure 3.2. Here, through successive 

steps of generation and screening against the design specifications a set of candidate 

molecules is identified. In the first step, the property targets, which could have been 

identified through process design, and a set of molecular building blocks form the input 

to the first stage. Here, CAMD tools based only on first order groups are used to identify 

the molecules that meet the property targets. The rules regarding the feasibility of 

molecular structure can be used to prevent combinatorial explosion. In the second stage, 

the CAMD techniques based on higher order group contribution methods are applied to 

eliminate infeasible candidates from the compounds identified in the first stage. In the 

third stage, the molecular structures need to be represented on an atomic scale. QSAR 
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and QSPR based property estimation techniques will be used in this stage. The short 

listed structures after the third stage will be analyzed using three-dimensional 

representations. Here, more rigorous analysis of the short listed structures will be carried 

out that includes database search, process simulation analysis, molecular modeling tools, 

etc. to differentiate between cis/trans and R/S isomers. The final step is termed as the post 

design step. The purpose of this stage is the verification and analysis of the factors, which 

are not predicted by CAMD tools. This analysis includes supplier database searches to 

verify the identified candidate molecules are commercially available at a reasonable 

price. In addition, database analysis provides valuable experimental and environmental 

data used to verify the results obtained through the multistage analysis. The 

environmental information and federal regulations are also important factors before 

making the final selection.  

Generally, CAMD methods and tools work at the macroscopic level where the 

molecular structures are represented using groups (Gani, 2004b) or topological indices 

(Camarda & Maranas, 1999). 
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Figure 3.2:  Multilevel Approach for Product Design 
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3.2. Computer Aided Molecular Design Techniques 

Among the different techniques for physical property prediction, very few can be 

applied in the computer aided molecular design techniques mentioned in this dissertation. 

Most computer aided product/molecular design techniques utilize group contribution 

models (Achenie et al., 2003). Topological index based QSAR/QSPR expressions have 

also found great applications in reverse problem formulations (Raman & Maranas, 1998; 

Camarda & Maranas, 1999) even though the available techniques to apply  QSAR/QSPR 

relationships are limited. More detailed discussions of these methods have been presented 

in the previous chapter. 

The purpose of CAMD algorithms is to solve the different classes of problems 

mentioned in chapter 1. In the first type, where only a database search is involved, search 

engines commonly look for a subset of the actual collection of molecules that satisfy the 

property constraints and molecular type constraints (if any) (Cabezas, 2000).  However, 

for all the types of molecular design problems that include a generation step, the 

algorithms are required to solve them efficiently. The basic concept behind such 

algorithms is to generate molecular structures from the molecular fragments that satisfy a 

set of property constraints while obeying the feasibility requirements for the existence of 

a molecule. Even though a number of algorithms are available to solve CAMD problems, 

they can be broadly classified into three groups (Achenie et al., 2003): 

1. Mathematical programming – Solving an optimization problem as discussed in 

section 2.2 of chapter 2. 

2. Stochastic optimization – The mathematical representation of the problem is 

solved using numerical stochastic methods like genetic algorithm. 
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3. Enumeration techniques – A combined mathematical and qualitative problem is 

solved by hybrid solution approaches. 

 

3.3. Property Models  

The input to a property model usually includes information such as composition and 

process conditions like temperature, pressure etc. and the outputs are the 

calculated/estimated property values. For the effective use of property models, the 

following features are identified (Gani & O'Connell, 2001): 

1. The process conditions should not depend on the size of the system. 

2. Property models are tools, which can provide the properties, which cannot be 

measured directly, from the quantities that can be measured directly.  

3. Some properties predicted from the model may be relevant only at the specific 

process conditions used to predict its value. 

4. Property models must have good extrapolating abilities. 

5. The secondary variables like operating conditions, controlled variables, energy 

consumption and environmental impact must be subsets of the whole set of 

conditions and properties. 

6. Because of the ability of computers to handle the computational load expected 

from complicated models, the actual form of the property models will be a 

parameterized mathematical formulation converted to a computer code. 

 

Gani and O'Connell (2001) have suggested three distinct roles for property 

models. The first one is a service role, where the property model is to provide the 
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property values corresponding to the process conditions. This role is used primarily in 

simulators and the most important qualities expected from the models are accuracy and 

generality. For instance, during the simulation of a distillation column, the property 

models can be used to provide the values of fugacity equilibrium constants, vapor and 

liquid enthalpies, etc. when requested. One significant difficulty in this role is that, the 

property models have to be appropriately selected for getting the desired result.  The 

second role is a service/advice role where the model provides information regarding the 

steps to be taken for the effective solution of the process simulation/design problem in 

addition to generating the property values. This role finds its application in the process 

design and synthesis problems. In synthesis problems, the solution is obtained in two 

steps. In the first step, the possible candidate formulations and/or process conditions 

(service and advice) are suggested. In the second step, the candidate 

formulations/conditions are verified (service role) and the solutions satisfying the 

requirements are selected. The most comprehensive role of a property model is the 

service/advice/solve role. This approach is typically used in integrated designs. Here, the 

identified property targets will serve as tools to connect the simulation and design 

problems.  Therefore, the property values are identified by solving the simulation 

problem corresponding to the optimum process performance. The identified property 

values will form the design targets for the design problem to identify the process 

conditions that match the target (Gani, 2004b). In this way, the property models are 

decoupled from the process model because the property model is not needed in the 

simulation steps or in the design stage (Eden et al., 2004; Eljack et al., 2005). 
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3.4. Reverse Problem Formulation 

In most process/product design problems, the computational complexity can be 

attributed to the constitutive equations because they are generally highly nonlinear.  Eden 

et al. (2002) have shown that the reverse problem formulation can be successfully applied 

to process/product design problems to avoid the use of constitutive equations in the 

design because the targets for the design problem are functions of properties.  

According to the method developed by Eden et al. (2004), the input to the process 

design problem is the desired process performance and the input to the molecular design 

problem are the molecular building blocks and the property targets identified in the 

process design step. The output of this algorithm will be the property values 

corresponding to the optimum process performance and the molecular structures 

corresponding to the property targets identified in the process design step. The advantage 

of this approach is that, the designer is not committing to any specific components during 

the design. This methodology is illustrated in figure 3.3. One of the challenges in 

following such an algorithm is that, the process design problem is solved in terms of the 

properties and not in terms of components. Unlike mass and energy, properties are not 

conserved, however, there is a way to systematically track properties, which will be 

explained in the next chapter.  
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Figure 3.3:  Simultaneous Consideration of Process and Product Design 

 
 
3.5. Reverse Problem Formulation Methodology 

The procedure developed by Eden et al. (2002) for decoupling the constitutive 

equations is illustrated in figure 3.4. The result will be two reverse problems. The first 

reverse problem is the reverse of a simulation problem. Here, the objective is to 

determine the process variables corresponding to the given input variables, equipment 

parameters and desired output parameters. The second reverse problem is the reverse of a 

property prediction problem, in which the molecular structures corresponding to the 

identified property targets are generated. 
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Figure 3.4:  Reverse Problem Formulation (adapted from Eden et al,  2002) 

 

As the complex constitutive equations are eliminated from the system of 

equations to be solved for the targets, the solution step is easy. In addition, any number of 

property models can be used for the second reverse problem as long as the target 

constitutive variable values are matched. It is possible to have more than one solution 

since the algorithm involves a matching procedure. Therefore, a performance index can 

be defined and evaluated for all identified solutions to determine the optimal solution. 

 

3.6. Summary 

This chapter provides a brief overview of the field of computer aided molecular 

design. Because of the huge amount of data involved and the non-linear nature of the 

mathematical formulations involved in process and product design problems, computer 

aided solution techniques provide convenient ways to reach solutions. A brief overview 
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of the classifications of the different types of approaches to solving CAMD problems has 

been presented. The current techniques are useful in solving different types of problems, 

however, the computational expenses for using these techniques are very high and the 

global optimality of the solutions cannot be ensured in many cases.  

The different roles of property models have been analyzed. The three different 

roles of property models are described and the concept of reverse problem formulation 

has been explained to illustrate the advantages of applying RPF in product design. 

Finally, the application of RPF in the simultaneous consideration of process and product 

design problems has been introduced along with a targeting method to decouple the 

property models from design equations.  

The traditional approach followed in computer aided molecular design problems 

is the multilevel approach. However, the iterative nature of this method makes it 

cumbersome and less efficient. It is also possible that many of the potential solutions will 

not be screened in the initial stages. Therefore, any new algorithms in the field of 

computer aided molecular design should focus on providing non-iterative solution 

strategies. 
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4. Integrated Process and Molecular Design 
 
 

The objective of this dissertation is to address the simultaneous consideration of 

process and product design through development of a systematic non-iterative procedure 

to approach design from a property perspective. As mentioned before, in order to follow 

the targeting approach for integrated process and product design, there should be a 

common property based platform. The property clustering technique introduced by 

Shelley and El-Halwagi (2000) provides the tools to track properties. In addition, there 

should be tools that make use of the available property models to solve reverse problems. 

This chapter presents the techniques developed in this dissertation research to solve the 

integrated process and product design problems from a property perspective. 

 

4.1. Property Clustering Techniques 

 4.1.1. Property Operator and Cluster Formulation 

 There are many processes where the basis for design is not the actual chemical 

components due to the non-homogeneous nature of the process streams and the multitude 

of chemical components involved. Instead, the designer focuses on the properties that 

drive the process. One example of a property driven problem is the design of paper with a 

specified quality. Since the basic component of all types of paper is cellulose, the quality 

cannot be defined in terms of components and/or composition. Instead, the quality is 

specified in terms of the physical properties (Eden et al., 2004). However, the main
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limitation for designing a process based on properties is that, unlike mass and energy, 

properties are not conserved. The concept of property clustering has been introduced to 

resolve this limitation by mapping the property relationships into a low dimensional 

domain (Shelley & El-Halwagi, 2000). The property clusters are formed based on 

property operators, which are functions of actual physical properties that obey linear 

additive rules (Shelley & El-Halwagi, 2000; Eden et al., 2004). Therefore, the first step in 

a property based design algorithm is to find the ideal property operator corresponding to 

the non-linear properties. So, for a mixture made up of Ns streams and described by j 

properties, the property operator, Ψj(PjM) corresponding to property P is formulated as 

follows: 
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where, Ψj (Pjs) is the operator of the jth property Pjs of stream s.   

It can be seen that the property operators obey linear mixing rules irrespective of 

the nature of the actual property. One classic example is density. The mixing rules for 

density are not linear. However, the property operator defined for density obeys linear 

mixing rules as shown in eq. (4.2): 
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In a process system, the properties may be of different units and magnitudes. In 

order to make the properties dimensionless and of similar magnitude, the property 

operators are divided by appropriately chosen reference operators. The normalized 

property operator thus obtained is defined as: 
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The Augmented Property Index, AUP is defined as the sum of all the 

dimensionless property operators present in the system: 
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Finally, the property cluster Cjs for property j is defined as: 
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The property cluster of one property can be understood as the fraction of one 

property in the whole system of properties. 
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4.1.2. Conservation Rules 

 The formulation of property clusters ensures that they obey two fundamental 

conservation rules, i.e. intra-stream conservation and inter-stream conservation. Intra-

stream conservation implies that, all the clusters corresponding to the properties in each 

stream s add up to unity. Therefore, for a system of NP properties, if the cluster values of 

(NP-1) properties are known, the NPth property is intrinsically given. Inter-stream 

conservation implies that, after mixing different streams, the cluster values can be 

calculated as the weighted average of the contributions from their individual flowrates. 

Therefore, when two streams S1 and S2 are mixed, the straight line connecting those two 

streams will provide the locus of all cluster values for all possible mixture combinations. 

The conservation rules for clusters are given in eqs. (4.6) and (4.7). If the number of 

properties is limited to three, the clusters can be represented on a ternary diagram and 

representations of the corresponding conservation properties of the clusters are shown in 

figure 4.1 and 4.2 (Eden et al., 2004), respectively: 
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where NC is the total number of clusters and βs is the mixing ratios of the clusters. 
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Figure 4.1: Visualization of Intra-stream Conservation of Clusters 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
Figure 4.2: Visualization of Inter-stream Conservation of Clusters 

 

As the cluster values are conserved after mixing the streams, the cluster value for 

property j in the mixture can be formulated as follows: 
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Similarly, the expressions for normalized property operator, cluster arm, βs and 

AUPM can be obtained as follows (Eden et al., 2004): 
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4.1.3. Visualization Techniques 

 As long as the number of properties is less than or equal to three, they can be 

represented on a ternary diagram and the property change due to mixing of streams can 

be tracked visually using the conservation rules. After obtaining the cluster values, they 

can be plotted inside a ternary diagram. Since the clusters represent virtual properties, 

this technique provides a unique way for tracking the actual properties. 

The above-mentioned methodology can be used to estimate whether the recycle 

and mixing of streams can provide the required performance. Suppose, the sink region 

(units capable of processing the sources) is a hexagon as shown in figure 4.3. The 
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systematic procedure for the identification of the sink region is given in section 4.1.4. As 

mentioned before, all the possible cluster combinations of two streams will lie on the 

straight line connecting those two points. Therefore, if the straight line passes through the 

sink region, the two streams can be mixed to get the required output, S. In figure 4.3, S1 

and S2 can be mixed to get the optimum output where as neither of these streams can be 

mixed with S3 because, no combination with S3 will pass through the sink region. 
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Figure 4.3: Mixing of Streams 

 

It is to be noted that the cluster values represent the possible proportions of 

properties. Therefore, the cluster value inside the sink region alone will not ensure that 

the properties are in the correct range. In order to make sure that the properties match the 

sink requirements, the AUP values of the sink and source streams must also match.  In 
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addition, the sink may have upper and lower limits of capacity for its proper functioning. 

Therefore, the flowrate of sources or mixture of sources must be within those limits. 

 The conditions described above are all necessary conditions and if any of those 

are not satisfied, the individual flowrates or feed compositions must be changed in order 

to be accepted by the sink. Addition of a new source is possible as long as all conditions 

are satisfied. 

 

4.1.4. Identification of Feasibility Region 

The actual identification of the feasibility region of a sink is a tedious procedure 

because it requires a one to one mapping of an infinite number of feasible points. El-

Halwagi et al. (2004) developed a method for mapping the feasibility region without 

enumeration of this infinite number of feasible points. In the first step, the feasibility 

region is overestimated by plotting only the minimum and maximum values of clusters 

and connecting them using straight lines. This step reduces the search space significantly.  

Consider a sink with three targeted properties. Suppose, each property is bounded 

by a lower and upper limit. Therefore, using the property operators and clustering 

techniques, the following equations are developed: 
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The overestimation will not provide the actual feasibility region. However, it can 

be ensured that no points outside the overestimated region can be a solution. The 

equations provide a point on each line segment joining the overestimated feasibility 

region boundaries. Since these points are also part of the true feasibility region, the line 

segments joining these points represent different possible combinations of these points. 

Therefore, the hexagon obtained after connecting these points will form the boundaries of 

feasibility region. 
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Figure 4.4:  Feasibility Region on a Ternary Diagram (Eden et al., 2004) 

 

4.2. Molecular Property Operators and Clusters 

 The property clustering techniques presented in the previous section have been 

extended to different areas of process and product design. To introduce them into 

molecular design, the group contribution methods (GCM) have been used. For that, an 

interesting similarity between the formation of property operators and the property 

function models in GCM can be utilized as long as the molecule is described with only 

with first order groups. 

In GCM, the property function for one particular property of any molecule is 

calculated as the sum of the property contributions of the individual molecular fragments 
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(Constantinou & Gani, 1994) whereas in property clustering, the property operators of 

each fraction are added up to give the property operator of one particular property.  

So it is possible to employ a similar treatment to GCM to convert it into a 

powerful tool for molecular design in the cluster space as explained below (Eljack et al., 

2007b; Kazantzi et al., 2007) 

 If Pjg is the contribution of property j from group g and ng is the total number of 

that group in the molecule, then the molecular property operator, ψj can be defined as: 

 

∑
=

=
gN

g
jggjj PnP

1

)(ψ      (4.19) 

 

The number of properties that can be predicted using group contribution methods 

is limited. However, many empirical and non-empirical expressions exist that relate the 

group contribution properties to some of the non-GC properties. If such an expression 

exists, then, the property target can be obtained in terms of the GC property for a given 

non-GC property to solve the design problem.  

 As in the case of property operators, the complexity and non-linearity in the actual 

group contribution relationship is masked inside the relationship between the molecular 

property operator and the groups. The operators obey simple linear mixing rules (Eljack 

et al., 2007b; Eljack & Eden, 2008).  

 Following the same procedures and logic used to develop the original property 

clusters, it is possible to define the normalized molecular property operator ΩM
j, 

Augmented Property Index AUPM, and the molecular property cluster CM
j. 

 



 84 

  
M

M
jM

j

N

j

M
j

M

ji
ref
j

ji
M
jM

j AUP

Ω
        CΩ UP         A

)(Pψ

)(Pψ
Ω

P

=== ∑
=1

   (4.20) 

Similar to the original property clusters, molecular property clusters also have two 

fundamental properties, intra- and inter-molecular conservation. Similar to the intra-

stream conservation rule for processes, the intra-molecular conservation implies that, the 

all the molecular clusters corresponding to one property in a molecule must sum to unity 

as shown in eq. (4.21): 

 

1
1

=∑
=

C

j

N

j

MC       (4.21) 

 

 Inter-molecular conservation implies that after “mixing” different molecular 

groups, the individual cluster values will be conserved. That means, the cluster value of 

the molecular string will be estimated from the weighted average of clusters 

corresponding to the number of groups in each operator: 
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g
jgg

M
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1
,      (4.22) 

 

∑
=
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g
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M
mixj CC

1
, β      (4.23) 

 

The proofs for the above expressions are similar to the property cluster equations 

and have been presented by Eljack et al. (2007). 
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4.3. Visual Solution of Molecular Design Problem 

The algorithm for solving a molecular design problem using the molecular 

property operators is similar to the process design problem using property operators. The 

step-wise procedure for converting the molecular property data into cluster space for a 

visual solution is given in table 4.1: 

 

Table 4.1: Visual Molecular Design Algorithm 

Step Description Equations 

1 

 

Find the molecular property operator from group contribution 

expressions corresponding to each property and obtain the 

group contribution corresponding to that property 

- 

 

2 

 

Convert the property contribution into normalized molecular 

property operator. 

(4.19)-(4.20) 

 

3 Calculate AUP values (4.20) 

4 Calculate molecular cluster values corresponding to each 

group and plot those points on a ternary diagram. 

 (4.20)-(4.23) 

 
 

 As explained before, an analogous relation between the property clusters used in 

process design and molecular clusters permit a similar methodology for “mixing” or 

combining different molecular building groups. Different combinations of molecular 

groups can be tried based on the nature of the final product requirement. Similar to two 

different streams, combination of two molecular groups will form a straight line upon 

“mixing”. Now, to build meaningful and complete molecules that satisfy all the target 
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properties, the following rules are to be obeyed (Eljack et al., 2007b; Eljack & Eden, 

2008). 

    

 Rule 1: The visualization arm β describes the location of the new molecular 

fragment when two groups are combined in a ternary diagram  

 

   1 1
1

1 1 2 2

⋅=
⋅ + ⋅

n AUP

n AUP n AUP
β    (4.24)    

 

 Rule 2:  The Free Bond Number (FBN) is the number of free bonds in each  

      molecular string (Eljack et al., 2007b, Eljack & Eden, 2008) and is  

     represented mathematically in eq. (4.25): 
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−−= ∑∑

==

   (4.25) 

   

Where, Nr is the number of rings in the final molecule and FBNg is the 

number of free bonds in each group. Again, the constraint here is the 

molecule’s FBN should be zero. This is to ensure a complete molecular 

structure with no charge/no free bonds in the final molecule. 

 Rule 3:  The location of the final molecule depends only on the type and numbers 

  of each group forming the molecule. It is independent of the order of         

mixing. 
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The proof for this rule can be obtained from Rule 1, which provides an expression 

for the visualization arm. Therefore, it is clear from its definition that, the relative 

positions of the molecular groups are only functions of the number of occurrences of each 

group and their AUP. As AUP is only a function of the property contribution of the 

specific group, the order sequence of mixing of the groups will not be a factor in the final 

position of a molecular fragment. 

Rule 4: The cluster location of the designed molecule should fall inside the           

feasibility region of the sink identified through the algorithm                 

explained in the previous section. 

  Rule 5:   The AUP value of the designed molecule must be with in the AUP range 

                           of the sink. 

 Rule 6: The three necessary conditions for the designed molecule to match the 

target properties are: the cluster location of the final molecule must be in 

the feasibility region identified for the sink, the FBN of the final 

formulation is zero, and the AUP has to be within the limit of the sink, If 

any of these conditions are violated, the designed molecule will not be 

feasible. The sufficient condition is the matching of the actual physical 

properties.  If a combination of molecular groups satisfy all the 

necessary conditions, their property values must be back calculated 

using the group contribution methods to ensure that they are valid 

formulations. 



 88 

In the example shown in figure 4.5, the mixing/combination of three molecular 

groups, G1, G2, G3 to produce a molecule M is shown. If, M satisfies the AUP and FBN 

constraints, it will be a feasible molecule for further study. 

. 

 

 

 

 

 

 

 

 

 

Figure 4.5: Mixing of Molecular Groups 

 
The clustering concept enables the consideration of any number of components 

and streams in the process design and any number of molecular groups in the product 

design step. The dimensionality of the problem is affected only by the number of 

properties of interest and if the number of properties is limited to three, a visual approach 

can be used whereas an algebraic approach must be applied if more properties are 

required to adequately describe the system. 

 As the product design requires the input in terms of GC properties, the process 

design step must provide the output in terms of GC properties corresponding to the 

optimum process performance. After identifying the target properties, the input to the 

product design will consists of the property targets along with the molecular groups to be 

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.9

C3

C2

C1

G1

G3

G2

●   M



 89 

considered. If the identified property targets are GC properties, the GC models can be 

used directly in the product design step. If not, the property targets have to be redefined 

in terms of GC properties using empirical relationships between the desired properties 

and GC properties. The property targets will form the feasibility region and the molecular 

groups will form discrete points on the ternary diagram. The molecular synthesis will be 

carried out as described in the previous section and as the target properties corresponding 

to the optimum process performance, the molecules designed will match the performance 

targets. A visual representation of the simultaneous approach to process and product 

design is shown in figure 4.6. 
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Figure 4.6: Simultaneous Process and Product Design Framework 

 

4.4. Limitations of the Visual Approach in Molecular Design 

 The molecular property operators developed in the above-mentioned method can 

only be used for the design of simple monofunctional molecules as they are based only 

on first order groups (Kehiaian, 1983; Wu & Sandler, 1989, 1991; Marrero & Gani, 

2001). The first order group contribution method has limited accuracy especially when 

dealing with polyfunctional molecules and cyclic molecules. In addition, first order 

groups cannot capture proximity effects or differentiate between isomers (Kehiaian, 
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1983; Wu & Sandler, 1989, 1991; Marrero & Gani, 2001). To overcome these limitations 

of the first order groups, higher order group effects must be incorporated into the design. 

 The applicability of the visual approach is limited to problems that can be 

adequately described using three properties. However, there are many systems that 

require more than three properties for sufficient representation. In the molecular design 

stage, all possible combinations of different molecular groups are to be analyzed, in order 

to get a complete solution of possible compounds. This will be a tedious process if there 

are many first order groups, because for n groups the total number of combinations will 

be 221 ..... CCCC n
n

n
n

n
n

n ++++ −− . Another serious limitation of the visual approach is that, 

even though it may help rule out some infeasible combinations in simple designs, the 

required numbers of molecular groups is mainly a function of their AUP values. 

Therefore, the relative positions in the ternary diagram will not always provide the visual 

insights expected from it. In addition, the relative position of the clusters being included 

in the feasibility region is only one of the requirements for a feasible molecule. It has to 

satisfy the AUP constraint as well as described earlier. Therefore, for each combination, 

the AUP constraint has to be verified separately in this approach, which again makes the 

procedure tedious for large problems. 

 There are limitations associated with the property models as well. Even though 

the GC models predict the properties of molecules with reasonable accuracy, there are 

occasions when one or more of the molecular groups of interest are not available in the 

literature. Similarly, even if the molecular group is available, the property contribution 

corresponding to that group may not be available. It is to be noted that, if any of the  

property information of one or more of the groups is not available, the design cannot be 
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completed. One option available at this point is to regress the contribution of that 

molecular group. However, this may be a lengthy procedure and may not always be 

practical especially when the property values are not available (Gani et al., 2005). One of 

the feasible approaches is to make use of the property models from the combined group 

contribution-connectivity index method. Therefore, the algorithm for molecular design 

has to be modified to include GCM+CI models in the cluster space. 

 Many of the properties encountered in design may require more structural 

information than what is provided by group contribution techniques. Especially when 

dealing with complex molecules, the structural details become more relevant for the 

determination of properties. The recent developments in the field of QSAR and QSPR 

studies provide many relationships based on molecular structures to predict properties. 

However, the inverse problem formulations with these relationships form non-linear 

equations and their solutions require a lot of computational effort and often lead to 

degenerate solutions. The molecular signatures described in the previous section can be 

used as a common tool to translate properties back to molecular structures and an 

algorithm is needed for such a systematic enumeration. 

 

4.5. An Algebraic Approach for Molecular Synthesis with Higher Order Groups 

 As discussed in the previous section, one of the main drawbacks of the current 

visual solution method for molecular design problems is its inability to consider higher 

order molecular groups. In the new algorithm developed in this dissertation research, an 

algebraic method has been used to include the contributions of higher order molecular 

groups identified by Marrero and  Gani (2001) in the reverse problem formulation. 
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 The algebraic approach for property integration through componentless design of 

processes has been already developed (Qin et al., 2004). Nevertheless, this approach was 

limited to the design of simple molecules comprised of two molecular building blocks 

even though the approach was helpful to solve for any number of properties. In addition, 

the applicability of this method is limited to the design of non-cyclical compounds. A 

similar approach was followed by Eljack et al. (2007a) for molecular design with first 

order groups by taking advantage of the analogous nature of first order molecular 

property operators to the traditional property operators. Presented here is a generalized 

algebraic approach for designing molecules with any number of first order groups 

including the possible contributions from second and third order groups. 

 To include the effects of second and third order groups in the property prediction, 

it is possible to utilize the linear additive rules of higher order groups. Further, both 

higher order groups have first order groups as their building blocks (Marrero & Gani, 

2001) and hence they can be considered as combinations of different first order groups. It 

should be noted that any kind of overlapping of molecular fragments in different higher 

order groups is permitted. That means, one first order group can be a part of more than 

one higher order group since the higher order groups represent different kinds of 

interactions among the molecular fragments. However, it must be ensured that no group 

is completely overlapped by another group. If the building blocks selected for 

constructing a molecule can generate such second order groups or third order groups, the 

group with more first order groups is to be selected to form the second order or third 

order group to avoid redundant description of the same molecular fragment (Marrero & 

Gani, 2001). Figure 4.7 describes the different scenarios of group overlapping: 
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Figure 4.7: Second Order Group Formation 

 

 In figure 4.7, a molecule’s building blocks in the form of first order groups is 

shown. In the second figure, the second order groups are NCCHOH and CHOH. Here 

only the contribution from the former group should be considered because the group 

CHOH is completely overlapped by NCCHOH. In the third example, there are two 

second order groups: CHOH and (CH3)2CH with no overlapping. In the last example, 
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there are two second order groups, (CH3)2CH and (CH3)CH-(CH3)CH. Here, two distinct 

second order groups share one CH group and one CH3 group. However, since they 

represent two different types of interactions, the contributions from both these second 

order groups have to be considered when applying the property model. 

 

4.5.1. General Problem Statement 

Generate all possible molecules that can be built from Ng molecular groups with Nj 

target properties. There is a set of constraints for each property, which can be represented 

as the following: 

 

lower upper
ij ij ijP P P≤ ≤         j= 1, 2,..... .Nj;  i=1, 2 …   (4.26) 

 

where i is the index of molecules and j is the index of properties. 

 

4.5.2. Algebraic Approach for Solving the Molecular Design Problem 

 It can be seen from eq. (4.26) that, each property range can be expressed as two 

inequality expressions (Qin et al., 2004): one for the lower constraint and one for the 

upper constraint. This range can be estimated as a function of molecular groups from 

GCM expressions (Eljack et al., 2007a).  This facilitates a matching of the property 

targets with molecular constraints. Equation (4.26) can be rewritten in terms of 

normalized property operators as: 
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min max
j ij jΩ ≤ Ω ≤ Ω      (4.27)  

 

Here, Ωij is the normalized property operator of molecule i. To estimate its value, 

first calculate the normalized property operator based on first order estimation, Ωijf  as 

 

1
1

gN

ijf g jg
g

n
=

Ω = Ω∑      (4.28)    

 

where, Ωjg1 is the normalized property operator of first order group, g.  The next 

step is to estimate the contributions of any second order groups in the molecule. The 

following rules must be followed at this stage: 

Rule 7: Second order groups have first order groups as building blocks.  

Rule 8:  Second order groups can only be formed from complete molecular        

fragments. For instance, to form the second order group CH-(CH3)-CH-   

(CH3), there must be two –CH– and two (CH3) groups. It is not possible 

to  consider a CH-(CH3) group as a half second order group. 

Rule 9: If a second order group completely overlaps another second order   

  group, then only the larger of the two groups is chosen in order to   

  prevent the redundant description of the same molecular fragment.  

Let (k: n) be the set of first order groups that are the building blocks of one 

second order group s and (ngk:ngn) is the set of occurrences of those groups present in the 

molecule. If η is the number of occurrences of one particular first order group in a 
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selected second order group, and ngs is the number of second order groups which can be 

generated from those first order groups, then:  

 


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Here, ngk/ηk is the contribution of first order group k to the second order group, 

ngn/ηn is the contribution of the first order group n to the second order group such that eq. 

(4.29) will give the potential contributions from each first order group to the specified 

second order group: 
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According to Rule 8, the lowest of those numbers will give the number of that 

second order group. For instance, if there are three CH3- groups and two –CH- groups in 

the molecule, then there will be one (CH3)2CH second order group. If Ωjg2 is the property 

contribution from the second order groups, then the normalized property operator for the 

property contributions from second order groups, Ωijs can be calculated as follows: 

 

2
1

jg

N

s
gsijs

s

n Ω=Ω ∑
=

     (4.31)  
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ngs must be rounded down to the nearest integer value before applying it in eq. 

(4.31) because the number of second order groups cannot be a fractional number.  The 

above equation can predict the property contribution from second order groups in most 

molecules. However, in some rare occasions when some of the second order groups are 

completely overlapped by some bigger second order groups and some of the former 

groups are not overlapped, the equation will not account for the contribution from the 

unoverlapped group. For instance, if there are two –CH-, two OH- and one CN- groups in 

the molecular structure, the contributions from the CHOH group and the CNCHOH 

group must be incorporated as one CHOH group that is not overlapped by a CNCHOH 

group. To treat such a situation algebraically, consider that (ngk:ngn) has subsets of 

smaller second order groups (ngl:ngm) with some of the first order components of (ngk:ngn) 

and n*
gs is the number of the second order groups which are not overlapped, then: 
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According to Rule 8, n*
gs must be rounded down to the nearest integer. If Ω

*
jg2 is 

the contribution from the unoverlapped smaller second order groups, then the normalized 

property operator for the property contributions from the smaller second order groups, 

Ω
*
ijs

 can be calculated as: 
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     (4.33) 
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The third order groups have been identified by following the same criteria used 

for second order groups, but for a different class of compounds (Marrero and Gani, 

2001). Therefore, the rules applied for forming second order molecular operators should 

be obeyed for generating third order groups as well. Therefore, following the same 

methodology for generating the second order molecular operators, the third order 

molecular operators have been formed as shown below: 
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        (4.34)  
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Here, t is the index for third order groups. Here, ngt and n*
gt have been calculated 

with the groups corresponding to the third order group. Now, the normalized property 

operator for molecule i can be calculated as: 

 

**
ijtijtijsijtijsijfij Ω+Ω+Ω+Ω+Ω+Ω=Ω      (4.36)  

 

It is evident from eq. (4.27) that, for each property, there will be two inequality 

expressions in the cluster space – one for the minimum value and one for the maximum 

value (Qin et al., 2004). Therefore, there will be 2Np inequality expressions representing 

all the possible solutions. To solve for ng, combine eqs. (4.27) and (4.36) and split them 
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into two equations for each property. Then, calculate the minimum and maximum values 

of AUP for the given property constraints.  

 

ijj Ω≤Ωmin              max
jij Ω≤Ω       (4.37) 

 

For example, if there are four properties of interest, there will be eight inequality 

expressions from which eight subsets can be developed. For each subset, there will be 

four equations. These equations will provide all possible ways the properties can be 

combined without violating the property constraints. For the normalized molecular 

operators (Ω1, Ω2, Ω3, Ω4) the combinations that make up the eight subsets of equations 

are given below (Eljack et al., 2007a): 
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  (4.38) 

 

In order to make sure that the solutions of the above-mentioned equations and 

constraints produce meaningful compounds with reasonable accuracy in properties, a few 

more rules must be satisfied.  

 

Rule 10:  The decision on the groups to be part of a ring or aromatic ring 

compound should be made ahead of design because the property   
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contributions of the same group is different in aromatic, cyclic and                                

acyclic compounds. For instance, the property contributions of CH,   

                     CH(ring) and aCH are all different. 

Rule 11:  The minimum number of molecular fragments forming a ring must be 

 three and for the design of aromatic compounds, there must be exactly   

                     six or multiples of six aromatic carbon atoms. If the possible number   

                     of aromatic carbon atoms estimated with the first order groups is more   

                           than ten, options corresponding to fused ring compounds must also be     

                           included, because in that case, the number of aromatic carbon atoms  

                           will not be multiples of six. 

Rule 12:  The number of each group should be a non-negative number. 

Rule 13:  The Free Bond Number (FBN) is the number of free bonds in each 

 molecular string and is represented mathematically by eq. (4.39): 
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where, Nr is the number of rings (including aromatic groups) in the final molecule 

and FBNg is the number of free bonds in each specific group. The molecule’s FBN should 

be zero to ensure a complete molecular structure with no charge/free bonds in the final 

molecule.  

The rules can be written mathematically as follows: 
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0≥gn          3≥∑ grn or 0        0=FBN        ,.....12,10,6,0=∑ acn  (4.40)  

  

where ngr represents the groups forming the ring and nac is the number of aromatic 

carbon atoms. The exact numbers for nac can be written only after identifying the number 

of first order groups. Constraints must be imposed considering any fused ring compounds 

along with poly-ring compounds. For instance, if the maximum numbers of aromatic 

carbon atoms are 16, then the value of Σnac can be 6, 10, 12, 13, 14, and 16. The values 

other than multiples of six correspond to possible fused ring compounds. 

 

4.5.3. Algebraic Molecular Design Algorithm 

The procedures used to solve a molecular design problem using the developed 

algebraic approach are summarized in table 4.2. 

Even though the algebraic approach does not have the visual appeal, it is a 

convenient design tool because of its ability to provide all possible solutions. The 

algorithm developed can be easily programmed and in the case studies presented in 

chapter 5, a Visual Basic program was used to solve the equations. Combined with the 

algebraic treatment of a process design problem (Qin et al., 2004), this approach can be 

used for process systems with any number of properties to identify the potential 

molecules with only a medium level of complexity. 
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Table 4.2: Algebraic Approach Algorithm 

Step Description Equations 

1 Transform the required property range into sets of Maxima 

and Minima of the normalized molecular property operators 

using the corresponding functions in GCM. 

(4.32) 

 

2 Select the first order groups to form the candidate molecules 

based on the nature of the final product. 

- 

3 Select the groups that form aromatic and aliphatic rings (if 

any). 

- 

4 Using the contributions of each molecular fragment, develop 

inequality expressions for each property. At this stage, use 

inequality expressions from eqs. (4.27) and (4.28). Follow 

Rule 7 to generate second and third order groups based on the 

first order groups estimated at this stage. 

(4.27)-(4.28) 

5 Determine AUP range of the sink (4.20) 

6 Evaluate the FBNg of all molecular fragments and develop the 

structural constraints. 

(4.40) 

7 It is required to solve for open chain and cyclic molecules 

separately. For open chain compounds, use only those groups 

corresponding to open chain compounds. Then use the 

equations obtained through steps 4-6 (except the expression for 

the number of groups forming a ring) to evaluate the maximum 

(4.27)-(4.36) 
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4.6. Introduction of GC+ Models into the Cluster Space 

There are occasions when the GC values of one or more molecular groups to be 

considered are not available in the existing group contribution data sets. It is also possible 

that the property contributions corresponding to one property of interest are not available 

possible values of all first order groups. Set the minimum 

value of all groups as zero. Then, with the obtained values, 

maximize and minimize the AUP range to get a tighter bound 

on the search space 

8 Generate all possible combinations of the range of groups 

obtained from step 7. Then, generate the molecular property 

operators for each combination. Simultaneously evaluate the 

FBN and AUP values of all possible combinations. As 

satisfying AUP is a necessary but not sufficient condition, this 

step will reduce the search space significantly. Back calculate 

the properties of those compounds whose AUP is within the 

range and FBN is zero for verification. 

- 

9 Select those combinations, which satisfy all constraints. Most 

of the compounds that satisfy the AUP and FBN constraints 

will satisfy the property constraints as well. 

- 

10 Repeat the same procedure for aliphatic and aromatic ring 

compounds separately by including the molecular fragments 

forming the rings and all equations obtained through steps 4-6. 

- 
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even if the group is defined for GC approaches. To form property clusters for the groups 

whose contribution is not defined by GCM, it is possible to employ a property operator 

defined through the CI method. However, it is to be noted that, the value of bond indices 

and thus the property contributions will depend on the valence delta value of the atom to 

which this group is being connected. For instance, if the property of interest is heat of 

vaporization and one of the potential molecular groups is CHF2, it is not possible to 

estimate the property contribution of CHF2 by the CI method before deciding on the 

groups forming bonds with CHF2. The best solution for this problem is to define separate 

property operators for these kinds of groups, each corresponding to different types of 

carbon atom that can potentially form bonds with it since the valence delta depends only 

on the number of hydrogen atoms bonded with that carbon atom. Now, the property 

operator for the groups estimated through the CI method can be defined as: 
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Here, k is the number of valence delta values of atoms that can form bonds with 

this group and ΩCI is the normalized property operator corresponding to the molecular 

operator formed from the CI group. In this approach, there will be more than one 

molecular property operator corresponding to each group. Once the molecular property 
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operators are formed, the rest of the operators can be defined exactly the same way as 

they are defined for GC properties.   

 

4.6.1. GC+ Algorithm for Visual Solution of a Molecular Design Problem 

 The new property models can be applied to both visual and algebraic approaches 

with some modifications to the existing algorithms. The stepwise procedure for including 

the molecular property operators based on CI in the visual solution method is explained 

below: 

1. The property targets identified through the process design must be converted to 

property clusters using eqs. (4.1)–(4.5). 

2. Estimate the lower and upper bounds of AUP. 

3. The feasible property region can be represented on a ternary cluster diagram 

according to the algorithm provided in sections 4.3 and 4.4. Six unique points can 

represent the boundaries of this feasibility region. The normalized property values 

corresponding to these six points are given below 
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  Plot these points on the ternary diagram and the region inside the hexagon formed 

 by these six points will be the feasibility region for the sink. 

4. Generate the first order molecular property operators. 



 107 

5. For non-GC groups, identify the possible types of atoms (based on hydrogen 

suppressed molecular graphs) that can form bonds with it and estimate valence 

delta and bond index values. Calculate the zero order and first order CI values. 

6. Generate the molecular property operators based on CI. Separate operators have 

to be calculated for different types of bonds. As the molecular operators formed 

from these groups differ only in the bond index, their values will be in a very 

close range. Therefore, it is possible to form a locus of points on the ternary 

diagram, which can give insights about the possible combinations with other 

groups for a valid solution. 

7. Obtain the normalized molecular property operators. 

8. Calculate AUP values of all groups. 

9. Calculate the molecular property cluster values for all the groups. 

10. Plot all the molecular groups on the ternary cluster diagram. 

11. Mix different molecular groups according to the procedure presented in section 

4.4. When mixing a CI group with a GC group, the number of hydrogen atoms 

bonded with the GC group will define the corresponding group in the CI locus. 

The CI group corresponding to the same number of hydrogen atoms in the GC 

group must be chosen for mixing. In the example shown in figure 4.7, the 

designer wants to mix a CH2CO group with a CHF2 group. The heat of 

vaporization value of the CHF2 group is not available in literature. So, according 

to the GC+ method, the cluster values for CHF2 groups which form bonds with 

carbon atoms with different numbers of hydrogen are estimated and plotted on the 

ternary diagram. As the carbon atom in CH2CO has two hydrogen atoms bonded 
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to it, the cluster corresponding to (CHF2)-C (with two H atoms) is to be selected 

from the locus of CHF2 groups. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.8: Mixing of CI Group with GC Group 

 

12. The possible solutions are those formulations with zero FBN and with an AUP 

value inside the range set by process targets at the same cluster location defined 

by the feasibility region. 
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  4.6.2. GC+ Algorithm for Algebraic Solution of a Molecular Design Problem 

 By following the algebraic method, it is possible to include higher order 

molecular property operators in the design space. To include the CI operators and third 

order groups into the design space, the procedure given in table 4.3 can be followed. 

 

Table 4.3: GC+ Model Algorithm 

Step Description Equations 

1 Select the first order groups to form the candidate molecules  

2 If GC data is not available for any of the groups/properties, 

estimate it using the CI method for different bond combinations 

as explained in section 4.3.1. Select the smallest value of the 

potential group contribution for calculating the property operator 

to ensure that none of the potential group combinations is 

missing. Here, the number of potential solutions is 

overestimated. 

 

3 Select the groups which form parts of aromatic and aliphatic 

rings 

 

4 Develop inequality expressions for each property using the 

property contributions from each group (GC or CI). Identify the 

FBNg of each group and generate the structural constraints 

From the inequality expressions for the property constraints and 

structural constraints, obtain the maximum number of possible 

groups. With the obtained values, evaluate the maximum and 

(4.26)-(4.42) 
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4.7. Molecular Signatures in Reverse Problem Formulations 

 The molecular signatures have been shown to produce meaningful QSPR/QSARs 

and the performance of these descriptors is comparable to many of the existing TIs 

(Visco et al., 2002; Faulon et al., 2003b). The reason for this correlation is due to the fact 

that many TIs can be derived from the signature of the molecule. Faulon et al. (2003b) 

have provided the relationships between many TIs and molecular signatures. The general 

relationship between a TI and its signature has been expressed as a dot product between 

the vector of the occurrence number of the atomic signature of height h and the vector of 

TI values computed for each root of those atomic signatures: 

 

( )( )∑⋅= h

G
h rootTIkGTI α)(  (4.44) 

 

minimum values of AUP as well. Identify the possible second 

and third order groups from these first order groups. 

5 Generate all possible combinations of first order groups. Then, 

generate molecular property operators for each combination 

(4.27)-(4.28) 

6 

 

Simultaneously estimate the FBN and AUP values of all 

combinations. Back calculate the properties of those molecules, 

which satisfy AUP and FBN constraints to ensure that all the 

requirements are satisfied. 

(4.27)-(4.36) 

& (4.42) 
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Here, k is a constant, h
αG is the vector of the occurrence number of the atomic 

signature of height h and TI (root (hΣ)) is the vector of TI values calculated for each root 

of atomic signature. Additional important relations are given in section 4.7.1 & 4.7.2 

below. 

 

4.7.1. First Order Connectivity Index 

The first order connectivity index is defined using signatures in eq. (4.45): 
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Here, 1χ is the first order connectivity index, deg(u) is the degree of the offsprings 

and deg(-1νσ(u)) is the degree of the root atom. The required signature height is two. For 

instance, the 1χ value of the molecule CH3CH(CH3)CH2C(CH3)3 is 3.4165. The 

calculation of connectivity index is as shown below: 

( ) ( ) ( ) ( ) ( ) ( )
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   (4.46)
 

Equation (4.45) can be used on the same molecule as follows: 

 

Table 4.4: CI Calculation using Signatures 

Signatures of 

Height 2 

Number of 

Occurrences (2αi) 

2
Σ 2

αi
 ·  2Σ 

C(C(CC)) 2 3-0.5 1.1547 
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C(CCC(C)) 1 3-0.5+3-0.5+6-0.5 1.5629 

C(C(CC)C(CCC)) 1 6-0.5+8-0.5 0.7618 

C(CCCC(C)) 1 4-0.5+4-0.5+4-0.5+8-0.5 1.8536 

C(C(CCC)) 3 4-0.5 1.5 

 

( ) 4165.35.18536.17618.05629.11547.1
2

11 =++++=χ  

 

4.7.2. Kier-Hall Shape Index of Order 1 

The Kier-Hall shape index, denoted by 1K, can be written in terms of signatures of height 

1: 
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Here, the denominator provides the number of paths. Higher orders of shape 

indices can also be calculated in a similar manner. 

The connectivity index and shape index are two of the most widely used TIs in 

QSAR/QSPR (Trinajstic, 1992). Many other TIs can also be derived from signatures 

though some of those expressions may be valid only for alkanes. The reason for this kind 

of relationship becomes clear by analyzing the structure of signature descriptors. Even 

though the signatures can be considered as the independent building blocks of the 

molecule, they also depend upon the rest of the signatures of the molecule because each 
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signature is written in terms of their neighbors. Therefore, the number of building blocks 

required to represent a fixed number of UNIFAC groups will be more than the actual 

number of groups. However, the interdependency of such building blocks provides a 

powerful tool to linearize a variety of highly non-linear topological indices. 

Consider the molecular graph of molecule G, of n atoms and diameter D (the 

maximum chain length possible in the structure). It has been proven that the  signature 

height required to obtain the adjacency matrix of the molecular graph is h=D+1. This 

leads to the conclusion that D+1 is the maximum signature height needed to compute any 

topological index (Faulon et al., 2003b). Faulon et al. (2003b) also provided a list of 

topological indices and the required signature height to represent those topological 

indices. Some important results from that list is shown in table 4.5: 

 

Table 4.5: Signature Equivalent of Topological Indices 

 

One of the attractive advantages of signature descriptors over many other TIs is 

its direct application in reverse problem formulations. The reconstruction of the actual 

Height Topological Indices 

0 Number of atoms, molecular formula, molecular weight 

1 Number of bonds, cyclomatic number, molecular walk count of length 

1, shape indices of length 1, connectivity indices of length 0 

2 Shape indices of height 2, Platt number, shell index of height 1, 

connectivity indices of height 1 

L Shape indices of length L, connectivity indices of height L-1 
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molecule from the solution of a reverse problem is a challenging issue with most TIs. 

Nevertheless, algorithms are available to enumerate the actual molecular structure from 

the signatures and the degeneracy of signatures is less than other TIs (Faulon et al., 

2003a). Therefore, signature descriptors have the potential to form useful tools in 

molecular design. 

  

4.7.3. Reverse Problem Formulation using Molecular Signatures 

In the previous sections, different algorithms were developed for the simultaneous 

consideration of both process and molecular design problems. The property models used 

for the molecular design step in those algorithms were based on group contribution 

methods. Property models of group contribution methods have attractive qualities making 

them useful for reverse problem formulations. The property functions can be expressed as 

linear expressions of the constituent groups in a molecule and the property contributions 

of the groups are independent of the final molecule. However, the applicability of group 

contribution methods is limited to a few properties and the property contributions of all 

the molecular groups the designer wants to consider while designing a molecule may not 

be available in literature. The structural information provided by group contribution 

models is limited as well. Therefore, there is a need for a more general algorithm that can 

be used to predict molecular structures for a wide range of properties and can provide 

more structural information than normal group contribution method based algorithms do. 

Since many of the existing QSAR/QSPR expressions can be re-written in terms of 

molecular signatures, an algorithm based on signatures as the building blocks can meet 

these targets. However, because of the interdependency of signatures, connectivity rules 
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must be developed to ensure minimum degeneracy once the solution is generated. Since 

different topological indices can be represented in terms of signatures, the problems can 

be solved based on one single descriptor. In addition, there are algorithms available to 

obtain the molecular structures once the solution is available as signatures (Faulon et al., 

2003a). 

 

General problem statement 

Identify the best molecules/substituents with the best dominant property, which 

also satisfy a set of property constraints. The set of property constraints on each property 

can be represented as follows: 

 

lower upper
ij ij ijP P P≤ ≤         j= 1,2,…….Nj ;  i=1,2,……  (4.26)  

 

where i is the index of molecules and j is the index of properties. 

 

4.7.4. Signature based Algorithm for Molecular Design 

 The signature-based algorithm has been developed based on the analogous 

formulation of property operators and molecular signature descriptors. While comparing 

the equations used for defining the property operators and molecular signatures, it can be 

observed that both are defined as linear combinations of the constituent elements. The 

non-linearity will still appear in the generation of property operators of the individual 

components.  However, since the property operators corresponding to the building blocks 

can be calculated before solving for the unknown components, this non-linearity will not 
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contribute to the complexity of the solution procedure. Therefore, it is possible to define a 

molecular property operator from signatures to track properties based on the 

contributions of atomic signatures. It can be seen from eq. (4.26) that, each property 

constraint can be expressed as two inequality expressions: one for the lower bound and 

one for the upper bound. The first step in solving such a problem is to identify the 

QSAR/QSPR expressions corresponding to all the target properties/activities. However, 

different topological indices will be translated in terms of different signature heights. In 

the next step, identify the molecular signature heights corresponding to the TIs used in 

QSAR/QSPR. It can be seen in section 4.7.6 that by using signature descriptors, TIs of 

different heights can be used simultaneously to solve the molecular design problem. 

 The general form of a QSAR/QSPR can be represented using eq. (4.48): 

 

)(TIf=θ       (4.48) 

 

where, θ is the property function corresponding to property P. Equation (4.44) can be 

represented in terms of the number of appearances of signatures using eq. (4.49): 
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Now, the molecular property operators corresponding to each property can be 

estimated using eq. (4.51): 
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)(ψ      (4.51) 

 

This facilitates the formulation of an optimization problem. The dominant 

property, which is expressed in terms of the number of atomic signatures, can be 

maximized or minimized subject to the property constraints. Equation (4.26) can be re-

written in terms of normalized property operator as: 

 

 Max/Min Ωj 

min max
j ij jΩ ≤ Ω ≤ Ω      (4.52) 

 

Here, Ωj is the property operator corresponding to the dominant property and Ωij 

is the normalized property operator of molecule i. 

The combination of signatures that give the best value for the dominant property 

should also obey a few rules for the formation of a complete structure. These rules will 

ensure that the signatures selected based on the property constraints will connect to form 

a connected graph without any free bonds. 

Rule 14: The total number of available degrees (valencies) and the vertices  

              (atoms) of the graph (molecule) should be selected such that the   

               molecule must be complete without any free bonds in the structure. 
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Rule 15: The number of bonds in each signature should match with the bonds in  

                the other signatures. 

The best signature combination must be formed in such a way that the above rules 

are obeyed. For rule 14, a basic rule in graph theory known as the handshaking lemma is 

used. This rule states that, the total sum of valencies of all vertices in a graph will be 

equal to twice the number of edges (Trinajstic, 1992): 
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Here, D is the number of degrees and M is the number of edges. 

Since the available information in reverse problems will be based on the numbers 

of various candidate signatures, it is necessary to have the equations available in terms of 

the number of signatures rather than the edges. From graph theory, for a graph with R 

circuits, the number of vertices (V) can be calculated from the number of edges for a 

simple graph (graphs without multiple edges): 

 

V=M+1-R     (4.54) 
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Consider the design of molecules without multiple edges. Assume the maximum 

valency of the hydrogen-suppressed atoms involved is limited to four, which is the case 

with most of the atoms considered in this dissertation. Therefore, for a collection of 

molecular signatures to form a complete molecule, eq. (4.56) must be obeyed: 
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Here, n1, n2, n3, n4 are the numbers of signatures with valency one, two, three and 

four, respectively. N is the total number of signatures in the molecule. 

Equations (4.54)-(4.56) are applicable only in graphs without multiple edges. 

However, the constituent signatures may have multiple bonds if the design involves the 

formulation of molecules with multiple bonds. Therefore, eq. (4.56) has been modified to 

apply for all types of molecules according to eq. (4.57): 
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     (4.57) 

 

where NDi, NMi and NTi are the signatures with one double bond, two double bonds 

and one triple bond respectively in the parent level. For every additional bond on the 

signature root level, the number of edges increases by 0.5 because each bond will be 

shared by two signatures. Therefore, each signature with one double bond on the root will 



 120 

increase the total number of edges by 0.5. Similarly, since there are two additional edges 

in a triple bond and the signatures with two double bonds on the root, there will be an 

addition of one additional edge in the molecular graph. 

In order to satisfy rule 15, an expression needs to be formulated that ensures that 

the bonds at each signature height must be consistent with the rest of the signatures so 

that there will be a path connecting all the vertices. In order to differentiate between 

different types of atoms, graph coloring has been used. The coloring function has to be 

appropriately selected based on the types of atoms considered and the nature of the final 

molecule. For instance, consider the design of an alkane molecule. Here, the coloring 

function is the valency of each carbon atom at all levels. The coloring should start from 

the root atom to all atoms up to level h-1. Figure 4.9 shows the coloring of one atomic 

signature of height three: 

 

C(C(CC(CCC))CC(C(C)C(CC)C)) 

C3(C3(C1C4(CCC))C1C4(C2(C)C3(CC)C1)) 

Figure 4.9: Coloring of Atomic Signature 

 

 By definition, a molecular graph is an un-directed graph, which is only a function 

of the vertices and the edges. However, when molecular signatures are used as building 

blocks to form graphs, they form a digraph with respect to the root atom of individual 

atomic signatures, because not only the individual constituents, but also their directions 

are significant. In a digraph, the out-degree of one vertex is defined as the number of arcs 
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formed from the vertex. For a vertex v, the out-degree of v is denoted as )(vρr . Similarly, 

the in-degree of vertex v is the number of arcs joining to the vertex. One of the properties 

of digraphs known as the handshaking di-lemma is useful to ensure the consistency of 

signatures. According to the handshaking di-lemma, the sum of the in-degrees of all the 

vertices of the digraph will be equal to the sum of their out-degrees (Wilson, 1986). 

 

     (4.58) 

 

When a molecule is formed from signatures, the in-degrees and out-degrees are 

based on the different types of bonds between atoms. In a complete molecule, since two 

vertices (atoms) share each edge (bond), the colors of the edge that joins the two vertices 

must be the same for both the vertices. However, the order of colors will be different for 

both vertices since the reading of the color has to start from the root atom. For instance, 

consider the bond formation between the following signatures: 

C1(C) and C2(CC) 

The edge that joins the above two signatures will have the colors 1 and 2. 

However, the reading of colors will be 1→2 from the first signature whereas it will be 

2→1 for the second signature. The presence of both these edges ensures that there is a 

linking between the vertices. While writing the atomic signature, only one atom is being 

described by relating it to its neighboring atoms at different levels of neighborhood. 

Therefore, each color sequence has to be complemented with another vertex to ensure 

consistency of the signatures. In other words, every color sequence of edges between any 

)()( vv ρρ sr
=
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two heights must be complemented by another signature having one edge with the same 

colors in the reverse order.  

This can be mathematically stated as follows. If (l i→l j)h is one coloring sequence 

l i→l j at a level h, then, the following equation must be satisfied for the existence of a 

complete molecule: 

 

( ) ( )
hijhji llll ∑∑ →=→     (4.59) 

 

Equation (4.59) has to be obeyed for all color sequences and at each height. 

The same rule is to be obeyed even for the color sequence in which i=j.  That 

means, if the color sequence in one signature is l i→l j with i=j , then, there must be another 

signature present in the set of signatures with the same color sequence to complement the 

previous one. If there are more than one color sequences l i→l j on one signature with i=j , 

then, all of them must be complemented with the same color sequence in other signatures 

in the set. For instance, consider the signature of height two, C3(C3(CC)C2(C)C3(CC)). 

If this signature is present in one molecule, then there must be two more C3→C3 

coloring and one C2→C3 coloring in other signatures. This can be mathematically 

represented as follows: 

 

Kxi
ji

i 2=∑
=

η      (4.60) 
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where, η is the number of color sequences l i→l j on one signature with i=j  and x is 

the number of such color sequences and K is an integer.  

In order to form a connected tree, it must also be ensured that the total number of 

signatures where the degree of the vertex at a higher level is more than the degree at a 

lower level should be less than the total number of vertices with the higher degree. In 

some signatures, there will be more than one child with a specific color (say m) for a 

single parent. In such cases, it must be ensured that the number of complementary 

signatures with the previous parent in the child level must be more than m. For instance, 

if there is a signature C2(C3C3), then, to form a molecule, there should be at least two 

distinct signatures with color three in the parent level. 

 

∑∑ ≤ jii xnx      (4.61) 

 

where, ni  is the number of child vertices with a higher degree than the parent 

vertex. Here, i and j represent the child and parent colors. Figure 4.9 will explain the 

above-mentioned principles through an example: 
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Figure 4.10: Illustration of Connectivity Principles 



 124 

 

The height two signatures in this molecule with proper coloring are given below: 

C1(C3(CC)) 

C3(C1C1C2(C)) 

C2(C3(CC)C3(CC)) 

C3(C3(CC)C2(C)C1) 

C1(C3(CC)) 

C1(C3(CC)) 

C3(C3(CC)C1C1) 

C1(C3(CC)) 

C1(C3(CC)) 

 

The colors of the edges and their occurrence number are shown in table 4.6: 

 

Table 4.6: Consistency of Signatures  

Color Sequence of Edge Occurrence Number 

1→3 5 

2→3 2 
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3→3 2 

3→1 
5 

3→2 2 

  

 It can be seen that eqs. (4.59)-(4.61) are satisfied. The total number of degrees for 

the root carbon atoms is sixteen. The number of vertices is nine. Therefore, eqs. (4.55) 

and (4.56) are also satisfied. As satisfying these equations provide the necessary and 

sufficient conditions for the existence of a connected graph, the signatures confirm the 

existence of a complete molecule. 

Now, the dominant property function can be maximized or minimized subject to 

the constraints in eq. (4.52). The signatures obtained will form the best molecule. In order 

to form other feasible molecules, integer cuts can be used. Every time a solution has been 

found, an integer cut can be applied to make sure that the obtained solution will not 

appear again. This process can be continued until no feasible solution is found, which 

indicates that all feasible signature combinations that provide molecules satisfying all 

property constraints have been identified. 

 The final step is to enumerate the molecular structures corresponding to the 

identified signatures. An algorithm has been published to generate the molecules once the 

signatures are available (Faulon et al., 2003a). A simplified algorithm has been 

developed in this dissertation in section 4.7.7. to generate the molecular structure from 

the signatures. 
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4.7.5. Expression of Group Contribution Models with Signatures 

Group contribution methods (GCM) have been widely employed to estimate 

properties of compounds from molecular structures. In GCM, the property function of a 

compound is estimated as the summation of property contributions of all the molecular 

groups present in the molecular structure. Molecular signatures of sufficient height can be 

used to re-write group contribution expressions. This is because every molecular group 

can be considered as a tree with D<h, where h is the signature height used to represent 

the molecular groups. Therefore, signatures of that height will be able to describe the 

atoms, bonds and nearest neighbors.  

It should be noted that, if all the property targets were being tracked with group 

contribution models, the algorithms presented in sections 4.5 and 4.6 would be more 

efficient. This transformation will be useful only when the property models of some of 

the target properties are available in GCM and some of the models are available as 

QSAR/QSPR. If some of the properties of interest are available in GCM, rewriting those 

models in the form of signatures will allow us to solve the property models based on TIs 

along with the GC models. 

The height and number of the signatures used to write the molecular groups in the 

GC model depends on the number of atoms used for the molecular design and the nature 

of final molecule. Different coloring functions can be used to identify the signatures 

corresponding to the equivalent groups in GC models. 

Consider the design of a molecule with amide and alkyl carbon groups. Suppose, 

the maximum number of amide groups on each alkyl group and attached carbon atom on 
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each amide group is limited to one. The potential groups available in GCM are (Marrero 

& Gani, 2001): 

 

CH2 NH2 CH2NH2        CHNH2  CNH2  CH3  CH2  CH  C 

 

The root atom on every signature can be colored with two numbers: the first color 

is the number of neighboring C atoms and the second color is the number of neighboring 

N atoms. Signature of height 2 is required for complete coloring. Now, all signatures with 

root N can be used to re-write the different amide groups. If the neighboring C atom of an 

N root has three neighbors, then, the root N atom will be equivalent to a CNH2 group. 

Similarly, all N root signatures can be assigned the property contributions of CH2NH2 and 

CHNH2 groups based on the colors of their nearest neighbors. The signatures with root C 

atoms will form the alkyl groups. In our example, the signatures with root C atom having 

N in any of its nearest neighbor should not be considered as a group since that signature 

has been taken care of in the amide groups. For the rest of the signatures with root C, 

property contributions can be assigned based on the numbers of neighboring C atoms. 

Every C root with one neighbor will be equivalent to a CH3 group since the rest of the 

valencies are filled by H atoms which are not shown in molecular graphs. Similarly, all C 

root signatures can be assigned the property contributions of CH2, CH and C groups 

based on their colors.     

The most important application of signature descriptors while using it to represent 

group contribution models is its ability to account for the contributions of the higher 

order molecular groups. As discussed in the previous sections, higher order group effects 
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are due to the proximity of various first order groups. Therefore, similar to the first order 

groups, second order groups can also be considered as a tree with D<h-1. The procedure 

to track the second order contributions is as follows: 

In the first step, the signatures are generated only based on the first order groups, 

without considering the second order group contributions. Then, among the generated 

signatures, identify those signatures that carry the second order group contribution. While 

assigning property contributions to those signatures, apart from the contribution of the 

actual molecular group, assign the contribution of the second order group as well. It can 

be seen that, there is no specific signature for any first order/higher order group. Based on 

the available groups and the nature of the final molecular structure, the designer can 

identify the corresponding signature to each molecular group. 

The following examples are taken from the solution of the problem presented in 

section 5.4 of the case study. The first order molecular groups involved are CH3, CH2, 

CH, CH3CO and CH=CH. After generating the signatures of height three corresponding 

to the first order molecular groups, the following signatures are identified to carry the 

second order contributions corresponding to the second order groups shown on the right 

hand side. 

 

C4(=O2(=C)   C1(C)   C3(CCC)) →CH3COCH 

C3(=C3(=CC)   C1(C)) →CH3CH=CH 

 

For instance, the first signature has the root color C4, which indicates the carbon 

with valency four in a hydrogen-suppressed graph. The atoms in the first layer are 
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oxygen with a double bond, a carbon with valency three and a carbon with valency one. 

With the available first order groups, this signature distinctly represents a CH3CO group, 

with a CH group in its proximity. Similar logic can be seen in the second example as well 

where the CH=CH group is connected to a CH3 group. 

In general, it has been established that the signature height needed to represent 

second order group can be two or three. Therefore, it can be concluded that, the 

maximum signature height required to identify the higher order effect is three. 

 

4.7.6. Property Models with Different Signature Heights 

 In a molecular design problem with multiple property constraints, it is possible to 

have different TIs describing different properties of interest. It is also possible to have 

one QSAR/QSPR containing different TIs. If the heights of the topological indices are 

different, the signatures corresponding to the largest height have to be enumerated first 

and the signatures of smaller height have to be represented in terms of the larger 

signature. This is possible because the total number of any smaller signature can be 

expressed as the sum of a certain number of higher signatures. For the molecular design 

algorithm using signatures explained in section 4.7.4, only the number of each signature 

is significant. 

 Consider the situation where the QSAR/QSPR has both zero order and first order 

connectivity indices in the available relationship: 

 

χχ 1
1

0
0 aaY +=      (4.62) 
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 In this case, the corresponding signatures are of heights one and two respectively. 

Therefore, the signatures will be initially formed corresponding to height two and 

classified in terms of height one for writing the expression for zero order connectivity 

index. Here, the property operator for property Y can be written in terms of signatures as 

follows: 

 

( ) j
j

ji
i

i LLYf αα 21 ∑∑ +=      (4.63) 

 

 Now, classify all the signatures of height two based on the color of its root. In 

general, if the height of the largest signature of interest is h and the height of the lower 

signature is h-m, then the classification of signature h is to be done at a level of h-m. 

Now, the total number of each h-m level signatures can be obtained by adding the h level 

signatures under same color at level h-m. This is possible because we are interested only 

in the number of appearances of each signature in the molecular structure. Since the 

number of appearances of signatures of lesser height will be represented in terms of the 

highest signature height, the solution will be obtained in terms of the signatures of the 

highest height. Therefore, this approach will not increase the degeneracy during the 

enumeration step. For example, assume the signatures of interest are N1(C), N2(CC) and 

N3(CCC) which are signatures with height one. Now, signatures of height two with root 

vertex N can be divided into three sets as follows: 

Set 1: Signatures of height two with N vertex and vertex color 1 
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Set 2: Signatures of height two with N vertex and vertex color 2 

Set 3: Signatures of height two with N vertex and vertex color 3 

The signatures of height one can be obtained as follows: 

 

   

 

Since this methodology solves the problem in terms of the number of appearances 

of the highest signature in the system, the accuracy will not be sacrificed due to this 

transformation. 

 

4.7.7. Enumeration of Molecular Structures from Signatures 

The generation of molecular graphs from the molecular descriptors is one of the 

most challenging issues in inverse design. Detailed descriptions of the different 

approaches have been given in chapter two. However, it is possible to generate the 

molecular graph from a given set of signatures. In this research project, an algorithm has 

been developed based on the graph signature enumeration algorithm by Faulon et al., 

(2003a). This algorithm has been developed to generate the molecular structures from the 

signature building blocks. 

Stepwise procedure 

1. Select any signature of height h randomly from the solution set. 
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2. Consider the signature starting from the first layer of the selected signature (the 

signature/signatures with height h-1). This signature must form the first n-1 layers 

of the signature attached next to the first signature. 

3. Generate signatures of height h-1 among the rest of the signatures. 

4. Select the signature whose h-1 height is the same as the signature starting from 

the first layer of the first signature.  

5. If there is more than one signature that satisfy step 4, consider the last layer of the 

contesting signatures. The signature whose color in the last layer matches with the 

(n-1)th layer of the first signature will then be selected for forming the bond. This 

is possible because, when a bond is formed between two vertices, the same layer 

will appear in the second signature at the next level. 

6. If there is more than one signature that satisfy step 5, it does not matter which 

signature is selected for forming the bond. This is because, two signatures with 

the same height h will form isomorphic graphs. 

7. After forming the first bond, repeat the same procedure for the other signatures 

starting at layer one. All matching signatures will form subsequent bonds to the 

root signature. 

8. Repeat the same procedure in the newly formed levels until all the signatures in 

the solution set have appeared in the signature chain. 

9. The signatures will be replaced with the root atoms in each signature.  

10. The hydrogen atoms must be added to satisfy the valencies of all the atoms to 

complete the final molecular structure. 
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An example of the developed algorithm is presented below. The collection of 

signatures presented in this example is one of the solutions obtained for the acid gas 

removal case study in chapter 5. Solution number 3 is selected since it contains both 

heteroatoms and multiple bonds: 

The set of signatures is 

O1(C2(O1(C)C2(CC)))      (i) 

O1(C2(O1(C)C2(NC)))      (ii) 

C1(N3(C1(N)C2(CN)C2(CN)))     (iii) 

C2(O1(C2(OC))C2(C2(OC)C3(=CC))    (iv) 

C2(O1(C2(OC))C2(C2(OC)N3(CCC))    (v) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C3(=CC)))  (vi) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)O1(C)))   (vii) 

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OC))) (viii) 

C2(C2(O1(C) C2(CC))C3(=C3(=CC)C2(CC)))   (ix) 

C2(C2(N3(CCC) C2(CC))C3(=C3(=CC)C2(CC)))   (x) 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(CO)))   (xi) 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(NC)))   (xii) 

In the first step, select any signature of height 3.  In this example, signature (i) has 

been selected.  

O1(C2(O1(C)C2(CC))) 

In step two, there is only one signature possible from the first layer, which is  

C2(O1(C)C2(CC)) 
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In step 3, all second order signatures of all other signatures have been generated. 

It can be seen that, for signature (iv), the height two signature is exactly the same as the 

signature in step two. Since, there are no other signatures of height two, which are the 

same as the signature in step two, a bond is formed with signature (i) and signature (iv) 

according to step 4. 

O1(C2(O1(C)C2(CC))) 

↓ 

C2(O1(C2(OC))C2(C2(OC)C3(=CC)) 

The same procedure is repeated on signature (iv) to get the next bond. 

O1(C2(O1(C)C2(CC))) 

↓ 

C2(O1(C2(OC))C2(C2(OC)C3(=CC)) 

↓ 

C2(C2(O1(C) C2(CC))C3(=C3(=CC)C2(CC))) 

Here, the signature of height two is C2(O1(C) C2(CC))C3(=C3(=CC)C2(CC)). 

However, the height two signatures of (xi) and (xii) are the same as this signature: 

C3(=C3(=CC)C2(CC)) 

According to step 5, look for the last layer in such a situation. In signature (xi), an 

O atom is involved in the final layer whereas an N atom is involved in signature (xii). In 

the current signature, there is one O atom at its (n-1)th layer. Therefore, signature (xi) is 

selected to form the bond: 

O1(C2(O1(C)C2(CC))) 

↓ 

C2(O1(C2(OC))C2(C2(OC)C3(=CC)) 

↓ 
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C2(C2(O1(C) C2(CC))C3(=C3(=CC)C2(CC))) 

↓ 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(CO))) 

In any of the following bonds, there are not more than one signature at height 

three. Therefore, step 6 is not applied in this case. Now, according to steps 7 and 8, the 

same procedure is repeated until all signatures have appeared in the signature chain. The 

final signature chain is as follows: 

 

O1(C2(O1(C)C2(CC))) 

↓ 

C2(O1(C2(OC))C2(C2(OC)C3(=CC)) 

↓ 

C2(C2(O1(C) C2(CC))C3(=C3(=CC)C2(CC))) 

↓ 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(CO))) 

↓ 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(NC))) 

↓ 

C2(C2(N3(CCC) C2(CC))C3(=C3(=CC)C2(CC))) 

↓ 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C3(=CC)))     

↓ 

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OC))) →C1(N3(C1(N)C2(CN) 
C2(CN))) 

↓ 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)O1(C))) 

↓ 

C2(O1(C2(OC))C2(C2(OC)N3(CCC)) 

↓ 

O1(C2(O1(C)C2(NC))) 
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In step 9, the signatures are replaced with the root atom: 

O→C→C→C=C→C→C→N→C→C→O 

              ↓ 

             C 

In the last step, the hydrogen atoms are added to get the final molecular structure: 

OH(CH2)2CH=CH(CH2)2N(CH3)(CH2)2OH 

 

4.7.8. Stepwise Procedure for Solving a Molecular Design Problem 

1. Identify the QSPR/QSAR corresponding to the properties of interest. 

2. Estimate the height of molecular signatures corresponding to the QSAR. 

3. Based on the nature of the target molecule, select the atom types and enumerate 

the molecular signatures corresponding to the signature height. 

4. Re-write the TI in terms of signatures.  

5. If different TIs are represented with different heights, express the number of 

appearances of smaller signatures in terms of number of appearances of larger 

signatures.   

6. Form normalized property operators, which are expressed as linear combinations 

of atomic signatures. 

7. Form the normalized property operators corresponding to GCM if any. 

8. The objective function can be defined based on the dominant property. 

9. The signature is to be colored at each height up to height h-1 with the number of 

carbon atoms adjacent to it. 
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10. Form constraints from eqs. (4.56)-(4.61) to ensure the formation of a connected 

graph and the formation of a complete structure with no free bonds. 

11. Solve the objective function corresponding to the constraints and obtain the 

signatures. Identify the rest of the solutions using integer cuts. 

12. Enumerate the molecular structures from signatures according to the procedure in 

section 4.6. 

 

4.8. General Framework for Integrated Flowsheet and Molecular Design 

In chapter two, the development of a group contribution based approach for 

flowsheet design was introduced. This method can quantify the efficiency of different 

processing routes from the raw materials to the products. In this section, a general 

framework is being proposed to integrate flowsheet design with the process and 

molecular design. The product design should always be conducted simultaneously with 

the process for which it is being designed because any changes in the process parameters 

will affect the suitability of the molecules.  

The group contribution based approach to estimate the flowsheet property enables 

one to estimate both how changes in the input molecules and/or the process alternatives 

affect the processing route. A product identified during the molecular design stage might 

have superior properties, but may not be suitable because of an unacceptable flowsheet 

property. For example, a compound with a high value of the energy index for the 

separation task can make a process economically inefficient because, in most industrial 

operations, separations account for a large part of the operating cost. However, changing 
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a product will affect both the process design parameters and the flowsheet design 

parameters. 

In this novel approach, an additional stage has been implemented in the 

conventional reverse problem formulation framework. The flowsheet property, which is 

an indication of the efficiency of a process, will be tested after the molecular design 

stage.  However, the flowsheet property will also be a function of the process conditions, 

as indicated in figure 4.11. Now, in the integrated approach, the flowsheet property will 

be calculated for each designed molecule. The molecule/molecules within the desirable 

range of flowsheet properties will be selected for rigorous simulation.  

 

 

 

 

 

 

 

 

 

 

 

Figure 4.11: Integrated Process-Product-Flowsheet Design Framework 

 

The advantage of this step is, that any molecules that make the process 

unprofitable can be screened out before any rigorous simulation and experimentation. 
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The methodology to solve the process and product design problems now can be 

represented in its entirety as shown in figure 4.12: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.12: Flowchart of the Integrated Process-Product-Flowsheet Design 

 

4.9. Summary 

This chapter has covered various algorithms for solving integrated process and product 

design problems on a property platform. The concept of property clusters has been 

introduced and the properties of clusters and their visual treatment have been discussed. 
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The concept has been extended to molecular design by integrating this technique with the 

property models in group contribution methods. The molecular clustering techniques and 

their applicability in the simultaneous consideration of process and product design have 

been discussed. The limitations of the existing methods for molecular design from a 

property standpoint have been discussed and a new algebraic approach with second and 

third order levels of molecular groups in Marrero and Gani (2001) models has been 

introduced. The molecular cluster equations have been redefined to include the higher 

order effects. A new algorithm has been proposed for the application of these enhanced 

models in product design. In order to design molecular structures using molecular groups 

with unknown property contributions, a modified algorithm has been presented that uses 

a combined connectivity index - group contribution methods approach. The algorithms 

for both visual and algebraic solution have been presented. The molecular signature 

descriptors have been included in the reverse problem formulation framework. An 

algorithm has been developed that can include different QSAR/QSPR expressions based 

on multiple TIs for molecular design thereby increasing the applicability of the RPF 

framework. Group contribution methods can be coupled with TI based expressions in the 

new algorithm on a property platform when the property models are given as both TI 

based models and group contribution models. In addition, even if the different topological 

indices are represented with signatures of different heights, the new algorithm utilizes the 

signature with maximum height to solve the inverse design.  The signature-based 

algorithms have also been integrated with flowsheet design techniques. This general 

framework will be useful in generating the optimum flowsheet structure for a process on 

a property platform.  
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5. Case Studies   
 
 

In this chapter, four case studies are presented. The first case study is the 

identification of a blanket wash solvent. The purpose of this study is to highlight the 

principles involved in the derivation of higher order molecular groups and the systematic 

procedures followed in the solution of a molecular design problem using the algebraic 

approach. The second example involves the identification of an alternative metal 

degreasing solvent, in which the procedure to include connectivity index based groups 

into the cluster domain is illustrated. The problem is solved both visually and 

algebraically. In the third case study, a molecular design problem for identifying the most 

suitable alkyl substituents for a fungicide is solved using molecular signatures.  This case 

study highlights the application of molecular signatures to represent topological indices 

and group contribution models and the application of connectivity principles. The final 

case study is a comprehensive integrated process product and flowsheet design problem. 

An acid gas removal system is studied for the identification of the most effective acid gas 

removing solvent. The process is evaluated on the basis of performance, environmental 

constraints and flowsheet properties.    

 

5.1. Design of Blanket Wash Solvent 

The application of the developed algebraic approach for product design is 

illustrated by reworking the design of a blanket wash solvent for a phenolic resin printing 
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ink. Sinha and Achenie (2001) originally solved this design as a mixed-integer non-linear 

programming (MINLP) problem and it was later solved visually using the molecular 

property clusters by Eljack and Eden (2008). In this work, the design has been performed 

algebraically using molecular property clusters. Group contribution data for the 

properties considered were taken from Marrero and Gani (2001). The property constraints 

for the designed solvents are listed in table 5.1. 

According to the procedure explained in the section 4.2, the first step in solving a 

molecular design problem is to convert the property targets into molecular property 

operators and identify the acceptable ranges for each molecular property operator. The 

property operators for the given properties and their reference values are listed in table 

5.2 and the values of the adjustable parameters are listed in table 5.3. The given property 

constraints can then be transformed into normalized molecular property operators using 

the equations in table 5.2 and values in tables 5.2 and 5.3. The calculated values are given 

in table 5.4. 

Seven molecular fragments have been selected for creating the candidate solvents. 

It should be noted, that the available fragments are the same as those used by Sinha and 

Achenie (2001). The fragments were selected based on their potential to be a constituent 

of an industrial solvent. In addition, all these first order groups can form a variety of 

second order groups, which will be helpful in elucidating the effect of second order GC. 

The selected groups, their property contributions and number of free bonds are listed in 

table 5.5. 
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Table 5.1: Property Constraints for Blanket Wash Solvent 

Property  (Pj) Lower Bound Upper Bound 

Standard Heat of Vaporization, Hv 20 kJ/mol 60 kJ/mol 

Normal Boiling Temperature, Tb 350 K 400 K 

Normal Melting Temperature, Tm 150 K 300 K 

Standard Heat of Fusion, Hfus 10 kJ/mol 20 kJ/mol 

 
 

Table 5.2: Property Operators and Reference Values 
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Table 5.3: Adjustable Parameters 

Adjustable Parameter Value 

hv0 11.733 kJ/mol 

tb0 222.543 K 

tm0 147.45 K 
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hfus0 -2.806 kJ/mol 

 

Table 5.4: Normalized Molecular Property Operator Values 

 ΩHv ΩTb ΩTm ΩHfus 

Ωmin 0.4134 0.6885 0.3951 0.6403 

Ωmax 2.4134 0.862 1.0927 1.1403 

 
 

Table 5.5: Property Data of Selected Molecular Fragments 

g Group FBN hv1 tb1 tm1 hfus1 

1 CH3 1 0.217 0.849 0.695 1.66 

2 CH2 2 4.91 0.714 0.252 2.639 

3 CH 3 7.962 0.293 -0.373 0.134 

4 OH 1 24.214 2.567 2.789 4.784 

5 CHO 1 12.37 2.539 3.019 11.33 

6 CH3CO 1 15.195 3.118 2.959 8.062 

7 CH2CO 2 19.392 2.676 2.523 8.826 

8 (CH2)ring 2 3.341 0.823 0.57 1.069 

9 (CH)ring 3 6.416 0.595 0.034 2.511 

 
      
 
 

Now, eq. (4.27) is used to generate the inequality expressions for each property. It 

should be noted that, only first order groups are considered at this stage. This is because, 

the expressions generated at this stage are used to obtain the maximum possible number 

of each groups. The variations in the properties caused by the second order groups will be 
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considered in the later stages. First equations for the open chain compounds are 

generated: 

 

413.2

97.076.0619.0211.1398.0246.0011.0413.0 7654321

≤
++++++≤ ggggggg

 

862.0
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093.1
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++++++≤ ggggggg

         (5.1) 

 

The AUP range can be estimated from the normalized property operators given in 

table 5.4. The values are: 

335.5

137.2

max

min

=
=

AUP

AUP
 

From eqs. (4.39) and (4.40), and from the AUP range, the structural constraint 

expressions can be generated as follows: 
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 146 

Equation (5.1) is used to generate an overview of the potential molecular 

structure. All the variables in eq. (5.1) are maximized separately subject to the structural 

constraints in eqs. (5.2)-(5.4). The maximum values are as follows: 

g1=4   g2=6   g3=3   g4=1   g5=2   g6=1   g7=1 

 
Next, the minimum value for all groups is set to zero. To get a closer bound on 

the AUP values, maximize and minimize the AUP subject to the maximum possible 

groups. The new AUP range is 

005.5

875.2

max

min

=
=

AUP

AUP
 

Now, the second order groups that can be formed from the selected molecular 

fragments are estimated. They, along with their property contribution are listed in table 

5.6. It can be seen that second order group 4 is overlapped by group 8, second order 

group 5 by group 7, and second order group 6 by group 9. Now, all combinations of the 

first order groups are generated and using eqs. (4.29)-(4.33), molecular property 

operators for the second order groups are generated. The AUP for each combination is 

then calculated and the structures whose FBN is zero and AUP is within the range are 

selected. The properties of the structures are then back calculated and those within the 

acceptable range are considered for final selection (depending on other parameters like 

availability, cost etc). The final possible molecular structures along with their estimated 

properties are given in table 5.7. It can be seen that the two molecules identified in the 

work of Eljack and Eden (2008) are generated in this design also (the other molecules 

identified in that work are using different groups). Nevertheless, since the algebraic 

approach automatically generates the feasible structures, this method identified a third 
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possible structure (Pentan-3-one) from the same groups even with an additional 

constraint.  

 

Table 5.6: Second Order Groups and Their Contributions 

S Group Hv2 Tb2 Tm2 Hfus2 

1 (CH3)2CH -0.399 -0.0035 0.1175 0.396 

2 CHCH3CHCH3 0.532 0.316 0.239 -1.766 

3 CH-CHO -0.55 -0.1286 0.5715 -0.369 

4 CH3CH2CO 0.403 -0.0215 -0.0968 0.011 

5 CH3CHCO 0.723 -0.0803 -0.6024 1.005 

6 CH-OH -0.206 -0.2825 -0.3489 -0.599 

7 CHOHCH3CO - -0.2987 0.9886 - 

8 CH2OHCH3CO - -0.2987 0.9886 - 

9 CH2CHOH - 0.5082 -0.5941 -0.041 

 
 

Table 5.7: Valid Formulations and Their Properties 

Molecule Hv Tb Tm Hfus 

CH3CO-CHO (2-Oxopropanal ethane 1:1) 39.3 385 263.6 16.6 

CHO-CH2-OH (Hydroxyacetaldehyde) 53.2 392 265.6 15.9 

CH3-CHOHCHO (2-Hydroxypropanal) 55.7 392 272.6 14.1 

CH3(CH2)2COCH3 (Pentan-2-one) 36.6 374 206.6 12.3 

CH3(CH2)3CHO (Pentanal) 39.1 380 220.7 18.1 

CH3(CH2)3OH (Butan-1-ol) 50.9 381 213.0 11.6 
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CH3CH2(CH2CO)CH3 (Pentan-3-one) 36.1 361 214.5 12.4 

CH3CH2CHCH3COCH3 (3Methyl pentan2-one) 40.2 388 190.8 12.9 

CH3CH2CHCHOCH3 (2-Methyl butanal) 36.5 363 236.6 14.6 

CH3(CH2)5CH3 (Heptane) 36.9 382 162.2 12.3 

(CH3)3CH (2-Methyl propane) 39.7 380 212.9 11.1 

(CH3)3(CH)2CHO (2,3 Dimethyl butanal) 40.1 381 235.2 13.4 

(CH3)3(CH2)4CH (2-Methyl heptane) 401. 399 165.7 11.5 

CHO-CHO (Ethanedial) 36.5 361 265.1 19.8 

 
 

In order to identify the possible ring compounds, the molecular groups in table 5.8 

are selected: 

Table 5.8: Groups For ring Compounds 

g Group 

1 CH3 

2 CH2 

3 CH 

4 (CH2)ring 

5 (CH)ring 

6 OH 

7 CHO 
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 The property constraints can be written in terms of first order groups as in the 

case of acyclic molecules. One additional structural constraint is: 

354 ≥+ gg             (5.5) 

The highest possible values of the first order groups can be found by maximizing 

the variables. The values are: 

g1=4   g2=4   g3=2   g4=5   g5=4   g6=1   g7=1 

The second order groups from these groups and their property contributions are 

given in table 5.9. 

Table 5.9: Second Order Groups and Their Contributions for Cyclic Structures 

S Group Hv2 Tb2 Tm2 Hfus2 

1 (CH3)2CH -0.399 -0.0035 0.1175 0.396 

2 CHCH3CHCH3 0.532 0.316 0.239 -1.766 

3 CH-CHO -0.55 -0.1286 0.5715 -0.369 

4 CH-OH -0.206 -0.2825 -0.3489 -0.599 

5 CH2CHOH - 0.5082 -0.5941 -0.041 

6 (CH)cyc-CH3 0.096 -0.121 -0.1326 0.033 

7 (CH)cyc-CH2 -0.428 -0.0148 -0.4669 -1.137 

8 (CH)cyc-CH 0.153 0.1395 -0.3548 2.421 

9 (CH)cyc-OH 2.134 -0.3179 1.369 - 

10 (CH)cyc-CHO - -0.2692 0.5076 - 
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The same methodology used in the previous step is followed for identifying ring 

compounds. Using the first order, 2nd order acyclic, and the 2nd order ring GCM estimates 

of the properties for the solvent design results in the 12 potential candidates in table 5.10. 

 

Table 5.10: Valid Cyclic Compounds and Their Properties 

Molecular 
structure 

IUPAC Name Hv 

(kJ/mol) 
Tb  (K) Tm (K) Hfus   

(kJ/mol) 

O

 

cyclobut-2-ene-1-carbaldehyde 46.692 352.62 211.48 17.12 

O

 

cyclopent-2-ene-1-carbaldehyde 
 

50.033
 

387.34 
 

230.26 
 

18.19 
 

O

 

(2E)-3-cyclopropylprop-2-enal 
 

52.575
 

356.71 
 

222.59 
 

13.07 
 

O

 

(2E)-3-cyclobutylprop-2-enal 
 

55.916
 

390.85 
 

240.08 
 

14.14 
 

O

 

3-cyclobut-2-en-1-ylpropanal 
 

51.174
 

382.44 
 

203.71 
 

18.62 
 

O

 

(3E)-4-cyclopropylbut-3-enal 
 

57.057
 

386.03 
 

215.4 
 

14.57 
 

O

 

3-cycloprop-2-en-1-ylpropanal 
 

52.32 
 

377.43 
 

171.32 
 

19.06 
 

O

 

2-cyclopropylpropanal 
 

51.08 
 

355.73 
 

218.06 
 

17.51 
 

O

 

2-cyclobutylpropanal 
 

54.42 
 

390 
 

236.06 
 

18.58 
 

 (2-ethylcyclopropyl)acetaldehyde
 

55.96 
 

378.03 
 

223.45 
 

16.2 
 

O

 

3-cyclopropyl-2-methylpropanal 
 

55.56 
 

385.16 
 

210.63 
 

19.01 
 

 3-methylcyclohexene 
 

44.66 391.41 159.15 
 

10.7 
 

O

C H 3
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5.2. Metal Degreasing Solvent Design 

A case study involving a metal degreasing process has been revisited to illustrate 

the algorithm for the application of GC+ techniques in reverse problem formulations. This 

case study was initially solved to identify the property targets by Shelley and El-Halwagi 

(2000) and to identify alternative solvents for the degreaser using a visual approach by 

Eljack et al. (2007b). In this work, the focus will be on identifying candidate molecules 

using first order groups whose properties cannot be estimated using GCM. 

In the metal degreasing process, metal parts are sent to a degreaser that uses an 

organic solvent. In the initial process, the VOCs evaporating in the degreaser had been 

eliminated by flaring. It has been proposed to condense the VOCs and reuse them along 

with fresh solvents.  Therefore, the first part of this case study is to estimate the lower 

and upper bounds of the property constraints and the second part will generate the 

alternative solvent structures for the degreaser.  

The methodology to estimate the property targets was developed by Shelley and 

El-Halwagi (2000) and further extended by Eden et al. (2004). In this work, we are 

identifying the candidate molecules, which satisfy the property targets identified for a 

fresh solvent. The properties used to describe the new molecules are heat of vaporization 

(Hv), vapor pressure (VP) and melting point (Tm) (Eljack et al., 2007b). However, for 

vapor pressure, no group contribution expression exists. Nevertheless, there is an 

empirical relationship that can be used to calculate vapor pressure from the boiling point 

(Sinha et al., 2003): 
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T
VP bp        (5.6) 

Here, Tbp is the boiling point of the liquid and T is the temperature at which VP is 

measured, which is 500K in this example. Therefore, it is now possible to represent all 

the property constraints in terms of group contribution properties, which are shown in 

table 5.11. 

Table 5.11: Property Constraints for the Degreaser Problem 

Property Lower Bound Upper Bound 

VP (mm Hg) 318 1150 

Hv (kJ/M) 50 100 

Tm (K) 280 350 

Tbo (K) 480 540 

 
 

This case study highlights the design of solvents with at least one SO group in 

their structure for the illustration of the GC+ method because the heat of vaporization 

property data of the SO group is not available in the open literature. The other groups 

being considered for designing the molecule are: 

 

CH3, CH2, CH, OH, CH3CO, CH2CO, aCH, aC 

 

The properties listed in table 5.11 can be estimated using the following group 

contribution expressions: 
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However, the ∆Hv value of the SO group is not available in the property 

contributions published by Marrero and Gani (2001). To estimate the ∆Hv value, the 

connectivity index method can be used. Now, it should be remembered that, any property 

contribution calculated through the CI method not only depends on the atoms in the 

group, but also on the valence delta of the group to which it is connected. In this example, 

the SO group will form bonds with two groups as it has two free bonds in the structure. 

From the possible combinations of the available first order groups, the OH group is not 

considered for a direct bond with the SO group because it will not form a stable 

compound. All potential groups that can form bonds with the SO group in this case are 

carbon atoms, but their valence delta will differ based on the number of hydrogen atoms 

on those carbon groups. In this example, there are four possible types of carbon atoms, 

that is aliphatic carbon with 1, 2 or 3 hydrogen atoms and aromatic carbon with zero 

hydrogen. So, there are ten possible values of ∆Hv for the SO group, which are given in 

table 5.14. 
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5.2.1. Visual Solution 

If the molecules to be designed are not complicated, the visual solution can give 

reasonably accurate results. In this approach, only first order groups can be considered in 

the expression for the property function. The property operators and their reference 

values are given in table 5.12 and the upper and lower limits for the property operators 

are shown in table 5.13. 

 

Table 5.12:  Property Operators and Reference Values for Degreaser Design 

Property Property Operator GC+ Expression Reference Value 
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Table 5.13: Normalized Molecular Property Operator Values 

 ΩHv ΩTb ΩTm 

           Ωmin 1.53 2.16 1.67 

Ωmax 3.53 2.83 2.83 

 
 

In the next step, the property targets are converted into their corresponding cluster 

values and the boundaries of the feasibility region defined in step 3 of section 4.6.1 are 
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determined. These points are plotted on a ternary diagram and connected to obtain the 

feasibility region corresponding to the target properties. 

Now, the property contributions of the groups of interest are obtained and 

converted into normalized property operators. However, the property contribution of the 

SO group for heat of vaporization is not available in literature. To use the CI method to 

calculate the value of Hv, the values of the bond indices and the zero and first order 

connectivity indices from the valence delta of S and O atoms are estimated. Here, the SO 

group has two valence electrons in its structure and two bonds are possible from a SO 

group. In this case study, there are 4 different types of carbon atoms (with 3, 2 or 1 

hydrogen and aromatic C) that can potentially form bonds with the SO group. The 

estimated values are shown in tables 5.14 and 5.15. Now, eq. (4.41) is used to estimate 

the contribution of the SO group for heat of vaporization for the different possible bonds 

which are given in table 5.16. Therefore, there are 12 property operators for the SO 

group. The operators are normalized and the clusters for all groups are calculated and 

shown in figure 5.1. 

 

Table 5.14: Atom and Bond Indices 

Index Atom/Bond Value 

δv S 2.667 

δv O 6 

β
k SO 16 

β
k S-C3C3 2.667 

β
k S-C3C2 5.333 
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β
k S-C3C1 8 

β
k S-C3aC 37.334 

β
k S-C2C2 10.667 

β
k S-C2C1 16 

β
k S-C2aC 74.668 

β
k S-C1C1 24 

β
k S-C1aC 112.001 

β
k S-aCaC 522.673 

 
 

Table 5.15: First Order Connectivity Indices 

Group 
χ

1 

OS-C3C3 0.556 

OS-C3C2 0.467 

OS-C3C1 0.428 

OS-C3aC 0.332 

OS-C2C2 0.403 

OS-C2C1 0.375 

OS-C2aC 0.308 

OS-C1C1 0.352 

OS-C1aC 0.297 

OS-aCaC 0.271 

 
 

Table 5.16: CI Property Contributions of CI Groups 

Group Hv 

SO-C3C3 17.71869 

SO-C3C2 17.26331 
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SO-C3C1 17.06158 

SO-C3aC 16.57947 

SO-C2C2 16.94132 

SO-C2C1 16.79867 

SO-C2aC 16.45776 

SO-C1C1 16.68219 

SO-C1aC 16.40385 

SO-aCaC 16.275 

 
Zero order CI for the SO group: 1.021 (Common for all types of SO groups) 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 5.1: Cluster Diagram for Degreaser Design 

 

Note that all cluster locations of the SO groups are close and it is possible to form 

a locus of SO groups. The reason for such a close range of values is that the major 

contribution to the property comes from the zero order CI, which depends only on the 

atoms. Now, the cluster values of different combinations of molecular groups are plotted 

on the ternary diagram by satisfying the FBN constraint defined in eq. (4.39). While 
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mixing SO groups with other groups make sure that the SO group corresponding to the 

proper valence delta is used. For instance, if one CH2CO and one CH3 are combined with 

the SO group, the SO group corresponding to carbon atoms with three hydrogen and two 

hydrogen are to be used. The molecular group formulations, which fall inside the 

feasibility region and satisfy the AUP constraint of the sink are potential solutions. In this 

problem, some of the identified molecules are shown in the following diagram. The 

complete solution set is given in the algebraic approach section below. 

 

 

 

 

 

 

 
Figure 5.2: Visual Solution of Molecular Design Problem 
 

5.2.2. Algebraic Solution 

In this problem, the property contributions of all molecular groups are available 

except the ∆Hv value of the SO group. In the algebraic approach, the first step is to 

estimate the maximum possible number of each group. So, for the ∆Hv value of the SO 

group, the lowest among the estimated values is being considered in the initial stage of 
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M1: O=S(CH3)CH2CH=CH(CH3) 
M2: O=S(CH3COCH3)CH=CH(CH3) 
M3: O=S(CH)(CH2)5(CH3) 
M4: O=S (CH) (CH2)2(OH) 
M5: O=S(CH2CO)CH2(CH3)2 
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design to make sure that no potential molecule is ignored. From the previous section, this 

value is 16.68 kJ/mol. 

Now, eq. (4.26) is used to generate the inequality expressions corresponding to 

each property. These equations are used only to estimate the maximum number of each 

first order group. All these equations are maximized subject to the structural constraints 

in eqs. (4.36) and (4.39). The maximum values are as follows: 

 

SO:1     aC: 1     aCH: 5     CH3: 6     CH2: 8     CH:4     OH:1     CH3CO:1     CH2CO:2 

The second order and third order groups possible from these first order groups 

and their property contributions are listed in table 5.17. In table 5.17, the letters n,m,p and 

k represent the different values possible for hydrogen. 

Table 5.17: Possible higher order groups and their property contributions 

Property Contribution Group 

Hv Tb Tm 

(CH3)2CH -0.399 -0.0035 0.1175 

CH(CH3)CH(CH3) 0.532 0.316 0.239 

CHn=CHm 1.632 0.1097 0.745 

CHp=CHk 0.064 0.0369 0.0524 

CH3-CHm=CHn -0.06 -0.0537 -0.1077 

CH2-CHm=CHn 0.004 -0.0093 -0.2485 

CHP-CHm=CHn -0.403 -0.0215 -0.0968 

CH3COCH2 0.723 -0.0803 -0.6024 
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CH3COCH - -0.2825 -0.3489 

CHOH -0.206 - 0.9886 

CH3COCHnOH - -0.2987 -0.5941 

CHm(OH)CHn - 0.5082 - 

  

Now, all possible combinations of first order groups are generated and the 

property contributions from potential higher order groups are estimated using eqs. (4.27)-

(4.35). The molecular property operators are generated subject to the constraints in eqs. 

(4.39)-(4.40) using eq. (4.36) and the AUP values for each combination are calculated. 

The combinations whose AUP values are within the limits are potential solutions. The 

property values of those combinations are back calculated to confirm they are real 

solutions. Seventeen molecular structures were identified using this method and their 

structure along with the predicted properties are given in table 5.18. 

It can be seen that all the compounds identified in the visual approach are 

identified in the algebraic approach as well. The table shows only those structures whose 

property values fall in the required region based on the GC+ method after obtaining the 

basic structures. Most of the structures obtained by the algebraic approach will satisfy all 

the property constraints. It should be remembered that the basic purpose of this analysis 

is to short list the potential candidates and ensure that no possible candidate is missed for 

further investigation. 

 

Table 5.18: Final Solution Set for Degreaser Design 

Molecule Hv(kJ/moe) Tb(K) Tm(K) 
O

S
CH3 OH 

52.7 
 

505.6 
 

321.5 
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O
S

O

CH3

CH3

 

50.1 
 

532.4 
 

326.8 
 

O

S CH3OH  
57.6 

 
521.4 

 
325.6 

 
O

SCH3

O

CH3 

53.1 
 

539.8 
 

330.8 
 

O

S
OH CH3 

62.5 
 

536.1 
 

329.7 
 

O

S

CH3O

CH3  

50.1 
 

526.1 
 

326.9 
 

O

S

CH3

CH3

O

CH3

 

52.6 
 

539.8 
 

331.8 
 

O

S CH3

CH3

OH

 

60.7 
 

524.4 
 

333.0 
 

O

S

O

CH3
CH3

 

52.6 
 

540 
 

330.9 
 

O

SOH

CH3

CH3

 

65.6 
 

538.9 
 

336.8 
 

O

S
CH3CH3

 
50 
 

530.3 
 

302.2 
 

O

S
CH3

CH3

 
53.3 

 
540 

 
306.9 

 

O

S

O

CH3

CH3

CH3

 

55.9 
 

539.9 
 

343.1 
 

O

S

CH3

CH3 CH3

 

51.2 
 

538.8 
 

318.9 
 

O

S

CH3

CH3

CH3

CH3

 

54.2 
 

540 
 

333.9 
 

O

S

CH3

CH3

CH3 CH3

 

50.5 
 

539.5 
 

330.1 
 

O

S

CH 3
C H 3

CH 3

CH 3

C H 3

 

52.5 539.7 342.4 
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5.3. Design of Alkyl Substituent for the Fungicide DD 

The application of molecular signature descriptors in molecular design is 

illustrated by reworking a case study involving the optimal substituent selection for 

dialkyldithiolanylidenemalonate (DD).  

S

S

C C

COOR2

COOR1

 

This design problem was solved by Raman and Maranas (1998) by incorporating 

TIs as structural descriptors. In this work, the molecular signature descriptors are used to 

solve the molecular design problem. Since the new algorithm can be used to re-write 

group contribution relationships in terms of molecular signatures as well, an additional 

property constraint is included to illustrate this capability. Group contribution data for the 

properties considered were taken the work of Martin and Young (2001).  

 

5.3.1. Problem Statement 

DD is a fungicide that has eradicant and protective ability against rice blast 

disease. The effects of DD is quantified in terms of affinity (log (VE)), mobility (log (µ)) 

and retention (log [R/ (1-R)]) in the plant and the correlation of these properties with 

hydrophobic factor (log (P)) has been published by Uchida (1980). The linear relation 

between log (P) and the first order molecular connectivity index 1
χ was developed by 

Murray et al. (1975). Therefore, it is possible to correlate affinity, mobility and retention 

with 1
χ. The correlations relating these properties to 1

χ have been developed by Raman 

and Maranas (1998) and are shown in eqs. (5.10)-(5.12). An additional property of 
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interest while designing a fungicide is the toxicity (LC50). Group contribution methods 

can be used to predict LC50 from the molecular structure according to eq. (5.13) (Martin 

& Young, 2001). The ability to combine different property models in RFP using 

signatures is another unique contribution of this dissertation. 

 

5.3.2. Solution of Design Problem with Two Types of Property Models 

The objective of this case study is to identify the alkyl substituents of DD that 

give maximum affinity subject to constraints on mobility, retention and toxicity. The 

property targets have been identified for only the part of the molecule that changes. The 

upper and lower bounds of the properties are given in table 5.19. 

 

( ) ( ) 2942.05751.0log 1 −= χEV       (5.10) 

 

( ) ( ) 0143.26983.0log 1 +−= χµ       (5.11) 
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Table 5.19: Upper and Lower Bounds for Fungicide Properties 

Property (Pj) Lower Bound Upper Bound 

Mobility -0.3 0.3 
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Retention time -0.3 1.0 

LC50 0.04 - 

 

The first step in solving the molecular design problem is to re-write the property 

expressions in terms of signatures. The first order connectivity index can be re-written in 

terms of molecular signatures of height two according to eq. (4.45): 
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For simplicity, eq. (4.45) can be re-written as follows: 
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The signature descriptors can be used to re-write group contribution expressions 

as well. Since the target molecules are alkanes, there will be four first order groups 

available (C, CH, CH2 and CH3). All signatures can be classified into any of these four 

groups based on the number of suppressed hydrogen atoms on each root. For alkanes, it is 
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possible to form 65 signatures of height 2 as shown in table 5.20. It can be seen that, 

three signatures correspond to the CH3 group, nine signatures correspond to the CH2 

group, nineteen correspond to the CH group and thirty-four correspond to the C group. 

The reference value is taken as one for all the properties. Therefore, the normalized 

property operators are as follows: 

 

5751.0
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=Ω E
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( )5050
log LCLC −=Ω         (5.19) 

 

The molecular design problem can be written in terms of signatures as follows: 

 

E
Max V  Ω          (5.20) 
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Equations (5.21) and (5.22) can be re-written based on interval arithmetic to eq. (5.24): 

 

314.3455.2
65
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i
i

i xh        (5.24) 

 

Table 5.20: Signatures of Height Two for Alkanes 

Height Two Signatures 

C1(C2(C)) C4(C4(CCC)C4(CCC)C4(CCC)C1) 

C1(C3(CC)) C4(C4(CCC)C4(CCC)C3(CC)C3(CC)) 

C1(C4(CCC)) C4(C4(CCC)C4(CCC)C3(CC)C2(C)) 

C2(C2(C)C1) C4(C4(CCC)C4(CCC)C3(CC)C1) 

C2(C3(CC)C1) C4(C4(CCC)C4(CCC)C2(C)C2(C)) 

C2(C4(CCC)C1) C4(C4(CCC)C4(CCC)C2(C)C1) 

C2(C2(C)C2(C)) C4(C4(CCC)C4(CCC)C1C1) 

C2(C3(CC)C2(C)) C4(C4(CCC)C3(CC)C3(CC)C3(CC)) 

C2(C4(CCC)C2(C)) C4(C4(CCC)C3(CC)C3(CC)C2(C)) 

C2(C4(CCC)C4(CCC)) C4(C4(CCC)C3(CC)C3(CC)C1) 
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C2(C3(CC)C3(CC)) C4(C4(CCC)C3(CC)C2(C)C2(C)) 

C2(C4(CCC)C3(CC)) C4(C4(CCC)C3(CC)C2(C)C1) 

C3(C4(CCC)C4(CCC)C4(CCC)) C4(C4(CCC)C3(CC)C1C1) 

C3(C4(CCC)C4(CCC)C3(CC)) C4(C4(CCC)C2(C)C2(C)C2(C)) 

C3(C4(CCC)C4(CCC)C2(C)) C4(C4(CCC)C2(C)C2(C)C1) 

C3(C4(CCC)C4(CCC)C1) C4(C4(CCC)C2(C)C1C1) 

C3(C4(CCC)C3(CC)C3(CC)) C4(C4(CCC)C1C1C1) 

C3(C4(CCC)C3(CC)C2(C)) C4(C3(CC)C3(CC)C3(CC)C3(CC)) 

C3(C4(CCC)C3(CC)C1) C4(C3(CC)C3(CC)C3(CC)C2(C)) 

C3(C4(CCC)C2(C)C2(C)) C4(C3(CC)C3(CC)C3(CC)C1)  

C3(C4(CCC)C2(C)C1) C4(C3(CC)C3(CC)C2(C)C2(C)) 

C3(C4(CCC)C1C1) C4(C3(CC)C3(CC)C2(C)C1) 

C3(C3(CC)C3(CC)C3(CC)) C4(C3(CC)C3(CC)C1C1) 

C3(C3(CC)C3(CC)C2(C)) C4(C3(CC)C2(C)C2(C)C2(C)) 

C3(C3(CC)C3(CC)C1) C4(C3(CC)C2(C)C2(C)C1) 

C3(C3(CC)C2(C)C2(C)) C4(C3(CC)C2(C)C1C1) 

C3(C3(CC)C2(C)C1) C4(C3(CC)C1C1C1) 

C3(C3(CC)C1C1) C4(C2(C)C2(C)C2(C)C2(C)) 

C3(C2(C)C2(C)C2(C)) C4(C2(C)C2(C)C2(C)C1) 

C3(C2(C)C2(C)C1) C4(C2(C)C2(C)C1C1) 

C3(C2(C)C1C1) C4(C4(CCC)C4(CCC)C4(CCC)C4(CCC)) 

C4(C2(C)C1C1C1) C4(C4(CCC)C4(CCC)C4(CCC)C3(CC)) 

C4(C4(CCC)C4(CCC)C4(CCC)C2(C))  



 168 

 

To make sure that, in the final solution, no free bonds will be present, use eq. 

(4.56). Here, we are looking for only acyclic substituents because the target molecule is 

an acyclic alkane. Therefore, the connectivity rules corresponding to the acyclic structure 

can be used. 
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Now, equations need to be formulated to ensure that the identified signatures will 

connect together completely to form meaningful compounds. To differentiate among 

different carbon atoms in the structure, vertex coloring is used. Here, coloring of the 

vertices is performed with the degree of each carbon atom in a hydrogen-suppressed 

graph. So, according to the procedure explained in section 4.7.4, these signatures must be 

made consistent with the rest of the signatures in the solution set. In other words, if there 

is a bond sequence between different colors in a signature, there must be a different 

signature with the same color sequence in reverse order. The number of any color 

sequence must be equal to the total number of reverse color sequence. These 

considerations can be written in algebraic form as follows: 

 

6541 xxxx ++=  

3130282725222119162 222 xxxxxxxxxx ++++++++=  
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6564636260595855

5350494846454340393734121096

234232

23222

xxxxxxxx

xxxxxxxxxxxxxxx

++++++++
++++++++++=+++

 

616059

58575655545352474645444342

3837363322212019181716151413

222334223

22223

xxx

xxxxxxxxxxxxx

xxxxxxxxxxxxxx

+++
+++++++++++++

+++=+++++++++
       (5.26)   

 

Now, eqs. (4.59) and (4.60) are used to ensure the consistency of the signatures 

with the same color sequence on same edges: 
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 (5.27) 

In order to ensure that the number of a specific color in the child level would not 

exceed the total number of the same color when it is in parent level, eq. (4.61) is 

employed: 
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Equations (5.21)-(5.29) can be solved to identify the best signature combination 

that maximizes VE. In order to compare the new algorithm with the existing work by 

Raman and Maranas (1998), the problem is solved initially without considering the 

toxicity constraint and the solution in terms of signatures is shown in table 5.21. The 

enumerated molecular structures from these signatures along with the estimated 

properties are shown in table 5.22 without considering the toxicity constraint. It should be 

noted that this is exactly the same solution as published by Raman and Maranas (1998). 

The final solution to this problem subject to all the constraints, including toxicity, is also 

identified. Now, only three solutions are found to be feasible from the initial list. The first 
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two solutions in table 5.21/5.22 are no longer valid when all the constraints are 

considered. 

Table 5.21: Solution in Terms of Signatures 

Order Signature Occurrence 

C1(C2) 2 

C1(C3) 1 

C2(C2C1) 1 

C2(C3C1) 1 

C2(C3C2) 1 

1 

C3(C2C2C1) 1 

C1(C2) 1 

C1(C3) 2 

C2(C2C1) 1 

C2(C2C2) 1 

C2(C3C2) 1 

2 

C3(C2C1C1) 1 

C1(C2) 1 

C1(C3) 3 

C2(C3C1) 1 

C3(C3C2C1) 1 

3 

C3(C3C1C1) 1 

4 C1(C3) 4 
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C2(C3C3) 1 

C3(C2C1C1) 2 

C1(C2) 2 

C1(C4) 2 

C2(C4C1) 2 

5 

C4(C2C2C1C1) 1 

 

Table 5.22: Possible Alkyl Substituents 

Properties 

Affinity Mobility Retention Toxicity 

R1 R2 

1.6083 -0.2957 0.6034 0.0353 methyl 

methyl 

ethyl 

3-methyl-butyl 

2-pentyl 

sec-butyl 

1.5864 -0.2691 0.5735 0.0353 methyl 

ethyl 

n-propyl 

iso-pentyl 

iso-butyl 

iso-propyl 

1.535 -0.2068 0.5032 0.0401 methyl 2-methyl-2-butyl 

1.5035 -0.1685 0.4601 0.0408 iso-propyl iso-propyl 

1.5009 -0.1653 0.4565 0.042 methyl tert-pentyl 
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5.3.3. Solution of Design Problem with Different Topological Indices 

The algorithm developed in this dissertation can be applied to design problems 

where the property models for different target properties have been predicted using 

different topological indices. To illustrate its application in property models with more 

than one topological index, the case study in section 5.3.2 is re-solved with a different 

constraint. Here, instead of toxicity, toxic limit concentration will be used as a constraint 

in the molecular design problem. For toxic limit concentration, a QSAR model is 

available that uses the connectivity index of order two (Koch, 1982): 

 

( ) ( )νχ2385.1204.4log −=TLC    (5.29)  

 

It should be noted that, the molecular design problem has property models with 

two different topological indices, i.e. connectivity indices of order one and two. 

Connectivity index of order two can be represented using eq. (5.30): 

 

( ) ( )( )Σ⋅= 3232

2

1
rootG χαχ     (5.30) 

 

From eq. (5.30), it is clear that signature descriptors of height three are required to 

represent the topological index involved in eq. (5.29). Following the procedure  presented 

in section 5.3.2, all significant second order signatures are generated and similar equality 
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expressions are developed. The lower limit of log(TLC) is kept as 3. The property 

operator function and limits are shown in eqs. (5.31) and (5.32), respectively: 

 

ΩTLC =(4.204 - log(TLC))/1.385   (5.31) 

Ω<0.87     (5.32) 

 

Now, the first order connectivity indices are represented using signatures of 

height two and the second order connectivity indices are represented using signatures of 

height three. In the next step, all signatures of height two are represented with the number 

of appearances of signatures of height three using eq. (5.33). Here, set 1, 2, 3 and 4 

represent the signatures of height three with root vertex color 1, 2, 3 and 4, respectively: 
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 The optimization problem is now solved for the signatures of height three. There 

is only one solution that satisfies all the constraints: 
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Table 5.23  New Solution for Alkyl Substituent 

Affinity Mobility Retention log(TLC) R1 R2 

1.5009 -0.1653 0.4565 1.83 methyl tert-pentyl 

 

 

It can be seen that the developed algorithm can be applied to molecular design 

problems where different property models are involved (in section 5.3.2 where both 

connectivity index based models and group contribution based models are used) and 

when different topological indices, that require the transformation of molecular 

signatures of different heights, are involved (in section 5.3.3 where connectivity indices 

of order one and two are used, which require the use of molecular signatures of heights 

two and three). 

 
 
5.4. Acid Gas Removal 
 

5.4.1. Problem Statement 

A gas treatment process uses methyl diethanol amine, MDEA 

(OH(CH2)4N(CH3)OH) to remove acid gases from an alkane rich feed. Two recycled 

process streams (S1 and S2), which mainly consists of 2,5 Dimethyl hexane are also in the 

feed and will be separated from the amine after the acid gas absorption. The property and 

flowrate data of both MDEA and the recycled streams are summarized in table 5.24. The 

flowsheet of the process is given in figure 5.3. 



 176 

 

Figure 5.3. Acid Gas Removal Flowsheet 

 

The objective of this design problem is to identify a solvent that can be used to 

reduce the consumption of MDEA by 50% and utilize all available recycle streams. The 

solvent when mixed with MDEA and the recycle streams must satisfy the environmental 

regulations. The solvent must also posses the qualities of efficient acid gas removal 

agents. Therefore, the molecular building blocks have to be selected such that the final 

structure should be similar to known efficient acid gas removal agents. The sink 

performance requirements are functions of vapor pressure (VP), heat of vaporization (Hv) 

and molar volume (Vm). Apart from the process constraints, the designed molecule should 

have minimum soil sorption coefficient (log Koc) to avoid accumulation of the escaping 

solvent in one place and a high toxic limit concentration (TLC) value. The energy index 

for the separation of the alkane from the final molecule must be low so that the alkane 

can be easily separated after the absorption. 



 177 

Table 5.24: Property and Flowrate Data for Acid Gas Removal Problem 

Feed 
Properties 

 
Property 

S1 S2 

MDEA 
Properties 

Lower 
Bound 

for Sink 

Upper 
Bound 

for Sink 
VP (mm Hg) 63.2 43.1 0.26 - 10 
Hv (kJ/mol) 39 41 89 60 90 

Vm (cm3/mol) 178 189 114 110 140 
Flowrate 
(kmol/h) 

50 70 180 300 350 

 

5.4.2. Process Design 

 The first step in solving this integrated process and molecular design problem is 

to identify the targets for the molecular design from the process design constraints. The 

property operators corresponding to the target properties are defined by the following 

equations: 
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The property targets for molecular design have been identified from eqs. (5.34)-(5.36). 

They are listed in table 5.25. 
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Table 5.25: Property Targets for Molecular Design 

Property Lower Bound Upper Bound 

VP (mm Hg) - 15.8 

Hv (kJ/mol) 57 157 

Vm (cm3/mol) 40 224 

 

5.4.3. Molecular Design 

 Apart from the process constraints, there are two environmental constraints to be 

considered during the design of the new compounds. The maximum value of toxic limit 

concentration (TLC) is kept as 10 ppm and the soil sorption coefficient needs to be 

minimized. Now, the next step is to find suitable property models to predict these 

properties from molecular structure using topological indices or group contribution 

models.  

For heat of vaporization, there is a reliable group contribution model available, 

which is given in eq. (5.37) (Marrero & Gani, 2001): 

 

viivv hnhH ∑+=∆ 0          (5.37) 

 

For vapor pressure, there are no group contribution relationships available. 

Nevertheless, there is an empirical relationship that can be used to calculate vapor 

pressure from boiling point (Sinha et al., 2003). For boiling point, there is a group 

contribution expression available (Marrero & Gani, 2001): 
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Here, Tb is the boiling point of the liquid and T is the temperature at which VP is 

evaluated (323K in this example). 

There are group contribution relationships available for the estimation of molar 

volume. However, a more accurate estimation technique is available for molar volume 

based on edge adjacency indices (Dai et al., 1998). The available relationship is given in 

eq. (5.40): 

 

67.3052.33 += εmV          (5.40) 

   

where ε is the edge adjacency index. 

For toxic limit concentration, a QSAR model is available that uses  connectivity 

index of order two (Koch, 1982): 

 
 

( ) ( )νχ2385.1204.4log −=TLC        (5.41) 
 
 
Connectivity index of order two can be obtained from eq. (5.42) 

 



 180 

( ) ( ) ( ) ( )[ ]
2

1

1,,

2
2

−

=
∑=
p

kji

kDjDiDνχ        (5.42) 

where, p2 is the number of all paths of length two in the molecular graph. D(i), 

D(j) and D(k) are the valencies of vertices i, j and k, respectively. 

For soil sorption coefficient, a QSAR model is available (R=0.973) that employs 

a variety of connectivity indices (Bahnick & Doucette, 1988): 

 
 

( ) ( ) ( ) ( ) 66.072.025.153.0log 011 +∆−∆−= νν χχχocK      (5.43) 

 

where, ∆χ is known as the delta connectivity index. It can be calculated using eq. (5.44): 

 

( ) ( ) χχχ −=∆ np          (5.44) 

 

where, χnp is the molecular connectivity index of any height for the non-polar 

equivalent structure of the molecule. Thus, the topological indices involved in this case 

study are the following: 

 

  

The next step is to re-write the topological index based expressions in terms of 

signature descriptors. Equation (5.45) will provide the representation of the topological 

indices used in this case study and the signature descriptors:  
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( ) ( )( )Σ⋅= 2121

2

1
rootG χαχ   

           (5.45) 

( ) ( )( )Σ⋅= 33

2

1
rooti εαε

 

 

( ) ( )( )Σ⋅= 3232

2

1
rootG χαχ  

 

As discussed in chapter four, group contribution models with second order group 

contributions can be represented in terms of signatures of height two or three. The highest 

signature height among the topological indices is three as seen in eq. (5.45) .Therefore, 

the maximum signatures height required in this problem is three. Now, the property 

operators are formed corresponding to the target properties and the upper and lower 

limits are calculated. The values are given in table 5.26. 

 

Table 5.26: Property Operators and Targets 

Property Ωj Lower Bound Upper Bound 

VP exp(Tb/tb0) 6.75 - 

Hv Hv-hv0 45.3 145.3 

Vm (Vm-30.67)/33.52 0.28 5.75 

TLC (4.204 - log(TLC))/1.385 2.21 - 

log(Koc) log(Koc) - 0.66 Minimum 

  

In order to select the molecular building blocks, the structures of commonly used 

amine absorbents were identified: 
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Monoethanolamine          NH2CH2CH2OH 

  Diethanolamine            OHCH2CH2NHCH2CH2OH 

 Methyl diethanolamine    OHCH2CH2N(CH3)CH2CH2OH 

 Diisopropylamine           (CH3)2CHNHCH(CH3)2 

 

All the molecular groups present in these molecules were selected as the building 

blocks for the new absorbent. In addition, to demonstrate of the ability of the signature-

based algorithm to handle the design of molecules with multiple bonds, one additional 

group has been included: 

 

OH    CH3    CH2     CH3N     CH2NH2     CH2NH     NHCH    CH=CH    

 

Next, signatures are generated corresponding to the molecular groups. Only those 

signatures are selected, which form structures similar to the existing amine absorbents. 

Now, an MILP problem can be formulated: 
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The general structure of this set of equations is similar to the one in the previous 

case study. Different solutions are obtained by implementing integer cuts after each 

solution has been found. The best five solutions in terms of signatures are as follows: 

 

Solution 1: 

O1(C2(O1(C)C2(CC))) 

O1(C2(O1(C)C2(NC))) 

C1(N3(C1(N)C2(CN)C2(CN))) 

C2(C2(C2(CC)O1(C)C2(N3(CCC)C2(CC))) 

C2(O1(C2(OC))C2(C2(OC)C2(NC)) 

C2(O1(C2(OC))C2(C2(OC)N3(CCC)) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C2(OC))) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)O1(C))) 

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OC))) 

 

Solution 2: 

O1(C2(O1(C)C2(CC))) 
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O1(C2(O1(C)C2(NC))) 

N2(C2(N2(CC)C2(OC))C2(N2(CC)C2(CC))) 

C2(C2(C2(CC)C2(OC)C2(N2(CC)C2(CC))) 

C2(C2(C2(CC)C2(NC)C2(O1(C)C2(CC))) 

C2(C2(C2(CC)C2(NC)N2(C2(NC)C2(NC))) 

C2(C2(O1(C)C2(NC)N2(C2(NC)C2(NC))) 

C2(O1(C2(OC))C2(C2(OC)C2(CC)) 

C2(O1(C2(OC))C2(C2(OC)N2(CC)) 

 

Solution 3: 

O1(C2(O1(C)C2(CC))) 

O1(C2(O1(C)C2(NC))) 

C1(N3(C1(N)C2(CN)C2(CN))) 

C2(O1(C2(OC))C2(C2(OC)C3(=CC)) 

C2(O1(C2(OC))C2(C2(OC)N3(CCC)) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C3(=CC))) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)O1(C))) 

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OC))) 

C2(C2(O1(C) C2(CC))C3(=C3(=CC)C2(CC))) 

C2(C2(N3(CCC) C2(CC))C3(=C3(=CC)C2(CC))) 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(CO))) 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)C2(NC))) 
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Solution 4: 

O1(C2(O1(C)C2(NC))) 

O1(C2(O1(C)C3(=CC))) 

O1(C2(O1(C)C2(NC))) 

C2(C2(C2(CC)C3(=CC)C2(N3(CCC)C2(CC))) 

C2(C2(C2(CC)C2(NC)C3(=C3(=CC)C2(CC))) 

C2(O1(C2(OC))C2(C2(OC)N3(CCC)) 

C2(O1(C2(OC))C3(C2(OC)C3(=CC)) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)C2(CC))) 

C2(N3(C1(N)C2(NC)C2(NC))C2(C2(NC)O1(C))) 

N3(C1(N3(CCC))C2(N3(CCC)C2(CC))C2(N3(CCC)C2(OC))) 

C3(=C3(=C3(=CC)C2(CC))C2(C3(=CC)O1(C))) 

C3(=C3(=C3(=CC)C2(OC))C2(C3(=CC)C2(CC))) 

 

Solution 5: 

O1(C2(O1(C)C2(CC))) 

N1(C2(N1(C)C2(CC))) 

C2(C2(C2(CC)C2(OC)C2(N1(C)C2(CC))) 

C2(C2(C2(CC)C2(NC)C2(O1(C)C2(CC))) 

C2(C2(C2(CC)C2(NC)N1(C2(NC))) 

C2(O1(C2(OC))C2(C2(OC)C2(CC)) 
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 The final molecular structures are generated using the algorithm presented in 

section 4.7.7. A detailed description of the systematic generation of one solution using 

this procedure has been provided as well. The final molecular structures are given in 

figure 5.4. 

 

 

Figure 5.4. Best Five Solutions to Acid Gas Removal Problem 

 

The input to the distillation column will be: 

120 kmol/h alkane 

90 kmol/h MDEA 

90 kmol/h of the designed molecule 
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Next, the energy index needs to be estimated for each combination of the 

designed molecules with the alkane + MDEA mixture. However, at this time, the VLE 

data for the 2,5 dimethyl hexane - MDEA mixture is not readily available in the open 

literature. Therefore, this step is omitted for this problem and the candidates obtained 

from the molecular design can be considered as the close to final list. 

 

5.4.4. Proof of Concept for Integrated Flowsheet and Molecular Design  

Currently, the available data for solving integrated flowsheet and molecular 

design problems is very limited. Therefore, the immediate applicability of the developed 

integrated framework is limited to the design of systems that involve only relatively 

simple compounds. In order to illustrate the ability of the developed framework to link 

molecular design with flowsheet design, the previous case study is modified so that the 

necessary VLE data is available for the involved compounds. The following changes to 

the case study have been made to adapt the problem: 

1. The alkane present in the recycle stream has been changed to cyclohexane. 

2.  The design of new molecules is limited to alkanes. 

3. The property targets have been changed and the new targets are shown in table 

5.27. 

 

Table 5.27: New Property Targets for Acid Gas Absorbent Design 

Property Lower Bound Upper Bound 

VP (mm Hg) - 600 

Hv (kJ/mol) 30 100 
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Vm (cm3/mol) 40 224 

TLC (ppm) 10 - 

 

The problem is formulated analogously to the previous case study. However, the 

signatures have been defined only corresponding to alkane molecules. The best five 

solutions are: 

 

Hexane 

2-methyl hexane 

3-methyl hexane 

Heptane 

2-methyl heptane 

 

The next step is to estimate the energy index values for the ”Cyclohexane – 

MDEA - Designed Molecule” mixtures. The VLE data for all the possible binary 

mixtures is available. The next step is to identify the maximum driving force for all the 

binary mixtures that could be encountered. The driving force based method for 

distillation column design employs eq. (2.34) (Bek-Pedersen & Gani, 2004): 
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The maximum driving force for each of the different binary mixtures is given in 

table 5.28. 
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Table 5.28: Driving Force Data  

Mixture Driving Force 

Cyclohexane-MDEA 0.802 

Cyclohexane-Hexane 0.0904 

Hexane-MDEA 0.837 

2-Methyl hexane-MDEA 0.782 

2-Methyl hexane-Cyclohexane 0.0684 

3-Methyl hexane-MDEA 0.775 

3-Methyl hexane-Cyclohexane 0.0817 

Heptane-MDEA 0.758 

Heptane-Cyclohexane 0.1245 

2-Methyl heptane-MDEA 0.6872 

2-Methyl heptane-Cyclohexane 0.2581 

 
 

Equation (2.35) is used to estimate the energy index values for all separations and the 

calculated values are given in table 5.29: 

 

Table 5.29: Energy Index Values 

Molecule Energy Index (GJ/h) 

2-Methyl heptane 59.3 

Heptane 99.8 

Hexane 129.4 
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3-Methyl hexane 140.8 

2-Methyl hexane 164.4 

 

It can be seen that the use of 2 Methyl heptane requires the least amount of energy 

compared to the rest of the molecules to be separated from the other compounds in the 

system. The lower energy index indicates potential savings related to separation, which 

makes this molecule the most promising candidate. This result is obvious from the  

driving forces of various binary mixtures given in table 5.28. However, the principles 

involved in this study can be extended into more challenging designs if the VLE data 

corresponding to the different mixtures is available. In more complicated designs, e.g. 

with more than three compounds, a number of flowsheets have to be identified and the 

energy index corresponding to all those structures must be estimated before a final 

solution can be determined. Once the input molecules are known, a software package 

(ICAS) developed at the Computer Aided Process Engineering Center (CAPEC) 

Denmark provides a computer implementation of the flowsheet design method.  
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6. Conclusions and Future Work 
 
 

6.1. Major Achievements 

The solution to an integrated process and product design problem is a challenging 

task for chemical engineers due to the complexity caused by the non-linear nature of the 

constitutive equations. Most of the current CAMD techniques use group contribution 

methods or algorithms based on connectivity indices. However, because of the non-linear 

nature of the expressions involved, it is difficult and sometimes impossible to achieve 

convergence unless some simplifying assumptions are employed. Because of this, most 

product design algorithms employ an iterative solution methodology or stochastic 

optimization techniques. However, these methods are computationally inefficient and 

obtaining a globally optimal solution is difficult. In addition, considering the process and 

product design problem separately can lead to suboptimal designs. In this work, a 

generalized approach has been developed for the simultaneous solution of both process 

and molecular design problems. A generalized algebraic approach has been developed for 

the solution of molecular synthesis problems. A systematic solution algorithm has been 

developed which can be applied in the solution of molecular synthesis problems with any 

number of property targets and with an unlimited number of molecular building blocks. 

Therefore, the limitations of earlier methods with respect to the number of properties and 

molecular building blocks have been alleviated. While a visual approach often 
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provides insights, the algebraic approach automatically generates the complete solution 

set which ensures that no potential solution is omitted or overlooked. 

Another achievement is the development of higher order molecular property 

operators for use in the solution algorithm. The earlier models were using first order 

group contribution models. Because of the limitations of first order groups discussed 

earlier in this dissertation, the application of these algorithms was limited to the design of 

simple straight chain molecules with a limited number of carbon atoms. In this 

dissertation, molecular property operators have been developed that include second and 

third order group contribution methods. The logic followed in the development of these 

models utilizes that the higher order groups represent different interactions among the 

first order groups, and as such, it is possible to write expressions for those groups in 

terms of first order groups. Because of these higher order molecular groups, the algorithm 

can differentiate between structural isomers to some extent, especially in the design of 

structures with medium complexity. However, as the complexity of the molecules 

increases, the relative position of the groups becomes more important. Nonetheless, the 

developed methodology is capable of providing the basic structures of all possible 

candidate molecules. The developed algorithm is easily programmable and allows the 

designer to obtain an automatic solution set.  

Furthermore, the methodology has been extended to include ring structures and 

aromatic compounds in the solution set. With the introduction of third order groups and 

the modifications to the solution algorithms, it is now even possible to design 

complicated structures like fused ring compounds and compounds with multiple rings.  
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A common problem faced during the design of molecules from a given set of 

molecular groups is that, some of the property contribution data may not be available for 

all of the groups being considered. It is also possible that some of the molecular groups 

are not identified in the group contribution (UNIFAC) tables. In such situations, the 

molecular operators cannot be formed because the missing property data from one group 

will alter the solution set. In this dissertation, a modified algorithm has been developed 

for incorporating the property contributions predicted by the combined group 

contribution-connectivity index technique (GC+ method) for cases when the property 

contributions of some of the candidate groups are not available in literature. Therefore, 

the algorithm developed for property based product design is even more general as it can 

be used for the design of molecules made from any set of molecular groups.  

Property clustering is a relatively new technique and hence there are many 

potential areas where this concept can prove to be useful. The algorithms based on group 

contribution methods enabled the integration of process and product design. However, 

the applicability of these algorithms is limited to design based on properties for which 

group contribution models are available. Group contribution models are available for a 

limited number of properties and the accuracy of these methodologies for predicting 

properties other than thermodynamic properties can be questionable. In addition, for the 

design of molecules that need to satisfy many biological, environmental, health and 

safety property constraints, there is a need for more structural information than group 

contribution can provide. In the open literature, a variety of QSAR/QSPR relationships 

are available that make use of different topological indices. These relationships have been 

known in the product design field for a long time. However, the use of these models in 
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solving inverse problems was quite challenging because of the non-linear nature of most 

topological indices. The available techniques for such inverse problems include 

stochastic techniques based on genetic algorithms and Monte Carlo methods. There have 

been very few attempts to solve the inverse problem using a deterministic approach. 

In this work, a new algorithm has been developed by introducing molecular 

signature descriptors into the reverse problem formulation framework. This approach has 

extended the applicability of the general RPF framework to include a wider range of 

property targets. The basic principles from graph theory are used to generate structural 

constraints that ensure meaningful solutions are obtained during the molecular design 

stage. The developed algorithm has the capability to incorporate a variety of 

QSAR/QSPR expressions based on different topological indices in inverse design. Apart 

from the topological index based expressions, group contribution based models can also 

be used in this approach. While designing the molecules, the contributions from the 

higher order molecular groups are also taken into consideration. One significant aspect of 

this new algorithm is that, its accuracy is not affected even if the design consists of 

compounds with heteroatoms, multiple bonds or ring structures. The prediction accuracy 

depends only upon on the accuracy of the original property models used in the forward 

problems.  

Many QSAR/QSPR expressions make use of more than one topological index. In 

addition, different topological indices require molecular signatures of different heights in 

their transformation. In this work, methodologies have been developed to include 

signatures of different heights and obtain the solution in terms of the signatures with 
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maximum height. This transformation ensures that the solution obtained after the 

molecular design exhibits minimum degeneracy.  

Similar to the previous algorithms, the solution to the molecular design problem is 

obtained as the number of appearances of the vectors that constitute the molecule. 

However, unlike for the molecular groups, identification of the bonds between different 

signatures is not a trivial issue. Therefore, an algorithm to generate molecular structures 

from the signatures has been developed as well. This algorithm can generate the solution 

with minimum degeneracy and no isomorphism among the solutions. 

Finally, a novel framework to integrate process and product design with flowsheet 

design has been presented. This methodology will be helpful in screening out candidate 

molecules that make the process less efficient. Currently, flowsheet design models are 

available for the prediction of very few properties. However, current research in this field 

is expected to produce more models that can be incorporated into the existing framework. 

This will ensure that the process can be designed based on the molecule/molecules that 

yield the best performance in the most economical and safe manner.  

 

6.2. Future Work 

6.2.1. Statistical Tools for Product Design 

Many properties are highly correlated and so, multivariate statistical methods can 

potentially be powerful tools in product design. Decomposition techniques like principal 

component analysis, partial least squares, factor analysis and cluster analysis can provide 

viable tools to develop more attribute-property relationships. Techniques have already 

been developed by Solvason et al. (2009) to directly use the regressors in the cluster 



 196 

space. A similar approach for product design can provide more insights to include 

properties, which have previously not been considered in the design of molecules. 

 

6.2.2. Integrated Process and Product Design 

Recent developments in the area of simultaneous molecular and process design 

using group contribution methods (GCM) have been limited by models that are intended 

to predict properties at standard conditions. In most practical applications, the operating 

conditions do not correspond to the standard conditions. Furthermore, in the true spirit of 

simultaneous molecular and process design, the operating conditions should not be fixed 

a priori but determined during the simultaneous design procedure.  

One of the practical problems with carrying out such an analysis is the difficulty 

in expressing dependence of the property as a function of the operating conditions. 

Therefore, the focus while solving such problems will be to bind the dependence on 

conditions on the boundary values rather than tracking the exact changes. To obtain A 

rigorous analysis of such functional dependences on properties, the analysis of the 

uncertainties in parameters should be done. The analysis of uncertainties that propagate 

through a model to affect the output will be a challenging problem (Enszer & Stadtherr, 

2009). Still, for most processes the bounds on the process conditions may be available 

even if the exact probability distribution is difficult to obtain. In that case, the process can 

be modeled yb interval analysis using a probability box (Enszer & Stadtherr, 2009). 

However, more work is needed in developing interval based modeling techniques. 

When designing materials that will be used under challenging process conditions 

like high temperatures and pressures, the temporal effects must also be taken into 
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consideration. Dynamic modeling techniques should be incorporated in the next stage of 

research in this field to track property changes as a function of time. 

The integration of flowsheet design with process and product design should be 

investigated further so that real industrial problems can be solved using the framework 

developed in this dissertation. The flowsheet design can be performed on a property 

platform using the driving force based method by d'Anterroches and Gani (2005). In an 

integrated approach, the flowsheet properties will be estimated for each molecule that 

satisfies the property constraints. The optimum flowsheet structure will be finalized based 

on the molecules that result in a minimum value of the energy index. However, in 

addition to the energy index, a variety of other flowsheet properties are important from a 

process standpoint, e.g. safety index and risk index to name a few. Additionally, a variety 

of mass transfer based properties could possibly be directly linked to flowsheet 

properties. One example is the absorbent factor: 

 

KV

L
Ae =          (6.1) 

 

 Therefore, it is possible to generate relationships based on both process and 

molecular design parameters that affect flowsheet properties as well. The main focus 

should be to relate flowsheet properties to mass transfer based properties that will enable 

a more informed integrated design.  
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6.2.3. Inclusion of More Sophisticated Descriptors 

The solution of molecular design problems has traditionally been considered as an 

iterative process (Harper et al., 1999; Harper & Gani, 2000). Different classes of property 

models have been used in different stages of the overall process. The objective of this 

work will be to incorporate a different class of descriptors to eliminate the iterative steps 

in molecular design. 

The molecular signature descriptor is a novel concept in reverse problem 

formulations. Therefore, its full potential is yet to be explored. The ability of signatures 

to form a variety of useful QSARs has already been established (Churchwell et al., 2004; 

Weis et al., 2005). However, very few QSAR relationships are formulated directly based 

on signatures. In all previous works, molecular signatures of a specific height have been 

used to generate the QSAR relationships. More qualitative analysis of the theoretical 

significance of signatures has to be performed. It has been shown that signatures of 

certain heights represent specific classes of topological indices. The theoretical 

interpretation of topological indices belonging to certain classes has been published 

(Randic & Zupan, 2001). Therefore, signatures of individual heights could also possess 

similar physical interpretations. Therefore, while generating QSAR relationships, these 

physical interpretations should also be analyzed. Based on the property for which 

signature based QSAR/QSPRs are generated, there will be signatures with more than one 

height. This will be synonymous with those QSAR/QSPR expressions that contain 

multiple topological indices belonging to different classes. Since the techniques 

incorporate signature descriptors in reverse problem formulations have already been 
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developed (Chemmangattuvalappil et al., 2010), this work can also follow a similar 

approach.  

An important limitation of current molecular design techniques is that the stability 

of the final molecular structures is not considered during the generation stage. This 

generally produces a large number of molecular structures with no physical meaning 

which have to be screened out afterwards. However, methodologies are available to 

calculate ring strain, which can be correlated to the stability of organic molecules 

(Benson, 1976). Apart from developing new QSAR/QSPR relationships and reverse 

engineering techniques, methodologies to ensure the stability of final structures should be 

developed, to make the existing algorithms more computationally efficient. 

Until now, the reverse engineering techniques have been based on group 

contribution methods and to a lesser extent on two dimensional molecular descriptors. 

However, there are numerous three-dimensional molecular descriptors available to 

describe a variety of properties. It is important to bring these types of molecular 

descriptors into the reverse problem formulation framework. This would extend the state 

of reverse engineering to another level in a generalized multi-stage procedure for 

molecular design. The most significant application of this research is that, the molecular 

design will no longer be an iterative process (at least theoretically) and this work could 

significantly reduce the computational expense of solving molecular design problems. 

 

6.2.4. Exploration of Biochemical Reaction Pathways 

The exploration of new biochemical reaction pathways is a significant step in the 

design of sustainable chemical products. Many commodity chemicals produced from 
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petroleum-derived raw materials could possibly be produced in a much more sustainable 

manner by following novel yet unexplored reaction pathways (Broadbelt et al., 2009). 

Similarly, new products could potentially be produced using a novel biochemical reaction 

pathway as well. 

The exploration of new reaction pathways is possible through a network 

generation algorithm. The starting compounds and the expected final compounds are the 

input. There must be a collection of generalized enzyme functions, which could be based 

on existing data banks like KEGG (Kyoto Encyclopedia of Genes and Genomes) or CAS 

(Chemical Abstracts Service) registry. The fundamental principle is to generate a set of 

pathways or trees from raw material to product. The signature descriptors, which have the 

ability to represent changes in the species at each step as a change in the signature at the 

outermost level, could be employed to reduce the complexity of the reaction network 

generation algorithm.  

The reaction network generation algorithm is analogous to molecular design 

algorithms, albeit more complicated, as no step in the reaction sequence is known at the 

time of design. The steps are automatically generated based on the constraints imposed 

by the specific enzymes involved and the target structures. A number of algorithms are 

available for the automatic generation of trees (Trinajstic, 1992). The signatures can be 

tailored to produce such trees representing the reaction sequences. Therefore, along with 

the pathways and compounds listed in databases, novel compounds and pathways could 

be generated in this manner. If the new product or pathway is more sustainable, it should 

replace the existing one. This work would be quite novel and required the tools include 

the signature descriptors and fundamental principles of graph theory.   
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6.2.5. Design of Reactions 

Until now, the applications of reverse problem formulations have been limited to 

non-reactive systems. However, the new signature-based algorithms have the potential to 

extend the methodology to include reactive systems. For tracking the properties during a 

chemical reaction, the signature descriptor corresponding to a reaction can be defined as 

follows: 

 

( ) ( ) ( )( )BAfRh σσσ =        (6.3) 

 

where σ(A) are the signatures corresponding to the reactants and σ(B) are the 

signatures corresponding to the products involved in the reaction. The changes in the 

molecular groups during the reaction, will be reflected in the signatures. The signatures 

can be formed for both the reactants and the products. The relationships between 

reactants and products can be formed by considering them as un-connected graphs. A 

large databank corresponding to the different types of signatures will be required for 

applying this in actual industrial processes. For multi-stage reactions, there will be a 

change in signature at different stages. Since the signatures can be used to represent 

different topological indices, which are correlated to different properties, the changes in 

the signatures would provide a virtual representation of the changes in properties. 

 

( ))( Rf hσθ =∆         (6.4) 
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where ∆θ is the change in the property function. The initial efforts in this research 

would be to develop functional relationships between the change in property functions 

and signatures. In this area of research, the principles of graph theory can be combined 

with the reaction mechanisms to identify the most favorable and feasible reactions. In a 

simultaneous process and product design problem, the changes in the process conditions 

will also have an effect on the properties. Therefore, the tools discussed earlier in this 

chapter would have to be included in this work. This research would enable the design of 

reactive systems purely on a property platform.  
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Appendix: Group Contribution and Connectivity Indices Data 
 
 

 The property contributions used in the case studies are given in Tables A.1 

through A.6. In the first three tables, three levels of property contributions given in the 

property model used by Marrero & Gani (2001) are given. The following properties are 

predicted using these models: 

• Normal boiling and melting temperatures 

• Critical pressure, critical volumes and critical temperature 

• Standard enthalpy of vaporization and standard Gibbs energy, and standard 

enthalpy of formation 

Table A.4 and Table A.5 provide the group contribution values estimated in the property 

models used by (Constantinou et al., 1995) for the prediction of molar volume and 

acentric factor.   

Table A.6 provides the regressed parameters in the equation for the connectivity index 

method. These expressions are used for the prediction of properties predicted by Marrero 

& Gani (2001) models, but typically used for predicting the contributions of the missing 

groups. 
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Table A.1: First Order Group Contribution Property Data (Marrero & Gani, 2001) 
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Table A.2: Second Order Group Contribution Property Data (Marrero & Gani, 2001) 
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Table A.3: Third Order Group Contribution Property Data (Marrero & Gani, 2001) 
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 Table A. 4: First Order GC Data for Acentric Factors and Liquid Molar Volume (Constantinou et al., 1995)
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Table A. 5: Second Order GC Data for Acentric Factors and Liquid Molar Volume (Constantinou et al., 1995) 
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Table A. 6: Regressed Parameters for Different Atom Types in the CI Method (Gani et al., 2005) 
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