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Abstract

HWMP (Hybrid Wireless Mesh Protocol) has been set as the default routing protocol for the

ongoing IEEE 802.11s WMN (Wireless Mesh Network) standard. Unlike most multi-hop routing

protocols, which operate at the network layer, HWMP operates at the MAC layer and uses IEEE

802.11s Airtime as a routing metric.

In this dissertation, and in an attempt to delve into the subtleties of this new promising technol-

ogy, we started �rst by deploying a real-world pre-IEEE 802.11s indoor WMN testbed that spans

two separate buildings, and implements the main traits of this new IEEE standard, e.g., architec-

ture, HWMP, and Airtime. We ascertained the practicality of the testbed by testing real-world

traf�c such as having Wi-� enabled stations browsing the Internet, using the deployed WMN as a

backhaul. We identi�ed major practical issues and addressed them, e.g., clients association, Inter-

networking, and supporting multiple gateways. To encourage the use of real-world WMN testbeds,

and to cope with the scarcity of such testbeds, we made the implementation open-source and avail-

able online.

IEEE 802.11s Airtime metric depends on the observed loss and transmission rates. However,

IEEE 802.11s did not delineate a speci�c way to measure the loss rate; It is left as an open re-

search issue. To estimate loss rate, most routing metrics, e.g., ETX and ETT, use the broadcast

approach whereby broadcast probe frame losses are measured. Such an approach suffers funda-

mental shortcomings which were addressed by introducing the passive approach. This latter uses

data traf�c frames instead of broadcast frames. However, the passive approach still suffers from

the major shortcoming of probing idle links. In this dissertation, we propose a novel loss rate es-

timation scheme that overcomes the shortcomings of both broadcast and passive approaches. The

proposed scheme estimates losses by tracking their causing events, mainly contention and inter-

ference. However, interference measurement remains a challenging task merely because of the
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impracticality of the current interference models. We propose a novel practical interference mea-

surement framework that adapts the physical interference model and uses a probabilistic model

for frame arrivals. A new interference-aware routing metric, ICE (Interference and Contention

Estimator), is shaped and compared to ETX and IEEE 802.11s Airtime routing metrics using a

real-world pre-IEEE 802.11s WMN testbed. ICE outperforms both ETX and IEEE 802.11s Air-

time with an average of 16%. This outperformance is a signi�cant improvement when taking into

account that we were using a single-channel radio approach.

While experimenting with HWMP and Airtime, we noticed a �ping-pong� effect in the behavior

of the network. The very few references to this effect in the literature condemn it as a perilous be-

havior but only super�cially address the problem. In this dissertation, we also present a thorough

study of the IEEE 802.11s Airtime ping-pong effect, and we highlight its correlation to the under-

lying rate control algorithms. Using different rate control algorithms (e.g., ARF, AARF, ONOE,

AMRR and Constant rate), we prove that transmission rate adaptation is the principal cause be-

hind the effect. We show that the effect is an inherent behavior and not necessarily a perilous one

and that an accurate characterization of the effect will improve network performance. We present

and discuss a novel research direction consisting of shaping ping-pong-aware mechanisms that, by

detecting when a link undergoes such an effect, adapt the network resources for a better perfor-

mance. In this context, we present a ping-pong-aware mechanism that is O(1), decentralized, and

can be easily integrated into the IEEE 802.11s routing protocol. Using extensive ns-3 simulations,

we show that the new mechanism has an average outperformance of 5%. This latter is a slight

improvement; However, it remains as a proof of concept for future research in the direction of

shaping better ping-pong-aware mechanisms.
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Chapter 1

Introduction

Due to their easy-to-deploy, self-healing, and reduced-cost features, WMNs [1] are emerg-

ing as a promising technology, and are attracting considerable attention in academia and industry

as well. WMNs are easy-to-deploy as setting a WMN involves minimal wiring and con�guration

overhead: Placing the WMN nodes and powering them On is all that is required to operate a WMN.

On the other hand, WMNs are self-healing thanks to the redundancy of wireless links: A failure

in a wireless link incites the network to seek an alternative operational link, thus maintaining the

network operational.

WMNs may serve a rich set of applications, e.g., wireless community networks, wireless enter-

prise networks, transportation systems, home networking and last-mile wireless Internet access.

Providing last-mile wireless Internet access is one of the most promising applications as WMNs

tremendously reduce the cost and the con�guration overhead when compared with current solu-

tions, e.g., Wi-Fi (IEEE 802.11) LANs [56]. In fact, the proliferation of Wi-Fi LANs played a

tremendous role in the promising success of WMNs. However, and even though very successful,

Wi-Fi LANs still suffer from the cost and the overhead of setting the wired backbone that con-

nects the different APs (Access Points). In IEEE 802.11s WMNs, no wiring is required except

for the AP which will serve as a gateway towards the Internet, even though the gateway AP can

be wirelessly connected to the Internet. All other APs serve as routers and route data on behalf

of each other towards/from the gateway AP. Therefore, covering a cell reduces to adding an AP

without wiring it to the backbone network. This way, the WMN technology is considerably eas-

ing wireless coverage, especially when compared to the actual Wi-Fi WLANs solution. This is of

tremendous importance to industry since easing wireless coverage equates affording more cover-

age and supporting more user connections, consequently generating greater returns to industry. In
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this context, IETF (Internet Engineering Task Force) [14] is actively working to �nalize the IEEE

802.11s standard [15] which will pave the way towards a successful worldwide industrialization of

this promising technology.

In 2005, IETF set a mesh networking TG (Task Group) to standardize IEEE 802.11s. The work

is still in progress, and the last IEEE 802.11s TG meeting was held in May, 2010 [15]. Even

though the standard is not �nal yet, its main traits are set, e.g., architecture and MAC routing. The

IEEE 802.11s TG set HWMP (Hybrid Wireless Mesh Protocol) [5] as the default routing protocol

for all IEEE 802.11s compliant devices. HWMP is an adaptation of the well-known AODV [25]

protocol that is composed of reactive on-demand and proactive tree-based routing. These latter can

be used separately or simultaneously depending on the kind of application for which the WMN is

deployed. HWMP uses MAC addresses and was amended Airtime [6] as a default routing metric.

The amendment aims to maintain a minimum compatibility between the IEEE 802.11s devices to

be manufactured by different companies.

Albeit a new technology, several WMNs solutions are already commercialized (e.g., by Strix

Systems , Cisco, Nortel, Tropos, BelAir). Besides, valuable real-world research deployments are

in place as well, e.g., the MIT Roofnet [61] and the Microsoft Mesh Networking project [50].

However, these deployments are not compliant to the new IEEE 802.11s standard and are propri-

etary.

The absence of non-proprietary and open-source testbeds is restricting the proliferation of the

research in WMNs by forcing researchers to use simulation tools, e.g., ns-2 [63] and Qualnet [49].

Even though simulators are relatively good at approximating most of the real-world networking

applications, they are still quite far from doing so in wireless indoor environments, which is the

case with IEEE 802.11s WMN technology. In wireless indoor environments, an accurate RF prop-

agation simulation is very crucial and it largely affects the wireless link quality characterization,

mainly because of the unpredictable and mobile nature of obstacles, e.g., furniture, people, walls,

etc. These latter have a direct and strong impact on most RF propagation characteristics, basically

re�ection, diffraction, path loss, and interference. In this dissertation, we present an open-source

2



implementation of an indoor IEEE 802.11s WMN testbed. The implementation is transparent,

easy-to-deploy, and both the source code and deployment instructions are available online [4]. The

implementation can serve as a blueprint for the WMN research community to deploy their own

testbeds, negating the shortcomings of using simulation tools.

Wireless link quality characterization imposes the major challenge of which link quality pa-

rameter to account for, and this is basically because of the diversity and the complexity of the

correlations (e.g., loss rate, interference, transmission/interference ranges, load, contention, delay,

and transmission rate). Still, the loss and transmission rates remain the two key link quality pa-

rameters, as the former accounts for link reliability, and the latter for link bandwidth. Reliability

and high bandwidth are the ultimate goals that are sought in any networking technology.

An accurate estimation of the loss rate is not an easy task. There are two basic approaches for

loss rate measurement: the broadcast approach and the passive approach.

• In the broadcast approach, probe frames are periodically broadcast using a certain frequency,

and the number of successfully received probes are used to induce the loss rate. Such an

approach suffers fundamental shortcomings: First, broadcast frames generate an overhead

in the network, which directly impacts the overall network performance. Second, in order

to minimize the broadcast overhead, large averaging periods (e.g., 10 seconds with 1 probe

per second) are used [16]. These large averaging periods do not respond quickly enough to

the inherently time-varying nature of the channel quality. Third and worse, broadcast frames

have a �xed size and are sent at the default low constant broadcast rate. This de�nitely does

not represent the real traf�c which has variable frames sizes and variable transmission rates.

These facts yield inaccurate loss rate measurement under the broadcast approach.

• The passive approach uses real traf�c frames instead of broadcast frames. Thus, it overcomes

all the three formerly listed broadcast approach shortcomings: First, no overhead is induced

in the network since the passive approach uses existing traf�c frames. Second, existing traf�c

frames are not sent on a periodic basis as with broadcast frames, thus they can respond to

the time-varying nature of channel quality as long as there is ongoing traf�c. Third, traf�c
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frames have variable sizes and variable transmission rates. However, the passive approach

suffers from the major shortcoming of not dealing with situations where there is no data

traf�c.

This dissertation proposes an alternative approach that overcomes both the shortcomings of the

broadcast and the passive approaches. The approach indirectly estimates the loss rate by observing

the causes of losses instead of the direct measurement of the effect, i.e., losses. The causes of

wireless losses are basically contention and interferences:

• Contention contributes to frame losses by: 1) inducing excessive buffering of frames, while

awaiting for free medium. This results in frames dropping due to buffers over�ows, and 2)

frame collisions, which further worsens in case of the absence of the RTS/CTS mechanism,

which is the default setting on IEEE 802.11 network interface cards.

• Interferences contribute to frame losses by having a desired signal disrupted by other inter-

fering signals, and thus resulting in a corrupted signal which is interpreted as a loss mainly

because of the FCS (Frame Check Sequence) alteration.

While contention measurement is quite an easy task, an accurate interference measurement still

imposes major challenges. There are two basic interference models [3]: 1) the protocol interference

model, and 2) the physical interference model. Both models present major practical challenges.

In the protocol interference model, which is based on transmission and interference ranges, the

challenge is relevant to the complexity of measuring such ranges in real-world, especially in ad-

hoc networks where there is no prede�ned topology, and particularly in in-door environments, of

which WMN is a case, where obstacles are prevalent and unpredictable. In the physical interfer-

ence model, which is based on SINR (Signal-to-Interference-Noise-Ratio) values, the challenge

is relevant to the model requiring access to the SINR values of all simultaneously transmitting

stations: a feature which is unavailable in commodity NICs which report the signal strength of only

one successfully received frame at a time. To overcome this physical interference model challenge,

we propose a probabilistic interference measurement framework that uses frame arrival models as a
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means to infer probabilities of interference. These probabilities of interference are used as weights

for signal strengths in the physical interference model.

In this context, and by adapting the physical interference model for practical use, we propose

a new interference and contention-aware metric ICE (Interference and Contention Estimator) that

overcomes the shortcomings of both the broadcast and the passive approach. ICE does not use any

extra broadcast frames and overcomes the major shortcoming of probing idle links (which is in-

herent to the passive approach) as the absence of data traf�c becomes a property to detect by itself,

and it is interpreted as low contention and low interference. ICE accounts also for the asymmet-

ric nature of wireless links by exchanging channel quality measurements, of both link directions,

between the link endpoints. These measurements are piggybacked in the default IEEE 802.11s

proactive broadcast routing frames without need for any extra broadcast frames. ICE performance

is compared to ETX [16] and to IEEE 802.11s Airtime metric [6] using the deployed real-world

tested. ETT [17] is omitted from our comparison as it is very similar in principle to the IEEE

802.11s default Airtime metric.

While experimenting with HWMP and with Airtime [6] as a routing metric, we observed a no-

ticeable ping-pong effect in the network overall throughput. The effect consisted of having the

network throughput frequently oscillating, during the life time of experiments, between high and

low throughput values. The effect nature is vague and condemned to be a perilous one. In this

dissertation, we highlight the nature of this effect, and by using different rate control algorithms

(e.g., ARF, AARF, ONOE, AMRR and Constant rate), we prove the strong correlation of the effect

to the underlying rate control algorithms. We show that the effect is an inherent behavior, and not

necessarily a perilous one as referred to in literature. Furthermore, we allude to the fact that an

accurate characterization of the effect can bene�t the IEEE 802.11s overall network performance

by shaping new mechanisms that account for it. We present a simple mechanism that, by capturing

when the system is under the effect, reacts to it and adapts the routing protocol to improve the net-

work performance. The mechanism deems a multi-hop wireless path as a chain of one-hop links

whose strength is equal to the strength of its weakest link. The mechanism is O(1), decentralized,
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and can be easily integrated into the IEEE 802.11s routing protocol.

The next sections, in this chapter, present the motivation behind the different aspects of this disser-

tation as well as the relevant literature.

1.1 Wireless Mesh Networks

As multi-hop wireless networks, WMNs [1] largely bene�t from valuable research led

so far on multi-hop networks in general and in particular in MANETs (Mobile Ad hoc Net-

works) [45�47]. MANETs failed to attract good civil applications, but have tremendously con-

tributed to the proliferating success of WMNs: many WMNs protocols have been borrowed from

MANETs. e.g., HWMP [5], Radio-Metric Ad hoc On-demand Distance Vector (RM-AODV) [18],

Dynamic Source Routing (DSR) [19], Optimized Link State Routing (OLSR) [20]; The migration

of such protocols pro�t from the exemption from the stringent constraints of mobility and power

consumption. Such constraints were inherent to MANETs. However, such migrations should no-

ticeably take into account major existing differences between MANETs and WMNs [22].

In general, multi-hop wireless networks have been extensively addressed in literature, espe-

cially in Routing [16, 17, 20, 23�25, 32]. Still, the capacity of such networks is deemed lim-

ited [3]. In an attempt to improve the capacity, different techniques have been proposed: load-

balancing [28�30, 30], multi-channel [33�36], multi-radio [17, 28, 57], packet scheduling [41], di-

rectional antennas [42,43], network coding [37�40], multi-hop routing [5,19,20,23,25]. However,

most of these techniques depend at least on one common issue, which is link quality characteriza-

tion:

1. Load balancing: We need to know the least loaded links, and highest loaded ones as well, in

order to balance the load between the different possible routes.

2. Multi-channel/multi-radio: we need to know the least interfering channels/radios in order to

enable maximum parallel transmissions and in order to perform optimal channel-to-interface

as well as neighbor-to-channel bindings.
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3. Packet scheduling: we need to know the optimal (i.e., minimum losses, less interferences,

high transmission rates, etc) paths for packet scheduling.

4. Directional Antennas: we need to know the best vicinities (e.g., of minimum contention,

load, and loss) in order to know the direction for steering the antennas. In case of non-

steerable antennas, we need to know the best direction for frame forwarding and use the

corresponding antenna.

5. Multi-hop routing: we need to know the optimal paths for frame forwarding.

Accordingly, a good link quality characterization of wireless links is crucial to multi-hop wireless

networks performance optimization, and hence is critical to WMNs as well. Consequently, the

fundamental question that arises is how to characterize a good link quality?

1.2 Wireless Link Quality Characterization

1.2.1 General Overview

When exposed to wireless link quality characterization, one is �rst confronted with the large

set of parameters that impacts the overall wireless link quality, e.g., interferences levels, loss rate,

delay (and its variation, i.e., jitter), bandwidth, transmission power, transmission ranges, interfer-

ence ranges, contention, load. Consequently, one ought to raise the following legitimate question:

Which parameters to consider as (non)essential for link quality characterization? As a �rst step

towards the answer, we start by investigating how existing work, in literature, is addressing the

issue of link quality characterization.

The common means, in literature, for characterizing wireless links are routing metrics. These

latter differ in how they address the former question: While some metrics account solely for loss

rates and/or bandwidth, others account solely for delay instead. Other metrics account for interfer-

ences, or even a combination of the formerly listed parameters. Given these different approaches, it

becomes clearer that deciding on the critical or determinant link quality parameters is not a straight-

forward task. Another important point is that some routing metrics do explicitly account for some
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parameters while implicitly accounting for others. For instance, RTT (Round Trip Time) [26] ex-

plicitly accounts only for delay. However, it implicitly accounts for contention and loss rate as

well(The way it does so will be discussed later in this Section).

To further highlight the issue, we present next some of the most well-known metrics along with

the parameters they account for. To emphasize how (i.e., explicitly or implicitly) a routing metric

accounts for link quality parameters, we use the following notation:

metric name(E = {p1, p2...}, I = {pn, pn+1...})

where pi denotes the different link quality parameters, E is the set of explicitly accounted for

parameters and I is the set of implicitly accounted for parameters.

1. ETX (E={Loss rate}):
ETX (Expected Transmission Count) [16] measures the expected number of transmissions

needed to successfully transmit a frame. To compute ETX, every node periodically broad-

casts N probe frames over a certain time period T . Knowing N and T , every node counts

the number of successfully received probe frames and computes the (reverse) delivery ratio

in the reverse link as follows:

dr =
Rr

N
(1.1)

where Rr is the number of successfully received frames in the reverse direction.

Besides, whenever a node broadcasts itsN probe frames (always over the same time period

T ), it piggybacks on it the computed dr values for all its neighbors. This way, every node can

get its forward delivery ratios df , to other neighbors, by extracting them from the received

probe frames. Once having both the forward and reverse delivery ratios to every neighbor,

ETX is computed as follows:

ETX =
1

df × dr (1.2)
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ETX accounts, explicitly and solely, for loss rate as a link quality parameter.

2. ETT (E={loss rate, bandwidth}):
ETT (Expected Transmission Time) [17] measures the time required for a frame to be

successfully transmitted. ETT is computed as follows:

ETT = ETX × t (1.3)

where t is the average time for a single frame to be transmitted regardless of the transmission

being successful or not. t = S
B

, where S is the size of the probe frame and B is the link

bandwidth.

ETT accounts, explicitly, for both loss rate and bandwidth as well.

3. IEEE 802.11s Airtime (E={loss rate, bandwidth, channel characteristics}):
IEEE 802.11s Airtime is a radio-aware metric which is meant to measure the amount of

consumed channel resources when transmitting a frame over a particular wireless link [6].

Airtime is computed as follows:

Airtime =

(
Oca +Op +

Bt

r

)
1

1− efr (1.4)

where Oca and Op are constants quantifying respectively the channel access overhead, and

the protocol overhead. Oca and Op depend solely on the IEEE 802.11 modulation scheme,

i.e., IEEE 802.11a/b/g, see Table 5.1. Bt is the number of bits in a probe frame and r is its

transmission rate (in Mbps). efr is the frame error rate. IEEE 802.11s did not set a speci�c

way to measure efr, it is left as a local implementation choice [21].

Like ETT, Airtime accounts, explicitly, for loss rate and bandwidth. However, Airtime

further accounts for the channel characteristics as well by means of Oca and Op.

4. RTT (E={delay}, I={contention, loss rate, queuing delay}):
The RTT (Round Trip Time) [26] of a hop is computed by sending a unicast probe frame
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802.11a 802.11b/g
Oca 75 µs 335 µs
Op 110 µs 364 µs

Table 1.1: Airtime metric constants

bearing a timestamp. Upon receiving the probe, the receiver responds with a unicast frame

echoing the received probe which still bears the initial timestamp. This way the receiver

can compute the elapsed time (RTT) by subtracting the initial timestamp from the current

timestamp.

Even if RTT accounts solely for delay as a link quality parameter, it does implicitly account

also for contention, queuing delay and loss rate:

• RTT implicitly accounts for contention since high contention levels would increase the

waiting time (hence increasing RTT) needed to grasp the medium and vice-versa.

• RTT implicitly accounts for the queuing delay as this later is included in the RTT. RTT

corresponds to the elapsed time since a frame leaves a station till it is received back.

• RTT implicitly accounts also for loss rate since a loss would induce re-transmitting the

frame. Such re-transmissions increase the delay.

RTT accounts explicitly for delay, and implicitly for contention, queuing delay and loss

rate.

5. PktPair (E={delay}, I={contention, loss rate}):
PktPair (Packet Pair) [51] estimates the delay of a link by broadcasting two back-to-back

frames: a short one (137 Bytes) followed by a relatively long one (1100 bytes). Only the �rst

short frame is timestamped. The receiver computes the difference in time between receiving

the two frames and echoes back the computed delay. In contrast to RTT, PktPair does not

account for queuing delays since the two frames are sent back-to-back (back-to-back frames

are to witness the same queuing delay). However, PktPair implicitly accounts for contention
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and loss rate as in RTT.

PktPair accounts explicitly for delay, and implicitly for contention and loss rate.

6. WCETT (E={loss rate, bandwidth}, I={interferences}):
The WCETT (Weighted Cumulative Expected Transmission Time) [17] for a given path p is

computed as follows:

WCETTp = (1− α)×
n∑
i=1

ETTi + α× max
1≤j≤k

Xj (1.5)

where Xj is the sum of the ETT values of all the single hops, in a path p, that are operating

in a same speci�c channel j, and α is a weighting parameter. Xj is meant to account for

channel diversity by accounting for the channel that may cause highest intra-�ow interfer-

ences as a result of more hops operating in the same channel. WCETT was designed for

multi-channel multi-radio networks.

WCETT accounts for loss rate, bandwidth and interferences as well. However, WCETT

does not explicitly measure interferences, it does only approximate interferences by account-

ing for the hops, in the same path, that are using the same channel, i.e., the number of links

that can interfere with each other. In other words, WCETT is using a heuristic approach for

interference measurement instead of an interference measurement model.

7. MIC (E={loss rate, bandwidth}, I={interferences}):
The MIC (Metric of Interference and Channel switching) [52] for a given path p is com-

puted as follows:

MICp =
1

N ×min (ETT )

∑

linkl∈p
IRUl +

∑

nodei∈p
CSCi (1.6)

where N is the total number of nodes in the network, IRUl and CSCi are computed as

follows:

IRUi = ETTi ×Nl (1.7)
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CSCi = w1, if CH(prev(i)) 6= CH(i); CSCi = w2, if CH(prev(i)) = CH(i)

(1.8)

0 ≤ w1 � w2 (1.9)

where Nl is the number of neighbors interfering with link l. CH(i) is the channel assigned

to node i and prev(i) is its previous node along path p.

MIC is meant to account for both intra-�ow and inter-�ow interferences: CSCi catches

intra-�ow interferences by assigning to it a high value, e.g., w2, when the previous node is

operating in the same channel, and a less value (w1) otherwise. MIC accounts for inter-�ow

interferences by scaling ETT (in equation 1.7) by Nl (the number of interfering links).

MIC accounts for loss rate, bandwidth and interferences as well. However, like in WCETT,

MIC does not explicitly measure interferences. It only estimates it by accounting for the

number of interfering links and the number of path hops that are operating in the same

channel. Similarly to WCETT, MIC uses a heuristic approach for interference measurement

instead of an interference measurement model.

8. iAware (E={loss rate, bandwidth, interferences}):
iAware (Interference Aware) [53] uses the same rationale and the same path metric formula

as WCETT (see Equation 1.5), except that it replaces ETTi with iAwarei:

iAwarep = (1− α)×
n∑
i=1

iAwarei + α× max
1≤j≤k

Xj (1.10)

iAwarei =
ETTi
IRi

(1.11)

where IRi is a SINR-dependent value which is computed under the physical interference

model [3] as follows:

IRi(u) =
SINRi(u)

SNRi(u)
(1.12)
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SINRi(u) =
pu(v)

N +
∑

w∈Iw τ(w)Pu(v)
(1.13)

where pu(v) is the signal strength of a packet from node v to node u, Iw is the set of nodes in

the interference range of node u. τ(w) is the normalized rate, at which a node w generates

traf�c, averaged over a certain period of time: τ(w) represents the fraction of time node w

occupies the channel.

iAware accounts for loss rate and bandwidth through the incorporation of ETT and also

for interferences by using an SINR-based model. In contrast to WCETT and MIC, iAware

is explicitly measuring the interferences by using a SINR-based model. However, iAware,

simpli�es the physical interference model by using normalized rates for weighting the signal

strengths values (See Equation 1.13).

1.2.2 Which Link Quality Parameters to Account for?

By examining these different routing metrics, we can state that deciding on the set of pa-

rameters to account for, in characterizing the wireless link quality, is a multi-way issue as it can be

approached differently. The challenge stems mainly from the diversity and the complexity of the

correlations between these different link quality parameters. However, in the shade of the formerly

presented routing metrics, we observe that all of them account primarily, either implicitly or explic-

itly, for loss and transmission rate. This fact exhibits a solid rationale since loss and transmission

rates are highly impacting the overall network throughput: a minimum loss rate yields the highest

reliability. When this latter is combined with a high link bandwidth, the system ideally reaches the

maximum throughput.

In contrast to transmission rate, an accurate loss rate measurement is quite dif�cult to achieve, for

the reasons highlighted in Section 1. As an alternative, we proposed observing the causing events

instead of the effects, i.e., contention and interferences. The next section reviews interferences and

their impact on wireless network performance.
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1.3 Interferences

In physics, interference is the addition (superposition) of two or more waves that result in a

new wave pattern. In computer science, this superposition of signals/waves causes bit alterations

which in turn causes data and/or FCS (Frame Check Sequence) alteration. When the frame's data

and/or its FCS are corrupted, the link layer drops the corrupted frame and hence generates a loss.

1.3.1 Accurate Interference Measurement: The Challenging Aspects

There is a general consensus in literature about the impact of interferences in wireless net-

works [3, 66]. Interferences degrade wireless networks performance by their direct/strong con-

tribution to the generation of wireless losses. Besides, interferences also increase the contention

level when an interfering signal is above the carrier-sense threshold, causing frame emission to

be delayed till the channel is clear. The interfering signals can also originate from undesired

communications, e.g., microwaves, bluetooth devices, traf�c in a different network. An accurate

interference measurement is a challenging task for three main reasons:

1. High time complexity: There areO(n2) links in a network with n nodes, and if only pairwise

interferences are considered, then O(n4) links must be checked. In [67], J. Padhye et al.

reduce this pairwise complexity from O(n4) to O(n2). However, this still considers only

pairwise interferences, which does not re�ect the real world. A signal can simultaneously

interfere with many signals, not only with one.

2. Inadequacy of Interference models for use in practical systems: The protocol model [3]

which characterizes interferences by considering both transmission and interference ranges,

exhibits a strong inadequacy for use in practical systems. This is merely because the trans-

mission and interference ranges cannot be computed at all in ad-hoc topologies. Even, in a

controlled-topology network, the computation is O(n2), and exhibits a high level of impreci-

sion because of the complex RF propagation aspects. Furthermore, transmission/interference
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ranges vary in time because of mobile obstacles and variable transmission powers. On the

other hand, the physical model [3], even if it is simpler than the protocol model, it requires

the access to the SINR values of all interfering stations: a feature which is unavailable in

commodity NICs as these latter report the signal strength of only one signal at a time. We

refer back to this model with further details in Section 3.

3. Inadequacy of simulation tools: Simulation tools are indeed inadequate in dealing with in-

terferences as they can not capture the complex aspects of RF propagation such as multi-path

fading, interferences, path loss, re�ection and diffraction. In indoor environments, the situa-

tion is further aggravated because of the unpredictable and mobile nature of obstacles, e.g.,

furniture, people, walls, etc. This unpredictable and mobile nature of obstacles has a direct

and strong impact on the behavior of most RF propagation characteristics, basically re�ec-

tion, diffraction, and path loss. These facts render very complex an accurate modeling of the

interferences phenomenon. Thus, most simulation tools remain simplistic in the way they

are modeling interferences. For instance, ns-2 [63], which is the most widely used tool in

academia, uses a simpli�ed version of the physical interference model (the capture threshold

model) that accounts for only one interfere at a time [8]. This is de�nitely not the case in

real-world interferences where there can be several simultaneous interferes.

1.3.2 Common Heuristics for Interference Measurement in Routing Metrics

To cope with the formerly presented interferece measurement challenges, most routing met-

rics use simple heuristics. In this section, we highlight the most known interference-aware routing

metrics and the way they measure interference:

1. WCETT (Weighted Cumulative Expected Transmission Time) [17] uses the maximum sum

of the ETT values of all single hops, on a given path, that are operating in the same channel

(See Equation 1.5). By doing so, WCETT is favoring paths with more channel diversity,

i.e., with less interfering channels. This is a good heuristic but still no interferences are
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measured/computed: WCETT computes only the maximum number of hops operating in

the same channel, and uses it as a weight in Equation 1.5.

2. MIC (Metric of Interferences and Channel switching) [52] tries to improve over WCETT

by additionally accounting for inter-�ow interferences asWCETT accounts solely for intra-

�ow interferences, i.e., interferences occurring within the same path. However, to do so,

MIC measures the number of neighbors that can interfere with a given link l and uses

that number to weight the ETT of the link (Equation 1.7). Like WCETT , MIC uses

a good heuristic as well since it favors paths with less inter and intra-�ow interferences.

However, it does not explicitly measure any interferences: it only computes the number of

interfering nodes within a path and uses that number to compute the corresponding IRU

(value (Equation 1.7).

3. Unlike WCETT and MIC, iAware [53] is explicitly measuring interferences by comput-

ing the signal strengths of neighboring links. However, iAware is too simplistic when it

used the normalized rates as weights for the signal strengths under the physical interference

model (Equation 1.13). Normalized rates, even if they are in the range [0, 1], they are quite

far from representing a probability of interference simply because they totally don't account

for the counterpart node with whom the interference may take place. Regardless of the send-

ing rate of the counterpart node, the locally-computed normalized rate will be always the

same, and this is a big �aw: When the counterpart node will be sending at higher rate, and

thus injecting more frames in the air, the probability to have an interference should increase

and vice-versa.

1.4 IEEE 802.11s Airtime Ping-pong Effect

While experimenting with the IEEE 802.11s HWMP protocol, and using Airtime as a rout-

ing metric, in the deployed IEEE 802.11s WMN testbed, we noticed a ping-pong effect in the
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behavior of the network. This latter consisted of a continuous oscillation in the network through-

put between high and low values. At �rst, we thought the effect was an anomaly that stems from

an undetected �aw, e.g., in coding or in experimental settings. However, after re-examining the

code and the experimental settings, it turned out that the effect is still persisting. As a next step,

we took over the same experiments but with ETX as a routing metric instead. This resulted in a

noticeable mitigation in the effect strength. As a primary observation, we postulated that the effect

ought to be relevant only to the IEEE 802.11s Airtime metric.

Afterwards, and as a �rst step ahead, we conducted a literature review whereby we, surprisingly,

found only a unique reference to the effect [9]. This latter reference super�cially addresses the

effect and condemns it to be a perilous behavior and without any solid clari�cation. Furthermore,

the authors even changed the IEEE 802.11s computational formula of Airtime [6] to render it in-

dependent of the transmission rate variable, and this in order to eliminate the �so-named� perilous

behavior.

Given that the ping-pong effect ought to impact the overall performance of this new IEEE 802.11s

technology as it pertains to an integral part to the IEEE 802.11s HWMP routing protocol which

is the Airtime routing metric, and given the very scarce literature on the effect, we think that this

effect should be allotted further research, and that a good characterization of it can even help im-

prove the overall network performance by merely accounting for the effect presence, and this is

what we are trying to also present in this dissertation.

1.5 Contributions

The main contributions of this dissertation are:

• A presentation of the subtleties of wireless link quality characterization.

• A presentation of a novel approach for accurate loss measurement that observes the causing

events instead of the effects.
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• A presentation of a novel framework for interference measurement under the physical inter-

ference model.

• A presentation of a new interference and contention aware routing metric.

• Highlight and characterization of the Airtime ping-pong effect.

• A proof of the strong correlation of the effect to adaptive rate control algorithms.

• A proof that the effect is an inherent behavior and not necessarily a perilous one.

• A presentation of a decentralized ping-pong-aware mechanism that improves the overall

network performance.

• A presentation of an easy-to-deploy and open-source IEEE 802.11s WMN testbed imple-

mentation.

• A solution to some of the main IEEE 802.11s implementation problems, e.g.,:

� Clients association problem

� Internetworking WMNs

� Supporting multiple gateways

• A highlight of the main traits of the new IEEE 802.11s standard.

• A highlight and implementation of the IEEE 802.11s HWMP routing protocol and the IEEE

802.11s Airtime routing metric.

The rest of this dissertation is organized as follows:

In Chapter 2, we present the main traits of the ongoing IEEE 802.11s, with an emphasis on the

subtleties of the IEEE 802.11s HWMP protocol and the IEEE 802.11s Airtime routing metric. In

Chapter 3 we present the issue of wireless link quality characterization, we highlight the shortcom-

ings of the current schemes, and propose a new interference-aware routing metric that outperforms
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ETX and IEEE 802.11s Airtime. The Airtime ping-pong effect is thoroughly covered in Chapter 4,

and its correlation to the underlying rate adaptation algorithms is analyzed and experimentally

proved. In Chapter 5, we present the details of a real-world open-source implementation of an

indoor IEEE 802.11s WMN testbed. We highlight major implementation problems and suggest

suitable solutions. We show how the implementation is indeed easy-to-deploy, and thus encour-

aging the research community to use it as a blueprint to deploy their own testbeds. Finally, in

Chapter 6, we conclude and allude for future research steps.
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Chapter 2

The IEEE 802.11s Standard

In this chapter we highlight the main traits of the ongoing IEEE 802.11s standard [2]. We out-

line its time-line progress, present its architecture, and delve into the details of it routing protocol.

2.1 Progress and Standard Main Areas

The IEEE 802.11s standard started initially as a study group in 2003, then became a Task

Group in July 2004. The �rst draft was accepted in March, 2006, and the last TG meeting was held

in March 2010 [15]. The standard is concerned with �ve main areas:

1. Architecture

2. Routing in MAC layer

3. MAC enhancements

4. Internetworking

5. Security

In this dissertation, we refer to areas 1, 2 and 4, as they are relevant to this work. Areas 1 and 2 are

introduced in next paragraphs, while area 4 is deferred to Section 5.3.

2.2 Architecture

IEEE 802.11s de�nes three types of stations:

1. MPs (Mesh Points): MPs are wireless stations that perform routing only.
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Figure 2.1: WMN Architecture

2. MAPs (Mesh Access Points): MAPs are MPs with additional access point capabilities. Be-

sides performing routing, MAPs aggregate traf�c from/towards legacy 802.11 stations. A

MAP can be thought of as a legacy access point which performs routing also.

3. MPPs (Mesh Portal Points): MPPs are MPs that serve as gateways to other non-mesh net-

works, e.g., Internet. MPPs aggregate traf�c from/towards the non-mesh networks.

To illustrate the functionality of every mesh node type, Figure 2.1 depicts a scenario where an

end user, e.g., a Wi-Fi enabled station, is browsing the Internet. The end-user, at station sta1,

is connected to a legacy IEEE 802.11 network through a mesh access point (MAP). The MAP

is routing frames, and has mesh point (MP2) as a next-hop. Mesh point (MP2) has mesh point

(MP4) as its next-hop, and (MP7) afterwards. This latter forwards data towards the Mesh Portal

Point (MPP1) which serves as a gateway towards the Internet web server. The role of the HWMP

routing protocol [5] is to determine the best sequence of hops for a data frame to get to its �nal

destination. This is carried out by selecting the path that has the best (least) Airtime [6] value.

2.3 MAC Routing

Multi-hop routing is a key issue in IEEE 802.11s. IEEE 802.11s performs routing using

MAC addresses and uses either four or six MAC addresses depending on the nature of the traf�c.
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When both the source and the destination are mesh points in the WMN, only four addresses are

used. When the source or the destination is outside the WMN, i.e., a non-mesh point (e.g., an IEEE

802.11 or an IEEE 802.3 station), six addresses are used. The IEEE 802.11s frame header bear an

AE (Address Extension) mode bit that discriminates between the two modes. In the cases where

WMNs are used for last-mile Internet access, the AE bit is set to 1 as both the destination and the

source are non-mesh points. The scenario, formerly illustrated in Figure 2.1, is a relevant case as

the source is a wireless station residing in an IEEE 802.11 network, and the destination is a web

server residing in the Internet.

Adding two extra MAC addresses, to the ordinary four IEEE 802.11 addresses, is meant to track

the MAC addresses of the non-mesh source and non-mesh destination as these would be lost once

the frame enters/quits the mesh network. The IEEE 802.11s six MAC addresses are:

1. Destination MAC Address: MAC address of the next-hop in a given route.

2. Source MAC Address: MAC address of the sender.

3. Destination Proxy Address: MAC address of the destination MPP/MAP from where the

frame will leave the mesh network.

4. Source Proxy Address: MAC address of the MPP/MAP from where the frame entered into

the mesh network.

5. Final Destination Address: MAC address of the �nal non-mesh destination.

6. Originator Address: MAC address of the non-mesh station that originated the frame.

HWMP [5] is the default routing protocol in IEEE 802.11s. HWMP is a hybrid protocol

being both reactive and proactive. The two behaviors can be used separately or simultaneously

depending on the application.
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2.3.1 Reactive Routing in HWMP

RM-AODV (Radio-Metric Ad hoc On Demand Distance Vector) [18] is the reactive protocol

in HWMP. RM-AODV is an adaptation of the AODV [25] protocol that uses Airtime [6] as a link

quality metric. Reactive routing protocols initiate route discovery requests only when needed, such

as in case of a route failure or a route time-expiration.

In RM-AODV, when a node needs a path to a certain destination, it broadcasts a PREQ (Path

Request) message that contains the MAC address of the destination. Every PREQ message bears a

unique sequence number that distinguishes it from other PREQ messages. When an intermediate

MP receives a PREQ message, it �rst checks the freshness of the received message by comparing its

sequence number with the last locally stored sequence number. A PREQ message is processed only

when it has a greater sequence number or when it has the same sequence number but exhibiting a

better route.

After receiving a fresher PREQ message, intermediate nodes update their reverse path towards

the source, update the routing metric by including the weight of the last hop, and then re-broadcast

the updated PREQ message. Subsequent MPs proceed the same way until the PREQ reaches the

destination.

When the destination MP receives the PREQ message, it checks its freshness in the same way as

other intermediate MPs, then it updates its reverse path towards the source. The destination then

formulates a RREP (Route Reply) message which is afterwards uni-casted towards the source.

Intermediate MPs receiving the RREP message update their forward path towards the destination,

update the routing metric, and then forward the updated RREP towards the source.

In case of node failure, the intermediate MPs detecting the failure send a RERR (Route Error)

message towards the source to inform it about the breakage of the link. The source can then

re-initiate a new route discovery using a new PREQ message.
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2.3.2 Proactive Routing in HWMP

The HWMP proactive mode [5] is a tree based routing [10, 33].

In the proactive mode, every root mesh point (i.e., MPP) periodically broadcasts PREQ messages

bearing unique sequence numbers. The protocol is very similar to reactive HWMP, presented in

Section 2.3.1, in how intermediate nodes react and process PREQ messages. The only differences

are:

• In reactive HWMP, PREQ messages are sent in a reactive way (i.e., when needed), whereas

in proactive HWMP, PREQ messages are sent proactively (i.e., in advance) and on a periodic

basis (e.g., every 1 second).

• In reactive HWMP, PREQ can be sent by any mesh node type (MP, MAP and MPP), whereas

in proactive HWMP, PREQ messages are sent only by MPPs. These latter represent the trees

roots. MPs and MAPs do only forward PREQ messages.

By having every MPP periodically broadcasting PREQ messages, tree-like topologies are built

with MPPs as roots and MAPs as leaves. By comparing the routing metrics of the different PREQ

messages, MAPs select the best MPP and thus adhere to the tree whose root is the selected MPP.

The proactive protocol is ideal for the scenario where WMNs are used for last-mile Internet

access since most of the traf�c is directed towards/from the gateway MPPs that connect the WMN

to the Internet.

2.4 IEEE 802.11s Radio-Aware Airtime Metric

IEEE 802.11s Airtime [6] is a radio-aware metric which is meant to measure the amount of

consumed channel resources when transmitting a frame over a particular wireless link. Airtime is

computed as follows:

Airtime =

(
Oca +Op +

Bt

r

)
1

1− efr (2.1)
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where Oca, Op and Bt are constants quantifying, respectively, the Channel Access Overhead, the

Protocol Overhead and the number of Bits in a probe frame. r is the transmission rate (in Mbps)

for a frame of size Bt, and efr is the frame error rate. IEEE 802.11s did not delineate a speci�c

way to measure efr , it is left as an implementation issue [21].

Unlike ETX (Expected Transmission Count) [16] which accounts solely for frame error rate,

Airtime accounts for both frame error rate and link bandwidth as well, which is also the case with

ETT (Expected Transmission Time) [17]. However, Airtime further accounts for channel access

and protocol overheads.

IEEE 802.11s characterizes the link quality by means of observing the loss and transmission

rates. However, the standard did not delineate a speci�c way for such an observation, mainly how

to measure the loss rate, and this is, in fact, the central issue in link quality characterization. Next

chapter presents the subtleties of link quality characterization and suggests a novel scheme for loss

rate estimation.
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Chapter 3

Wireless Link Quality Characterization

In this chapter, we present the different aspects of wireless link quality characterization and

show how transmission and loss rates are the most important link quality metrics to account for.

We highlight and present the shortcomings of both the broadcast and passive approaches of loss

measurement, and suggest a novel scheme that relies on interference measurement.

We introduce the current models for interference measurement, highlight their shortcomings,

and suggest a novel framework for interference measurement that is based on the physical interfer-

ence measurement. A new interference-aware metric is presented and compared against ETX and

IEEE 802.11s Airtime metrics using a real-world testbed. Experiments are detailed and results are

presented and discussed.

3.1 How to Accurately Characterize Wireless Link Quality?

Given the large set of parameters that affect the overall quality of a wireless link, e.g., loss

rate, transmission rate, interferences, contention, delay, load, contention, transmission/interference

ranges, we must �rst decide on the set of parameters to consider. In fact, there is a trade-off between

keeping the parameter set as small as possible (in order to minimize measurements overhead) and

having a representative parameter set capable of fairly characterizing wireless link quality.

In the formerly reviewed link quality characterization schemes (see Section 1.2.1), different pa-

rameter sets are used: while ETX [16] accounts solely for loss rate, ETT [17], WCETT [17],

MIC [52], and iAware [53] do all account for loss rates as well as transmission rate. Furthermore,

WCETT, MIC and iAware account additionally for interferences. On the other hand, RTT [26] and

PktPair [51] account only for delay. Other metrics account for the load as well [27�29]. Hence,

we see that deciding on the parameter set is a fuzzy process merely because of the �imprecision�,
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diversity, and the complexity of the correlations between these different link quality parameters:

For instance, we see that incorporating both interference and loss rate into link quality character-

ization involves some redundancy since interferences are highly correlated to losses. Measuring

both interferences and losses means measuring the losses (that are caused by interferences) twice!

In an attempt to de-fuzzify the set, we do last incorporate a deterministic ingredient drawn from

a network end-user perspective, which always cares about two main qualities:

1. Receiving the whole requested data; this is characterized by loss rate.

2. Receiving the requested data as quickly as possible (high bandwidth) and without distortion

(good QoS, e.g., jitter in case of multimedia applications); This is characterized by the link

bandwidth, i.e., the transmission rate.

Thus, we state that loss and transmission rates are the parameters to be included in every optimal

link quality characterization approach. Still, other parameters can be included as well; However,

we think that the previously mentioned trade-off between the parameter set granularity and the

measurement overhead is highly worth consideration. However, an accurate measurement of these

parameters remains the key issue.

3.2 Need for Accurate Loss Rate Measurement

The common way for loss rate measurement in most routing metrics (e.g., ETX [16], ETT

[17], WCETT [17], MIC [52], and iAware [53]) is the broadcast approach whereby periodical

broadcast probe frames are used to �directly� measure the losses. As formerly presented in Section

1, the broadcast approach suffers three fundamental shortcomings that makes loss rate measure-

ment inaccurate:

1. Due to their broadcast nature, the probe frames add signi�cant load to the network, and

thus they are using more network resources and are increasing the contention levels. A fact

which impacts the overall network performance especially in wireless networks where the

air medium resource is critical and shared by all communications.
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2. In attempt to overcome these latter shortcomings, large averaging periods are used (e.g., 10

seconds. with 1 probe frame per second [16]). These large averaging periods do de�nitely

not respond to the time-varying nature of the channel link: In a wireless link, the channel

quality can change in very short time periods (hundreds of milliseconds).

3. The characteristics of the broadcast probe frames, basically the size and the transmission

rate, are constants. Broadcast frames are of �xed size and are sent at the �low� constant

rate, hence they cannot represent the dynamics of real traf�c frames. These latter are sent

using different frame sizes as well as different transmission rates (e.g., when using adaptive

rate control schemes).

Taking into account these fundamental shortcomings, the broadcast approach would de�nitely

yield inaccurate loss rate measurements.

In attempt to overcome the broadcast approach shortcomings, the passive approach [11], on the

other hand, proposed the use of real traf�c frames instead of broadcast frames, a fact that would

de�nitely overcome all the shortcomings of the broadcast approach as no broadcast frames are

used. However, the passive approach suffers, in its turn, from the major shortcoming of probing

idle links: The passive approach should continuously track if a link is idle or not, and when a link

turns out to be idle, the passive approach should switch back to the broadcast approach, and then

back again to the passive approach when the link becomes busy again. Such switchings back and

forth, as well as the continuous tracking of the idle-status of links, induces additional overhead.

To overcome the shortcomings of both approaches, we propose the indirect approach of estimat-

ing the loss rate by measuring the events causing losses instead of directly measuring the losses by

themselves, as with the broadcast and the passive approaches. The events causing wireless losses

are basically contention and interferences.

Unlike the passive approach, our approach does not suffer from the fundamental shortcoming of

probing idle links: The approach interprets the absence of traf�c as a valuable information to de-

tect by itself since this would indicate minimum interferences and minimum contention, and hence

favoring such a link to be selected by the routing protocol.
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Adopting such an alternative would induce more accuracy in link quality characterization and

with minimum overhead, as no broadcast probes are used at all. Only real traf�c frames are used

instead for loss measurement. However, an accurate interference measurement is also required, and

as it was highlighted in the literature (Section 1.3), interferences measurements imposes inherent

challenges as well. The next section suggests a suitable solution.

3.3 Interferences Measurement

3.3.1 Interferences Measurement under the Physical Interference Model

3.3.1.1 The Challenges

Before we state the problem of interference measurement, we should �rst select an under-

lying interference model. In fact, the protocol and the physical interference models are the most

studied ones in literature [3, 8, 66, 67]. Other interference models are basically just variations of

these two former models, e.g., the interference capture and the interference range models [8].

The protocol model is complex, as it depends on transmission and interference ranges (which are

hard to compute on practical systems, specially in ad-hoc networks where the topology is unpre-

dictable). The physical model, on the other, hand is simpler as it relies solely on the interfering

signals strengths. Furthermore, the physical model is the closest one to reality as it does �phys-

ically� model the interferences by accounting for the �physical� quality of �wave superposition�

where interfering signals add up (i.e., superpose) to produce the resulting signal. In [8], A. Iyer et

al. concluded, through a solid comparative study about the impact of different interference models

on wireless network performance, that an SINR-based model is the minimum level of detail that

should be employed to model wireless interferences. A. Iyer et al. strongly recommend the use of

the additive physical interference model because of its realistic approach.

The physical interference model [3] states that a communication from a node v to a node w is
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successful only and only if its SINR is above a certain threshold β:

SINR|v,w) =
SS|v,w)

Nw +
∑

x∈Iw SS|x,y)

> β (3.1)

where SS|v,w) and SS|x,y) denote the signal strengths of the uni-directional links |v, w) and |x, y).

Iw is the set of nodes in the interference range of w, and Nw is the thermal noise level at node w.

Even though the physical model is the closest one to reality and exhibits a good level of simplic-

ity, it still imposes a fundamental experimental problem. In practice, applying the physical model

inequality (3.1) is quite unfeasible for the following two main reasons:

1. Commodity wireless card drivers can have access to the signal strength of only one frame at

a time, whereas the physical interference model inequality (3.1) requires the simultaneous

access to the signals strengths of all interfering frames.

2. Commodity wireless card drivers can track the signal strengths of only successfully received

frames, hence missing interference events.

In practice, we can estimate the average signal strengths of all interfering nodes but we cannot

know which nodes will be simultaneously transmitting, i.e., which nodes will be interfering. In

such a non-deterministic situation, using probabilities is the natural and mathematical response.

Accordingly, we propose weighting the signal strengths, in the physical interference model in-

equality (3.1), by probabilities of interference. The next section highlights the proposed solution.

3.3.1.2 Our Approach

When using probabilities of interference as weights for signal strengths, the physical model

inequality (3.1) becomes:

SINR|v,w) =
SS|v,w)

Nw +
∑

x∈Iw P
v
w|x, y)SS|x,y)

> β (3.2)
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where P v
w|x, y) is the probability that a signal originating from node x towards node y will inter-

fere, at node w, with the signal originating from node v towards node w.

This way, we suggest a probabilistic approach, for interference measurement under the physical

model, where the signal strengths are weighted by the probabilities of interference. These probabil-

ities should logically depend on the arrival rates of the concerned links: A pair of links witnessing

high load should have a higher probability of interference that another pair of links whose load is

relatively lower. Next section highlights the issue and presents the solution.

3.3.2 IEEE 802.11 Traf�c Modeling and Interferences Probabilities Computation

To compute the interferences probabilities (P v
w|x, y) in Equation 3.2), we need to model the

IEEE 802.11 DCF traf�c. In other words, we need to model the frame arrival process. Assuming

we have such a model, then the probability for two frames to interfere can be easily computed.

However, as far as we know, no frame arrival model has been proposed yet for IEEE 802.11 DCF

traf�c: In IEEE 802.3 LANs, the traf�c model was studied and it appears to be self-similar [12].

The question heretofore is: Which model should be used for IEEE 802.11 DCF traf�c?

Since no traf�c model for IEEE 802.11 DCF has been proposed (so far), then there is no deter-

ministic answer to the former question. Consequently, and in an attempt to have this work as the

�rst one to propose a framework for interferences measurement under the physical model using

traf�c modeling, we simplify the formerly stated problem by assuming that IEEE 802.11 DCF

traf�c follows a stochastic/random process, and we model the frames arrivals using a Poisson pro-

cess [13]. This way, we also raise a fundamental case for future research, in such a direction, that

can provide a well-founded solution to accurate interference measurement under the well-known

physical interference model. Last and not least, we further support our assumption by the following

single argument:

• IEEE 802.11 DCF traf�c still exhibits at least a non-negligible level of stochasticity/randomness

through the use of the IEEE 802.11 backoff mechanism.

31



Under the former assumption, if the expected number of frames arrivals during a given time

period T is λ, then the probability that there will be exactly k arrivals (k being a non-negative

integer, k = 0, 1, 2, ..) during T is:

Pr(N = k, λT ) =
e−λT × (λT )k

k!
(3.3)

Let F|v,w) and F|n,m) denote the frames sent in the uni-directional links |v, w) and |n,m), and

λ|v,w), λ|n,m) their respective arrival rates.

Accordingly, F|n,m) would interfere, at w, with F|v,w) only and only if F|n,m) arrives at node

w during the time interval when F|v,w) is undergoing capture at node w receiver. Hence time T ,

in Equation 3.3, would correspond to the time interval during which frame F|v,w) occupies the

channel. We denote it τ|v,w):

τ|v,w) =
S|v,w)

r|v,w)

(3.4)

where S|v,w) and r|v,w) are respectively the length and the transmission rate of frame F|v,w).

This way, the probability of having interference between two frames F|v,w) and F|x,y) corresponds

to the probability of having one frame F|x,y) arriving during frame F|v,w) channel occupancy time

τ|v,w):

P v
w|x, y) = Pr(N = 1, λ|x,y)τ|v,w)) = e−λ|x,y)τ|v,w) × λ|x,y)τ|v,w) (3.5)

However, since we are computing these interferences over quite long averaging periods (e.g., a

couple of seconds) when compared to the transmission time of a single frame (which is of the order

of milliseconds), and in order to avoid the overhead of computing the probabilities of interferences

for every single frame, we see to compute it over the averaging period T instead of the frame

transmission time τ . Consequently, the probability of having interferences between frames corre-

sponding to links |v, w) and |x, y), with the former link as being the desired one, is the probability

of having at least one frame F|x,y) sent during the channel occupancy time of node v:

P v
w|x, y) = Pr(N ≥ 1, λ|x,y)τ|v,w))
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= 1− Pr(N = 0, λ|x,y)τ|v,w))

= 1− e−λ|x,y)τ|v,w)

and �nally the physical model SINR inequality (11) converges as follows:

SINR|v,w) =
SS|vw)

Nw +
∑

x∈Iw(1− e−λ|x,y)τ|v,w))× SS|x,y)

(3.6)

The τ|v,w) values are easily computed using Equation 3.4. The arrival rates values (λ|x,y)) can

be easily obtained, as well, by tracking how many frames, pertaining to link |x, y), arrive at the

receiver w.

3.4 Contention Measurement

In IEEE 802.11, contention refers to the situation where at least two stations are competing

with each other for the free medium. The medium is sensed free when either there is no ongoing

signal at all or when the ongoing signal(s) are below a certain carrier sense threshold.

We measure contention at a given node v by accounting for all frames that are heard at node

v regardless of whether node v is the desired destination or not. We also account for the locally

generated frames, as these latter will generate contention in the vicinity of node v. Thus, we de�ne

the Contention Indicator (CIv) at a node v, where (0 ≤ CIv ≤ 1), as follows:

CIv =

∑
i∈Fv τi
τ

(3.7)

where Fv is the set of all frames heard at node v, over a certain time period τ (including frames

sent or received by node v), and τi is the transmission time of frame i:

τi =
S

r
(3.8)

where S is the frame size and r is its transmission rate.
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3.5 Designing a New Routing Metric

Before discussing the issue of designing a new routing metric, we would like �rst to address

two important relevant issues: 1) the asymmetric nature of wireless link, and 2) how to disseminate

the computed SINR and contention values without using broadcast frames?

3.5.1 The Asymmetric Nature of Wireless links

The quality of a wireless link de�nitely depends on both the reverse and forward components

of the link. The fact that most multi-hop routing protocols, e.g. AODV [25], DSR [19], OLSR

[20], use the forward path in order to select the reverse path and vice versa, induces a radical

contradiction when only the quality of the forward path is used to select the reverse path. To cope

with this, it is essential for the routing metrics to incorporate both the qualities of the forward and

the reverse components of a link into a single metric. For instance, when considering interferences

level as a link quality metric, the interferences levels at both destination and source should be

incorporated into a single link quality metric since the link endpoints are likely to have different

interferences levels as a result of different power levels, different transmission rates, and different

vicinities as well. In fact, this does not apply only to interferences but to any other link quality

metric as well. The following general example does further illustrate the point:

let us formally denote |n,m) as the forward link from node n to node m, and Q|n,m) as its

quality, e.g., SINR, and let us assume the following arbitrary link quality values:

• Q|S,D1) = 3; Q|S,D2) = 2

• Q|D1, S) = 1; Q|D2, S) = 5

where S is a source node trying to select either node D1 or node D2 as its next hop.

If only the forward link quality is taken into account then S will pick D1 since it corresponds to a

better quality, e.g., larger SINR: Q|S,D1) > Q|S,D2), and this is regardless of the reverse path

|D2, S) which exhibits a much better quality than the reverse path |D1, S).

Ideally in such a case, S should select D2 as a next hop instead of D1 since the reverse path
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|D2, S) is much better than the reverse path |D1, S), and thus it would cope with the difference

in quality between the forward link components. When incorporating both link directions into a

single metric, e.g., by using the product of the two link directions qualities, the selection of D2 as

a next hop proves logical:

Q|S,D2)×Q|D2, S) = 10 > 3 = Q|S,D1)×Q|D1, S)

Hence it becomes very crucial to account for the quality metrics of both the reverse and forward

components of a wireless link. The formerly de�ned SINR (3.6) and CI (3.7) parameters were

accounting for only one link direction. To take into account the asymmetric nature of the wireless

links, we de�ne the SINR of a link (v, w) as follows:

SINR(v,w) = SINR|v,w) × SINR|w,v) (3.9)

where SINR|v,w) and SINR|w,v) are respectively the Signal-to-Interference-Noise ratios of the

forward and the reverse unidirectional links |v, w) and |w, v). Similarly, we de�ne the Contention

Indicator of a link (v, w), where (0 ≤ CI(v,w) ≤ 1), as follows:

CI(v,w) = CIv × CIw =
(
∑

i∈Fv τv)× (
∑

i∈Fw τw)

τ 2
(3.10)

3.5.2 How to Disseminate the Computed SINR and Contention Values?

In order for every node to compute the asymmetric SINR and CI values for a link, it has

to be aware of the forward SINR and CI values at all its neighbors. Consequently, whenever a

node w computes the reverse SINR and CI values for all its neighbors, these values need to be

disseminated to neighbors in order for them to be able to compute the asymmetric SINR and CI

values according to Equations (3.9,3.10). The question heretofore is: How to disseminate these

values with minimum overhead?

Normally, broadcast probe frames are the common means to disseminate such information. How-

ever, since we are trying to minimize the overhead, we propose that every node piggybacks the
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computed SINR values for all reverse links to all its neighbors as well as its own CI value, in

the default IEEE 802.11 routing broadcast frames. Upon receiving a routing broadcast frame, ev-

ery node looks up its MAC address, retrieves its forward SINR value then combines it with the

locally computed reverse SINR to �nally compute the total asymmetric SINR value of the link.

The CI values are computed in a similar way.

3.5.3 A New Routing Metric

When designing routing metrics, one has to address that fundamental issue of whether a

routing metric is suitable or not for a given speci�c routing protocol?

A systematic analysis of the relationships between routing metrics and routing protocols has

been conducted in [48], where Y. Tang et. al empirically proved that Isotonicity is a must for all

�ooding-based protocols, e.g., HWMP [5] which is a variation of AODV [25]:

Given a quadruplet (S,⊕, w,�), where S is the set of all paths, w a function that maps a path to

a weight (i.e., a routing metric), � is an order relation, and ⊕ is the path concatenation operation.

Isotonicity is de�ned as follows:

• The quadruplet (S,⊕, w,�) is isotonic if w(a) � w(b) implies both w(a + c) � w(b + c)

and w(c′ + a) � w(c′ + b), for all a, b, c, c′ ∈ S.

To account for isotonicity, ICE for a given link (v, w) is computed as follows:

ICE(v,w) =
CI(v,w)

SINR(v,w)

× t (3.11)

where CI(v,w) and SINR(v,w) are given respectively by Equations (3.9, 3.10) and t is the transmis-

sion time. ICE of a given path p is the sum of the ICE values of its single-hop links:

ICE(p) =
∑

l∈Lp
ICEl (3.12)

where Lp is the set of links in path p. This way, ICE penalizes routes with more hops.

Thus, we can easily see that ICE is isotonic since:
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• ICE of a route is the sum of the ICE values of its hops.

• ICE of a hop is always a non-negative value.

• ICE is inversely proportional to the link quality, i.e., the best link quality corresponds to least

ICE value.

3.6 Experiments

The coming experiments are run in a real-world indoor IEEE 802.11s WMN testbed. The

testbed is open-source and linux-based. The implementation details are covered in section 5.

3.6.1 Topologies

We used two different topologies to test the new routing metric. In the �rst topology (see

Figure 3.1) we deployed a wireless mesh network composed of 11 mesh nodes, one 802.11 client,

and one 802.3 station. The 11-node WMN is connected to the Internet. Using Iperf [65], we

created UDP and TCP connections between the 802.11 client (connected to the WMN through a

Mesh Access Point) and the 802.3 server (connected to the Internet).

In the second topology, we connected two WMNs (see Figure 3.2) through Internet. The WMN

to the left is composed of 7 nodes, and the WMN to the right is composed of 8 nodes. Similarly

to the �rst topology, UDP and TCP connections were created using Iperf. The major difference

in this topology is that both the client and the server are 802.11 stations located into two different

WMNs.

These WMNs were deployed at the second �oor of the Shelby Center at Auburn University.

3.6.2 Settings

The mesh points network interface cards run the Madwi� driver [64]. HWMP PREQ (Path

REQuest) messages were periodically sent every 4 seconds and ETX probe frames were 1024

Bytes long and periodically sent every 1 second [16]. Rates were extracted through the �/Proc�

37



Figure 3.1: IEEE 802.11s WMN Tesbed, Topology 1

system �les and the rate adaptation algorithm was kept to the default one, which is SampleRate [60]

in Madwi� drivers. Madwidi allows the creation of virtual interfaces; two virtual interfaces were

created for ICE computation in every WMN node: One virtual interface is set to the Monitor mode

and the other is set to the ad-hoc mode. The Monitor interface is to overhear all ongoing signals.

In both topologies, the WMN network interface cards are operating in the 802.11g channel 1 [62],

while the clients are operating in the 802.11g channel 11 in order to minimize the interferences be-

tween the client and the WMN nodes.

Both TCP and UDP traf�c were supported in order to fully ascertain the functionality of the

WMN testbed. Real web sur�ng sessions, using the WMN testbed as a backhaul, were tested and

successful.

During experiments, the TCP and UDP sessions were repeatedly run, using Iperf, over periods

of 20 seconds and averaged to plot the network throughput in function of client bandwidth.
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Figure 3.2: IEEE 802.11s WMN Tesbed, Topology 2

Routing Topology 1 Topology 2
Metrics UDP TCP UDP TCP
ETX 1.18 0.95 1.19 0.94
Airtime 1.10 0.96 1.28 0.92
ICE 1.36 1.18 1.41 1.01

Table 3.1: UDP and TCP Throughput Averages (in Mbps) Comparison

3.6.3 Results and discussion

In both topologies, we see that ICE generally outperforms both ETX and Airtime (see Fig-

ures 3.3, 3.4, 3.5, 3.6).

In topology 1, ICE outperforms ETX with an average of 15% for UDP and 24% for TCP traf�c.

ICE outperforms also Airtime with an average of 23% for both UDP traf�c and TCP traf�c (See

Table 3.1). In topology 2, ICE outperforms ETX with an average of 18% for UDP and 7% for TCP

traf�c. ICE outperforms also Airtime with an average of 10% for UDP traf�c and an average of

9% for TCP traf�c.

On average, ICE throughput exhibits an improvement of 16% in average over ETX and of 16%

over Airtime in average as well. This relatively good improvement is a proof of the ICE concept

which relies on accurate link quality measurement. Yet, we have the strong belief that ICE out-

performance could be greater if deployed in large-scale WMNs with more paths redundancy: In
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these relatively small-sized topologies we used, ETX, Airtime and ICE ought to select the same

paths when there are not enough alternatives. However, the fact that ICE is a passive approach,

guarantees a minimum outperformance thanks to not using broadcast probes as well as to its re-

sponsiveness to the time-varying aspect of wireless link quality. Unlike other passive approaches,

ICE does not suffer from the shortcoming of probing idle links as the absence of data is a quality to

detect by itself since the absence of traf�c in ICE is interpreted to represent minimum interferences

and minimum contention levels.

Last and not least, we believe that the ICE concept can bene�t other techniques, especially the

multi-channels/Radios one. Migrating and adapting ICE for use with multiple-channels/radios is

our next future research step.

As mentioned, formerly in Section 1.4, these last experiments exhibited a ping-pong effect in
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Figure 3.3: UDP Throughput - Topology 1

the network behavior with IEEE 802.11s Airtime. The effect seemed �rst to be an anomaly, and

after a thorough re-investigation of the experimental settings as well as the source code, the effect

turned out to be a persistent one. Next chapter highlights the subtleties of the effect and proves its

origin .
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Figure 3.4: TCP Throughput - Topology 1
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Figure 3.5: UDP Throughput - Topology 2
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Figure 3.6: TCP Throughput - Topology 2
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Chapter 4

The IEEE 802.11s Airtime ping-pong effect

In this chapter we introduce the IEEE 802.11s Airtime ping-pong effect, we highlight its na-

ture, and unveil the cause behind it. Using extensive ns-3 simulations, we show that the main cause

behind the effect is the transmission rate variance by means of adaptive rate control algorithms.

By proving that the effect is an inherent behavior, we introduce a novel research direction based

on shaping ping-pong-aware mechanisms that adapt the network to the effect. In this context, we

propose a ping-pong-aware mechanism that operates at the level of the IEEE 802.11s HWMP rout-

ing protocol and that detects when a link undergoes such an effect. By doing so, the mechanism

tries to adapt the routing protocol by adjusting the link Airtime metric value. The mechanism can

either favor or disfavor the concerned link based on the current stage of the ping-pong effect. We

show that effect has two stages.

4.1 Overview

While experimenting with the default IEEE 802.11s HWMP (Hybrid Wireless Mesh Pro-

tocol) routing protocol [5] using IEEE 802.11s Airtime [6] as a routing metric, we observed a

noticeable ping-pong effect in the network overall throughput. The effect consisted of having the

network throughput frequently oscillating, during the lifetime of the experiments, between high

and low throughput values. At �rst, we thought the effect merely stems from an implementation

anomaly, e.g., a bug. However, after a through examination of the implementation source code,

and after taking over the same experiments using ETX (Expected Transmission Count) [16] as a

routing metric instead of Airtime, we noticed a considerable mitigation in the effect. Thus, and

as a preliminary explanation, we postulated that this behavior is only relevant to the IEEE 802.11s

Airtime routing metric. In this context, and in an attempt to shed further light into the effect, we
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conducted a literature review whereby we, surprisingly, found only a unique reference to the ef-

fect [9]. This latter reference is super�cially addressing the effect, and condemning it as a perilous

behavior without solid clari�cation. Furthermore, the authors even changed the IEEE 802.11s for-

mulation of Airtime [6] to render it independent of the transmission rate variable, and this in order

to eliminate the �so-named� perilous behavior. Given that the ping-pong effect ought to impact

the overall performance of this new IEEE 802.11s technology as it pertains to an integral part to

the IEEE 802.11s HWMP routing protocol which is the Airtime routing metric, and given the very

scarce literature on the effect, we think that this effect should be allotted further research, and that

a good characterization of it can help improve the overall network performance by merely account-

ing for the effect presence.

In contrast to ETX [16], which accounts solely for frame error rate, Airtime accounts for both

frame error rate and bandwidth. When an active link becomes loaded, the routing protocol �disfa-

vors� it by increasing its Airtime metric value: This latter increase would result from a �detected�

increase in the loss rate as a consequence of the link quality being degrading because of it becom-

ing loaded, and thus the routing protocol will advice and select another less-loaded link. However,

in its turn, the new selected link will become loaded, and this will incite the routing protocol to

start over the same procedure again. This latter may merely result in re-selecting the �rst discarded

link, especially when there is not enough link redundancy. In this manner, the procedure continues

on, and thus inducing a �ping-pong� effect which consists of the cyclic procedure of switching

back and forth between alternative links.

In fact, the ping-pong effect should be witnessed with any routing metric, regardless of its for-

mulation, since the main cause behind it is having active links becoming alternatively loaded and

unloaded, a fact that can happen under whatever routing metric. However, the exception is that the

effect is intense with Airtime, and this is further seconded when compared to the ETX ping-pong

effect. This leads to the postulate that a candidate reason, for this intense Airtime ping-pong effect,

is the dependence of Airtime on the transmission rate since ETX is not so dependent.
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Still, Airtime exhibits a relatively weak ping-pong effect when used with a non-adaptive rate con-

trol algorithm such as Constant rate. Indeed, during experimentation, we observed that the effect

is noticeably more intense when used with adaptive rate control algorithms (e.g., ARF [55] and

AARF [58]) than when used with Constant rate. In such a case, and when a link quality degrades

because of it becoming loaded, these algorithms tend to decrease the transmission rate in order to

avoid further losses since the loss rate is becoming high. Since Airtime is inversely proportional

to the transmission rate, this will increase the Airtime value. On the other hand, when the link

becomes unloaded, the adaptive rate control algorithms will increase the transmission rate in order

to pro�t from the good link quality, and thus decreasing the Airtime value. This way, we see that

the Airtime metric is simultaneously impacted by the variances in both the loss rate and the trans-

mission rate, which makes it very prone to frequent changes, a fact that ought to be the principal

reason behind such an effect. The loss and transmission rates are correlated to each other by means

of adaptive rate control algorithms.

In this dissertation, we present a thorough study of the effect. Using extensive ns-3 simulations,

we depict and analyze the strong correlation of the effect to the underlying rate control algorithms.

We show that the effect is an inherent behavior and not necessarily a perilous one, by showing that

IEEE 802.11s can perform better under intense instances of the ping-pong effect.

An accurate characterization of the effect can bene�t the IEEE 802.11s overall network per-

formance by shaping new mechanisms that account for it. In this context, we present a simple

mechanism that, by detecting when the system is under the effect, reacts to it and adapts the rout-

ing protocol to improve the network performance. The mechanism deems a muli-hop wireless path

as a chain of one-hop links whose strength is equal to the strength of its weakest link. The mecha-

nism is O(1), decentralized, and thus easy-to-deploy. The proposed mechanism can reach up 40%

improvement in the overall network performance. This result is very encouraging towards further

research on the effect and towards shaping ping-pong aware mechanisms, speci�cally at the level

of routing and rate control algorithms, that by accounting for this inherent behavior can improve
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the overall network performance.

4.2 Characterizing The Airtime Ping-Pong Effect

As introduced formerly, while experimenting with Airtime using an IEEE 802.11s WMN

indoor testbed [4], we noticed a strong ping-pong effect in the behavior of the network. The effect

consisted of a continuous swing in the network throughput (As reported by Iperf [65]). At �rst, we

thought this was merely an exception in the network behavior due to a certain undetected anomaly,

e.g., a code bug. However, and after a thorough inspection of the source code [4], we run the same

experiments again and using different settings: The effect turned out to be persistent. To gain more

insight on the effect, we took over the same experiments but using ETX [16] as a routing metric

instead of Airtime, and it turned out that ETX exhibits a weak ping-pong effect when compared to

the one of Airtime. Furthermore, and surprisingly, Airtime performed slightly better than ETX de-

spite the effect persistence. At that point, we postulated that the effect has to do only with Airtime

since ETX was exhibiting a weak effect.

In an attempt to decipher this unique behavior, we decided to study it separately using simula-

tions this time as this would allow for more extensive experiments, contrary to real-world testbeds

where experiments are expensive in terms of time, settings, and management. Furthermore and

most important is that in such a kind of problem, different topology settings need to be deployed in

order to allow for various traf�c patterns. A fact which is not that affordable in real-world testbeds

where the geographical limitations of the deployment space (e.g., buildings with of�ces) does not

allow for such a diversity in multi-topology deployments.

Using ns-3 [54], we run extensive experiments with different settings, e.g., bandwidth, rate con-

trol algorithms, and topologies. The simulation results were seconding the observation of the

real-world experimentation concerning the persistence of the ping-pong effect in IEEE 802.11s

WMNs under Airtime as a routing metric. Next section highlights the experiments.
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4.2.1 Experimenting the Ping-Pong effect

This experiment is but one among the numerous set of experiments we carried in order to

ascertain the persistence of the Airtime ping-pong effect (Seeking dissertation space compactness,

only one experiment is outlined in this section).

Figure 4.1: Ping-pong effect: Topology

4.2.2 Experimental Settings

The WMN in this sample experiment, is a 4x4 grid topology with a distance of 300 me-

ters (see Figure 4.1), that simulates the case where WMNs are used for last-mile Internet access.

Node(0) is set as a sink representing the WMN gateway, and nodes (3, 7, 15, 14, and 13) are set as

sources representing WMN access points. The sources are transmitting UDP traf�c, at a constant

rate (10 Mbps), towards the sink. All source nodes start transmitting at the same time and continue

transmission for periods of 60 seconds.

The WMN is con�gured to run the proactive HWMP routing protocol since the traf�c is always

directed towards the sink node, and thus shaping a tree-like topology with the sink as the tree root

(Proactive HWMP is a tree-based routing protocol). The inter-time between the HWMP proactive

PREQ (Path Request) broadcast messages is 2 seconds, and we used the following rate control

algorithms were: ARF [55], AARF [58], AMRR [58], ONOE [59], and Constant Rate.
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Figure 4.2: ARF: Aggregated number of received packets
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Figure 4.3: AARF: Aggregated number of received packets

4.2.3 Results

We tracked the variance of the aggregated received packets at the sink (i.e., the number of

packets received from all �ve source nodes) by means of a packets counter which is initially set

to zero and incremented every time the sink receives a packet. After every time slot of 100 ms,

the counter is saved and re-initialized back to zero. This process continues for the life time of the

experiment (60 seconds), and thus tracking the number of received packets in a total of 600 time

slots. Figures 4.2, 4.3, 4.4, 4.5, and 4.6 plot the number of aggregated received packets, at the

sink, for every 100 ms time slot and for each of the underlying rate control algorithms.
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Figure 4.4: Constant Rate: Aggregated number of received packets
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Figure 4.5: AMRR: Aggregated number of received packets
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Figure 4.6: ONOE: Aggregated number of received packets

48



In the latter �gures, we clearly notice that the different rate control algorithms all exhibit

ping-pong effects but with different magnitudes. To quantify these magnitudes, we computed the

standard deviations, of the number of received packets per time slot, for the different rate control

algorithms, see Figure 4.7. In the last �gure, we see that the different rate adaptation algorithms

have, indeed, different ping-pong effect magnitudes. Airtime exhibits the strongest effect under

AARF and ARF, and the weakest effect under Constant Rate.

 10
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ARF AARF Constant Rate AMRR ONOE

Number of received packets per time slot: Standard deviation

Figure 4.7: Ping-pong effect magnitudes

This last result was general to all experiments we ran except that ARF and AARF were

alternating in terms of who exhibited the strongest effect. De�nitely, Airtime always exhibits the

weakest ping-pong effect when using Constant Rate. As a primary observation, we postulated the

following:

1. There is a strong correlation between the ping-pong effect and the underlying rate control

algorithm.

2. The ping-pong effect is not that perilous.

These latter observations are discussed and analyzed in the following section.
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4.3 Analysis

According to Equation (2.1), Airtime depends on both the loss rate (efr) and the transmis-

sion rate (r). With adaptive rate control algorithms [68], the transmission rate is continuously

adjusted, and thus changing, to accommodate the varying link quality. This latter is mainly rep-

resented by the observed loss rate. Under a good link quality, adaptive rate control algorithms

increase the transmission rate in order to pro�t from the actual good link quality. However, in such

a case, and after a certain period of time, the link quality will �forcibly� degrade because of the

expected increase in the link load:

• Since adaptive rate control algorithms increase the transmission rates as a reaction to a good

link quality, stations will send at higher rates and thus will generate more traf�c (i.e., more

load).

• Airtime will decrease, in order to re�ect the actual good link quality, since the transmission

rate did increase (Airtime is inversely proportional to transmission rate). This will urge the

routing protocols of other stations to favor the link and route their traf�c through it, and thus

generating more traf�c (i.e., more load).

Thus, every unloaded link is �condemned� to become loaded after a while, assuming there is

enough traf�c. When this happens, the loaded link will witness more frame losses, mainly because

of congestion (due to high load), and the link quality will start deteriorating. In such a case, the

adaptive rate control algorithms, will decrease the transmission rates in order to cut down the load,

and this will be captured by Airtime through both the increase in the frame loss and the decrease

in the transmission rate. Thus the parallel change in both loss rate and transmission rate will �ac-

celerate� the procedure of increasing Airtime, and thus advising the routing protocol of the local

station, as well as of other stations, to disfavor the link and redirect their traf�c towards other less-

loaded links.

In this way, we see that adaptive rate algorithms largely impact the Airtime metric values, and

�accelerate� both processes of loading and unloading links, a fact which intensi�es the process of
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Figure 4.8: ARF: Airtime metric variance

switching back and forth between loaded and unloaded links, and thus intensifying the ping-pong

effect. On the other hand, when no adaptive rate algorithm is used (i.e., Constant rate), the process

of loading and unloading links is �slower� as Airtime is impacted by the sole variation in the ob-

served loss rate, and not by the variation in the transmission rate as this latter remains constant.

Finally, we assert that the Airtime ping-pong effect is highly correlated to adaptive rate control

algorithms, and that such a correlation is due to the induced changes in the transmission rates as a

reaction to the observed link quality.

4.3.1 Links Behaviors

To further ascertain the last assertion, we tracked the behavior of individual links in terms

of the variances in transmission rates, loss rates, and Airtime values. We used three different rate

control algorithms: ARF, AARF and Constant rate. Using the same former topology (see Figure

4.1), we analyzed 10 individual links. These latter all exhibited the same behavior in terms of the

correlations between transmission rates, loss rates, and Airtime. Figures [4.8 - 4.16] depict such a

behavior for the sample uni-directional link from node(1) to node(0).

Figures (4.8, 4.9, 4.10) depict the Airtime variance, Figures (4.11, 4.12, 4.13) depict the

transmission rate variance, and Figures (4.14, 4.15, 4.16) depict the loss rate variance. Note that
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Figure 4.9: AARF: Airtime metric variance
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Figure 4.10: Constant Rate: Airtime metric variance
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Figure 4.11: ARF: Transmission rate variance
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Figure 4.12: AARF: Transmission rate variance
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Figure 4.13: Constant Rate: Transmission rate variance
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Figure 4.14: ARF: Loss rate variance
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Figure 4.15: AARF: Loss rate variance
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Figure 4.16: Constant Rate: Loss rate variance
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for loss rate, we plotted the average SLRC (Station Long Retry Count) as this latter is the metric

used by ns-3 to represent loss rate.

AARF switches transmitting at the high rate of 36 Mbps, around the 40th second (see Figure

4.12), and keeps transmitting so for approximately 10 seconds. In parallel, we notice that the

AARF loss rate starts dropping down at the 40th second as well, and then starts slightly increasing

at the 44th second (see Figure 4.15). This illustrates the very rationale behind adaptive rate control

algorithms which consists of maximizing pro�ting from the good channel condition (low loss rate

values) by transmitting the maximum possible packets (i.e., by increasing the transmission rate).

ARF exhibits a quite similar behavior starting around the 47th second (see Figure 4.11) by switch-

ing to the high transmission rate of 36 Mbps. However, ARF quickly switches back to the rate of

24 Mbps afterwards. In parallel, we notice that the loss rate started decreasing (good channel) at

the 47th second as well, see Figure 4.14, and then increasing back around the 50th second. This

explains the quick dropping back in the ARF transmission rate from 36 Mbps to 24 Mbps.

Under the Constant Rate control algorithm, we notice that Airtime is quite stable around the

same value (160), see Figure 4.10, regardless of the frequent small �uctuations that are due to the

parallel �uctuations in the loss rate (see Figure 4.16) and to the maintained Constant rate (see Fig-

ure 4.13). On the other hand, ARF and AARF Airtime values, see Figures 4.11 and 4.12, are more

varying, a fact which makes the link more prone to the process of being favored and disfavored

by routing protocols, and thus prone to witness a more intense ping-pong effect. Indeed, with the

Constant Rate control algorithm, the link Airtime value is not that varying, a fact which renders

the link stable in the eyes of the routing protocol. This latter will not go through the process of

switching back and forth in selecting the link, and thus minimizing the intensity of the ping-pong

effect.

These last facts do further sustain the former assertion about the strong correlation between

adaptive rate control algorithms and the ping-pong effect. Still, the other fold we have to assert is

whether the ping-pong effect is a perilous behavior or not?
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4.3.2 Is the Airtime Ping-pong Effect a Perilous Behavior?

Being an exceptional behavior, the ping-pong effect tend to qualify itself of being perilous

merely because of the �unusual� frequent oscillations in the network throughput. However, what

we will try to sustain, in this section, is that the effect is not that perilous as it seems to be [9], and

that it is an inherent behavior instead.

By looking at the former numbers of received packets per time slot, see Figures (4.2 4.3, 4.4,

4.5, and 4.6), we notice that the rate control algorithms that exhibit strong ping-pong effects (e.g.,

AARF and ARF) are oscillating between �very� high and low values of received packets (The low

values are not quali�ed of �very� because they are quite in the same range ([0, 30]) for all rate con-

trol algorithms). To quantify these last facts, we computed and plotted the corresponding network

throughput values, see Figure 4.17. By comparing these latter values to the corresponding ping-

pong effect standard deviations, see Figure 4.7, we do clearly draw that the rate control algorithms

that exhibit the strongest ping-pong effects are the ones that have the highest network throughput.

These facts are sustaining that the ping-pong effect is not that perilous, if not to say a

healthier behavior, since strong ping-pong effects, in the last experiments, exhibited parallel strong

throughput values. We do further sustain the last assertion by drawing the following analogy:

In the former section (Section 4.3), we outlined that the main cause of the ping-pong effect is
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the accelerated process of switching back and forth between loaded and unloaded paths. This

acceleration is caused by the frequent changes on the link transmission rate due to the adaptive

nature of the underlying rate control algorithm. In fact, when a link is loaded, it becomes very

natural, and even a must, for it to be alleviated by reducing its load. On the other hand, when

a link is unloaded, it becomes very bene�cial for it to serve more traf�c. Thus, we do analog-

ically compare the ping-pong effect to a �breathing� mechanism whereby systems, under harsh

circumstances (analogy to a congested network), are repeatedly, and strongly, switching back and

forth (ping-pong effect) between the inhalation (more load) and exhalation (less load) processes.

More thoroughly and precisely, a steady and �harmonious� switching behavior, even if strong, is a

symptom of a �healthier� system, and such was the case with AARF in the former experiment (see

Figure 4.3), where the switching back and forth is indeed strong (e.g., high received packets) and

frequent (i.e., high standard deviation, see Figure 4.7), and the corresponding network throughput

is the highest as well. To further generalize these assertions, we conducted further experiments

that are highlighted in the next section.

Scenario Seq# (Node#, Node transmission start time (Sec))
1 (3,0) (4,9) (11, 8) (12, 38) (10, 21)
2 (8,0) (3,26) (4, 9) (9, 39) (1, 7)
3 (4,0) (13,24) (9, 5) (6, 31) (11, 7)
4 (8,0) (3,18) (7, 12) (5, 15) (15, 30)
5 (3,0) (14,23) (1, 20) (9, 15) (4, 9)
6 (5,0) (13,8) (6, 6) (8, 12) (14, 25)
7 (13,0) (7,21) (2, 39) (4, 32) (10, 5)
8 (12,0) (14,19) (11, 27) (7, 23) (5, 13)
9 (5,0) (6,1) (13, 22) (8, 5) (3, 6)
10 (9,0) (6,2) (11, 19) (4, 9) (2, 31)

Table 4.1: Scenarios Settings

57



4.3.3 Generalization

In these experiments, �ve sources nodes, whose locations and transmission starting times are

randomly picked, are deployed in the same 4x4 grid topology as in Figure 4.1, and with Node(0)

always representing the sink. The sources traf�c generation rates are made variable in order to

experience with different network loads and congestion levels.

Using 10 different scenarios, 10 different traf�c generation rates, and 3 different rate control

algorithms, we run a total of 300 experiments. Table 4.1 depicts the settings of the randomly gen-

erated scenarios.

The experiments were run for a duration of 60 seconds. Note that the transmission times were

randomly generated in the [0, 40] seconds interval in order to always keep the last 20 seconds,

of the lifetime of the experiments, witnessing simultaneous transmissions of all existing nodes.

Besides, the �rst randomly picked node is always transmitting at second zero.

Figure 4.18 depicts the average number of received packets, at the sink, for each of the 10 sce-

narios, using the three different rate control algorithms (ARF, AARF, and Constant rate). The

average is obtained by using 10 different source traf�c generation rates ranging from 1Mbps to

10Mbps with a 1 Mbps step. We notice that Airtime is considerably performing better with ARF

and AARF than with Constant Rate, and this holds for all 10 scenarios. This generalizes the result

in Section 4.3.2, see Figure 4.17, about having the worst Airtime performance when using Con-

stant rate. Furthermore, we notice that there is, indeed, a strong correlation between the network

performance and the strength of the ping-pong effect. To highlight such a correlation, we plotted

the average standard deviations of the number of received packets (which we named the �ping-

pong effect index�), see Figure 4.19. By matching each of the three graphs in Figure 4.18 to its

corresponding graph in Figure 4.19, we clearly notice such a correlation. This result generalizes

the assertion made in Section 4.3.2, see Figures 4.17 and 4.7, about the correlation between high

network throughput and strong ping-pong effects. This proves that the Airtime ping-pong effect is

indeed not a perilous behavior, if not to say a healthier one.
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Figure 4.18: Throughput Comparison
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4.4 Ping-pong-aware Mechanisms

Since the Airtime ping-pong effect is an inherent behavior in IEEE 802.11s wireless mesh

networks, it becomes necessary to (re)shape mechanisms to be aware of such an effect. To our

knowledge, there no such mechanism, in literature so far.

Every ping-pong-aware mechanism, and regardless of its functionality, should �rst be able to

detect when a link is witnessing, or about to witness, the ping-pong effect. Hence, a crucial pre-

requisite step towards designing ping-pong-aware mechanisms, is the �accurate� detection of the

effect occurrence.

4.4.1 Ping-pong Effect Detection

From the experimental observations, as well as the analysis, we conducted so far, we see

that the ping-pong effect is made of two phases (see Figure 4.20):

• Ping phase: In this phase, which lasts for a duration ∆Ping, the link is witnessing a high

load and the throughput is sharply decreasing because of the high loss rate, the decrease in

transmission rate, and the routing protocol re-directing frames through other links.

• Pong phase: In this phase, which lasts for a duration ∆Pong, the link is in the process of

recovering from the previous phase and witnessing a monotonic increase in the throughput.

This is due to the low loss rate, the increased transmission rate, and the routing protocol

�favoring� frames to be forwarded through the link.

Accordingly, we suggest a ping-pong-detection mechanism that tries to capture if the system is

under one of the following phases:

• Ping phase

• Pong phase

• Ordinary phase (no ping-pong effect)
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Figure 4.20: The Ping-pong Effect: Illustration

Discriminating between the ping and pong phases is very crucial as a ping-pong-aware

mechanism should react differently to each of the phases since these latter are completely dif-

ferent from each other in terms of link quality aspects, e.g., loss rate, transmission rate, and link

throughput. We suggest the following conservative ping-pong-detection algorithm:

Alg. 1 Ping-pong effect detection Algorithm.
if loss rate increases and transmission rate decreases then

mark link to be in Ping phase
else if loss rate decreases and transmission rate increases then

mark link to be in Pong phase
else

mark link to be in Ordinary phase

The algorithm is conservative in that it makes sure that a system is indeed in one of the two ping-

pong phases by requiring that both transmission rate and loss rate are simultaneously changing.

This should cope with the cases where only the loss rate is changing, which is a very common fact

(see Figures 4.14, 4.15, 4.16).

61



4.4.2 A Ping-pong-aware Mechanism

Using the former ping-pong-detection algorithm, we present a ping-pong-aware mechanism

that operates at the level of routing. The mechanism is O(1) and decentralized. The rationale

behind the mechanism is two-fold:

• Help the network decreasing the high loss rate witnessed during the Ping phase because of

the link becoming loaded.

• Help the network further increasing the throughput by pro�ting from the good link quality

witnessed in the Pong phase.

The mechanism accomplishes its goals by the following:

If a link is detected to be in the Ping phase, we do further increase its Airtime metric value in

order to prevent, as much as possible, the routing protocol from forwarding further frames through

the link, and thus decreasing the loss rate. The idea behind is to make the link look worse by giving

it more weight, and thus labeling it as a candidate weakest chain link: The strength of a chain is

equal to the strength of its weakest link. By analogy, a multi-hop wireless path is a chain of one-hop

links. However, the way routing algorithms are measuring the strength (i.e., quality) of a multi-hop

path is by summing up the �strengths� of every link [16, 17]. These strengths correspond to the

numerical values of the underlying routing metrics. This does not go along with weakest chain

link fact. To concertize this last fact, let us formally denote a three-hops path P which is made

of the following one-hop links: (a, b), (b, c), and (c, d), where a, b, c, and d denote four wireless

stations, and let QP , Q(a,b), Q(b,c), and Q(c,d) denote the corresponding link Quality metric values

(e.g., Airtime). By assuming the following two cases:

• Case 1: Q(a,b) = 40, Q(b,c) = 50, Q(c,d) = 60;

QP=Q(a,b)+Q(b,c)+Q(c,d)=150;

• Case 2: Q(a,b) = 100, Q(b,c) = 10, Q(c,d) = 10;

QP=Q(a,b)+Q(b,c)+Q(c,d)=120;
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The routing protocol will de�nitely favor the path in Case 2 as it has a much better Airtime value

(smaller value) than in Case 1. However, the path in Case 2 ought to be the worst as it has the

worst �weakest link�.

Indeed, in most routing protocols, individual links are given the same weight regardless of a link

being it the weakest or not. In this proposed ping-pong-aware mechanism, we try to give more

weight to the weakest links, by presuming that a link which is in the Ping phase is by de facto a

�weakest link� as it is witnessing a sharp decrease in the throughput.

On the other hand, when a link is in the Pong phase, we do further decrease its metric in order to

�attract� further frames, and thus pro�ting from the exceptional very good link behavior in order

to increase the throughput.

We set the step by which we should increase/decrease the Airtime metric to be equal to the step

by which the metric did last decrease/increase. Alg. 2 depicts the procedure.

Alg. 2 Ping-pong aware mechanism Algorithm.
compute Airtime
Ping ⇐ 0
Pong ⇐ 0
if losscurrent ¿ lossprevious and ratecurrent ¡ rateprevious then

Ping ⇐ 1
elseif errcurrent ¡ errprevious and ratecurrent ¿ rateprevious then

Pong ⇐ 1
if Ping = 1 or pong = 1 then

get Airtimeprevious
Airtime+ = Airtime− Airtimeprevious
if Airtime < 0 then

Airtime⇐ 0
return Airtime

4.4.3 Experiments

Using ns-3, we implemented the ping-pong-aware algorithm as a module in the HWMP

routing protocol. We run the same experiments, as in Section 4.3.3, and we compared the network
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Figure 4.21: Throughput comparison: ARF vs. ARF with PPAM
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Figure 4.22: Throughput comparison: AARF vs. AARF with PPAM

performance and behavior, under ARF and AARF as rate adaptation algorithms, and with and

without using the ping-pong-aware mechanism (PPAM). Figures 4.21 and 4.22 depict the average

numbers of received packets at the sink.

From the last �gures, we notice that the network performs better under the ping-pong-aware

mechanism, for both ARF and AARF. However, the performance is on average a slight one: 5%

for ARF and 4% for AARF. However, the algorithm performance reaches up to 40% improvement

in some scenarios with speci�c traf�c generation, e.g., for scenario 5 (see Table 4.1) with a 7 Mbps

traf�c rate.

However, this is still a proof of concept for this new research direction in suggesting and shaping

ping-pong-aware mechanisms. By analyzing the network behavior, of individual scenarios, when
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using the ping-pong-aware-mechanism, we noticed that this latter indeed adjusts the ping-pong

effect for the bene�t of improving the network performance. Figures 4.23 and 4.24 depict such an

instance.

In the last �gures, we plotted the number of received packets per time slot, and we clearly see that

the PPAM is adjusting the ping-pong effect by mainly increasing its low boundaries, and increasing

its high boundaries. These de�nitely result in increasing the performance.

Figure 4.23: Network Ping-pong effect: Scenario 1

4.5 Conclusion

In this chapter we shed further light on the ping-pong effect and we proved the way it is

correlated to the underlying rate control schemes. We showed that it is an inherent behavior and

not a perilous one as it is referred to in literature. We suggested a new research direction that

deems the effect as inherent and thus suggesting the shaping of ping-pong-aware mechanisms that

can cope with the effect. We presented a ping-pong-aware mechanism that operates at the level of

routing. Regardless of its slight outperformance, it is still a proof of concept for research in such a

direction.

65



Figure 4.24: Network Ping-pong effect with PPAM : Scenario 1
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Chapter 5

An Open-source IEEE 802.11s Indoor Wireless Mesh Network Testbed

In this chapter we highlight the details of the IEEE 802.11s wireless mesh network testbed

implementation. We delineate the system design and its components, and we highlight major

implementation problem, e.g., clients association, Internetworking, and supporting multiple gate-

ways.

5.1 Motivation

The absence of non-proprietary and open-source testbeds is restricting the proliferation of

the research in WMNs by forcing researchers to use simulation tools, e.g., ns-2 [63] and Qual-

net [49]. Eventhough simulators are relatively good at approximating most of the real-world net-

working applications, they are still quite far from doing so in wireless indoor environments, which

is the case with IEEE 802.11s WMN technology. In wireless indoor environments, an accurate

RF propagation simulation is very crucial, and it largely affects the overall observed network per-

formance. For instance, RF propagation is of paramount importance in determining interferences

levels. These latter has proved to be of great impact to the overall performance of multi-hop wire-

less networks [3, 66]. However, an accurate RF propagation simulation of indoor environments

remains quite impossible.

Indeed, and as referred to in Section 1.3, simulators can not capture the complex aspects of RF

propagation such as multi-path fading, interferences, path loss, re�ection, and diffraction. Fur-

thermore, in indoor environments, of which WMNs are a case, the situation is further worsening

because of the unpredictable and mobile nature of obstacles, e.g., furniture, people, walls, etc. This

unpredictable and mobile nature of obstacles has a direct and strong impact on the behavior of most

RF propagation characteristics, basically re�ection, diffraction, and path loss. These facts render
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very complex an accurate modeling of the interferences phenomenon. Thus, most simulation tools

remain simplistic in the way they are modeling interferences. For instance, ns-2, which is the most

widely used tool in academia, uses a simpli�ed version of the physical interference model (the

capture threshold model) that accounts for only one interfere at a time [8]. This is de�nitely not

the case in real-world interferences where they can be caused by different simultaneous interferes.

Nevertheless, simulators are still very common in research since they remain the sole experimen-

tation alternative when the deployment costs of a real-world testbed are not affordable.

In this context, we present an open-source real-world IEEE 802.11s WMN testbed implemen-

tation that would encourage the academia WMN research community to migrate to the use of

real-world testbeds, instead of simulators, by deploying the proposed testbed or by using it as a

blueprint for deploying their own testbed. The presented testbed is easy-to-deploy as it uses off-

the-shelf commodity hardware and software. The linux-based testbed code is open-source, written

in C language, and available online [4]. Besides serving the purpose of allowing the WMN re-

searches to easily build their own WMN testbed, the testbed can serve as a building block for a

widely-used open-source WMN.

By delving into the testbed implementation subtleties, this dissertation sheds further light into the

new IEEE 802.11s standard and addresses major encountered implementation problems such as

clients association, Internetworking and supporting multiple gateways. Clients association prob-

lem stems from the fact that the original IEEE 802.11 MAC addresses are lost once the corre-

sponding frames leave the WMN towards the Internet. To address this problem, we propose a

time-ef�cient mechanism that maps back to the original IEEE 802.11 MAC addresses and their

associating access points, and handles mobile stations hand-offs. With Internetworking, we pro-

pose a NAT (Network Address Translation) mechanism that solves the problem of the irrelevance

of the IP addresses of the Wi-Fi legacy stations outside WMNs. This irrelevance stems mainly

from IEEE 802.11s mesh nodes using MAC addresses for routing. By using MAC addresses for

routing, the WMN nodes are not contributing to the non-mesh IP routing protocols, e.g., RIP and
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OSPF. And last, when multiple gateways are present, there is always a better route to every opera-

tional gateway, and deciding on the best gateway to select requires a way for inspecting the status

of every gateway. We propose a mechanism, that uses timestamps for synchronizing between the

different gateways.

To ascertain the functionality of the testbed, both TCP and UDP were tested using real-world traf-

�c. Real-world web browsing sessions from Wi-Fi enabled stations, using the testbed as a wireless

backhaul, are operational. The current testbed uses 15 nodes and spans two separate locations that

are connected through the Internet, see Figure 3.2.

5.2 Implementation

5.2.1 System Design

As mentioned earlier, IEEE 802.11s performs routing at the MAC layer. We opted an easy-

to-deploy implementation that can be deployed using off-the-shelf IEEE 802.11 commodity hard-

ware, thus requiring no changes to the IEEE 802.11 driver. In fact, an optimal implementation

would require a thorough change of the MAC driver as IEEE 802.11s uses six MAC addresses

instead of the four that are used in IEEE 802.11. Still, for our implementation to approximate

as much as possible an optimal MAC protocol implementation, we deployed two kernel modules

that drop all traf�c going to/from the TCP-IP stack. These kernel modules are placed at the PRE-

ROUTING and LOCAL-OUT hooks of Net�lter [69] (see Figure 5.1). Besides, by using Datalink

Raw Sockets, the user-space generated 802.11s frames bypasse the TCP-IP stack. This way, the

TCP-IP stack becomes transparent to our user-space implementation and thus ideally approximat-

ing a kernel implementation.

The system is made of three modules (see Figure 5.2) that communicate between each other

using IPC (Inter Process Communication) shared memories:

1. Routing

2. Data forwarding
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Figure 5.1: IEEE 802.11s testbed; The deployed Net�lter hooks

3. Link quality measurement

Only the link quality measurement module is identical in all WMN nodes, i.e., MAPs, MPs, and

MPPs. For the two other modules, their implementation depends on the type of the node. Next

sections highlight the implementation details for each module and shows how the implementation

differ according to the type of the mesh node.

5.2.2 Data Forwarding Module

The Data forwarding module is the module that relays the received frames to the next hop in

the route towards the �nal destination. To do so, the module extracts the next hop MAC address

from the Proxying table. This latter is populated by the Routing module, and is implemented

as a shared memory structure which is accessed (for writing) by the Routing module and (for

reading) by the Data forwarding module. The Proxying table contents depends on the type of

the mesh node where it is deployed on, see Figure 5.2. We used different names in order to

highlight the difference, e.g., MPP Proxying Table for MPPs, MP Forwarding Table for MPs,

and MAP Proxying Table for MAPs:

• MPP Proxying Table: This table is a structure that is made of the set of �MAP Proxy� en-

tries, and a �visible MAPs� counter that counts how many MAPs are visible to every MPP.
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Figure 5.2: IEEE 802.11s testbed; System Design

Since MPPs serve as gateways connecting the WMN to non-mesh networks, the traf�c will

be either directed from the non-mesh network towards the MAPs, or from the MAPs towards

the non-mesh network. Thus, every MPP has to track every visible MAP as well as its cor-

responding next hop, this latter is communicated by the Routing module. The �MAP Proxy�

entry has the following items:

� The MAC address of the MAP.

� The MAC address of the next hop in the route towards the MAP.

� The Sequence number of the last RREP (Route Reply) that was received from the MAP.

� The number of hops in the route towards the MAP.

� The routing metric value for the route towards the MAP.

• MAP Proxying Table: This table is a structure that is made of the set of �MPP Proxy� en-

tries, a �visible MPPs� counter that counts how many MPPs are visible to every MPP, and a

set of boolean �active MPP� numbers that tracks if a MPP is still active (i.e., alive) or not.

Every MAP is thus keeping a record for every single MPP, and continuously tracking the
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MPP status (i.e., active or not) by comparing the actual time to the last time when the MAP

received a PREQ (Path Request) message from the MPP. The �MPP Proxy� entry has the

following items:

� The MAC address of the MPP.

� The MAC address of the next hop in the route towards the MPP.

� The Sequence number of the last PREQ (Path Request) that was received from the

MPP.

� The timestamp when the last PREQ message was received.

� The number of hops in the route towards the MPP.

� The routing metric value for the route towards the MPP.

The timestamp is used to track if an MPP is alive and as well as to decide on the best MPP

in case the WMN is supporting multiple gateways. This latter issue is further covered in

Section 5.3.3.

• MP Forwarding Table: This table is a structure that is made of the set of �MAP Proxy�

entries, the set of �MPP Proxy� entries�, a �visible MAPs� counter, and a �visible MPPs�

counter. Since MPs are forwarding frames towards MAPs and MPPs as well, every MP has

to keep track of all visible MAPs and MPPs. The �MAP Proxy� entries and �MPP Proxy�

entries have been outlined above. When the MP receives a 802.11s frame originating from

a MPP, it will map into the set of �MAP proxy� entries in order to retrieve the MAC address

of the next hop towards the destination MAP. On the other hand, the MP will map into the

set of �MPP proxy� entries, when it receives a frame originating from a MAP, in order to get

the corresponding MPP entry.

The way the Data forwarding module is building the appropriate 802.11s depends on the type of

the mesh node as well. Next paragraphs highlights the fact.
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5.2.2.1 Data Forwarding in MPPs

MPPs have two network interfaces, an IEEE 802.3 interface and an IEEE 802.11 ad-hoc

interface, that process two different types of frames:

• Upon reception of an IEEE 802.3 frame, the MPP Data Forwarding module extracts the

destination IP address and MAC address, then it retrieves the MAC address of the MAP

where the destination (an IEEE 802.11 legacy station) resides. The MAP MAC address is

retrieved from the MPP Association Table. This latter basically stores the MAC addresses

of the MAPs with which every IEEE 802.11 station is associated (Association tables will be

further highlighted in in Section 5.3). Once the destination MAP MAC address is retrieved,

the corresponding next hop MAC address is retrieved from the MPP Proxying Table, and the

appropriate IEEE 802.11s header frame is built. This latter contains basically the six MAC

addresses that will be used to get the frame, through the IEEE 802.11s WMN network,

towards its �nal destination. The six MAC addresses are built as follows:

1. Destination MAC address: The next hop MAC address which was retrieved from the

proxying table.

2. Source MAC address: The MAC address of the sender, i.e., the MAC address of the

MPP (in this case).

3. Destination Proxy MAC address: The MAC address of the destination MAP.

4. Source Proxy MAC address: The MAC address of the MPP. The MPP, in this case, is

acting as a source and as a proxy as well.

5. Final Destination MAC address: The destination MAC address which is retrieved from

the local association table.

6. Originator MAC address: The source MAC address retrieved from the original IEEE

802.3 frame.
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The MPP then strips off the IEEE 802.3 frame header and replaces it with the IEEE 802.11s

frame header while maintaining intact the payload of the IEEE 802.3 frame. The resulting

IEEE 802.11s frame is then forwarded using the MPP wireless ad-hoc interface.

• Upon reception of an IEEE 802.11s frame in its ad-hoc interface, the MPP reads the IEEE

802.11s frame header, extracts the originator MAC address and its IP address, and creates

an entry for it in the MPP association table. The entry contains the originator IP address, the

originator MAC address, and the associated MAP MAC address. This latter corresponds to

the source Proxy MAC address (Address 4 in the IEEE 802.11s frame header, see Section

2.3). Afterwards, the MPP strips off the IEEE 802.11s frame header and replaces it with an

IEEE 802.3 frame header containing the local MPP MAC address as a source address.

5.2.2.2 Data Forwarding in MPs

In contrast to MPPs, Data Forwarding in MPs is quite straightforward as it deals with only

one type of frames: IEEE 802.11s frames. However, the MP still has to deal with two types of

frames that differ in terms of their �nal destination which can be either in an IEEE 802.3 network

(e.g., frame destined to Internet) or in a IEEE 802.11 network (frame destined to a Wi-Fi station).

In other words, the two frames can differ in terms of whether their �nal destination, within the

WMN, is either a MPP or a MAP.

Upon reception of an IEEE 802.11s frame, the MP extracts the destination proxy address, i.e., the

MPP or MAP MAC address, consults its MP Forwarding Table and retrieves the corresponding

entry which contains the next hop MAC address. The IEEE 802.11s frame is then updated by

changing only two of the six MAC addresses in the IEEE 802.11s frame header. The remaining

four are kept intact. The two updated MAC addresses are the destination MAC address and the

source MAC address which become, respectively, the retrieved next hop MAC address and the MP

MAC address.
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5.2.2.3 Data Forwarding in MAPs

MAPs have two network interfaces, a managed mode (i.e., Access point) IEEE 802.11 in-

terface and an ad-hoc mode IEEE 802.11 interface, that process two different types of frames:

• Upon reception on an IEEE 802.11 frame, from its access point interface, the MAP �rst reads

the source MAC address and then formulates the six MAC addresses in the IEEE 802.11s

header frame as follows:

1. Destination MAC address: The MAC address of the next hop in the route towards the

destination MPP. This is retrieved from the MAP Proxying Table.

2. Source MAC address: The MAC address of the local MAP.

3. Destination Proxy Address: The MAC address of the MPP for which the frame is

destined. It is retrieved from the MAP Proxying Table, and corresponds to the best

MPP in case of supporting multiple gateways.

4. Source Proxy Address: The MAC address of local MAP.

5. Final Destination: Unknown at this stage. A NULL address is put in.

6. Originator: The source MAC address, retrieved from the original IEEE 802.11 frame.

The MAP then strips off the IEEE 802.11 header, replaces it with the shaped IEEE 802.11s

header, and forwards the frame through its ad-hoc IEEE 802.11 interface.

• On the other side, upon reception of a IEEE 802.11s frame in its ad-hoc interface, the IEEE

802.11s header frame is stripped off, while keeping the frame payload intact, and replaced

by a broadcast IEEE 802.11 header frame.

5.2.3 Routing Module

The Routing module is the module that implements the HWMP routing protocol. In this

implementation, and since we are experimenting with IEEE 802.11s WMNs for last-mile Internet
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access, we implemented the proactive part of the HWMP routing protocol, see Section 2.3, since

all of the data traf�c will be directed towards/from the WMN MPPs (gateways) that connect the

WMN to the non-mesh networks, e.g., the Internet. In such a scenario, the tree-based routing is

the optimal solution, and it is the case with IEEE 802.11s HWMP which hybrids a reactive and a

proactive routing protocols to be used separately or simultaneously depending on the kind of the

application.

The Routing module main task is to decide on the best sequence of hops for frame forwarding. To

do so, the module gets the routing metrics of the different hops from the Link Quality Measurement

module, see Figure 5.2, via IPC shared memories, and disseminate them in the network using the

proactive HWMP protocol. As with any multi-hop routing protocol, deciding on the best route is

done on a hop-by-hop basis, and at any time when the module decides on a best next hop towards

a destination (e.g., MPP or MAP), this latter is communicated to the Data forwarding module by

updating the corresponding entry in the Proxying Table.

The Routing module implementation depends also on the type of the mesh node where it is

deployed. The next paragraphs highlight these differences.

5.2.3.1 Routing in MPPs

In MPPs, the routing module is made of two sub-modules:

1. MPP PREQ Broadcast module: It is the main module in the proactive HWMP protocol as

it is the one who initiates route discovery by means of periodic broadcasting of PREQ (Path

Request) messages. In our implementation, the PREQ message consists of the following

items:

• The MPP MAC address: Only MPPs broadcast PREQ messages.

• The number of hops, initially set to zero.

• The PREQ message sequence number: Uniquely identi�es a PREQ message.

• The route metric: Initially set to zero.
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• Element ID: This is used to differentiate between PREQ and RREP messages.

2. The MPP RREP Processing module: This module processes RREP (Route Reply) mes-

sages forwarded by intermediate MPs and originating from different MAPs. RREP messages

are always originating from MAPs as acknowledgments for the receipt of PREQ messages.

RREP messages consists of the following items:

• The MAC address of the MPP who originated the PREQ message which is acknowl-

edged by this RREP message. This used by intermediate MPs in order to know the

�nal MPP destination.

• The MAC address of the MAP who is originating the RREP message.

• The number of hops.

• The RREP sequence number.

• The route metric.

• Element ID.

Upon reception of a RREP message, the MPP extracts the MAC address of the source MAP,

looks up its entry it the MPP Proxying Table, updates the corresponding routing metric, and

sets the next hop in the reverse path towards the MAP who initiated the RREP message.

Thus, besides acknowledging PREQ messages, RREP messages set reverse paths towards

the source MAPs as well.

5.2.3.2 Routing in MPs

As intermediate routers that forward frames towards MPPS and MAPs, the MP PREQ Processing

module processes two types of messages: PREQ and RREP messages.

• Upon reception of a PREQ message, the module checks �rst the freshness of the message in

order to process it as only fresher messages must be considered. First, the module extracts the

MAC address of the sender MPP, then uses this address to look up its corresponding entry in
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the MP Forwarding Table. Once the last sequence number is retrieved, the PREQ message is

discarded in case it corresponds to a non-fresh message (i.e., of a smaller sequence number).

If the PREQ message is a new one then the routing module updates its reverse path entry

towards the corresponding MPP. Afterwards, the PREQ message is updated by adjusting the

routing metric value. The module retrieves the routing metric value, e.g. ETX or Airtime,

that corresponds to the link from where the MP received the PREQ message and adds it to

the current PREQ routing metric, then rebroadcasts the message. If the PREQ message is of

equal freshness as the current sequence number, the PREQ message is then processed only

and only if it corresponds to a better route. If that is the case, the PREQ is processed as if it

was a fresh PREQ message.

• Upon reception of a RREP message, the MP extracts the MAC address of the sender MAP,

looks up its entry in the forwarding table, and then updates the corresponding reverse path

to the MAP. To forward the received RREP message, the MP looks up the destination MPP

MAC address and retrieves its entry from the forwarding table. The retrieved entry contains

the MAC address of the next hop in the route towards the destination MPP. Afterwards, the

routing metric in the RREP message is updated, and then the message is forwarded towards

the next hop.

5.2.3.3 Routing in MAPs

Upon reception of a PREQ message, the MAP PREQ Processing module retrieves the MAC

address of the MPP which issued the PREQ message, then retrieves the entry (from the MAP Proxying Table)

that corresponds to the sender MPP and checks the freshness of the current PREQ message. If the

PREQ message is a fresh one, then the corresponding entry in the MAP Proxying Table is updated

and the routing metric value is updated the same way as with MPs.

Still, since the PREQ sequence numbers pertain to only one single MPP, the selected route (hav-

ing the best routing metric and a fresh sequence number) would correspond to the best route lead-

ing to one speci�c MPP, and since there can be other MPPs (i.e., multiple gateways), other better
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routes to other MPPs may exist as well. To address this problem, we kept a routing entry, in the

MAP Proxying Table, for every MPP, and we timestamp those entries with the time they were last

updated in order to assure the selection of the MPP that has the best route as well as a fresh route

(Further details, on the multiple gateways problem, are presented in Section 5.3).

Once the proxying table is updated, a RREP message, that acknowledges the receipt of the MPP

PREQ message, is formed and sent back to the selected MPP.

5.2.4 Link Quality Measurement Module

Link Quality Measurement is the module that computes the link quality for all the one-hop

links from a node to all its neighbors. Regardless of the type of the mesh node, the implementation

is identical. However, the implementation only depends on the kind of the routing metrics which

is used by the network, i.e., ETX, Airtime, or ICE. Next paragraphs highlight the implementations

details for each of these latter routing metrics.

5.2.4.1 ETX Module

The ETX module consists of two sub-modules: The ETX Broadcast module and the ETX Collect

module.

• The ETX Broadcast module periodically broadcasts probe frames (e.g., 1 frame per second)

embedding the number of probe frames received in the reverse path from every neighboring

MP during a certain time period T . ETX Broadcast does not compute the reverse delivery

ratios, it gets them from the ETX Collect module via IPC (Inter Process Communication)

shared memories.

• ETX Collect is the module that computes the ETX values for all links towards neighboring

MPs. First, in order to compute the reverse delivery ratios, the module counts the number of

broadcast probe frames received from every single neighboring MP during the period of time

T . Once computed, these ratios are communicated to the ETX Broadcast module in order to
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piggyback them in the broadcast probe frames. On the other side of neighboring MPs, when

a MP receives a probe frame, its ETX Collect module extracts the corresponding reverse

delivery ratio that were embedded by the ETX Broadcast module of the sender MP and

counts, at the same time, the received probe frames as well in order to infer the corresponding

forward delivery ratio. In this manner, the ETX Collect module of every node gets both the

forward and the reverse delivery ratios for every link towards a neighboring MP. These

ratios are then used to compute the corresponding ETX values (see Equation 1.2.1), which

are then communicated to the routing module for route selection. Every mesh node keeps an

�ETX entry� for each of its neighbors. The �ETX entry� is made of the following items:

� Neighbor MAC address

� Forward delivery ratio

� Reverse delivery ratio

� ETX value

After a period of time T (e.g., 10 seconds), the �ETX entries� are written to a shared memory

which is accessed by the corresponding Routing module. In this manner, every node can get

the ETX value of any link towards any of its neighbors.

5.2.4.2 Airtime Measurement

The Airtime measurement was easily implemented by integrating the ETX module. As

presented in Section 2.4, Airtime is computed as follows:

Airtime =

(
Oca +Op +

Bt

r

)
1

1− efr (5.1)

According to the equation (5.1), Airtime depends on two basic variables: The frame error rate

efr and the bit rate r. The other constants depend solely on the underlying modulation technique,

see Table 5.1.
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802.11a 802.11b/g
Oca 75 µs 335 µs
Op 110 µs 364 µs

Table 5.1: IEEE 802.11s Airtime metric constants

To compute the frame error rate, we �rst compute the reverse and the forward delivery ratios.

Once the reverse and forward delivery ratios are computed, they are used to infer the reverse and

forward failure ratios as follows:

fr = 1− dr, ff = 1− df
These latter are used to approximate the frame error rate as follows:

efr = fr × fd
The forward and reverse delivery ratios are communicated by the ETX module

The bit rates are extracted using the �/Proc� system �les, and the rate adaptation algorithm was

kept to the default, which is SampleRate [60] in Madwi� drivers [64].

5.2.4.3 ICE Measurement

To compute ICE, we used the capability of the Madwi� driver in allowing for the creation of

multiple virtual interfaces in the same network interface card. We created two virtual interfaces in

every mesh node: One is set to the �ad-hoc� mode and the other is set to the �monitor� mode.

In the monitor mode, the network interface card can overhear all ongoing signals, and hence can

have access to their characteristics, e.g., RSSI (Received Signal Strength Indicator), transmission

rates, frame length. These different values are used to compute the SINR (Signal to Interference

Noise Ratios) as well as the Contention Indicator.

The compute the SINR and Contention indicator values for every link, the ICE module imple-

ments a hash table that keeps an entry for every WMN node. The hash table has as a hashing key

the MAC address of the mesh node, and every hash entry consists of the following items:

• Neighbor MAC address.

• Last RSSI value for the last received frame.
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• Average RSSI value: Averaged over a certain period T.

• Average transmission rate.

• Average frame length.

• RSSI sum: sum of the RSSI values for all the frames received during the time period T.

• Frame arrivals: Number of received frames during the averaging period T.

The RSSI sum is used to compute the average RSSI for every node. The average frame length and

the average transmission rate are used to compute the average frame transmission time which is

used as a time interval variable in the Poisson distribution for computing the probabilities of inter-

ference, see Equation 3.2 in Section 3.3.2. Once computed the SINR values are then piggybacked

in the HWMP PREQ messages so that other nodes can compute the corresponding asymmetric

SINR values, see Section 3.5.1. In fact, the locally computed SINR values correspond only to the

reverse SINR values. The forward SINR values are computed at the counter part nodes.

On the other hand, by overhearing all frames, regardless of whether they are destined to the local

station or not, every node can compute the contention level by summing the transmission times of

all overheard frames over a certain averaging period of time T.

5.3 Implementation Problems

During implementation, we faced three basic problems: 1. clients association, 2. Internet-

working, and 3. addressing multiple gateways. The next sections highlight these problems and

suggest suitable solutions.

5.3.1 The Clients Association Problem

The clients association problem arises when an IEEE 802.11s frame leaves the WMN via a

MPP gateway. In such a scenario, the MAC address of the source IEEE 802.11 legacy station as

well as that of the MAP who originated the frame are lost forever. This is due to the IEEE 802.11s
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frame headers being stripped off at the level of the gateway, and replaced by the corresponding

MAC header, e.g., an IEEE 802.3 header. Thus, when the MPP receives back a frame as a response

to one already sent, the MPP cannot forward it to the right destination as it does not know the MAC

address of the MAP where the destination resides.

To solve this problem, we propose two alternatives:

1. Forcing every MAP to periodically broadcast the IP and the MAC addresses of its associated

legacy IEEE 802.11 stations.

2. Having the MPP extract the needed information from forwarded frames, and store them in a

table.

Both alternatives would meet the goal of having the MPP remember the MAP from which it

received the concerned frame. However, we opted for the second alternative as the �rst one would

induce more overhead in the network because of the broadcast nature of the approach. Besides, the

�rst approach becomes delicate in the case where the legacy IEEE 802.11 stations are mobile. In

this latter case, a MAP may broadcast that a station is associated with it while the station already

moved to another MAP coverage area. In other words, the �rst approach does not handle hand-offs.

In the second approach, the MPP extracts the following data from IEEE 802.11s frames:

• Source IP address

• Source MAC address

• MAP MAC address

The extracted data is then stored in a table. To cope with the look up time of the table, which is of

0(n), we implemented the association table as a hash table with a chained list collision resolution

strategy. We simpli�ed the hash function to allow for further alleviation in terms of computational

speed:

Hash(IPaddr) = IPaddr[3] % 256
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This way, when the MPP receives an incoming packet from the non-mesh network, it uses the

destination IP address in order to map to the appropriate entry in the hash table in order to retrieve

the corresponding MAC addresses of both the IEEE 802.11 legacy station and the associating MAP.

These latter are then used to formulate the appropriate IEEE 802.11s MAC header. In this manner,

MPPs can forward the received frames, from the non-mesh network, to the intended MAPs. The

MAPs, in turn, will deliver the frames to the right destination using the MAC addresses of the

IEEE 802.11 legacy stations which were also retrieved from the association table.

5.3.2 Interconnecting WMNs

With Interconnecting WMNs, another problem arises due to the irrelevance of the IP ad-

dresses of the legacy IEEE 802.11 stations outside WMNs, i.e., in external networks. This ir-

relevance stems from the fact that IEEE 802.11 legacy stations would have IP addresses that are

unrecognizable in external networks since these legacy stations are not directly connected to those

networks. The legacy stations are connected to external networks via WMN nodes. In IEEE

802.11s, every mesh node is a router. However, since these mesh nodes use MAC addresses for

routing, they remain invisible to external IP networks protocols (e.g., RIP and OSPF), thus ren-

dering the IP addresses of the legacy stations unrecognizable as well since these latter are directly

connected to the mesh nodes. In fact, external networks can recognize only the IP address of the

gateway MPP through its non-mesh network interface, e.g., an IEEE 802.3 interface. All other

mesh nodes, as well as the client nodes in the IEEE 802.11 networks that use the WMN as an in-

terface, are invisible to external networks. To solve this problem we implemented a NAT (Network

Address Translation) mechanism at the level of the WMN gateways (i.e., MPPs). These latter have

two interfaces, a WMN interface and an IEEE 802.3 interface.

Accordingly, when a frame is about to leave the WMN towards an external network, e.g., the

Internet, the MPP gateway reads the IP address of the originator, i.e., the IEEE 802.11 legacy sta-

tion, and replaces it by its own IP address. The packet is then sent. However, since there will be
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other frames originating from different WMN clients, replacing only the IP address is not suf�-

cient as there is no way for mapping back to the original IP address. To solve this problem, we

implemented another hash table, that has as a hash key the combination of the source port, the

destination port, and the destination IP address. In this manner, when a connection is created, an

entry in the hash table is added, and it is comprised of the following quadruplet: destination IP,

original IP, destination port and source port. When a response packet is received back, the gateway

maps to the right entry in the hash table using the destination IP, the source port and the destination

port. This way the original IP is retrieved. The original IP is then used to map into the association

table in order to get its corresponding MAC address as well as the MAC address of the MAP where

the original legacy station resides.

Even if the presented NAT mechanism seems logical, this approach did not work at �rst. We

realized that the gateway (MPP), when receiving a response packet, especially in TCP, it replies

to the received packet by establishing a TCP connection for itself as well. This results in sending

duplicate packets (one from the MPP and one from the legacy station) as a response to a single

TCP connection establishment, and thus ending up with two TCP connections. This problem was

easily solved when we deployed the Net�lter [69] modules, presented in Section 5.2.1. The Net-

�lter modules drop all IP packets destined to the gateway and keep intact the packets destined to

IEEE 802.11 legacy as the framework uses Raw Datalink sockets for frame forwarding. These

Raw Datalink sockets read frames at the MAC layer before the Net�lter module drops the packets.

5.3.3 Addressing Multiple Gateways (MPPs)

When processing HWMP PREQ (Path REQuest) messages, a MAP has to process only

fresher PREQ messages, i.e., the ones that bear a larger or equal sequence number than the last

sequence number. However, when a better PREQ message is processed and the corresponding

routing entry is updated, a problem arises when the wireless mesh network has multiple MPPs

since there will be different sets of PREQ sequence numbers. Each set pertains to only one MPP

since a PREQ message is uniquely broadcasted by one MPP.
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Accordingly, when selecting a better sequence number, this latter would correspond only to a

better route toward the speci�c MPP which originated the concerned PREQ message. The sit-

uation becomes quite critical because of the likeliness of having alternate routes to other MPPs

with better routing metrics. Besides, since PREQ messages bear sequence numbers that cannot

be synchronized as they are sent from different MPPs, comparing sequence numbers issued from

different MPPs is nonsense. Furthermore, if we just select the MPP that has the best route, this

may not work since the selected route may not refer to a fresh route and hence invalid.

To cope with this problem, we adopted a simple approach that consists of keeping a routing entry

for every MPP and time-stamping it with the time it was created. The MPPs routing entries con-

sist of the following �elds: MPP MAC address, next hop MAC address, routing metric, sequence

number, and timestamp. This way, when a PREQ message is received, the MAC address of the

sender MPP is retrieved and used to map to the right MPP entry. The sequence number as well as

the routing metric of the received PREQ message are then compared to the ones in the appropriate

MPP entry. If it corresponds to a better route, the MPP entry is updated with the just received

PREQ message and instantly timestamped. However, the updated route still corresponds only to

the best route towards a speci�c MPP. This latter may not correspond to the best gateway to choose

for frames forwarding towards external networks.

To select the best MPP we proceeded as follows: Whenever an MPP entry is updated and times-

tamped as a result of a new processed PREQ message, the timestamps of both the active route and

the new candidate route should �rst conform to the following inequality:

tc − δ < ta < tc (5.2)

where ta and tc denote, respectively, the timestamps of the active and the candidate routes. δ is

a time threshold that assures that the active route is a �still-valid �one. We set the threshold to

depend on the MPP broadcast period. The experimental value of the threshold is set to twice the

MPP broadcast period in order to account for the case when a PREQ broadcast message has been

lost.
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If ta and tc conform to inequality (5.2), and the candidate route exhibits a better routing metric

that the active route, then this latter is updated. By doing this, the MPP with the best route, as well

as a �still-valid �route, is guaranteed selection.

5.4 Testbed Deployment Instructions

All the �les referred to in this section are available online [4].

For every type of mesh node (i.e., MPP, MAP and MP), we present how to deploy the three

different system modules: Data forwarding, routing, and link quality measurement. Data com-

munication between these three modules is implemented via IPC (inter Process Communication)

shared memories.

5.4.1 Deploying Mesh Access Points (MAPs)

• Deploying the Data Forwarding module: Compile and run the �MAP Data Forwarding.c�

�le.

• Deploying the Routing module: The routing module depends on the underlying �Link qual-

ity measurement� module as the two modules exchange link quality values through the IPC

mechanism. Hence, depending on whether the WMN is using ETX or Airtime as a routing

metric, we need to compile and run one of the following �les:�MAP PREQ Processing ETX.c�

or �MAP PREQ Processing Airtime.c�.

• Deploying the Link Quality Measurement module: The deployment of this module is the

same for all three types of mesh nodes. Hence, it will be separately covered in section 5.4.4

5.4.2 Deploying Mesh Portal Points (MPPs)

• Deploying the Data Forwarding module: Compile and run the �MPP Data Forwarding.c�

�le.
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• Deploying the Routing module: Compile and run the following two �les: �MPP PREQ Broadcast.c�

and �MPP RREP Processing.c�.

• Deploying the Link Quality Measurement module: See Section 5.4.4

5.4.3 Deploying Mesh Points (MPs)

• Deploying the Data Forwarding module: Compile and run the �MP Data Forwarding.c�

�le.

• Deploying the Routing module: As with MAPs, we need to compile one of the following two

�les depending on whether the WMN is using ETX or Airtime as a routing metric: �MP

PREQ Processing ETX.c� or �MP PREQ Processing Airtime.c�.

• Deploying the Link Quality Measurement module: See Section 5.4.4

5.4.4 Deploying the Link Quality Measurement module

This module is the same for all WMN nodes and it must be deployed in all WMN nodes.

The deployment of this module depends on whether the WMN is using ETX or Airtime as a routing

metric:

• Deploying ETX: Compile and run the following two �les: �ETX Broadcast.c� and �ETX Collect.c�.

• Deploying Airtime: Compile and run the �Airtime.c� �le. However, we need to compile

and run also the �ETX Broadcast.c� and �ETX Collect.c� �les as the Airtime module uses

the forward and reverse delivery ratios for error frame computation. These latter ratios are

computed and communicated by the ETX module.

5.4.5 Deploying the Net�lter Modules

Two Net�lter kernel modules must be placed at the PRE-ROUTING and LOCAL-OUT

hooks of Net�lter as explained in Section 5.2.1. To hook the two modules, do �make� and �ins-

mod� the following two kernel �les: �preModule.c� and �localOutModule.c�.
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5.5 Conclusion

In this chapter we presented the implementation details for the deployed IEEE 802.11s wire-

less mesh network. The implementation was made open-source, transparent, and easy-to-deploy

for the research community to reuse the code. Furthermore, the implementation can be used as a

blueprint to build one's own testbed, and thus overcoming the shortcomings of using simulations

tools.

The implementation source code is maintained online [4]. Comments and suggestions are wel-

come.
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Chapter 6

Conclusion and Future Work

We proposed a novel approach for loss rate estimation that overcomes the shortcomings of

both the broadcast and the passive approach. We proposed also a novel scheme for interference

measurement under the physical interference model. To assess these new approaches, we shaped a

new interference and contention aware metric whose performance was compared against ETX and

Airtime using an indoor pre-IEEE 802.11s Wireless Mesh Network testbed.

Experiments showed an ICE throughput improvement of 16% on average over ETX and of 16%

over Airtime in average as well. This relatively good improvement is a proof of the ICE concept

which relies on accurate link quality measurement. Yet, we have the strong belief that ICE out-

performance could be greater if deployed in large-scale WMNs with more paths redundancy: In

these relatively small-sized topologies we used, ETX, Airtime and ICE ought to select the same

paths when there are not enough alternatives. However, the fact that ICE is a passive approach,

guarantees a minimum outperformance thanks to not using broadcast probes, and thanks to its

responsiveness to the time-varying aspect of the wireless link quality. Unlike other passive ap-

proaches, ICE does not suffer from the shortcoming of probing idle links as the absence of data is

a quality to detect by itself since the absence of traf�c, in ICE, is interpreted to represent minimum

interferences and minimum contention levels.

We also presented a thorough characterization of the Airtime ping-pong effect, and we provided

an analytical study for its causes as well as its behavior. We highlighted its high correlation to

the underlying rate control algorithms by using different algorithms, e.g., ARF and AARF, and we

showed that it is an inherent behavior stemming from links alternating between the status of being

loaded and unloaded. Contrary to the available literature, we proved that the Airtime ping-pong
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effect is not a perilous one and that a good characterization of it can help in shaping ping-pong-

aware mechanisms that can improve the network performance. The shaping of such mechanisms

relies on the crucial prerequisite of detecting when a link undergoes such an effect.

We proposed a ping-pong-aware mechanism that is O(1), decentralized, and that can be easily

integrated into the IEEE 802.11s routing protocol. The mechanism proved to have a slight increase

in the average overall network throughput. However, the mechanism showed how the ping-pong

effect can be adjusted in order to improve network performance. By doing so, we are suggesting a

novel research direction which is based on deeming the ping-pong effect as an inherent behavior,

and thus inciting the shaping of ping-pong-aware mechanisms that can cope with the effect for the

bene�t of network performance improvement.

Last and not least, we presented a real-world IEEE 802.11s WMN testbed implementation which

is open-source and easy-to-deploy. The implementation is an easy-to-deploy one as it does not in-

volve any IEEE 802.11 MAC driver alteration and thus it can be deployed using off-the-shelf IEEE

802.11 wireless cards. The implementation was made open-source and transparent by making the

full source code available online. We identi�ed and highlighted most important implementation

problems (e.g., clients association, Internetworking and addressing multiple gateways) and pre-

sented workable solutions. Two WMNs, that are located in separate buildings and composed of

11 nodes and 15 nodes respectively, were successfully connected through the Internet. Real-world

web browsing sessions, from IEEE 802.11 legacy stations that are connected to the Internet via the

deployed WMNs, are tested and operational.

We have the strong belief that the presented implementation will be of great input to the WMN

research community, especially in academia, as it provides a way for deploying a testbed and there-

fore enabling more concise and real-world experimental research.

As a future work, we are intending to migrate and adapt ICE for use with multiple-channels/radios,

and continue further research on the ping-pong aware mechanisms by improving the ping-pong ef-

fect detection mechanism, and seeking schemes to integrate the ping-pong-aware mechanisms into

other levels, e.g., adaptive rate control algorithms.
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