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Abstract

There is an urgent need for the detection techmedoghat can rapidly
detect/monitor the presence of pathogens in fo@dioVs detection technologies have
recently been developed and investigated. Amongethiechnologies, magnetostrictive
particle (MSP)-based technology provides many umiqdvantages over others. For
example, MSP is a great candidate for in-field sedthis technology is based on a
mechanical resonator, whose resonance frequenaygebavith the binding of pathogens
onto its surface. This resonator is actuated byafighe magnetostrictive effect and its
vibration is sensed using a magnetic signal. Théasel of an MSP is coated with a
sensing element that reacts with the target ofr@stewith a strong specificity. Phage
based MSP biosensors for the detectioBofinthracisandS. typhimuriumhave been
developed.

In this research, all aspects of the MSP detediohnology are studied to fully
develop the technology. First of all, a fundamestatly was carried out to determine the
influence of the size/dimension of an MSP on ior&nce behavior. To use the widely
exploited and accepted antibodies, a methodologheie introduced to effectively
immobilize antibodies onto the surfaces of MSP$1s8es for the detection of different
pathogenic bacteria are developed using antibalies sensing element. To develop the
MSP technology for in-field detection, handheldembgation devices are here studied.

Finally, to increase the sensitivity of the MSP s®@s, MSPs in micro/nano-size



including bar- and tube-shapes have been fabricated

It is found in the resonance behavior study thatapparent acoustic velocity of the
MSP is dependent on the length and length to walib rather than a constant. It hasalso
been found that although the medium has a very toated influence on the resonance
behavior, the resonance frequency of an MSP iklisidarly dependent on the inverse
length of the MSP. However, the apparent acousiocity changes with the length and
length/width ratio. A new method based on usingrés®nance frequencies of an MSP at
different harmonic modes is introduced here to rdeitee the surface roughness of the
MSP.

Thiol groups were introduced onto antibodies aftevdification. The modified
antibodies forE. coli, S. aureusandL. monocytogenewere successfully immobilized
onto the gold-coated MSPs. These antibody-immaalizMSPs exhibited great
performance as biosensors. For example, the bioseansing an MSP the size of 1.0 mm
x 0.3 mm x 30 um shows a detection limit of lesanti@ cfu/ml for detection of the
pathogenic bacteria in water. In the experimentgference sensor was used to monitor
the non-specific binding, and a way to reduce tbe-specific binding was studied by
using different block agents.

Both frequency-domain and time-domain technologiesre exploited in the
development of handheld interrogation device. Adirgct approach was introduced in
the frequency-domain technology. Based on its piaeca circuitry was designed and a
circuit was built. The circuit was examined usitg tMSPs with different sizes. The
results show that this indirect approach works wethe characterization of MSP sensors.

Additionally, a method to further enhance the sigmas introduced. All of the numerical



simulation results were consistent with the expernital results. Regarding the time-
domain technology, a pulse was used to actuate3 fdsonator, and the response of the
MSP was analyzed using fast Fourier transform (Fl)determine the resonance
frequency. It was also experimentally proved thatdheld interrogation devices based
on either frequency-domain or time-domain techne®gcan be used for the
characterization of multiple MSP-sensors simultarso Both devices were validated by
using them to characterize the MSP sensors fod#étection of pathogenic bacteria in
water.

For the fabrication of the micro/nano-sized MSP£@Fe-B alloy was selected.
Amorphous Co-Fe-B in the form of thin films as wa#l nano-bars and nano-tubes were

fabricated using an electrochemical deposition oekth
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CHAPTER 1
INTRODUCTION
1.1 Introduction to pathogenic bacteria and food-borneiliness
Food safety and security are topics of worldwiddliguconcern due to various
widespread food-borne disease outbreaks causiremtdtthreats to public health from
food products. The contamination of food producyspathogenic bacteria results in
many outbreaks of food-borne disease and prodod/fecalls, which cost the food
industry greatly each year. According to a repoyt the U.S. Food and Drug
Administration (FDA), the annual costs of food-berdiseases in the United States are
estimated to be between $10 and $83 billion [1jvds estimated that about 76 million
cases of food-borne illness, 324,000 hospitalingticand 5200 deaths are caused by
microbial pathogens each year in the United StgtpsTherefore, food-borne diseases
caused by pathogenic bacteria have become an iampopublic health concern
worldwide. Table 1-1 gives the statistics on outbreaks related to sq@aimogenic
bacteria in the United Sates.
1.1.1 Foodborne pathogenic bacteria
There are many pathogenic bacteria that may contdmifood and cause
foodborne diseases. Four strains of bacteria avevrshin Table 1-1 since these are the
bacteria that account for most of the foodborneeae outbreaks. Backlground
information about these bacteria is shown below.

Salmonéla typhimurium (S. typhimurium): Salmonellais a gram-negative, rod-shaped



bacterium that is widely distributed in nature andy cause gastroenteritis and enteric
fever in many food poisoning cases [3]. Accordioghte Centers for Disease Control and
Prevention (CDC), it is estimated that 1.4 milliboman illnesses and 400 deaths are
caused bySalmonellainfections annually in the United States [4]. eetions with
salmonellosiglone account for $1 billion in medical costs pear [5].

Table 1-1. Microorganism-specific food source profile, by poojon (%) for
foodborne outbreaks reported between 1988 and [30).7

Source of E. coli L. monocytogenes  S. typhimurium S. aureus
Microorganism

Total Number 389 53 270 182
of Outbreaks

Produce 19.5 1.9 3.6 3.3
Multi- 11.8 5.7 10.7 22
ingredient foods

Seafood 0.5 11.3 4.8 3.3
Beef 44.2 5.7 8.5 13.7
Pork 0.5 11.3 6.7 21.4
Dairy products 9.8 41.5 11.9 11
Chicken 1 1.9 10.4 8.2
Other meats 6.9 13.2 6.7 4.4
Bakery items 1 7.4 5
Beverages 4.4 1.1

Turkey+ other 0.3 7.6 2.2 3.3
poultry

Eggs 18.2 3.9
Other foods 1.5 0.6
Total 100% 100% 100% 100%

In 2009, more than 700 persons were infected withoatbreak ofSalmonella
typhimuriumfrom 46 states due to contamination of peanutebudhd other peanut-
containing products [6]. Poultry, egg, meat andydproducts are the most common food
vehicles of the infection adalmonella[7]. Humansalmonellosiscan also be associated
with fresh fruits and vegetables. Several largebmatks ofsalmonellosishave been
linked to fresh fruits and vegetables. In the Whitengdom, 143 cases were reported
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after consumption of bean sprouts contaminated V@#imonella[8]. Therefore,
Salmonella typhimuriuns considered to be one of the great threats td adety.
Escherichia coli (E. coli): E. coli are gram negative rod-shaped bacteria that wese fi
identified in the intestinal flora of infants in 88 [9]. E. coli are serotyped based on the
O (somatic), H (flagellar), and K (capsulagrface antigen profiles [10]. A specific
combination of O and H antigens defines a serotyp&. coli. The E. coli strain is
inagglutinableand has an O antiserum; after heating it becomglsitatpble and has a K
antigen [10].

Though mostE. coli strains are not harmful, a predominant serot¥pecoli
O157:H7 is able to cause a range of food-borne diseasds asichemolytic colitis,
diarrhea, hemolytic uremic syndrome, and thrombdtiombocytopenic purpurea by
producing one or more related potent toxins , daliga toxin [11]. Ground beef,
lettuce, salami, and unpasteurized milk and fuiitg are the potential sources for a food-
borne outbreak dE. coliO157:H7[12]. According to a CDC report, a recent food+mor
disease outbreak dE. coli O157:H7 in Rocky Mountain Natural Meats bison meat
related products caused six illnesses in Coloraath l[dew York with about 66,776
pounds of bison meat recalled [13].

Staphylococcus aureus (S. aureus): The Staphylococcugenuscan be categorized further
asS. aureusandS. epidermidisStaphylococcus epidermidis much less harmful than
Staphylococcus aureyS. aureus They both are able to stand a temperature G ®C
for a half hour and remain alive when refrigerat@dseveral months [14F. aureusare
facultative anaerobic, gram-positive bacteria thate discovered in the 1880s [15).

aureusare able to live in food, on environmental surfadée humans, and in animals and



therefore can cause a variety of human diseasetioifs, ranging from minor infections
of the skin to post-operative wound infections [IdEat and meat products, poultry and
egg products, salads, and milk and dairy produgtsat potential sources of food-borne
diseases caused Wby. aureus[16]. The typical symptoms are vomiting, diarrhea,
prostration, abdominal cramps, retching, and weskmvehich usually last a couple of
hours after consumption of foods containing staptgtcal toxins [17]. A recent
multistate food-borne outbreak 8f aureusassociated with pizza, fish sandwiches, BBQ
pork, fried chicken, and roasted turkey caused rtiaae 100 illnesses [18].
Listeria monocytogenes (L. monocytogenes): The bacteriuni. monocytogengas first
recognized in 1924 [19]L. monocytogenés a gram-positive, rod shape pathogen that is
widely distributed in nature and in the intestingdcts of animals and humans [20].
Listeriosis caused by bacteria of the genisteria may result in severe illness, fetal
death and miscarriage. The geristeria includes six specied:. monocytogened..
innocug L. welshimeri L. seeligerj L. ivanovii and L. grayi Among these,L.
monocytogeness the major pathogenic species in both animats rman [21]. Human
Listeriosisis usually associated with contaminated food sagkoft cheese [22], cooked
meat products [23] and even in frozen foods duecability to survive in refrigeration
temperatures [24]. In the United States, about@¢&es of persons with serious illness
and 500 cases of death involving witisteriosiswere reported to the CDC (Centers for
Disease Control and Prevention) each year.

Numerous food-borne outbreaks bf monocytogenedviave been documented
worldwide [25, 26]. In the 1950s, a large outbrezfkListeriosis in East Germany

occurred which appears to be one of the first denied reports oListeriosisdue to



food consumption. In 1985, another outbreak.isteriosisoccurred in California due to
the consumption of a Mexican-style soft cheese ywed by a company in California. It
was discovered that some raw milk at the manufaxgulant was not pasteurized [27].
An outbreak associated with raw milk soft cheess @aigo reported in France in 1995
[28]. In 2002, the multi-state outbreak bf monocytogenethat occurred in United
States caused 46 culture-confirmed cases inclusiavgn deaths and three fetal deaths
due to consumption of contaminated turkey deli mg&]. Although food-borne
Listeriosisis rare, the associated mortality rate is high rgrihose who are most at-risk.
1.1.2 Infectious dose and detection of bacteria

Humans and animals are subjected to the food-hofeetions usually by ingestion
of the pathogen in contaminated food or water. eAthe pathogenic cells move to the
intestine, they colonize and cross the intestiratiér causing local tissue damage and
inflammation and possibly spreading to other sitége infectious dose and incubation
periods may vary depending on the immunologicditgmf the host and the infectivity
of the pathogens, as listedTiable 1-2[31, 32].

Table 1-2.Infectious dose and incubation periods of the fmast common food-borne
pathogens.

Pathogens Infectious dose Incubation period
S.typhimurium >10°cfu 6-24 hrs

E.coli 50-100 cfu 3-9 days

S.aureus 10>-10° cfu 0.5-8 hrs
L.monocytogenes | 10°-10° cfu 7-14 days or longer

Since food-borne disease caused by bacterial infets always an important concern,
inexpensive devices/tools need to be developedtHerrapid detection of bacterial
contamination of food, industrial waste water, ahdical samples. An effective bacterial

detection technique should meet a number of caitetich as fast response time and high
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sensitivity and specificity [7-9]. In addition, adhnique capable of on-site detection is
also highly desirable for food security control.s Bhown inTable 1-2 the infectious
dose changes over a great range. Therefore, diffeensitivities and detection limits
may be needed for sensors designed to detectafiffbacteria.

Over the last few decades, a large number of detedechniques have been
developed. In general, these detection techniqaesbe divided into two categories:
conventional detection techniques and biosensdrs.cbnventional detection techniques
are widely used in current biological laboratoreasd many of these techniques are
considered to be the gold-standard techniquesiéodétection of the bacteria. Biosensors
are new and are considered to be the next generatinology since they have many
advantages over conventional techniques. The dewsot of high-performance
biosensors has been a hot topic in the last twadtec
1.2 Conventional bacterial detection methods

The most widely used conventional detection tealescare plate counting methods,
enzyme-linked immunosorbent assay (ELISA), and pelyase chain reaction (PCR).
These techniques are described below.

1.2.1 Plate counting methods

In this method, the sample suspension is incubated plate of agar-based media
that contains essential nutrients and thus formsiraber of colonies. By counting the
number of colonies on the plate, the total numlidragteria is calculated. Plate counting
technigues can be divided into spread plate methodt plate method, and drop plate
method as shown iRigure 1-1

For the spread plate method, serial dilutions ofiga suspension are used and an



inoculum of each dilution is spread rapidly ovecleandividual agar surface using a
flame-sterilized nichrome wire. These plates asntimcubated at a suitable temperature
(typically 25-37C) for one to two days [34]. After incubation, @atinoculated with
sample dilutions yielding a number of colonies e¥ady for counting. The pour plate
method is very similar to the spread method extiegiteach dilution is mixed thoroughly
with the sterile agar media, then a certain amofisterile water is poured on them [34].
For the drop plate method, each plate is dividédl $everal sectors, and 1 drop of sample

dilution is delivered to each sector with a calibthPasteur pipette [35].

(@) (b) (©)

Figure 1-1. Schematic of different colony countirigchniques where the white d
represent the bacteria colonies and the greeresirelpresent the agar plate. (ades«
plate method, (bpour plate method, and (c) drop plate method [33].

Among the three methods, the drop plate methothasmost preferable because
more counts can be obtained on one plate sincedithsion of one plate could be
equivalent to producing several spread or poueplf26]. Also, different dilutions could
be placed on one plate. Even though these methedsnae consuming and need well
trained personnel, they are still frequently used the purpose of obtaining isolated

cultures [36]. Various commercial instruments amgrently available to facilitate



counting the colonies, such as Celigo™ CytometemfrCyntellect Inc; aCOLyte;
ProtoCOL 2 from Synoptics Ltd; and ColonyDoc-It lgimag Station from UVP, LLC.
1.2.2 Enzyme-linked immunosorbent assay (ELISA)

Since ELISA was invented by Peter Perlmann and Emgvall at Stockholm
University in 1971,it has become one of the most widely used techsidoredetecting
antibodies and a wide variety of antigens [37, iB8vorldwide. ELISA was developed
based on the use of enzyme markers to visualizartibody-antigen binding reaction.
There are three main types of ELISA: (1) Direct EA| (2) Indirect ELISA, and (3)
Sandwich ELISA. The procedures of the three tydeSLOSA are shown irFigure 1-2

(@), (b), and (c), respectively.

{) Antigen ) Antigen ©) Antihady j
|

g " - Wash -
LA R YYYS Step | ﬁ E> Stepl Solid phase = [[Solidphae
ash
Step Sulid phase |:> Solid phase Antilidy \tien \
o *r e esee
Fnrvme Labeled Antibudy Step 1 |—> | solid phase_| N ,ﬁ Wasly
Stey 11 Solld phase )
I ! ,l\ g HM'\T"-I'M“IU!‘\"MM'}D Fomenie lnleled anbeuly
=)
KAREX RRRR e = 1
‘Iu$ Wash oY -y *e e

. - i . SoO®
Stepl | Sclid phase :> Solid phase siepin [ Solid phase E> Step il

Figure 1-2. lllustration of enzyme labeled antibody ELISA (ajrézt ELISA (b
Indirect ELISA, and (c) Sandwich ELISA [39].

Direct ELISA is the simplest form of ELISA. In thisethod, the target antigens are
first purified and added to the surface of a seplichse, typically a plate well. After the
unbound antigens are washed away, enzymes-labefibddies are added and react with
the bound antigens. After removing the unboundbaxlies by washing, a colorless
substrate solution such as pnitrophenylphosph&i®®), which can be catalyzed by the
enzyme, is added and results in a colored prodd€y. [Finally, the antigen
population/concentration is determined by the pobdolor using a spectrophotometer.
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In indirect ELISA, two types of antibodies are reqd. The first type antibodies
(also called capture antibodies) are specific ® dntigens while the second type is
specific to the first type. The antigens are firstified and added to the surface of a solid
phase, typically a plate well. After the unboundigens are washed away, the first type
antibodies which are unlabeled by enzymes are addédeact with the antigens. Then,
after the unbound first type antibodies are washedy, the enzyme labeled second type
antibodies, which are specific to the first typdilaodies, are added and react with the
first type antibodies. After the unbound secondetymtibodies are washed away, a
colorless substrate solution which can be catalyzedhe enzyme is then added and
results in a colored product [40]. Lastly, the gefi population is determined by the
product color using a spectrophotometer.

In sandwich ELISA, two types of antibodies, whiale doth specific to the target
antigens are required. Firstly, the first type laody is immobilized to the surface of the
solid phase which is followed with a washing st&fter the unbound antibodies are
washed away, the target antigens are then addest. riefmoving the unbound antigens by
washing, enzymes labeled second type of antib@eeadded and react with the antigens,
forming a “sandwich”. Finally, after adding the edéss substrate solution, the antigen
population is determined by the product color usirgpectrophotometer.

In order to increase the precision of the experialenesults, blocking agents, such
as casein or bovine serum albumin, are usually tsg@devent the non-specific binding
of antibodies or antigens by filling up the vacames that are not covered by the
antibodies or antigens. ELISA is considered seresiéind specific, but this technique is

relatively time consuming due to the requiremengeferal washing and incubation steps



and requires well-trained personnel [41].
1.2.3 Polymerase chain reaction (PCR)

Since it first appeared in 1985 as a method fordiagnosis of sickle cell anemia, a
lot of research efforts have been focused on tihgnm@yase chain reaction (PCR) method
for microbial detection [42, 43].

The PCR method is based on exponential amplifinatica specific DNA sequence
of interest. There are three steps in one cyclg:tlig@rmal denaturation, (2) primer
annealing, and (3) Primer extension as showRigure 1-3 [44]. In the first step, the
double-stranded DNA of the target is denatured separated into two single DNA
strands by heating to a temperature above 90°Gcéyp 94°C) as shown ifrigure 1-2A.

In the second step, two single-stranded primersiallys ranging from 15 to 30
nucleotides, are used for the complementary buglditocks of the target sequence. A
primer for each target sequence on the end ofdheence is needed so that the DNA can
be copied simultaneously in both directions as shmWigure 1-3B. In order to prevent
the two strands from binding back to each othecesx primers are added so that they
will bind to the target DNA. The annealing temparatand time depends on the base
composition, length, and concentration of prim@ise annealing temperature is usually
above 56C (typically 55C). In the third step, DNA primers are incubatedadtigher
temperature above 70 (typically 72C) with DNA polymerase and this forms a new
copy of the target DNA as shown kigure 1-3C [45]. By repeating the above process,
the target DNA can be further duplicated as shawfRigure 1-3D. Usually, after 30-40
rounds of amplification, several hundred milliondf@mplification of the specific target

sequences can be achieved [46].
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Figure 1-3. An illustration of the Polymerase chaieaction (PCR): (A) Therm
denaturation, (B) Thermal annealing, (C) Primeeasion, and (D) New cycles [44, 45].

PCR could be a very fast technigue once the t&Wy& is obtained, however, it has
some limitations. Usually, the sample bacterialscate obtained by using a toothpick to
scrape under the fingernails, swabbing the insid¢he mouth or from the roots of
plucked hair and so on. Then the DNA is releasenh fthe cells and then obtained when
the bacterial cell walls are broken by using vigrehaking or vortexing. This technique
is also sensitive with its ability to detect aglditas 10 pg of the target DNA in the
presence of 1.25 pg of genomic DNA [46]. Howevelalae result may occur if there is
an insufficient or unspecific amplification or ihé primers are homologous to other
sequences than the target genes. In addition,atigets cannot be directly detected by
using PCR since it is only used to amplify the é#sg Therefore, PCR has to be
combined with other techniques to visualize theeck&in. Conventional techniques such
as agarose gel electrophoresis and Sounthern biit wery well but do not readily give

a qualitative result [46].
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Recently, real-time PCR, which is able to give st fguantitative result, has been
developed. It is a kinetic approach and can fitigh measurement when the reaction is
still in the early stages. Currently, many commnareeal-time PCR instruments are
available such as the ICycler® from BioRad [47].

1.3 Biosensors

In recent decades, biosensors have become inaggasmportant bioanalytical
tools in the pharmaceutical, biotechnology, foad] ather industries. A lot of research
has been devoted to the development of biosenlsatste sensitive, cost effective, and

easy to operate for the rapid detection of intecksirget species in the analytes.

/ Targets \
o vV &

‘ Bacteria, Virus, etc.
L

w & . )

Sensing elementl T——)> Antibody, Phage, etc.

Electﬁisignal

Output system |:> Lock-in amplifier, Network analyzer, etc

e

Figure 1-4. Schematic illustration of a typical biosensor syste

A biosensor is an analytical device that can cdanaebiological stimulus into an
engineering measurable signal. In general, it atssif three parts: a sensing element (or
biomolecular recognition unit), a transducer (onsse platform), and an output system
(or interrogation system) as shown kgure 1-4 The sensing element (such as

antibodies and phages) can react with specificetar¢gsuch as antigens and viruses),
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while this reaction can be converted to an engingemeasurable signal by the
transducer [48]. The transducers can be classifiaded on the principle of the
transducers, such as optical, electrochemicalcoustic wave (AW)-based biosensors.
1.3.1 Optical biosensors

Optical biosensors detect targets by measuringchiaeges in the light behavior,
which are caused by an interaction between electgoetic wave and biological
molecules such as proteins, cells, and DNA. Difiemaeasuring techniques have been
applied including absorbance, fluorescence, lunceese, and reflectance. The
measuring principles are listedTable 1-3
Absorbance technique: The absorbance technique is the simplest methodpt€al
biosensing. When using a given light at a speacifasvelength, the absorbance of the
analyte changes with the population of the analite extent of adsorption depends on
many factors including the adsorption cross-sectbrthe transducing molecule, the
optical path length and the illumination wavelengt8, 50].
Fluorescence technique:In the fluorescence technique, when molecule spgeere
excited by light at a specific wavelength, theylwalemit light with a longer wavelength
called fluorescence. For biosensing applicatiams targets can be detected by measuring
the change in fluorescent intensity, wavelengthd, ldetime [49, 51]. However, there are
limited types of naturally occurring biological negules with intrinsic fluorescence.

Therefore, fluorescent tags are usually used foviding fluorescent light.
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Table 1-3.Working principle of optical detection [49].
Optical Relationship Notes
parameter

|, optical path length
&, molar absorptivity

Absorbance Lambert-Beer’'s law | o, intensity of the incident light
TN B [, intensity of the transmitted light
A=log v, =&l , ;
I ¢, concentration of the absorbing
species

[Q], quencher concentration
ksv, Stern-Volmer constant

70, luminescence lifetime without
Luminescence Stern-Volmer equation | quencher

I/_ _r/ 7, luminescence lifetime with
7 =1+ks[Q1= r guencher

I, intensity of the fluorescent light
@, quantum vyield

Fluorescence I, =(,(1-107%))¢ &, molar absorptivity

|, optical path length

R, reflectance
Reflectance 21-R)/ _ _ fr), Kubelka-Munk function
R~ (R)=€&/S S Scattering coefficient

Luminescence technique:In the luminescence technique, the target popmurais
determined by detecting change in luminescenceasitie phase, or lifetime [49]. The
construction of luminescence-based biosensorsndasi to that of absorbance-based
transducers. Excitation light is guided to the grgbon element which is exposed to the
target analyte. The fluorescence is then collelbiethe detection system [50].

Surface plasmon resonance (SPR)Currently, the most-often used optical biosensor
transducer is based on the SPR technique [52,I63].an optical phenomenon that is
sensitive to changes in the optical propertiehefrhedium close to a metal surface. If a
monochromatic and polarized light passes througthirtterface between two media, such

as a metal and other dielectric, charge-densityill@son may occur [54]. This
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phenomenon is known as surface plasmon resonaR€®.($here are four basic methods
to excite the SPR: prism coupling, waveguide cawgplfiber optic coupling, and grating

coupling, among which, prism coupling is the mastwenient SPR configuration [55].
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A typical prism-based SPR biosensor consists ofoaathromatic polarized light
source, a glass prism coated with a thin layeradfl @nd a photodetector as shown in
Figure 1-5. If the angle of the incident light on the basette prism is larger than the
critical angle, an evanescent field is formed aadegbrates through the prism base onto
the metal layer. This evanescent field can coupl¢he Surface Plasmon which is an
electromagnetic wave at the metal-liquid interfatehe specific angle, called the SPR
angle. The SPR angle position is sensitive to chamg the refractive index of the thin
layer adjacent to the metal surface that is sebgethe evanescent wave so that when
sensing elements are immobilized onto the metdlasey an increase in the optical
density occurs, resulting in a shift of the SPRIang larger values [57].

SPR has been widely studied in the last two decddasy commercial products
are available now. However, the detection limit3PR technology still needs to be

improved to meet today’s needs [58].
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1.3.2 Electrochemical biosensors

Since the first enzyme electrode for the detectibglucose was developed in the
1960s, electrochemical biosensors have receivedidEnable attention because of their
capability of rapid on-line analysis and high sémgy. An electrochemical biosensor is a
device that converts a chemical reaction into gtegbotential or current during a
biorecognition process. Based on the output sigoéldetection, the electrochemical
biosensor can be classified into conductometricceq@ometric, and amperometric
biosensors [59].

Conductometric biosensor: A conductometric biosensor is established basedhen
principle of conductivity change of medium due tengration of the products of an
enzyme-catalysed reaction. For example, enzymeserean catalyze urea to produce
ammonium, bicarbonate, and hydroxide ions in thdrdiysis of urea as [60]

NH,CONH, +3H,0 [ f'f*%°_, 2NH; + HCQ; + OH" (1-1)

To form a biosensor, the enzyme is usually immaédion an electrode surface that
is specific to the target analyte and producesptivelucts with different conductance of
the enzyme layer. This change in conductivity camteasured by ion conductometric
devices using interdigitated microelectrodes. Havewonductometric biosensors are
rarely used due to low specificity and a poor siquase ratio [59].

Potentiometric biosensor:for a potentiometric biosensor, the target anaitytdetected
by converting the biorecognition process into aeptal signal. Biological active
material such as enzymes and antibodies are imimedbibn a surface of a transducer as
ion-selective electrodes (ISE), and they generatepogential difference at the

membrane/solution interface which is a logarithropartional to the population of the
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target medium.
The response of an ISE to an iomvith activity 8 and charg& , can be expressed

by the Nickolski - Eisenman Equation [61]
230RT
E=C+ ZF Iog{a +k; (3 )/} 2]-

where E is the measured potentiél, is a constantR is the gas constant, is the

absolute temperaturg, is the Faraday constark, is the selectivity coefficienta and

a; are the activity of major and interfering ionand j , and z andz are the charge of
ioni and j, respectively.

Because ISE is the simplest platform of a potentimim biosensor, today,
transistors as electric signal amplifiers are Uguebupled to ISE, and are called ion-
sensitive field effect transistors (ISFET). In &@FET biosensor, the amount of the
current flow is related to the charges of biomoledunteraction, pH, different ions, and
products of enzyme reactions, etc [62].

Amperometric biosensor: For an amperometric biosensor, the target anaytietected

by applying a constant potential and monitoringd¢heent associated with the reduction
or oxidation of an electroactive species. An amp®inic biosensor typically consists of
three electrodes: reference, auxiliary and workelgctrodes. Enzymes are usually
immobilized on the working electrode as the bioggabon elements. When voltage is
applied between the reference and the working relées, current flows between the
working and the auxiliary electrodes due to thedatibn/reduction reaction of the target
analytes. This current change is proportional #® dmount of electro-oxidized/reduced
analytes, which is proportional to the analyte papon [63]. The working principle of
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an amperometric biosensor can be expressed byudtteelCEquation

| = %ZFAQ[%H)] (1-3)

wherel is the current to be measurezlis the number of electrons transferr&djs the
Faraday constanty is the area of electrod€, is the population of the target analyte,

is the diffusion constant, artdis the time elapsed since the potential was applied
Several commercial amperometric biosensors hava Heeeloped such as the

well-known glucose biosensors SIRE P201 (Chemel ABNd, Sweden), and
GlucoWatch Biographer (Cygnus, Redwood City, CAA)S
1.3.3 Acoustic wave (AW) biosensors

When an AW device is used as a transducer, itheeme frequency, which changes
with a mass loading on the device surface, is lisuakd as measuring signal. Based on
that principle, an AW biosensor is established twnbbilizing a layer of a sensing
element on its surface to react with the targetisge[64, 65]. The reaction usually
results in a mass load on the device. Therefore,ptiesence of target species can be
detected by monitoring the shift in device’s resaraafrequency due to the mass change
as shown irFigure 1-6. The capability of an AW device is usually chaesizted by two

critical parameters: mass sensitivi§y) and quality merit factor@ value).
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Figure 1-6. Scheme of frequency \
signal amplitude of an AW sens
where fy and fyass are the resonan
frequency of the sensor without m
load and with mass loatgspectively.
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Mass sensitivity &) is defined as the shift in resonance frequenay tua unit

mass load as [66]

_ N,

o (n=1,2,3,...) (1-4)

S

whereAfy is the shift in the resonance frequency due toattechment of a mass load
(Am).
The Q value describes the sharpness of the resonankeapdacan be expressed as

[67]

Q=T (1-5

wherefy is the resonance frequency akidis the width of the resonance peak at its half
peak height as shown kigure 1-7.

A higher Q value means a sharper resonance peak which wawdd ag higher
accuracy in determining resonance frequency andmaller minimum detectable
frequency change. Therefore, for the developmenhigh-performance sensors, AW

devices with a higls, and a highQ value are highly desirable.

Based on the propagation of acoustic waves, AWcdsvare classified as: thickness
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shear mode (TSM) devices, surface acoustic wav&\jSdevices, acoustic wave plate
mode (APM) devices, and flexural plate wave (FPWYides. Recently, MEMS based

AW devices have attracted a great deal of attertiento their high mass sensitivit].

Figure 1-7. Schematic definition o value
The resonance peak is at frequeficwith &
height ofh.

Signal amplitude

Frequency (f)

Thickness shear microbalance (TSM):TSM devices, also known as quartz crystal
microbalance (QCM), are widely used commercial potsl A TSM device consists of a
piezoelectric substrate, usually a thin disk ofjgrcrystal AT-cut quartz (a disk cut from
a quartz mineral at a 352%rientation to its optical axis), with metal electes
deposited on each side of the disk. Due to theopieztric properties and crystalline
orientation of the quartz, application of a voltagethe electrodes will cause a shear
deformation of the crystal and thereby generateisttowaves propagating through the
crystal [68]. At the crystal surfaces, the disptaeat is maximized which makes the
device sensitive to surface interactions [69]. hamge in resonance frequency due to a

mass loading can be expressed by the Sauerbreyi@it{i€0]

Af =2 §28M (1-6)

wherefy is the fundamental resonance frequecis Young’s modulusp is the density

of the crystal materialM is the change in mass, aAds the area. When operated in air,
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the Q value of a QCM can be as high as.10he high sensitivity and high) value
obtained in the QCM make the QCM a great devicetHer measurement of mass. For
example, a surface density as small as j@ykcnf can be measured using a QCM.
However, in order for the QCM to work properly, thige of the electrode area has to be
relatively big. This makes it difficult for the QCRb be used to measure a small mass.
For example, for a QCM with an electrode of abaét¢hf, the minimal mass that can
be measured using the QCM mentioned above is &fong.

Surface acoustic wave (SAW) deviceA SAW device consists of two interdigital
transducers (IDTs) that are usually lithographicdkposited on two ends of the surface
of a piezoelectric crystal plate as showrrigure 1-8 When an alternating electric field
is imposed on the input transducer, a periodidrsfrald is generated in the piezoelectric
crystal that produces a SAW known as a Rayleighewawvhich the energy is confined
on the surface of the crystal [72]. The excited A¥éociated with a wave potentialjs
then received by the output transducer on the athdrand converted back to electric

signal [73]. When operated in air, tRevalue of a SAW device can exceed.10

Input Transducer Surface Displacement Output Transducer

Figure 1-8.Schematic illustration of an Acoustic Plate Modé W) device [71].

Any surface perturbation such as a mass loadintherdevice surface will affect
the wave propagation characteristics such as walecity and attenuation due to the

interactions between the SAW and the surface |ayeerefore, the SAW biosensor can
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be established based on the principle. Howeves, finid environment, the presence of
surface-normal displacement components may genevates in the adjacent fluid
causing part of the acoustic energy to go intdfliid and resulting in severe attenuation
making the SAW is a poor candidate for fluid-babexsensors.
Acoustic wave plate (APM) device:An APM device is very similar with the SAW
device but the IDT design and substrate parametech as the periodicity of the
electrodes within the IDTs, the thickness of thatgl and the frequency of the applied
electrical signal are different. The APM displacetse may be either along the
propagation direction (longitudinal APM) or perpendar to the direction of propagation
(shear-horizontal (SH-APM)); the latter is mostlyed. Both ST cut and AT cut thin
single-crystalline quartz plates can be used inAFHAs devices as acoustic waveguides
while the latter has better temperature stabilityh@ut allowing excitation of the SAW.

A mass loading on the surface causes a decregg®@pagation velocity which is

expressed as [71]

Av__Jdup (1-7)
v, bo,

whereV,is the surface particle velocity, = }/ andJ, =1 for n=1, b is the thickness

of the plate, ang, is the surface mass density of mass load.

Assuming the quartz plate is an isotropic medium, resonance frequency for the

n™ order mode is expressed as [71]

_u{ (ndﬂ%
f,=—=21+| — (1-8)
d 2b

where is the surface particle velocity,is the transverse mode € 0, 1, 2, ...)d is the
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periodicity, andb is the thickness of the plate.

Because both faces of the crystal undergo displaongnthe detection can occur on
the opposite surface of the IDTs and therefore irlle any potential interactions
between the biochemical solution and the IDTs. dditon, absence of surface-normal
components of displacement allows the acoustic wawepropagate in contact with a
liquid without losing excessive amounts of acoustiergy into the liquid making it a
good candidate in biosensing applications.

Flexural plate wave (FPW) deviceln an FPW device, acoustic waves known as Lamb
waves are excited in a thin elastic plate whosekii@ss is less than one acoustic
wavelength. A Lamb wave can be considered as supesition of two Rayleigh waves
on the two opposite side of the plate. There a@ mwodes of Lamb waves: symmetric

and antisymmetric modes as showrrigure 1-9.

Dooge I

(a): Symmetric (b): Antisymmetric
Figure 1-9. Diagram of Lamb wave modes [73].

For symmetric modes, displacements are symmetoataihe neutral plane of the
plate, and antisymmetric waves are those whosdadisments are odd symmetric about
the neutral plane of the plate. Which mode dommalkepends on the thickness of the
plate [71].

Similar to other acoustic wave devices, a mass toathe device surface will cause
the change in phase velocity The phase velocity of an FPW is lower than tHahost
liquids. When the FPW device contacts or immerseshe liquid, a slow mode of

propagation exists in which there is no radiaticont the plate. Therefore, the FPW can
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work well since most biosensing measurements ane do a liquid environment. The
comparison of specifications of the four acoustave/sensors is listed Trable 1-4

Even though some of these AW devices are widelyl usecurrent commercial
products,S, is limited by the size of the AW device. Basedtba principles of these
devices, one can find that an AW device with a $male would have a higls,.
Therefore, MEMS-based AW devices have been extelysiinvestigated for the
development of high-performance AW devices dudéofact that these devices are small
and exhibit ultra-high sensitivity.

Table 1-4.Comparison of different AW sensors [71, 74].

Sensor type TSM SAW APM FPW
Sensitivity Low High Low-Medium High
Factors Plate Thickness IDT Finger Plate Plate
Determining Spacing Thickness, | Thickness
Sensitivity IDT Finger
Spacing
Motion at Device Transverse Normal and Transverse Normal and
Surface Transverse Transverse
Immersible? Yes No Yes Yes
Operating Low High Medium-High Low
Frequency (5-30MH2z) (30-500MHz) | (25-200MHz) | (1-10MHz)
Mechanical Med High Med Low
Strength

1.3.4 Micro-cantilever (MC) based biosensors

Besides the higlg,, the MC based sensors have many other advantsgels,as
ease of integration with an analysis circuit [76]. A typical MC consists of a long and
thin micro-beam fixed at one end with support. AW Aan be operated using two
different principles: dynamic mode and static mpag.

In dynamic mode, MCs work as resonators. The resmndrequency of the

cantilever is used as the measurement signal. Thkirvg principle of a dynamic MC is
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exactly the same as other AW devices. That is, litaised on the change in the resonance
frequency of the MC due to the attachment of a mlead on the surface or stress
induced by the interaction between the sensingate@nd the target of interest. In static
mode, the deflection or the displacement of the femd of an MC is used as the
measurement signal [78]. Surface stress causedhéybinding of target biological
molecules on one side of a cantilever or a massdoahe surface of an MC would result
in a deflection of the free end [79, 80]. Thattisge MC is actually used as a force sensor.
Therefore, the direction of the force or the oréiain of the MC is important.

Both dynamic and static modes have been extensigahgied and widely
investigated for bio/chemical detection. Howevdre tdynamic mode exhibits some
critical advantages over the static mode. For exantpe performance of static mode
MC is strongly dependent on the orientation of¢hatilever beam while dynamic mode
MC is independent of it. In a medium, MCs would ergb a slight vibration caused by
the mechanical thermal noise (so-called Browniartiond that affects a static mode
MC'’s performance [81] while an MC in dynamic mod#l we barely affected since it is
excited at the resonance frequency. In additioty one surface can be used for static
mode while both surfaces can be used for dynamubenfiar biosensors.

For a dynamic MC, the resonance frequency of itellvey oscillation is [82]

f /E‘ Lv
" omf12 2

n=0,1,2..) (1-9)

whereA, is the nth mode eigenvaluejs the length of cantilever beairs the thickness
of the beam, andis the acoustic velocity which is dependent on deesity and the
elastic properties of the cantilever beam.

To form a biosensor, the surfaces of a cantilewwmdnto be immobilized with a
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layer of sensing element. When an MC immobilizethwi sensing element on its surface
is exposed in the analyte, the reaction betweersémsing element and target species
results in a mass load on the surface, which causdsnge in the resonance frequency.
If a small massAm) is uniformly loaded on the MC surface, the resoeafiequency
shift (Af) can be expressed as [83]

_fo Am
2 M

Af = (1-10)

wherefy andM are the resonance frequency and mass of the M@utithe mass load,
respectively. Based on Equation (1-10), one caoh that theS,, of an MC increases with
reduction of the mass of the MC and/or an increpsasonance frequency. As indicated
by Equation (1-9), the resonance frequency inceeagiéh reducing size. Combining
Equations (1-9) and (1-10), one can find that3hencreases with reducing size and that
the Sy is the properties of the beam materials. It ha&nlskiemonstrated that an MC sensor
can detect a mass as small as*®xPwhen the MC is operated in vacuum.

Based on the driving/sensing mechanism, dynamic b&bsbe further divided into
three types in terms of the driving/sensing medransilicon-based MCs, piezoelectric
MCs, and magnetostrictive MCs.

Silicon-based MCs: The silicon-based cantilevers are driven using echmanical
force/impact. They are typically made of silicoh¢sin nitride, with dimensions usually
ranging from nano to micro scales and these MCsbearasily fabricated. Usually, an
external piezoelectric material is mounted nearctgtilever, and the MC is actuated by
mechanically shaking as an alternating electriddfies applied on the driving
piezoelectric material [76]. The vibration of theCMs usually detected using optical

methods. In this method, the displacement of the &nd of the cantilever is measured
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using the optical deflection of an incident laseealm on a position-sensitive
photodetector, which allows the absolute value hef tantilever displacement to be

calculated as shown Figure 1-10Q

position-sensitive
photodetector

light sources
Figure 1-10. lllustration of @ntileve
arrayreadout by optical beam deflect
[76].

This method is very sensitive with a sub-angstroesolution and can be
implemented easily. However, there are some drakgbathe optical measurement
equipment is bulky, and the measurement is timewmng due to the need for a
continuous alignment. The in-situ detection is tedi due to the transparecy of the
sample. In addition, due to the dispersion of thget beam in the medium, it is a
challenge to do the measurement when the sensoligsiid [76].

Piezoelectric cantilevers: The piezoelectric cantilevers are made of piezbete
materials and work based on the piezoelectric effeloen an electric field is applied on
the materials, a mechanical deformation (shrinkxgrand) occurs. It is usually a multi-
layered structure that contains a piezoelectriedasuch as PZT and several non-
piezoelectric layers, such as piezo-resistive Rj@4].

Compared with silicon-based cantilevers, piezodkecantilevers are much easier

to actuate and sense due to the piezoelectrictelfdoen there is an alternating current
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(AC) electric field along the thickness of the melectric material, the piezoelectric
beam will oscillate. The resonance frequency ofpleeoelectric cantilever can be simply
determined by an impedance analyzer. That is, riipedance changes with frequency
and a maximum change occurs at the resonance freguélowever, due to the
requirement of the electric/signal wire connecteomd also the damping issue, it is a
challenge to detect the targets in conductive/wisdmuids.

In general, MCs in viscous media exhibit a IQuwalue. For example, although the
Q value can be as high as*Mhen the MC is operated in a vacuum, Ghealue of MCs
in the air is more likely hundreds, and it is réweobtain aQ value of more than 10 for
the MCs operated in liquid [83]. Therefore, a grdaal of effort has been devoted to
research designed to improve tQevalue of the MCs. Different approaches have been
investigatedFigure 1-11 presents a new approach to improve @healue of MCs [85].
Here, to obtain & value, the MC was operated in vacuum. To concheimteasurement

in a liquid analyte, microfluidic channels werelbin the MC beam.

Figure 1-11. lllustration of a fluid filled micro-cantilever [§5

It is well known that the damping effect is notydependent on the acoustic mode

but also on the materials. Therefore, MCs made ifferdnt materials have been
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investigated. For example, magnetostrictive MCs S) have been recently
introduced and it is found that the MSMC in theuldy such as water, can exhibiCa
value as high as 30 [83].
1.3.5 Magnetostrictive micro-cantilever (MSMC)-based biognsors

The advantages of the MSMCs originate from the na$e properties of
magnetostrictive materials and their magnetic matér magnetostrictive material is a
material whose shape/dimension changes with anieapphagnetic field. An MSMC
consists of two layers: one is made of a magnéttise material and the other is made
of a non-magnetostrictive material as showhigure 1-12 Therefore, if an ac magnetic
field is applied onto an MSMC, a bending vibratiaill be introduced due to the

magnetostriction of the magnetostrictive (actiag)er [86, 87].

Non-magnetostrictive materials
(Non active layer)

Magnetostrictive materials
(Active layer)

Figure 1-12.Configuration of a magnetostrictive micro-cantile{@s].

Besides the higkp value, the MSMCs exhibit the following advantagesr others:
they are wireless, cost efficient, and are easipleyed in different environments [86-
90]. The MSMCs have been used for in-situ deteatiopacterial/spores in water, such as
such asS. typhimurium88], E. coli[91], andB. anthracis sporef92].
1.4 Magnetostrictive particle (MSP) based biosensors

Besides the MSMCs, the magnetostrictive materialeehbeen used to build other
types of acoustic resonators, which have been wsed sensor platform for the

development of high-performance physical, chemieald biological sensors [93-97].
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One of these resonators is the magnetostrictiveicfgar(MSP) which is a truly
freestanding resonator. An MSP is a piece of rgtéashaped magnetostrictive material
that has a length much bigger than its width amcktiess. Compared with the MSMCs,
MSPs exhibit a much high€} value and a better sensitivity. For example,@healue of
an MSP in air is about 1000, while it is about I®@ater. For a strip-like MSP, the mass
sensitivity is about 10 times better than thatroMC with the same size [83].
1.4.1 Resonance behavior of MSP

In the design, longitudinal oscillation (i.e. thecdlation along the length direction)
of the MSP is used. The nth harmonic resonanceuémcy {,) of the longitudinal

oscillation is [99]

£ :%v (=1, 2, 3...) (1-11)
wherel is the length of the MSP, andis the acoustic velocity of the magnetostrictive
material and is treated so far as a constant. Thas#ic velocity is dependent on the

elastic properties, such as Young’s modukjsand the Poisson’s ratio, and the densay (

of the material as
V= (m=1or2) (1-12)

The value oimis reported to be either one or two, dependinthergeometry of the MSP,
in the literature [98, 99].

To be developed as a biosensor, an MSP is usualtyobilized with a layer of
sensing element on its surface. The reaction betiee sensing element and the target
species usually causes a change in the propefftitee aecognition layer, such as the

mass and elasticity. This change results in a ahanthe resonance frequency. Therefore,
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the presence of target species can be detectedobijtaming the shift in the device’s
resonance frequency due to mass loading causeldebgttachment of bacteria cells on
the sensor surface as showrrigure 1-13

An MSP is actuated using a magnetic field to theillasion due to the
magnetostrictive effect. The oscillation of the MiSHnonitored based on the change in
the magnetic field around the MSP. Therefore, #smnance behavior of an MSP can be
characterized using magnetic field/signal. Thatti® biosensors based on MSP are

wireless, which is the principal advantage of th8RVbver other sensors.

.

he Working Principle of Magnetostrictive Biosensor
Varying Magnetic Field

Bacteria/ Virus ; ;' Phage / Antibody
\AAAL Vvvvviiﬁi
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Figure 1-13. Schematic of working principle of a magnetostriethiosensor.

The theoretical sensitivitg,, of an MSP sensor with a uniform mass Iadadis [83]

_Af Dl

Sy =—
M~ Am 2M

(1-13)

whereM is the mass of the MSP sensor without mass lodd,as the nthig=1, 2, 3...)
order harmonic resonance. It has been clearly fabhatas the MSP size decreases, the

sensitivity increases. Therefore, it is of gredéliast to develop biosensors using small-
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sized MSPs.
1.4.2 Resonance behavior of MSP in viscous media

It is well known that an acoustic resonator expergs a damping effect when it is
operated in a viscous media. The damping effectes@tike resonance frequency and the
Q value of the resonator lower. The damping effectdependent on the physical
properties of the media, such as density and \iscdisthe surface of the MSP is ideally
smooth and there is only the friction force duéh viscosity of the media, the change in

the resonance frequency of an MSP can be exprasgé@0]

7t
Af = fy ) = f :_\2/];(’7,0, )}é

(1-14)

wheref,, is the intrinsic resonance frequency of the ntldenas described by Equation (1-
11),fn, is the nth resonance frequency of the MSP in usauediay; is the viscosity and
A is the density of the medig,is the density of the MSP, ambis the thickness of the
MSP. This Equation is obtained based on the foligvassumptions: 1) the viscosity is
small and the media is treated as a NewtoniandjqRii the surface displacement of an
MSP is independent of the location which is cetyaia not the case; and 3) the edge
effect is ignored.

Regarding the influence of the media on @ealue of an acoustic resonator, it is

well known that

1 1 1

Qi A Q (1-15)

whereQn, is theQ value of the resonator in viscous media andQhés the intrinsicQ

value of the resonator, which is dependent on ldie loss of materials, ar@@ is theQ
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value contributed by the media or the effect of meBy using the assumptions used for

Equation (1-15), it was obtained that [100,101]

11 iz
Qhl Qn+pdf “P) (@1

When the surface of an MSP is not ideally smootiottzer force acts on the MSP.
That is the media trapped on the surface of the B&S$hown irFigure 1-14 That is, the
influence of the surface roughness on the resonbabhavior can be treated as a thin
layer (thickness oR,. of the media rigidly attached on the surface amass load.
Based on this, there is a change in the reson@aeqaency due to the surface roughness.

This change can be expressed as [100]

P, Rave
Afn = _fn—l 1-17
od (1-17)

That is, the reduction in the resonance frequeneytd the surface roughness is related
to the density of the media. If both surface rowegsand the damping effect are

accounted for, the total change in the resonamcpiéncy of an MSP would be
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MSP
(a)

Figure 1-14. (a) Smooth surface; (b) Rough surface with traplepgdd particles; (c
Equivalent attached liquid layer on the smooth aef The blue solid circles repres
liquid particles. R denotes the variation of theumm@ins and valleys where -
mountains and valleys were assumed to be evenlyaiormly distributed on the MS
surface. R denotes the average surface roughness (i.e. aviniageess of the trapp
liquid layer) [102].

1.4.3 Magnetostrictive effect and materials

As shown inFigure 1-15 where the mechanical strain response of the rahtes
the function of the magnetic field applied on thatemial is given, the magnetostrictive
effect, the mechanical strain ~ magnetic fieldnad a linear effect [103]. Actually, the
A~H relationship is more like a quadratic functioithwa saturated value. Therefore,
when there is only a pure alternating current (aggnetic field applied, the strain
response of the material kb is of a frequency doubling the frequency of theligo ac
field. However, if a direct current (dc) bias isposed on the ac magnetic field, the strain
response has a constant strain and ac strain canfsomhe ac strain response has the
same frequency as the ac magnetic field and thenstesponse is proportional to the ac
driving field. If the strength of the ac magnetield is fixed and the strength of the dc
field changes, as shown Higure 1-15 the amplitude of the ac strain changes. Thege is

dc field at which the ac strain has the largestlange.
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Figure 1-15. Magnetostriction response of a magnetostrictive enell
Mechanical strainA) in relation to external magnetic fieldY [103].

There are many available magnetostrictive matewls different magnetostriction
coefficients and other materials properties. Beeaofthe sensor requirements for the
development of AW sensors which are a higigrand a higheQ, the most currently
used magnetostrictive materials in the developnoéritiosensors based on MSP is a
commercially available alloy, Metgl&5 2826MB (FagNisoP14Bs). This material is cast
by a liquid-quenching technique. That is, the nadllty is solidified onto a fast rotating
cooled wheel with a minimum cooling rate of°Iflegree/s [104]. By employing this
technique, amorphous alloy ribbons, typically wahwidth of 10 ~ 100 mm and a
thickness of 20 ~ 30m, are produced [104].

Some general information about the material prigerof Metglas™ 2826 are

listed inTable 1-5.
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Table 1-5.Material properties for Metgla% 2826 [105, 106] and EgB2o [82,107,108].

Property Metglas™ 2826 FeoB2o
Density (16 kg/nt) 7.9 7.39
Young’s modulus (GPa) 100-110 166
Crystallization temperaturéQ) 448 448
Saturated magnetostrictive straig(10°) 12 31
Electric resistivity (j©2-m) 1.38 15
Poisson ratio 0.33 0.3
Magnetoelastic coupling coefficient 0.98 N.A.

In recent years, another type of amorphous MSP no&des; B2 has also been
studied for the development of biosensor platfof®/]. This material can be easily
fabricated using a microelectronic process andectrechemical method. Therefore, it is
easy to fabricate the MSPs in a smaller size usiisgalloy. For example, the MSP in size
of 50 um x 6 um x 3 um has been fabricated usirggaloy [109]. Magnetostrictive
nanowires have also been prepared using this §ll08]. Some general information
about the properties of bulk B is listed inTable 1-5
1.4.4 Current status of biosensors based on MSPs

Due to the high performance obtained in MSP, atgileal of research has been
done on the development of MSP biosensors. To té$# biosensors using phages as
sensing elements have been successfully develapetid detection of pathogens, such
asS. typhimuriunf94], andB. anthracis[96]. The detection limits range from %.6fu/mi
to 10 cfu/ml depending on the size of the sensor. A lbarseen irTable 1-2 these
detection limits do not meet the current needsrdfbee, it is of interest to have MSPs in
smaller sizes to develop sensors with a betteritsgtysor detection limit. Therefore,
much research is focused on minimizing the sens® B order to increase the
sensitivity of the MSP sensors. As for the sensahgment, most of current MSP

biosensors utilize phage due to the fact that pltagebe easily immobilized onto the
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surfaces of MSPs.
1.5 Sensing element for biosensors — antibodies vs. @es

Filamentous bacteriophages (phages in short) hagae bonsidered to have a great
potential as antibody substitutes due to their sbistructures, resistant to heat and many
organic solvents such as urea, acid, and alkab][1A phage is a virus that infects
bacteria. It consists of five types of proteins:lip\poVII, plll, pVI, and pIX as shown in
Figure 1-16 The phage consists mainly of a tube-like filantbat is composed of 2700
copies of proteins, pVIlI covalently linked withcacular single-stranded DNA (ss-DNA)
genome. The so-called coat proteins pVIl and pkXarone end where assembly initiates,
while proteins plll and pVI are at the other end tbe filament where assembly
terminates. A typical filamentous bacteriophagalisut 6 to 7 nm in diameter and 800 to
900 nm in length depending on the strain [113].

Purified phages can be stored at moderate tempesafor very long time without
losing their probe-binding activity [114]. Phagesde reproduced and cloned simply by
infecting the phages into fresh bacterial hostscatid can be selected for binding to a
particular target antigen. However, phage selestimm some proteins and especially on
peptides are not always successful due to immalitin-associated features and so far

only limited affinity selected phages have beenetigyed.
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Figure 1-16. Schematic structure of
Minor coat protein pIIl | flamentous phage [111, 112].
Major coat protein pVI

Major coat protein pVIIL
Major coat protein pVIIL

O.|.|

Major coat protein pIX

NNRNRNARY

Antibodies, also known as immunoglobulins, havenbpeoven to be extremely
adaptable and effective biomaterials in variousmadical and technical applications
[115]. They are composed of heavy chains and blains, linked by disulphide bonds.
Each heavy chain has two regions: a constant repetns the same for all antibodies in
the same class but differs between each classtiliodies and a variable region that is
the same for all antibodies produced by the sammauine cell but differs between
different immune cells [116]. Depending on the eliénce of heavy chain constant region,
antibodies can be divided into five main class@&, ligA, IgM, IgD, and IgE and a

typical structure of antibody IgG is shownkigure 1-17.
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Figure 1-17.Configuration of a typical antibody structure [116]
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Antibodies can also be classified into polycolorehtibodies (PAbs) and
monoclonal antibodies (MAbs) based on the prodacpoocess. MAbs are produced
from the same type of immune cells and are alletoof a single parent cell while PAbs
come from different immune cells so that PAbs ass Ispecific since they recognize all
antigens to which the animal has been exposed .[Th§refore, to be developed as a
sensing element, PAbs should be affinity purifiedich greatly increases the cost. In
contrast, MAbs are more specific since they cay omtognize and bind a single epitope
of target bacteria [118].

In conclusion, phages have higher stability andeaser to immobilize. However,
the commercial availability of phage is limited whilimits their use in biosensor
applications. On the other hand, even though adidsoare difficult to be immobilized,
they are more specific and are technically mataneroduction and have been developed
to identify almost any pathogen. Therefore, in ordedevelop the MSP technology for
the detection of a wide variety of pathogens, ihighly desirable to explore antibody-
based MSP biosensors.

1.6 Research objectives

Based on above discussion, the following objectivage been designed for this
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study in order to fully develop the MSP technoldgythe detection of pathogens:

1) Develop antibody immobilized MSP biosensors: shecessful development of
antibody-based MSP biosensors would enable MSPnotéoyly to be used for the
detection of a wide variety of pathogens.

2) Create an MSP with a smaller size: in orderataritate MSP biosensors with a
higher sensitivity, the MSPs need to be a smaiker. $lowever, it is difficult to fabricate
the MSPs with a very small size using the commé#ycévailable Metglas. Therefore, an
electrochemical method is used to prepare othenetagtrictive materials.

3) Characterize the resonance behavior of the MI& performance of an MSP
sensor is dependent on its resonance behaviomést biological detection, it would be
advantageous to characterize the sensor performanite analyte which is usually a
liquid. In this study, the resonance behavior & MSPs with different geometry was
systemically investigated.

4) Build a handheld interrogation device: the MS#hnhology provides an
opportunity for the development of inexpensive auid response biosensors for in-situ
and in-field detection. To fully use this advantatie interrogation system/unit of MSP
resonance has to be small, inexpensive, and eagyetate. Therefore, the development
of a handheld device for the interrogation of th&mMis explored. Both frequency-
domain and time-domain technologies are studied.

References:

1. “http://www.fda.gov/Food/FoodSafety/RetailFoodPrimtdFoodCode/FoodCode20

01/ucm089078.htrh.

40



2. P.S. Mead, L. Slutsker, V. Dietz, L.F. McCaig, JB%esee, C. Shapiro, P.M. Griffin,
R.V. Tauxe, Food-Related lliness and Death in th#dd StatesEmerging Infectious
Diseases 5 (1999) 607-625.

3. E.O. Michael, I.M. Samuel, SALMONELLA: A Model foBacterial Pathogenesis.
Annual Review of Medicine 52 (2001) 259-274.

4. “http://www.cdc.gov/salmonella/saintpaul/fag.htiml

5. N. Swanger, D.G. Rutherford, Hospitality Manageméitod-borne illness: the
riskenvironment for chain restaurants in the UnBtates23 (2004) 71-85.

6. “http://www.cdc.gov/salmonella/typhimurium/updatenht

7. D.C. Rodrigue, R.V. Tauxe, B. Rowe, Internatiomarease irbalmonella enteritidis
A new pandemic? , Epidemiology and Infection 1089(Q) 21-27.

8. M. O’'Mahony, J. Cowden, B. Smyth, D. Lynch, M. Hd. Rowe, E.L. Teare, R.E.
Tettmar, A.M. Coles, R.J. Gilbert, E., Kingcott,LdR. Bartlett, An outbreak of
Salmonella saintpaul infection associated with bean spro@gidemiology and
Infection 104 (1990) 229-235.

9. H.C. Berg, E. coli in motion (Biological and Medical Physics, Biomeali
Engineering), Springer, 2003.

10.J. P. Nataro, J. B. Kaper, Diarrheagenic Eschexiduli, Clinical Microbiology
Reviews 11 (1998) 403-403.

11.F. Villani, F. Russo, G. Blaiotta, G. Moschetti, OErcolini, Presence and
characterization of verotoxin producirkgy coli in fresh Italian pork sausages, and
preparation and use of an antibioticresistantrsti@i challenge studies, Meat Science

70 (2005) 181-188.

41



12.Institute of Medicine, Escherichia coli 0157:H7ground beef: review of a draft risk
assessment, National Academies, 2002.

13. “http://www.foodpoisonjournal.com/2010/07/articlesfiborne-illness

outbreaks/bison-meat-recall-due-to-e-coli-0157hddpct-list-from-the-source/

14.S.S. Deshpande, Handbook of Food Toxicology (Fanedr8e and Technology),
CRC, 2002.

15. A. Ogston, Classics in Infectious Diseases: “Ona&lsses”, Reviews of Infectious
Disease$ (1984) 122-28.

16.R.H. Deurenberg, E.E. Stobberingh, The evolution Stphylococcus aureus
Infection Genetics Evolution 8 (2008) 747—763.

17.U.S. Food & Drug Administration Center for Food &sf& Applied Nutrition, Bad
Bug Book: Foodborne Pathogenic Microorganisms amatuidl Toxins Handbook,
International Medical, 2004.

18. “http://wwwn.cdc.gov/food-borneoutbreaks/Defaultxasp

19.E.G.D. Murray, R.A. Webb, M.B.R. Swann, A diseaseaabbits characterized by a
large mononuclear leukocytosis, caused by a hahantlescribed bacillus Bacterium
monocytogenesournal of pathology and bacteriology 29 (192%)-39.

20. J. Rocourt, P. Cossartlisteria monocytogenesin "Food microbiology --
fundamentals and frontiers”, ASM, 1997.

21.J. McLauchlin, D. JonegrysipelothrixandListeria In: Borriello, S.P., Duerden, B.1.
(Eds.), Topley and Wilson’s Microbiology and Miciab Infections, Systematic

Bacteriology, CDRom, 1999.

42



22.M.J. Linnan, L. Mascola, X.D. Lou, V. Goulet, S. M&. Salminen, D.W. Hird, M.L.
Yonekura, P. Hayes, R. Weaver, A. Audurier, B.Dikdlitis, S.L. Flannin, K.A.
Broome, and C.V., N. Epidemiisteriosisassociated with Mexican-style cheese, The
New England Journal of Medicine 319 (1988) 823—.828

23.J. MclLauchlin, Epidemiology oflisteriosis in Britain. Proceedings of the
International Conference dnsteriaand food safety (1991) 38— 47.

24.M.S. Mahmood, A.N. Ahmed, I. Hussain, Prevalencd.isteria monocytogenes
Poultry Meat, Poultry Meat Products and Other Reldinanimates at Faisalabad
Pakistan Journal of Nutrition 2 (2003) 346-349.

25.J.M. Farber, P.I. PeterkinListeria monocytogenesa food-borne pathogen.
Microbiological Reviews 55 (1991) 476-511.

26.J. Denny, J. McLauchlin, Humdristeria monocytogenasfections in Europe — an
opportunity for improved European surveillance,dsurrveillance (2008)13.

27.J.M. Farber, J.Z. Losod,isteria monocytogenes food-borne pathogen, Canadian
Medical Association Journal 138 (1988) 413-418.

28.J. Rocourt, J. Bille, Food-bortisteriosis World Health Statistics Quarterly 50 (1997)
67-73.

29.Anonymous, Outbreak ofisteriosis—northeastern United State®orbidity and
Mortality weekly report 51 (2002) 950-951.

30.J.D. Greig, A. Ravel, Analysis of food-borne outikedata reported internationally
for source attribution International, Journal obBEdVicrobiology 130 (2009) 77-87.

31.A.K. Bhunia, Foodborne microbial pathogens: mecbrasi and pathogenesis,

Springer, 2007.

43



32. Staphylococcus aureumfection and Disease, A. Honeyman, H. Friedman, M
Bendinelli, Springer, 2010.

33.A.H. El-Shaarawi, W.W. Piegorsch, Encyclopedia nf/iEonmetrics, Wiley, 2002.

34.P. Quinn, and M.E. Carter, Clinical Veterinary Mibrology, Mosby, 1993.

35.P. Downes, and K. Ito, Compendium of Methods fer Microbiological Examination
of Foods by Frances, American Public Health Assmria2001.

36.N.S. Hobson, I. Tothill, A.P.F. Turner, Microbial ection, Biosensors &
Bioelectronicsll (1996) 455-477.

37.E. Engvall, P. Perlmann, Enzyme-linked immunosoriaasay (ELISA)Quantitative
assay of immunoglobulin G. Immunochemistry 8 (19972)-874.

38.H.E. Carlsson, A.A. Lindberg, S. Hammarstrom, Titna of antibodies to salmonella
antigens by enzyme-linked immunosorbent assayctiofe and Immunity 6 (1972)
703-708.

39.J.R. Crowther, ELISA theory and practice, Humarg®5l

40.“http://www.genoprice.com/DATA%20SHEET/pNPP%20ELI%R0Substrate%20S

ystem%20(ELPN-500).pdf

41.N.S. Hobson, I. Tothill, A.P.F. Turner, Review Aig Microbial detection,
Biosensors & Bioelectronics 11 (1996) 455-477.

42.R.K. Saiki, S. Scharf, F. Faloona, K.B. Mullis, Enmtic amplification of3-globin
genomic sequences and restriction site analysiglitagnosis of sickle cell anemia,
Science 230 (1985) 1350-1354.

43. U. Candrian, Polymerase Chain Reaction in food rabiology, Journal of

Microbiological Methods 23 (1995) 89-103.

44



44.S.B. Primrose, R.M. Twyman, Genomics: Applicatiangluman Biology, Blackwell,
2003.

45.Y. Kim, T.R. Flynn, R.B. Donoff, D.W. Wong, R. Todd@he gene: The polymerase
chain reaction and its clinical application, JolrmfOral and Maxillofacial Surgery
60 (2002) 808-815.

46.S. J. Meltzer, PCR in bioanalysis, Humana, 1998.

47. http://www.cgenetool.com/products/icycler.shtml.

48.P. Leonard, S. Hearty, J. Brennan, L. Dunne, JnQul. Chakraborty, R. Kennedy,
Advances in biosensors for detection of pathogen®aed and water, Enzyme and
Microbial Technology 32 (2003) 3-13.

49.R.G. Freitag, Biosensors in analytical biotechng|d§) G Landes, (1996).

50.M.F. Martin, Progress in Enzyme-Based Biosensorsi@J©Optical Transducers,
Microchimica Acta 148 (2004) 107-132.

51.S.Z.Yin, T.S. Yu, and P.B. Ruffin, Fiber Optic Sers, CRC, 2008.

52.B. Liedberg, C. Nylander, I. Lundstrom, Surfacesph@n resonance for gas detection
and biosensing, Sensors and Actuators 4 (19833289-

53.S. Lofas, M. Malmqvist, I. Ronnberg, E. Stenberg, IBedberg, |. Lundstrom,
Bioanalysis with surface plasmon resonance, Semsw#Actuators B 5 (1991) 79-84.

54.R.M. Sutherland, C. Dahne, biosensors: Fundameatalsapplications, Oxford, 1987.

55.X. Fan, .M. White, S.I. Shopova, H. Zhu, J.D. 3ut¥é. Sun, Sensitive optical
biosensors for unlabeled targets: A review, AnalytChimica Acta 620 (2008) 8—26.

56.M.A. Cooper, Optical biosensors in drug discovétgture Reviews Drug Discovery

1 (2002) 515-528.

45



57.M.A. Cooper, Lable-free biosensors techniques g@miiGations, Cambridge, 2009.

58.J. Homola, Present and future of surface plasmsonance biosensors, Analytical
and Bioanalytical Chemistry 377 (2003) 528-539.

59.L.D. Mello, L.T. Kubota, Review of the use of biosers as analytical tools in the
food and drinkndustries, Food Chemistry {2002) 237-256.

60.A.M. Gallardo Soto, S.A. Jaffari, S. Bone, Charaetdion and optimization of AC
conductimetric biosensors, Biosensors & Bioeledt®d 6 (2001) 23-29.

61.D.G. Buerk, Biosensors: Theory and Applications;hre@mic, (1993).

62.C.S. Lee, S.K. Kim, M. Kim, lon-Sensitive Field-Eét Transistor for Biological
Sensing, Sensors,(2009) 7111-7131.

63.M.S. Belluzo, M.E. Ribone, C.M. Lagier, AssemblidAghperometric Biosensors for
Clinical DiagnosticsSensors3 (2008)1366-1399.

64.V.A. Petrenko, V.J. Vodyanoy, Phage Display for éatibn of Biological Threat
Agents, Journal of Microbiological Methods 53 (2Dp@33-252.

65.R. Raiteri, M. Grattarola, H.J. Butt, P. Skladalicmechanical cantilever based
biosensors, Sensors and Actuators B 79 (2001) 265-1

66.M.D. Ward and D.A. Buttry, Insitu Interfacial Mad$3etection with Piezoelectric
Transducers, Science, 249 (1990)1000-1007.

67.G.C. King, Vibrations and Waves (Manchester PhySieses), Wiley, 2009.

68.N.M. Guilherme, A.C.S. Ferreira, and Brigitte, Acoustic wave biosensors: physical
models and biological applications of quartz criystaicrobalance, Trends in

Biotechnology 27 (2009) 689-697.

46



69.F. Li, H.C. Wang, Q.M. Wang, Thickness shear modeuatic wave sensors for
characterizing the viscoelastic properties of o&nolayer, Sensors and Actuators B
128 (2008) 399-406.

70.G.Z. Sauerbrey, Use of quartz vibrator for weighthg films on a microbalance,
Zeitschrift fuer Physik 155 (1959) 206-212.

71.D.S. Ballantine, R.M. White, Acoustic wave sensdrbgory, Design, and Physic-
chemical applications, Academic, 1997.

72.L. Rayleigh, On Waves Propagated along the Plan&of an Elastic Solid,
Proceedings of the London Mathematical Society88%) s1-17.

73.R.G. Maria-Isabel, M.l. Carmen, M.B. Angel, A.V. tdnio, Surface Generated
Acoustic Wave Biosensors for the Detection of Pgéms: A Review, Senso&
(2009) 5740-5769.

74.B. Drafts, Acoustic Wave Technology Sensors, IEE&n§actions on Microwave
Theory and Techniques 49 (2001) 795-802.

75.N.V. Lavrik, M.J. Sepaniak, P.G. Datskos, Cantiletransducers as a platform for
chemical and biological sensors, Review of Scientifistruments 75 (2004) 2229-
2253.

76.C. Ziegler, Cantilever-based biosensors, Analytarad Bioanalytical Chemistry 379
(2004) 946-959.

77.L.G. Carrascosa, M. Moreno, M.A. Ivarez, L.M. Legay Nanomechanical
biosensors: a new sensing toblends in Analytical Chemistry 25 (2006) 196-206.

78.R. Raiteri, M. Grattarola, H.J. Butt, P. Skladi&licromechanicalcantilever based

biosensors, Sensors and Actuators B 79 (2001) 265-1

47



79.M. Su, S. Li, V.P Dravid, Microcantilever resonasiz@sed DNA detection with
nanopatrticle probes, Applied Physics LetterqB¥03)3562-3564.

80.B.H. Kim, M. Maute, E. Prins, D.P. Kern, M. CroitgrS. Raible, U. Weimar, W.
Gopel, Microelectronic Engineeririg (2000) 229-232.

81.A. Mehta, S. Cherian, D. Hedden, T. Thundat, Malspon and controlled
amplification of Brownian motion of microcantilevesensors, Applied Physics
Letters 78 (2001) 1637-1639.

82.L.D. Landaum , E.M., Lifshitz, Theory of Elasticjti?ergamon, 1986.

83.S.Q. Li and Z.-Y. Cheng, Nonuniform mass detectiasing magnetostrictive
biosensors operating under multiple harmonic resomanodes, Journal of Applied
Physics 107 (2010) 114514/1-114514/6.

84.T. Kobayashi, J. Tsaur, M. Ichiki, R. Maeda, Fadtien and performance of a flat
piezoelectric cantilever obtained using a sol-gelved PZT thick film deposited on
a SOl wafer, Smart Material Structure 15 (2006) &43140.

85.T.P. Burg, M. Godin, S.M. Knudsen, W. Shen, G. §&anl| J.S. Foster, K. Babcock,
S.R., Manalis, Weighing of biomolecules, singlelsend single nanoparticles in
fluid, Nature 446 (2007) 1066—1069.

86.L.L. Fu, S.Q. Li, KW. Zhang, ILH. Chen, V.A. Pati®, Z.-Y. Cheng,
Magnetostrictive microcantilever as an advancedsttacer for biosensor, Sensors 7
(2007) 2929-2941.

87.R. Guntupalli, J. Hu, R.S. Lakshmanan, T.S. Hudrdg, Barbaree, B.A. Chin, Rapid
and sensitive magnetoelastic biosensors for thectieh ofSalmonella typhimurium

in a mixed microbial population, Biosensors anddBactronics 22 (2007) 1474-1479.

48



88.S.Q. Li, L.L. Fu, J.M. Barbaree, Z.-Y. Cheng, Remwe behavior of
magnetostrictive micro/milli-cantilever and its dipption as a biosensor, Sensors and
Actuator B 137 (2009) 692-699.

89.R.S. Lakshmanan, R. Guntupalli, J. Hu, V.A. PeteenkM. Barbaree, B.A. Chin,
Detection ofSalmonella typhimuriunin fat free milk using a phage immobilized
magnetoelastic sensor, Sensors and Actuator B2I8y) 544-550.

90.C.H. Yang, Y.M. Wen, P. Li, L.X. Bian, Influence dsias magnetic field on
magnetoelectric effect of magnetostrictive/elaptezoelectric laminated composite,
Acta Physica Sinica 57 (2008) 7292-7297.

91.L.L. Fu, KW. Zhang, S.Q. Li, Y.H. Wang, T.S. HuagX. Zhang, Z.-Y. Cheng, In
situ real-time detection of E. coli in water usiagtibody-coatedmagnetostrictive
microcantilever, Sensors and Actuators B (2010)22%.

92. L.L. Fu, S.Q. Li, KKW. Zhang, Z.-Y. Cheng, Detextiof Bacillus Anthracis Spores
Using Magnetostrictive Microcantilever-based Biasamn Proceedings of MRS, 2006.

93.C.A. Grimes, K.G. Ong, K. Loiselle, P.G. Stoyanbv, Kouzoudis, Y. Liu, C. Tong
and F. Tefiku, Magnetoelastic sensors for remotsqeavironmental monitoring,
Smart Matererials and Structures 8 (1999) 639-646.

94.R.S. Lakshmanan, R. Guntupallia, J. Hu, D.J. Kin&.WPetrenko, J.M. Barbaree and
B.A. Chin, Phage immobilized magnetoelastic seff@othe detection oSalmonella
typhimurium Journal of Microbiological Methods 71(2007) 55-60

95.S.J. Huang, P.F. Pang, X.L. Xiao, L.W. He, Q.Y. @ad C.A. Grimes, A wireless
remote-query sensor for real-time detection B&cherichia coli O157:H7

concentrations, Sensors and Actuators B 131 (2088)495.

49



96.W. Shen, R.S. Lakshmanan, L.C. Mathison, V.A. Pddoe B.A. Chin, Phage coated
magnetoelastic micro-biosensors for real-time detewmf Bacillus anthracisspores
Sensors and Actuators B 137 (2009) 501-506.

97.S.J. Huang, Y.J Wang, Q.Y. Cai, J.D. Fang, DetactibStaphylococcus Aureus
Different Liquid Mediums Using Wireless Magnetogias$Sensor, Chinese Journal of
Analytical Chemistry, 38 (2010) 105-108.

98.C.A. Grimes, C.S. Mungle, K.F. Zeng, M.K. Jain, WIReschel, M. Paulose, K.G.
Ong, Wireless Magnetoelastic Resonance Sensorsritical Review, Sensors 2
(2002) 294-313.

99.C. Liang, S. Morshed, B.C. Prorok, Correction famditudinal mode vibration in thin
slender beams, Applied Physics Letters, 90 (20Q1P22-221914.

100. P.G. Stoyanov, C.A. Grimes, A remote query magrettise viscosity sensor,
Sensors and Actuators A 80 (2000) 8-14.

101. M.K. Jain, and C.A.Grimes,Effect of surface roughness on liquid property
measurments using mechanically oscillating senstegssors and Actuators A, 100
(2002), 63-69.

102. R. Schumacher, G. Borges, K.K. Kanazawa, the qumaitrobalance: a sensitive
tool to probe surface reconstruction’s on gold tetetes in liquid, Surface Science,
163 (1985) L621-L626.

103. E. Lacheisserie, Magnetostriction - Theory and Aggtions of Magnetoelasticity:
CRC, 1993.

104. E.T. Lacheisserie, D. Gignoux, M. Schlenker, Magmet - Materials and

Applications, Springer, 2004.

50



105. Metglas, “http://www.metglas.com/PRODUCTS/page5 T7 2L.htm

106. C. Liang, S. Morshed, B.C. Prorok, Correction fanditudinal mode vibration in
thin slender beams, Applied Physics Letters, 9072@21912-221914.

107. M.L. Johnson, J.H. Wan, S.C. Huang, Z.-Y. Chend\.\Petrenko, D.J. Kim, I.H.
Chen, J.M. Barbaree, J.W. Hong, B.A. Chin, A wisslebiosensor using
microfabricated phage-interfaced magnetoelastitighes, Sensors and Actuators A
144 (2008) 38-47.

108. S.Q. Li, Development of novel acoustic wave biosenglatforms based on
magnetostriction and fabrication of magnetostretnanowires, Dissertation, Auburn
University, 2007.

109. M.L. Johnson, J.H. Wan, S.C. Huang, Z.-Y. Cheng,. etrenko,D.J. Kim, |.H.
Chen, J.M. Barbaree, J.W. Hong, B.A. Chin, wireleissensor using microfabricated
phage-interfacedmagnetoelastic particles, SensaisAatuators A 144 (2008) 38—
47A.

110. L. Olofsson, J. Ankarloo, P.O. Andersson, |.A. Ntk Filamentous
bacteriophage stability in non-aqueous media, Céieyng& Biology 8 (2001) 661-
671.

111. J. Lopez, R.E. Webster, Morphogenesis of filamentdacteriophage f1:
orientation of extrusion and production of polypeaygirology 127 (1983) 177-193.

112. B. Vidova, A. Godany, E. Sturdik, Phage Display-TAol For Detection And
Prevention Against Pathogens A Revi&uova Biotechnologica 8 (2008) 23-33.

113. P. Model, M. Russel, Filamentous bacterioph&jenum, 1988.

51



114. V.A. Petrenko, G.P.Smith, Phagesfrom landscapelibraries as substitute
antibodiesProtein Engineering 13 (2000) 589-592.

115. J. Maynard, G. Georgiou, antibody engineering, AsiriReview of Biomedical
Engineering 2 (2000) 339-376.

116. J.M. Woof, D.R. Burton, Human antibody—Fc recept¢eractions illuminated by
crystal structures, Nature Reviews Immunology D@B9-99.

117. V.A., Petrenko, and V.J. Vodyanoy, Phage display detection of biological
threat agents, Journal of Microbiological Metho@848003) 253- 262.

118. N.S. Lipman, L.R. Jackson, L.J. Trudel, F. Weis«&gr Monoclonal versus
polyclonal antibodies: distinguishing charactecsti applications, and information

resources, International League of Association®Rkfeeumatology 46 (2005) 258-68.

52



CHAPTER 2

RESONANCE BEHAVIOR OF MSP AND INFLUENCE OF SURROUNIG MEDIA
2.1 Introduction

The resonance behavior of an MSP is used as detus<hapter 1 as a biosensor
platform. The resonance behavior of an acoustiena®r depends on many factors, such
as the materials’ properties, media around thenagso, and the surface roughness of the
resonator. Regarding the application of the biosenasmost of analytes are liquid.
Therefore, it is of interest to understand the mesce behavior of an MSP in liquid or
other viscous media. Although some formulas havenb@atroduced to describe the
influence of the media on the resonance behauias, still desirable to experimentally
study the influence of the media on the resonarmteavior since there are too many
assumptions used in the derivation of these formulde resonance behavior of an
acoustic resonator is characterized by two impoparameters: resonance frequency and
Q value. In this chapter, both the resonance frequemd theQ value of MSPs with
different sizes/dimensions will be studied in diffiet media.
2.2 Characterization of the resonance behavior of an MS

The resonance frequency of an MSP can be direetlyrohined using its oscillation
amplitude at different frequencies since the aastidh amplitude reaches its maximum at
the resonance frequency. The resonance frequemcglsa be indirectly determined by
using the electrical properties of an MSP. For gXemf the impedances of a coil with

an MSP inside are determined at frequencies ovberoad range which covers the
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resonance frequency of the MSP, the impedance wdrsguency curve (impedance
spectrum) can be used to determine the resonaggesincy and th@ value of the MSP.
In this study, the so-calle§;; signal rather the real impedance is used to daterithe

resonance behavior. Actually, tBg signal is directly related to the impedanggds [1]

7 =50 2 (2-1)
1_'531

whereS;; andZ are complex numbers.

The Sy; signal of an MSP in a coil is determined by uding HP network analyzer
(8751A) with an S-parameter test set (87511A). 3tteeme of the measurement setup is
shown inFigure 2-1, where the magnet is used to generate a dc magiedtl on the
MSP and an ac magnetic field is generated by tHewith a current controlled by the S-

parameter unit.
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est chm
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Figure 2-2. A typical magnitude ar

Figure 2-1 Configuration of a netwo Phase curve oS parameter changil
analyzer with an S-parameter test set [2]with the frequency of an MSP.

A set of typical results is shown Figure 2-2, where both the phase and amplitude

of the S, signal are plotted versus frequency. It is knohat the resonance frequency of
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the MSP is the frequencyfpf at which the amplitude of th&; signal reaches its
minimum [2]. TheQ value of the MSP is also determined by the amgditof theS;

signal as

_fo
QA (1-5)/(2-2)

whereAf is the width of the amplitude at its half heightdescribed in Chapter 1.
2.3 Materials and methods

The MSPs used in this study were fabricated fronsoemmercially available
magnetostrictive alloy — Metglas™ 2826MB (iron retkased alloy). The Metglas™
2826MB in a ribbon form was obtained from Honeywasternational (Conway, SC). To
fabricate the MSPs, a sheet of Metglas™ ribbon gudsnto rectangular pieces using a
micro wafer dicing saw Model 1110 (From Micro Autation). After dicing, these MSPs
were cleaned in methanol using an ultrasonic cle@ale Parmer 8891) for 30 minutes
and dried using nitrogen gas. Finally, these MSEBsgwhen used to study the resonance
behavior. The real dimension of each MSP used enettperiment was measured using
EDMUND optics’ 6X pocket comparator within an acacy of 0.1 mm.

Table 2-1 Designed dimensions of MSPs used in the expetsnen

L(mm)

W) 1 2 4 6 8 10| 15| LW

1 2 4 75 2
033 | 067]| 133 2 3.3 3

05 1 2 3.75| 4

1 1.67 6

1 188| 8

1 10

1 15

Table 2-1 gives the designed dimensions of the MSPs usdtianexperiments.
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These MSPs cover a range of the length from 1 m@btonm, which correspond to the
resonance frequency ranging from 150 kHz to moam th MHz, and the length/width
ratio from 2 to 15.

To study the media influences on the resonancevimehaf MSPs, air and a total of
six liquids including water as listed irable 2-2were used in the experiments.

Table 2-2 The densities and dynamic viscosities of air thiedselected liquids at 2.

Media Density (g/cr) Viscosity(cP)
Air 1.205 x 10°[3] 1.8 x 10° [4]
Hexane 0.6594 [5] 0.31 [5]
Ethanol 0.7893 [5] 1.22 [5]
Water 0.9982 [6] 1.0 [5]
2-propanol 0.7863 [5] 2.27 [5]
4-methy1-2-pentanol 0.8079 [5] 5.2 [5]
Ethylene glycol 1.1132 [5] 21 [5]

2.4 Results and discussion
2.4.1 Resonance frequency of MSPs
In this study, the resonance frequency of an MSRiins treated as the intrinsic

frequency. That is, the resonance frequency of &P kan be expressed as [7]

fn =oY n=1,2,3,..) (1-11)/(2-3)

wheref, is the resonance frequency of the nth harmoniceylots the length of the MSP,
v is the acoustic velocity of the magnetostrictivatenial and usually treated as a
constant.

Figure 2-3(a)shows the experimental results for all the MSRdistl here, where
the symbols are the experimental results and thd Boe is the linear fitting results.
Clearly, the experimental results fit Equation {2a&Il. That is, the resonance frequency

is linearly dependent on the inverse length.

56



Equation (2-3) can be rewritten as

E
Zﬂmn:nwznﬂ‘/% 6=1,23,..) (2-4)

The results shown iRigure 2-3(a)are re-plotted ifrigure 2-3(b), where “2.f,” is
plotted versus thé.. Based on Equation (2-4), one would expect thef,"2have a

constant value.
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Figure 2-3. Resonance frequenci)(of the £ harmonic moden(= 1) of MSPs (a) tt
resonance frequencii)in relation tol/L, (b) the2-L-f in relation toL. Heref; andL are
experimental results.

From the results shown figure 2-3(b), one can clearly find that, first of all, the
“2Lf;” increases with increasing for a constant/W ratio. In other words, the apparent
“acoustic velocity” increases with increasig or the apparent “acoustic velocity”
increases with decreasing frequency. It is expeittatithe value of is the same for the
MSP with the samd./W ratio. Therefore, the results here indicate thg &lastic
properties (i.e.E and g) of the materials change with the frequency. Tihneraasing
apparent “acoustic velocity” means an increadth@r o. That is, as the frequency
increases, botk ando or eitherkE or o decreases. If the Poisson’s ratio is a consthist, t
means that thde increases with decreasing frequency, which is béythe current

knowledge. If one assumes thas independent of the frequency, one would expreat
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the Poisson’s ratio increases with decreasing &equ

The results shown ifrigure 2-3(b) also indicate that th&/W ratio has a clear
influence on the ZLf;” value or apparent “acoustic velocity.” This caa imore clearly
shown inFigure 2-4. Clearly, for the MSPs with the same length, thpasent “acoustic
velocity” increases with the/W ratio. Since the resonance frequency for the M@Hs
the same length is almost the same as showigire 2-3(a) one would not expect the
changes in the elastic properties of the materidierefore, the results shown kigure
2-4 indicate that then value continuously changes with thAV ratio. As thel/W ratio
increases, the value af decreases. Therefore, the reported valum afay present two
extreme cases: 1) théW is much big than In = 1 or 2) the_/W is very close to onen

= 2. In reality, the value oh for a real MSP is somewhere in between.

46001 -— -
w
~
E
H_H
—
N —a— [ =15mm
—e— L=8mm
—&— [ =4mm
—v— L=2mm
4400 . L L . L .
0 4 8 12 16
L/W

Figure 2-4. 2Lf; in relation toL for the MSPs with differerit/W

2.4.2 The Q value of MSPs
To further study the resonance behavior of the M$RsQ values of the MSPs
studied above were determined using the experimhesgalts. First of all, it was found

that theQ value of the MSPs was about 1000 depending osi#eeof the MSP. Thi®
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value is certainly higher than tigvalue of the MCs. This is one of the advantagdat®f
MSPs over the MCs. However, it has to be pointadl tteQ value reported here is much
smaller than th&) value of the QCM. For a free standing MSP, theineic Q value
reflects the mechanical loss of the magnetostecaNoy. AQ value of 1000 means that
the magnetostrictive alloy used here has a coraitkermechanical loss. For a material

with considerable mechanical loss, the loss shbeldependent on the frequency.

—=— L/W=8 (a) //
3000t | . wea 3000
—a— | /W=3
—v— = [}
© 2000 ——LW=2 S 2000
= <
> / ///,o >
O 10000 . fe e © 1000
vy
0 1 1 1 O
0 5 10 15 0
L (mm) L/w

Figure 2-5. TheQ value of MSPs with different sizes and geometrfastheQ valuein
relation to L, (b) th& value in relation td./W ratio.

Figure 2-5shows the dependence of Qevalue on the length arldW ratio of the
MSPs. It has to be mentioned that in the experisnh@ dc magnetic field was not fixed.
For the MSPs with the saméW ratio, the dc magnetic field increased with desiregL.

It is known that for a single MSP tl value increases with the dc magnetic field [8].
However, the results shown ifrigure 2-5(a) indicate that theQ determined
experimentally may increase with the length. Thesans that the smaller thei.e. the
higher the resonance frequency), the lower Ghgalue. Since thes® values are the
intrinsic values, the results show that the meatarioss of the magnetostrictive alloy
used increases with the frequency over the frequesmoge studied here. For the MSPs

with the same length, the dependence ofQh&lue on thd /W ratio is given inFigure
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2-5(b). It seems there is no clear trend here. One ofgasons may be related to the dc
magnetic field. As mentioned above, the dc magrfegid used in the experiments was
not fixed.
1.4.3 Resonance frequency of MSP in liquid

Figure 2-6 shows the experimental results about the resonieqeency as the
function of inverse length for different MSPs id six liquids. Although these liquids
have different properties, a linear relation betweke resonance frequency and the

inverse length is found for each liquid.
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Figure 2-6. The length dependence of the resonance frequdngyof first harmoni
mode for MSPs in different liquids: (a) hexane, é)anol, (c) water, (d) gropanol, (e
4-methyl-2-pentanol, and (f) ethylene glycol, regpely.

To further study it, the apparent “acoustic velgcdr “2-L-f;” of the MSPs in each
liquid was plotted as the function of length for RESin different liquids is shown in

Figure 2-7. Again, it was found that in each liquid the apgper“acoustic velocity”

increased with increasing length of the MSP.
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Figure 2-7. The “2L-f,” in relation to theL for the MSPs with differenit/W ratio.
where thef;, is the resonance frequency of the first harmonicdenof MSPs i
liquids: (a) hexane, (b) ethanol, (c) water, (QJr@panol, (e) 4-methyl-pentanol, an
(f) ethylene glycol.

To study the influence of thke/W ratio on the resonance behavior, the apparent
“acoustic velocity” was plotted as the functiontbé L/W ratio for the MSPs with the
same length as shown figure 2-8. Again, the apparent “acoustic velocity” of the mS

in each liquid increases with increasin§V ratio.
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ethylene glycol.

2.4.3 Determination of surface roughnessR, .,

As discussed above, surface roughness affectsemance behavior and lowers
the resonance frequency of an MSP. Therefore, of isterest to determine the surface
roughness of MSP sensors and its influence ondkenance frequency. In the current
literature, the surface roughness of an MSP resoimsatdetermined using the resonance

frequency of an MSP in different liquids. The pipie used here is based on the
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Equation (1-18). That is, the change in resonarezgiency can be written as:

7t p
Afy, = —%Wpl )% - fn% (1-18)/(2-5)

whereAf, (= f,, —f,) is the difference in the resonance frequencynoM&P observed in
liquid and air;f, is the nth intrinsic resonance frequency of theP\Mi& air here) anf, is
the resonance frequency of the MSP in liquidd, andRy. are the density, thickness,
and the average surface roughness of the MSP,ctesgg, andy, p; are the viscosity and
density of the liquid, respectively.

If an MSP is tested in different medi, d, o, andRae are constants. Therefore,

Equation (2-5) can be rewritten as

Ay =AY ) e (26

Jrin Rave

where A:_Zzzvsd and B=-f, psd That is, for an MPS, thé& and B are two

constants. If the value of tiigis determined, thR,. can be obtained.

The results shown iRigure 2-9 are the resonance frequencies of two similar sizes
of MSPs in different liquids when the first harmonmode was used. Likely, a linear
relationship was observed for both. By fitting tieéationship using Equation (2-6), the
values ofA andB were determined and the surface roughness coutdlbalated using
the B. The results are given ifable 2-3 and Table 2-4 These two MSPSs’ results with
the same surface roughness for the MSPs, whichrisancouraging. This is the current

method from the literature to determine the surfacghness of an MSP [8].
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Figure 2-9. nA VS. % for two similar MSPs in different liquids: (a) MSPwith
|

a size of 15.52 mm x 3.78 mm x 30 um, (b) M5®Rith a size of 15.58 mm x 3.76 r
x 30 um. Here the MSPs were operated at first haicnmoode.

Table 2-3 A andB values for the MSP-1 operated at different harmomodes.

Harmonic fn A B
mode (MSP-1)|  (Hz) (HZY%kg™?) | (Hzkg'm®) | Reve(um)
1% 147815 -475 -0.09319 0.15
3 430971 -864 -0.47241 0.26
5 633835 -922 -1.79911 0.67

Table 2-4 A andB values for the MSP-2 operated at different harmomodes.

Harmonic fn A B
mode (MSP-2)|  (H2) (HZY%kg'md) | (Hzkg'm?) | Reve(Hm)
1% 146409 -446 -0.15402 0.25
3 418203 -835 -0.55000 0.31
5" 620899 -852 -2.1657 0.83

To further confirm/verify the results, two higheders of harmonic mode are used

as shown irFigure 2-10, where the results obtained usidgahd 8" harmonic modes are

presented. Clearly, the linearity of the relatidpskifetweenAfn 0 and /% Is not good

|
as was observed for the first harmonic mode. Bypganng the results shown Figures
2-9 and 2-10, one can find that the higher the order of harmanode, the worse the

linear relationship observed.
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a size of 15.52 mm x 3.78 mm x 30 um, (b) MBRith a size of 15.58 mm x 3.76 r
x 30 pm. Here the MSPs were operated%add &' harmonic modes.

When the approach used above was employed to antigz3' and §' harmonic
results, the surface roughness was determined @snshm Tables 2-3 and 2-4. The
surface roughness of the MSP was calculated basethe®B values for the three
harmonic modes as shown Tables 2-3 and 2-4. Although the surface roughness
obtained for two MSPs is the same by using the sarder of harmonic mode, the
surface roughness determined from the resultsftdreint orders of harmonic modes is
different. This is not reasonable since the surfaeegyhness as a property of an MSP

should be independent on the operating frequenbyiemonic mode.
2.4.4 Factors that affect the measured surface roughnes},

To experimentally provide more information for tienulation of the influence of
the friction force from surrounding viscous mediatbe resonance behavior of MSPs,
MSPs with different sizes and geometries were studi
a) MSPs with the same width but different lengths

The results shown iRigure 2-12are the resonance frequencies of the MSPs of the

same width but different lengths in different liqsj where the first harmonic mode was
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used. Likely, a linear relationship is also obsdrigg the three different lengths of MSPs.
However, it seems that the linearity of this relaghip is related to the length of the MSP.
The smaller the length-to-width ratio, the clodee tinear relationship. If the results are
fitted using Equation (2-6), the valuesAdfndB are obtained and the surface roughness
is then calculated using th# value and other information about the MSP. Thienft
results and the calculated surface roughness sem gn Table 2-6 where the results
from two MSPs used above (i'&ables 2-3and2-4) are also presented.

For all these MSPs, the same surface roughnesgpected. However, the results
given in Table 2-6 indicate clearly difference. Considering the getsynand the final

surface roughness, it seems that the length ofMB@s plays some role on the fine

surface roughness.
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Figure 2-11. “Iq VS. /% for MSPs with the same width but different len
|

in different liquids, where the MSPs were operatédirst harmonic mode. (
MSP-1’ (15.40 mm x 1.00 mm x 30 pm), (b) M8P£15.65 mm x 1.00 mm X !
pm), (c) MSP-3 (7.98 mm x 1.00 mm x 30 pm), (d) M&E8.18 mm x 1.00 m

x 30 pm), (e) MSP-5 (4.00 mm x 1.00 mm x 30 umy éh MSP6 (4.07 mm :
1.00 mm x 30 um
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Table 2-5 A andB values for the MSP-1 operated &tHarmonic mode.

MSP fa A B Rave

(Hz) |(HZ'kg'm?)| (Hz-kg'm®) | (um)
'V'SPdS 15.52mm x 3.78mm x 3Am | 147815  -475 -0.09319 0.15

use

above| 15.58mm x 3.76mm x 30 um146409|  -446 -0.15402 0.25
15.40mm x 1.00mm x 30pm 148196 -440 -0.27472 0.44
15.65mm x 1.00mm x 30pm 146340 -450 -0.18635 0.30
7.98mm x 1.00mm x 30um 282386 -674 -0.72870 0.61
8.18mm x1.00mm x 30pum 2769%1 -573 -0.75989 0.65
4.00mm x 1.00mm x 30pm 560044 -834 -1.08027 0.46
4.07mm x 1.00mm X 30um 542320 -905 -0.61579 0.27

b) MSPs with the same length but different widths

The results obtained from MSP-1 and MSP-2 (tigure 2-9 and Table 2-4) are
compared with the results obtained from MSP-1’ BI1&P-2’ (i.e.Figure 2-12andTable
2-6) to find the influence of the width on the results

The results shown iRigure 2-10 and 2-12(a)-(bgre the resonance frequencies of
the MSPs in the same length but different widthdliffierent liquids, where the first
harmonic mode was used. Again, a linear relatignshiobserved for the two different
widths of MSPs. However, it seems that the lingasftthis relationship is related to the
width of the MSP. The fitting results and the ctd¢ed surface roughness are given in
Table 2-6 The results given iitable 2-6 clearly indicate some difference. It seems that
the width of the MSPs plays some role in the detsaition of surface roughness based

on the current method.
New Method In the method used above, in order to deternfirestirface roughness of
an MSP, multiple liquids are needed. Thereforehbibte complexity of the liquid

influence on the resonance frequency and the infleief different harmonic modes on
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the resonance frequency are included in the prodesmit the number of the factors
that may influence the results, the results froncheadividual liquid were used
independently. In order to do so, Equation (2-5gtarranged as

Ay =C[f, +D O, (2-7)

whereC andD are constant for a single MSP in one liquid arelRhis related to the

surface roughness, thatﬁ:s:—LRgve. Therefore, if the value dD is determined, the
Ps

surface roughness can be determined. In this ¢aserder to determine the surface
roughness of an MSP, multiple harmonic resonanegquincies and single liquid are

needed.

\
\‘\
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N
4 ethanol
< water
< 2propanol
*  4-methyl-2-pentanol
e ethyleneglycol
-8000—+ v

400 600 éOO
Sart (f) (Hz12)

Figure 2-12.Af, in relation to {,)* for an MSP in different media. The size of the
MSP is 15.52 mm x 3.78 mm x um and three harmonic mode<, 3¢ &M are

The results obtained from one MSP (in the size52 mm x 3.78 mm x 3(Am)
in different liquids are shown iRigure 2-11, where the difference\{,) in the resonance
frequencies of the MSP in liquid and air are plbtés the function of the square root of
the resonance frequency of the MSP in air fortal three harmonic modes™ (39, and

5" order harmonic modes). The values of C & D wereemieined by fitting the results
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obtained in each liquid using Equation (2-7), aswvah in Table 2-5 The surface
roughness was then calculated from the valub ahd the density of the corresponding
liquid and the properties/parameters of the MSR ddlculated surface roughness is also
given inTable 2-5 From the results, one can find that the surfacghness obtained
from different liquids is very close to each oth€onsidering the surface roughness
calculated from the value dd is obtained from the same experiment results used
above to determine the surface roughness usingalne ofB, one would conclude that
this new approach is better than the one curreiglgd in the literature in terms of
determination of the surface roughness.

Table 2-6 C andD values for one MSP operated at different harmorodes.

. f, andfy (Hz C D Rave
Media e 3 g | (HZ") | (x10% | (um)
Air 14781 | 43097: | 63383t

Hexan 14749¢ | 43022 | 63215¢ | 0.86331| -3.54879 1.28
Ethano 14730: | 42974. | 63146: | 0.70022| -4.31646 1.33
Watel 14734. | 42968' | 63146: | 0.79780| -4.59932 1.09
2-propano 14705. | 42954( | 63100, | 0.24834| -4.48307 1.35
4-methy-2-pentanc | 146767 | 42872¢ | 63051¢ |-1.14178 -3.70885 1.00
Ethylene glycc 14542« | 42628¢ | 62740: | -4.19029] -4.77831 1.02

From the results shown ifable 2-5 one can find that the value Gfobtained in
different liquids may have different signs, whiabntradict Equation (2-7). Considering
this contradiction and the inconsistency in thdaxe roughness obtained using Equation
(2-7), it is highly possible that the model usedstmulate the influence of the viscous
media on the resonance frequency has to be modifiestkems that it is true that the
influence of a viscous media on the resonance é&mcy is linearly dependent on the

square root of the intrinsic resonance frequendylenthe contribution of the viscosity
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and density of the liquid can be different. Thattiee viscous media would result in a

change in the resonance frequentsfy)(as

A =G@7,m,MSP Ty (2-8)

where the constar® is a function of both the liquid’'s properties (i@and ) and the

properties of the MSP (i.e. the materials properéied geometry). Further study on this is
needed.

2.4.5 Effect of liquid on Q value

By rearranging Equation (1-16) to (2-9), it is fmthat% value is a linear

function of / 077 .

1 o1
= =] 24 =
% [pm) = + o) (2-9)

1
J=—-—"—— 2-10
Py, (210

whereQ, andQ,, are theQ value of nth harmonic mode of an MSP in air amgliti,

respectively. The, d andf, are the same as above.

Figures 2-13(a) and 2-13(bshow the experimental results about % as the

function of /977 for two MSPs in different media (MSP-1: 15.52 mn3.X8 mm x 30

pm and MSP-2: 15.58 mm x 3.76 mm x 30 um) opernasaay first harmonic orders. For
the same MSPs, the results obtained from the MPBmated under3and &' harmonic

modes are shown fRigures 2-13(c)and2-13(d).
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Figure 2-13. The}é vs. \/p ] for two similar sizes of MSPs (MSP-

15.52mm x 3.78 mm x 30pum and M@P415.58 mm x 3.76 mm x 30 pm)
different liquids: (a) MSP-1 at®lharmonic mode, (b) MSP-2 at' harmoni
cmode, (c) MSP-1 at8and %' modes, (d) MSP-2 af%and %' modes.

When the results shown Figure 2-13 are fitted using Equation (2-9), the values

of the J are obtained, as shown Table 2-7. The values of thd can also be calculated

using Equation (2-10).

Table 2-7. The J values determined from experimental results thinoéiging using

Equation (2-9) and directly calculated from Equat{g-10).

J (kg'm°HZz"?) x 10° (calculated]

Harmonic| J (kg'm°Hz"%) x 10° (fitted)
mode MSP-1 MSP-2 MSP-1 MSP-2
1% 6.06 6.02 6.19 6.22
3 4.22 4.54 3.63 3.68
5h 5.66 3.90 2.99 3.02

To further study the influence of the media on@healue, the MSPs with different

sizes were tested. Some of the experimental regrdtshown irFigure 2-14, where the
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1/Q1, is plotted as the function af g/7 for the MSPs at®tharmonic mode.
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Figure 2-14. A% VS. /% for MSPs with the same width but different lent
|

in different liquids, where the MSPs were operaa¢dirst harmonic mode. (
MSP-1" (15.40 mm x 1.00 mm x 30 pum), (b) M8P(15.65 mm x 1.00 mm X <
pum), (¢) MSP-3 (7.98 mm x 1.00 mm x 30 pum), (d) M&EB.18 mm x 1.00 m
X 30 um), (e) MSP-5 (4.00 mm x 1.00 mm x 30 pumy é&nhMSP-6 (4.07 mm .
1.00 mm x 30 um).
When the results shown Figure 2-14 are fitted using Equation (2-9), the values
of J are obtained, as shownTable 2-8 column labeled fitted. The value of thés also

calculated using Equation (2-10) as showifiable 2-8 column labeled calculated.
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Table 2-8 The J values determined from experimental results thinoéiging using
Equation (2-9) and directly calculated from Equati@-10) for MSPs at*1harmonic
mode.

MSP J (kg'm’HZ"®) x 10° | J (kg'm’HZ"?) x 10°
(fitted) (calculated)

MSPdS 15.52mm x 3.78mm x 3@m 6.06 6.19

use

above| 15.58mm x 3.76mm x 30 pm 6.02 6.22
15.40 mm x 1.00 mm x 30 um 6.12 6.18
15.65 mm x 1.00 mm x 30 pm 7.51 6.22
7.98 mm x 1.00 mm x 30 pym 4.30 4.48
8.18 mm x1.00 mm x 30 um 5.15 4.52
4.00 mm x 1.00 mm x 30 um 3.30 3.18
4.07 mm x 1.00 mm x 30 pm 3.48 3.23

By comparing the results shownTables 2-7and2-8, it seems that Equation (2-9)
can be used to present the media influence o@wWeue well only for the first harmonic
mode. For the higher orders of harmonic mode, ¢kstionship is more complicated.

2.5 Conclusions

The resonance behavior including the resonanceidrery and th&) value of the
MSP was systemically examined. First of all, basedhe results obtained from the MSP
in air, it was found that the apparent acoustioei®y is dependent on the length and the
L/W ratio rather than a constant. For example, iteases with increasing length for the
MSP with the same&/W ratio, while it increases with increasibg/V for the MSPs with
the same length. It is believed that the chandberapparent “acoustic velocity” with the
length is related to the frequency dependenceeofrtechanical properties of the material
due to the relative high mechanical loss. Regarthiegchange in the apparent “acoustic
velocity” with the L/W ratio, it is believed that the acoustic velocity dependent on
Poisson’s ratio with an order that may change cootisly. Although the viscous media

has a very complicated influence on resonance hehéwhas been experimentally found
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that the resonance frequency of the MSP in anyobnested media is still dependent on
the invasive length of the MSP with an apparenbtetic velocity” changes with the
length and_/W ratio following the same trend as in air.

The methodology to determine the surface roughogdise MSP was explored. It
was found that the currently used method, whiatefgendent on the resonance frequency
of an MSP in many different media, has some drakdbaltie to the complexity of the
influence of the liquid media. A new method, whistbased on the resonance frequency
of an MSP in one liquid but operated at differeatrhonic modes, was introduced. A
relatively consistent result was obtained, indioghe advantages of this new method in
the determination of the sensor surface roughness.

References

1. “Agilent 4395A Network/Spectrum/Impedance Analy@greration Manual,”
Agilent Technologies.

2. S.Q. Li, Development of Novel Acoustic Wave Biosendlatforms Based on
Magnetostriction and Fabrication of MagnetostrietiNanowires, Dissertation,
Auburn University, 2007.

3. “http://www.engineeringtoolbox.com/air-propertiesich6.html”

4. “http://lwww.scenta.co.uk/tcaep/nonxml/science/cangtetails/Air,%20Viscosity%?2

00f%20(20%C2%B0OC).htnfl

5. C. Marsden, S. Mann, Solvents guide, Interscieh@63.
6. S.K. George, Density, Thermal Expansivity, and Crespibility of Liquid Water

from 0 to 150C, Journal of Chemical and Engineebagg, 20 (1975) 97-105.

75



7. S.Q. Li and Z.-Y. Cheng, Nonuniform mass detectiasing magnetostrictive
biosensors operating under multiple harmonic resomanodes, Journal of Applied
Physics 107 (2010) 114514/1-114514/6.

8. M.K. Jain, and C.A.Grimes, Effect of surface roughness on liquid prope
measurments using mechanically oscillating sen®egasors and Actuators A, 100

2002, 63-69.

76



CHAPTER 3
PHAGE/ANTIBODY IMMOBILIZED MAGNETOSTRICTIVE BIOSEN®R FOR
BACTERIAL DETECTION

3.1 Introduction

As a biosensor platform, an MSP exhibits many umigdvantages, such as being
wireless, high sensitivity, easy operation, and kivay well in liquid. MSP based
biosensors for the detection of different pathogameh asS.typhimuriumandB. anthrics
sporeshave been developed and studied [1-4]. Howeveg, tduhe small size and the
truly freestanding nature, the immobilization oé teensing element onto the surface of
the MSP is a challenge and the physical adsorpiamsually used to immobilize the
sensing element onto the MSP surface to form eehgxw. For pathogen detection, both
phages and antibodies are available as sensingeienit is very fortunate that phages
can be easily immobilized onto an MSP surface bysigal adsorption. Although
antibodies can also be immobilized onto an MSPaserfoy physical adsorption, the
resulting binding force of antibodies onto the MSRface is weak. Furthermore, it is
well known that an antibody binds the target speatespecific location(s). Therefore, the
orientation of the immobilized antibody is verytwal to the performance of the MSP-
based biosensor. Unfortunately, the physical adsorpesults in an immobilization of
antibody in a random orientation. More importandlg,a new alternative to the antibody,
the availability of the phage is very limited. Thfare, it is of great interest to find a way

to immobilize antibodies onto the MSP surface wgiiftong binding and good orientation.
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In this chapter, the development of antibody-imribbd MSP biosensors is
presented. MSP based biosensors for the detectio&. ocoli S. aureus and L.
monocytogeneare developed and characterized. As a compatisemphage specific 8.
typhimuriumis also studied. To prevent or reduce nonspebifiding, the employment
of the blocking agent is also studied.

3.2 MSP preparation

A commercially available magnetostrictive alloyetMetglas™ 2826MB ribbon,
was used to fabricate the MSPs. First, a sheet efiglis 2826MB thin film was
polished down to 1mm in thickness using 2400# polish paper. Then,pibleshed thin
film was cut into rectangular MSPs in the size @&f thm x 0.3 mm using a micro-dicing
saw Model 1110 (From Micro Automation). After beidged, these MSPs were cleaned
in methanol using an ultrasonic cleaner (Cole PaB8861) for 30 minutes and then dried
by nitrogen gas. Then, a chromium (Cr) layer withiakness of 100 nm and a gold (Au)
layer in thickness of 125 nm were serially depasiia the both sides of the particles by
using the Denton sputtering system. The chromiugerlavas used to enhance the
adhesion force between the gold layer and thegbartand the gold layer was used to
promote the immobilization of the sensing elemertd also to protect the MSPs from
corrosion. Finally, these MSPs were ready for pfag@éody immobilization.

3.3 Phage and antibody immobilization

To form a biosensor, a sensing element has to bebitized onto the surface of an
MSP. Both phages and antibodies were used in thdy g0 detect pathogenic bacteria.
Physical adsorption was utilized to immobilize tpbage, while antibodies were

immobilized in a more controllable manner.
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3.3.1 Phage immobilization

A phage suspended in water with a population 0§ k@032 virions/ml was used
for the immobilization. The phage was immobilizesing physical adsorption. That is,
one Au/Cr coated MSP was immersed into 200ul pleatiare (in TBS buffer) for 1 hour.
During the immobilization, the container of the MS#hd phage solution was
continuously rotated using Labquake Tube Shakeat@t (from Barnstead/Thermolyne
Corporation). Then, the phage immobilized MSPs weaken out and rinsed with sterile
distilled water for 3 times. Finally, these sensgese ready for detection.
3.3.2 Antibody immobilization

The antibody was immobilized using covalent bindiiig form covalent bonds
between the MSP and the antibody, the antibodymedified first to form a —SH group
onto the antibody using a Traut's Reagent (2-infimddne « HCI, Pierce, Product
Number 26101) as shown kigure 3-1 (top) The introduced sulthydryl group can form
covalent bond with gold thin film on the MSP thrbug process similar with the
formation of a self-assembling monolayer (SMA) §]shown irFigure 3-1(bottom).

During the experiments, the antibodies were fitkiteld using phosphate buffered
saline (PBS) buffer with 3mM ethylenediaminetetegac acid (EDTA) into a 0.01M,
pH=8.0 suspension. Secondly, a 20-fold molar excés®-iminothiolane prepared in
ultra-pure water was added into the antibody susipanprepared in the first step and
then incubated for 1 hour at room temperature.dlyyithe free 2-iminothiolane and the
2-iminothiolane attached/bond with antibody werguasated immediately using a
centrifuge (Centricon YM-30) and the suspensiothefantibody was concentrated to 50

pa/ml. To determine/monitor the results of antibadgdification, Ellman’s reagent ((5,

79



5’-Dithio-bis-(2-nitrobenzoic acid, Pierce, 22582yas added into the antibody
suspension to visualize the introduced sulfhydrgugs in the antibody suspension [6],
which was quantified using a optical spectrometddV/{IS UV-1650PC
Spectrophotometer). The 2-iminothiolane modifiediteody was immobilized onto the
gold coated MSP through the thiolation by addingPM®mediately into the modified-
antibody suspension for 2 hours at room temperatdrally, the MSP sensors were

rinsed by DI water 3 times and were then readyl&ection.

© =NH,"CI
—N-+H
H NH
Antibody Traut’s Reagent WGl
i j rﬁ %‘ & SH
NH NH [\fH Modification producing a
=NH,CIr  N=NH,"CF y=NH,*Cl terminal sulfhydryl group
et / 'S .
MSP G MSP

Figure 3-1. Schematic illustration of modification of antibodigtop) and tr
immobilization of the modified antibody onto goldated MSP (bottom) [6].

3.4 Blocking agents

Non-specific binding (NSB) on the sensor surfadbamathan the capture of target
species is one of the most important issues irogioal detection because NSB would
lower the specificity and reliability of a biosemsin reality, there is always a concern
about NSB since in the real sample/analyte a vemyptete biological matrix (or
background) may exist. A blocking agent is usualijized to eliminate or reduce the

NSB. The blocking agents occupy the surface that wat covered by the sensing
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element, which results in the vacant sites of #reser surface becoming saturated so that
NSB will not occur. Since different types of bacehave different ability of NSB and
each analyte has a different background, there éereern about whether a blocking
agent is needed. If needed, which blocking agentldvbe the best for each biosensor?
There are many blocking agents available, suctassir, bovine serumlbumin (BSA),
gelatin, nonfat dry milk, and tween 20 [6] amongictlh casein and BSA have been
intensively used in ELISA and other experiments fpreventing NSB of
bacteria/antibodies due to the advantages of gtabiertness to many biochemical
reactions, and low cost [7-9]. In addition, casamd BSA both have low molecular
weight which theoretically would have a greater apynity to fill in small area vacancy
sites between the phages/antibodies. Thereforjsresearch, both casein and BSA as
blocking agents were studied for the purpose ofgeéng NSB of bacterial cells on the
MSP-based biosensor surface. To form a blockingtagigspension, the casein and BSA
powder was diluted in phosphatmiffered saline (PBS) buffer to 5%wt and 3%wt,
respectively.
3.5 Preparation of bacterial culture

The bacterial cultures used in the experiments wamepared in either the
Department of Microbiological Sciences or the Dépant of Poultry Science at Auburn
University. First, a bacterial suspension with aitial population of 5 x 1%cfu/ml was
prepared. Then, the suspension was serially diloyagsing sterile distilled water to form
the bacteria suspension with different populati@msying from 5 x 1bto 5 x 16 cfu/ml
with a dilution factor of 10 for each dilution. Tlacterial suspensions were used in the

same day they were prepared.
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3.6 Experimental setup

The experimental setup for characterizing the nespoof an MSP biosensor is
shown inFigure 3-2 Two reservoirs were used: one was for analytethadther one
was for waste. The analyte (bacterial suspensiog) weas forced to flow with a constant
low rate through a tube in which the MSP biosengas placed. The coil was wound
outside of the tube for the measurement, and a etagrplaced outside of the tube to
provide a dc magnetic field. The measurement wae dsing a network analyzer (HP

87511) which was controlled using a personal cosp{RC).

/ Experimental Setup \

Magnet

0

Driving and pick-up coil

Sensor
Test chamber

Peristaltic e i11H
pump 5 1] .

Qi I
= e

gy 2 V
1

“ Network analyvzer

Bacterial waste
suspension

- /

Figure 3-2. Schematic configuration of the experimental sétuphe characterizatic
of the response of MSP biosensor in liquid analyte.

Bacterial

Before detection, the phage/antibody immobilizexsse was first put into the test
chamber (tube) and then the peristaltic pump wad ts have a flow rate of 30 pl/min in
the tube. During the measurement, the sterile lldidtiwvater was used first to flow
through the tube until the sensor reached its stasdponse. The response (i.e. resonance
frequencyfo) of the sensor in water was used as a backgrosirsth@vnFigure 3-3(b).

Then, the response of the sensor in each bactersglension was tested by forcing the

82



analyte (bacteria suspension) to flow through @& thamber. The sequence of the
bacteria culture during the experiment is from lmahigh population (i.e. from 5 x 10
cfu/ml, 5 x 1G cfu/ml ... to 5 x 16 cfu/ml) as shown irFigure 3-3(a) The test duration
for each population was 20 minutes. That is, fahdaacterial suspension, only 0.6 ml of

the analyte was used.

20min 20min 20min

water|5x10! 5x103
cfu/ml cfu/ml

(a)

A 4

Time (min)

Figure 3-3. Scheme of (a) The sequenagfsthe analytes through the test char
(tube), (b) the typical sensor response.

The resonance frequency of the sensor was contshyawnitored/measured. The
results were recorded during the whole detectiatogenith an interval of 30 seconds.
Therefore, the experimental result was the changdked resonance frequency of the MSP
sensor as the function of time as showrkigure 3-3(b). As shown inFigure 3-3(b),
when the bacterial population was changed, thenessm® frequency of the sensor
changes immediately and reached its saturated estatgually. The initial change in the
resonance frequency with the time reflects the aesp time of the sensor, while the
saturated resonance frequency presents the respbtigesensor in a certain analyte.

After the final test using analyte with the highpepulation, the sensor was rinsed
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using deionized (DI) water 3 times and then driediir. The sensor was then used to
verify that the change in the resonance frequemdlyeosensor was due to the binding of
target species, using scanning electron microsc@yM) to directly observe the
bacterial cells bonding on the sensor surface.
3.7 SEM observation

SEM was used in this study to verify the bindingarfet species onto the sensor.
In the experiments, the sensor dried in air was thgosed to osmium tetroxide (Q30
vapor at room temperature for one hour. Osmiunoxéle is used to keep the shape of
bacterial cells in high vacuum. The SEM observati@s performed on a field emission
scanning electron microscope JEOL 7000 F at 20 keV.
3.8 Hill plot and kinetics of binding

Based on the experimental results (as schematishttyvn inFigure 3-3(b)), the
so-called “dose response” of the sensor was olataaseshown irFigure 3-4(a) where
the symbols of the stable/saturated resonancednaywof the sensor in each analyte (i.e.
each population of the culture) are plotted agaimsipopulation of the bacteria. The dose
response was then fitted using a sigmoid funct®shown inFigure 3-4(a) where the

solid line represents the fitting results. The sygifunction is expressed as:

A —AfF

‘ @1)
14 &
<)

whereC is the population of the analyte (i.e. bacteritiuca here) anadf (= f —fy), where

Af =Af +

f andf, are the stable/saturated resonance frequencyeo$ehsor in the analyte with
populationC and the water, respectivelZ, is a fitting constant that represents the

analyte population which is the infection pointtbé dose response curve(>0) is a
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fitting constantAfmax andAfs are two fitting constantdifs is the value ofAf when theC

is zero andAfmax is the saturated value @ or the value ofAf corresponding to a
population of infinite high. Therefore, in this diAfs is zero. Here, we introduce a new
parametely as:

V= Af

Af max (3-2)

Then

vy _oaf _(cY vy c
1-Y Af_-AF |C, o 'Og(ﬁj‘“'og(c_J (3-3)

0

Based on the fitting constaff ., the dose response curve can be converted into a
so-called Hill plot as shown iRigure 3-4(b), where logl/(1-Y] is plotted as the log
population.

Equation (3-3) indicates that the Hill plot is aagyht line with a slope af, which

is an important parameter (i.e. Hill coefficient
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Figure 3-4. (a) Stable/saturated shift in the resonance &eqy shift of an MSP sen:
in relation to the populatioaof the analyte. (b) A typical Hill plot obtainedfn the dat
shown in Figure (a).
In a biosensor, the response originates from tlaetien between the sensing

element and the ligands (target species). Thistimacan be treated as a normal

chemical reaction as [10]:
LR AREI A c-4)

whereA andL are the (macro)molecule of the sensing element{rotein such as phage
or antibody in this study) and the ligand (the baat cell in this study), respectively.
This reaction is chemically characterized using teaction constant&, andKy (=1/Ky).
A higher value ofK, indicates a higher binding ability of the sensielgment. In
biochemistry,K, and K4 are also named as the association binding constashtthe

dissociation binding constant, respectively. Thés the number of ligand molecules
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bound onto a sensing element molecule (i.e. aesiagtibody or phage). Therefore, the
value ofn is an important parameter for the biochemical tieacsince it presents the

affinity of the sensing element. Tkg can be defined as [11]:

T, @)

If the nonspecific binding is ignored, the totalnmaerC, (for a sensor th€, is a

constant) of the binding sites of the sensing efgmen the sensor can be written as

Ca=[A+[AL)] (3-5)
where the first term presents the free binding aitthe sensing element and the second
term presents the binding site of the sensing elenb®und with the ligand. By
substituting Equation (3-5) into (3-4"), the framti (Y’, 0<Y’<1) of the occupied/bound

binding sites of the sensing element of the seissobtained as:

v [AL] - Ke[)"
Ca  1+KgLI"

(3-6)

Then,

: v
- Ka[L]" or log—;

1-Y

)=logKg4 + nIog[L] (3-7)

This equation provides an easy way to determinevétheée ofn for a biochemical
reaction occurring on the sensor surface. The vafluereflects the nature of the sensing
element. Then is named as Hill coefficient, which describes tdmoperativity of the
sensing element.

Assuming that all the target species (i.e. targetdryial cell) are the same in terms

of mass, the population of the phage/antibody—biacteaction products (i.eAL)) is
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proportional to the change in the mass loaah)(of the sensor. Based on the principle of
the sensor, the change in the resonance frequenthe csensor is proportional to the

mass load4m) as expressed by Equation (1-10). Therefore, tia@ge in the resonance

frequency of the sensor is proportional to the petpan of the product produced by the

reaction between analyte and sensing element.i$hat [0 [AL,], which can be written

as
A =K'[AB,|=K' T Y (3-9)

whereK’ is a constant and in second step Equation (3-5)wsad. By the definition of

theY’, Af = 0 whenY’ = 0 (this corresponds to no binding site beingupaed), andAf =

Afmax Wwhen Y’ = 1 (this corresponds to all binding sites beiraurd with ligand).

Therefore, Equation (3-9) can be written as

Af =Af__ Y or Nﬂ:v (3-10)

Therefore, theY defined by Equation (3-2) is the sameYaslefined here. That is,
the slop of the Hill plot shown ifrigure 3-4(b) is then in the chemical reaction in
Equation (3-4).

In Equation (3-4), a value ofless than one means each ligand (bacterial cétisn
study) binding withl/n sensing molecules (i.&/n antibodies).

3.9 Results and discussion
3.9.1 Detectionof S. typhimurium

In this part of the research, the sensing elemgmhiage E2, which has been

developed recently at Auburn University [13], ahd $. typhimuriuntulture used to test

the sensor performance were prepared/provided éyD#partment of Microbiological
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Sciences at Auburn University.

A typical set of experimental results for the MS#sor is shown ifrigure 3-5,
where the recorded resonance frequency of the sahging experiment is plotted
against time. As mentioned in section 3.6, the fadfmn of culture changed from low to
high as indicated in the figure. First of all, iasvobserved from the results that the sensor
has a fast response. For example, in the cultere¢hsor reaches its saturated resonance
frequency of a few minutes. Secondly, it is fouhdttthe sensor had a high sensitivity.
For example, when exposed into the culture withopugation of only 50 cfu/ml, the
sensor exhibited a clear change in its resonarggiéncy. This indicates that the sensor
had a detection limit better than?i€fu/ml. The total change in the resonance frequenc

reached 6,320 Hz.
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Figure 3-5. A typical dynamic dose response of a phag
immobilized magnetostrictive biosensor in the ©£d.0 mm
0.3 mm x 15 pm to increasing populatiorSoftyphimurium

The dose response curve of the sensors is givéigure 3-6, where the results

from a reference sensor are also presented. Teeenee sensor was exactly the same as

the sensor but without being coated with the E2gph&learly, the response (i.e. the
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change in the resonance frequency) of the senssrmuech higher than that observed
from the reference sensor. As can be seen fromehdts shown irfrigure 3-6, a linear
dose response was observed for the sensor in dgtiopuange from 5 x focfu/ ml to 5

x 10° cfu ml. The sensitivity (the slope of the lineange on the dose response curve) of

the sensor in suspensions was 730 Hz déetérfe0.99972).
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Figure 3-6. Resonance frequency shifts (Hz) change
the increasing population of tige typhimurium

The Hill plot for the sensor is shown kiigure 3-7. A Hill coefficient of n=0.25783
was obtained. This indicates that o8e typhimuriumcell was bound onto the sensor

through about 4 binding sites.
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Figure 3-7.Hill plot from the dose response curve.

3.9.2 Detectionof E. coli

In this part of the research, the sensing elemeastpwlyclonal antibody ank- coli
rabbit IgG which was obtained from GeneTex, Inc ¥X33626). TheE. coli cultures
were prepared at the Department of Biological Smerof Auburn University.

A typical set of raw experimental results for a M&sor is shown iRigure 3-8,
where the recorded resonance frequency of the sahging experiment is plotted
against time. Again, it can be observed from tiseilts that the sensor had a fast response.

It was also found that the sensor had a deteciioin better than 19cfu/ml. The total

change in the resonance frequency reached 4,380Hz.
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Figure 3-8. The dynamic dose response of an antibody imnesglisensor to tl
increasing population d&. coli.

The dose response curve of the sensors is givéigime 3-9, where the results
from a reference sensor are also presented. Teeenee sensor was exactly the same as
the sensor but without coated with the d@hti€oli antibodies. Clearly, the response of the
sensor was much higher than that observed fromefleeence sensor. As can be seen in
the results shown iRigure 3-8, a linear dose response was observed for the rsenao
population range from 5 x i@fu/ml to 5 x 16 cfu/ml. The sensitivity of the sensor in

suspensions was 700 Hz decA@@=0.99339).
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Figure 3-9. Resonance frequency shifts (Hz) change with ticeeasingpopulatiot
of theE. colisuspensions (cfu/ml).

The Hill plot for the sensor is shown iRigure 3-10 A Hill coefficient of
n=0.27831 was obtained. This indicates that Bneoli cell was bound onto the sensor

through about 4 binding sites.
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Figure 3-1C. Hill plot from the dose response curve.

3.9.3 Detection ofS. aureus
In this part of the research, the sensing elemastpolyclonal antibody (Pbs) anti-

S. aureusabbit IgG which was obtained from the 3M Corpimnat TheS. aureusulture
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(5 x 10 cfu/ml) was obtained from the Department of Pguiicience at Auburn
University.

A typical set of raw experimental results for a M&fsor is shown iRigure 3-11,
where the recorded resonance frequency of the sahging experiment is plotted
against time. Again, it was observed from the tsdhlat the sensor had a fast response. It
was also found that the sensor had a detection better than 1bcfu/ml. The total

change in the resonance frequency reached 4,630Hz.
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Figure 3-11. The dynamic dose response of an antibody imnesilsensor to the
increasing population &. aureus

The dose response curves of the MSP sensors & igiFigure 3-12(a) where
the results from a reference sensor are also pgezkefhe reference sensor is exactly the
same as the sensor but without coated with theSardureusantibodies. It was observed
that even though the frequency shift of the antjbimaimobilized sensor was higher than
that from the reference sensor at each populatienfrequency shift for the reference
sensor was also fairly high showing that the nogesje binding ofS.aureuss a concern.
The dose response curves of the MSP sensors ae giFigure 3-12(b) where the

result from reference sensor treated with caseditsis presented. Clearly, the response of
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the reference sensor is much higher than that wbddrom the casein blocked sensor
showing that casein has great blocking efficiermypreventing the nonspecific binding
of S.aureus

Based on the results shownRigure 3-12, a linear dose response is observed for
the sensor in a population range from 5 % dfd/ml to 5 x 10 cfu/ml. The sensitivity of

the sensor in suspensions is 595 Hz det#@&=0.99828).
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Figure 3-12(a). Resonance frequency shift (Hz) of the sensors aifferent treatmen
(a) the antibody immobilized sensor (in black) andeference sensor (in red), (k
reference sensor (in red) and a casein blockederafe sensor (in blu

The Hill plot for the sensor is shown iRigure 3-13 A Hill coefficient of
n=0.27136 was obtained. This indicates that 8naureusell was bound onto the sensor

through about 4 binding sites.
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Figure 3-13. Hill plot from the dose response curve.
3.9.4 Detection ofL. Monocytogenes

The monoclonal antibodies (MAbs) C11E9 used in tegearch were prepared and
provided by Purdue University. THe monocentogeneulture (5 x 18 cfu/ml) used in
this experiment was obtained from the DepartmentBmfiogical Sciences and the
Department of Poultry Science at Auburn University.

A typical set of raw experimental results for a M&sor is shown iRigure 3-14
where the recorded resonance frequency of the sahging experiment is plotted
against time. Again, it was observed from the tssilat the sensor had a fast response. It
was also found that the sensor has a detection kigtier than 1Dcfu/ml. The total

change in the resonance frequency reached 4,250Hz.
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Figure 3-14. A dynamic dose response of an antibody immoldli@gnetostrictive
sensoto increasing populations.

The dose response curve of the sensors is givEigure 3-15 where the results
from a reference sensor are also presented. Teeenee sensor was exactly the same as
the sensor but not immobilized with the antibodlesvas observed that the response of
the sensor was higher than that of the referencgosebut the difference was not very
clear, showing the nonspecific binding lof monocytogeness a big concern. Based on
the results shown iRigure 3-15 a linear dose response was observed for the isenao
population range from 5 x 1@fu/ml to 5 x 18 cfu/ml. The sensitivity of the sensor in

suspensions is 750 Hz decad&’=0.994).
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Figure 3-15. Resonance frequency shift (Hz) of the sensors diiflerent treatmen
the antibody immobilized sensor (in black) andfanmence sensor (in red) change \
the increasing population of the monocytogensuspensions.

The dose response curves of the MSP sensors is gi@gure 3-16 where the
results from reference sensors treated with diftebdocking agents are also presented.
The reference sensors were sensors without immedilwith antibodies or blocking
agents, casein blocked sensors or BSA blocked sensspectively. Each point is the
average value of three sensors with the same sideuader the identical experimental
condition. Clearly, the responses of the sensone wieuch higher than that observed
from the reference sensor. It was found that baein and BSA show a similar good

blocking efficiency for preventing the nonspecifinding ofL. monocetogenes
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Figure 3-16. The Resonance frequency shift (Hz) of the sensdbsdifferent treatmer
magnetostrictive biosensors (black square), reteresensors (Red dot), Caséiockec
controlled sensors (blue triangle), and BSA blockedtrolled sensors (purple reciprc
triangle).

The Hill plot for the sensor is shown kiigure 3-17. A Hill coefficient of n=0.2087
wasobtained. This indicates that onemonocytogeneell was bound onto the sensor

through about 5 binding sites.
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Figure 3-17. Hill plot from the dose response curve showirggkimetics of antibody and
bacteria binding.
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Typical SEM photomicrographs of binding to the seaswith different surface
treatments after exposed to 5%df@/ml L. monocytogenesuspensions are shown in
Figure 3-18 The differences in number of bacteria on the serarface can be clearly

observed. The SEM results strongly agree with ah&igure 3-16

200KV X2,000 10pm WD 20.1Tmm

Figure 3-18. SEM images of.. monocetogenesn (a) The Casein controlled sen
(b) The BSA controlled sensor (c) The referencessen(devoid of antiboc
immobilization), and (d) The antibody-immobilizechgnetostrictive sensor.
3.10 Conclusions
The dynamic dose responses of the biosensor treiif bacterial cultures with the
populations ranging from 10cfu/ml to 16 cfu/ml have been studied. Phage E2 has
shown a good specificity 8. typhimuriumThe dose response results show the detection

limit of a biosensor with a size of 1.0 mm x 0.3 mm5 pm is better than 1@fu/m.

Casein has good performances on preventing thengraf S. typhimuriumE. coli, S.
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aureus andL. monocetogenesn the sensor surfaces. Both casein and BSA havé g
blocking efficiency on preventing the bindinglafmonocetogeneasn the sensor surfaces.
SEM analyses of the sensor surfaces provided alvigrification that the bound of
bacteria on the sensor surface was correlatedetontasured frequency responses. The
results also indicate that the surface modificatainantibodies does not affect the
function of antibodies.
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CHAPTER 4
INTERROGATION DEVICES

4.1 Introduction

Currently, the resonance behaviors of the magmrettiee/magnetoelastic
resonators are characterized using frequency dornteshnology, in which some
commercially available instruments such as a loclkamplifier [1] and a network
analyzer [2-4] are used. These bulky and expengiNerrogation systems work
excellently as stationary systems. As discussediqusly, the MSP sensors are great
candidates for an in-field test, for which a stasiny system is not suitable. Therefore,
portable devices/units for interrogating magnetotste/magnetoelastic resonators, such
as MSP sensors, are highly desirable. Due to p®itance, some research has been done
in the development of a portable interrogation deigystem for characterizing the
resonance behavior of magnetostrictive/magnetoelastsonators. For example, a
portable interrogation device based on a thresbaldsing counting technique [5] and a
device based on impedance analysis [6] have beeelggped and work well at
frequencies below 1 MHz since the technologies us¢dese systems are very sensitive
to high frequency noise. However, from the sensofgpmance point of view, MSPs in a
small size are highly desirable since an MSP wiimall size exhibits a high sensitivity
that is strongly needed for detection technologis blso known that a small MSP also
means a highdf. For an MSP with a length of 1 mm, the resonaneguency is already

more than 2 MHz as shown in Chapters 2 and 3. Térerewhat is needed is to develop a
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portable interrogation device for the charactermabf magnetostrictive/magnetoelastic
resonators with a resonance frequencyf,o> 1 MHz. In this study, two different
principles/technologies were exploited for the depment of a portable interrogation
unit for the characterization of magnetostrictivagnetoelastic resonators with high
resonance frequency. One was based on the frecugemegin technology, but it used a
different principle, in which a reference was us€éde other was based on time-domain
technology. The reason for exploring both frequeranyd time-domain technologies at
the same time is that the frequency domain canigecs higher precision in determining
fr but needs more time, while the time domain teabgwlis faster but with a lower
precision.
4.2  Equivalent circuit of magnetostrictive/magnetoelast resonator

As shown in Chapter 2 and 3, a magnetic resonater (nagnetostrictive/
magnetoelastic resonator) is usually placed insida coil for measurement. The coil
with a vibrating magnetic resonator inside is chllee device under test or DUT for short,
which can be modeled as a RLC oscillation circujtds shown irFigure 4-1, whereZ,
Z,, andZ,, are the impedance of three different parts @ncepresents the capacitance of
the coil alone.z is the impedance of the coil, which can be represk using an
equivalent resistoR, and an equivalent inductbg in series as shown fRigure 4-1(b).
Z, is the impedance of the magnetic material in tbié (here the resonator) at static
condition, which is represented using an equivalesistorR, and an equivalent inductor
L, in series as shown iRigure 4-1(b), while Z, is the impedance due to the resonance
behavior of the magnetic material in the coil (h#re resonator), which is represented

using an equivalent resistBy, an equivalent capacit@m,, and an equivalent inductbg

104



in series as shown figure 4-1(b).

@ z

(b) R L
— T

(© R, L,
= ™

(d) Rn Cn, Lm
= —w—=
Figure 4-1. The equivalent circuit of the device under tesUTD. (a) theoveral
equivalent circuit. (b), (c), and (d) shahe details of the equivalent circuit for th
main parts of the circuit shown in (a), whdeL and C are resistor, inductor, a
capacitor, respectively.

Based on the model shownkigure 4-1, the total impedanc&w) of the DUT is:

-~ - - +jaCs
Z(w) 1 (4-1)
Z(a) +
VZ () +Y Zn(w)
wherew is the angular frequency apé V-1, and
ZI (a‘) = R + jCLL| (4_21)
Z,(w)=R, +jal, (4-2")

Z (w=R,+ja, +
m(@) =R, +jal, jaC. (4-27)
Here, theR, C, andL are the resistance, capacitance, inductance ok#ligtor, capacitor,
and inductor defined above, respectively.

If the impedance of the DUT at different frequescie determined, the resonance
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behavior can be obtained from the frequency deperalef the impedance as shown in
Figure 4-2, where both amplitude and phase of the impedarplatted as the function
of the frequency.

From the results shown rigure 4-2 three characteristic frequencies are obtained:
fr andfy in Figure 4-2(a) are the resonance frequency and anti-resonangeeiney,
respectively, whilefy in Figure 4-2(b) is the characteristic frequency. Tleis the
frequency at which the impedanc&(d)| reaches its maximum, while tHg is the
frequency at which the impedanc&q})| reaches its minimum. Thig is a frequency
betweenf, andf, at which the phase reaches its peak. fjhe related to the resonance
frequency and also to other factors, such as thgnataelastic coupling effect and the
mechanical/magnetic properties of the magnetic natd hat is, by using the frequency
dependence of the impedance, one can determinmesbaance frequency as well as the
Q value of a magnetic resonator. This is the ppilecof the technologies currently used
to determine the resonance frequency/behaviomadgnetic resonator.

In current measurement technologies, the absolfteevof the impedance of the
DUT is directly measured as shownRigure 4-2 In the real experiment, an ac current
I(@) at a frequencyd) is applied and the voltadé*( «) across the DUT is measured and
then the complex impedanc&(«w) at the frequencyw is determined using@*(w) =
U*( w)/1(aw). During the measurement, the frequency is swept avange that covers the
resonance frequency. In this study, an indirect@gugh, in which a reference is used, is

studied based on frequency domain technology.
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Figure 4-2 Frequency dependence of the impeda&(cg of a magnetic resonator in
a coil: (a) amplitude af(w) and (b) phase &(w).

Figure 4-3 schematically shows a pulse current when apphieough the DUT (as shown in
Figure 4-1). That is, the voltage is actually changing withdimt a constant frequency
with decreasing amplitude. The frequency of thidtage signal is the resonance
frequency of the magnetic resonator, while the gkaim the amplitude of the voltage
signal with the time reflects th® value of the resonator. Therefore, the resonance
behavior of a magnetic resonator can also be datednusing this time-domain

technology.
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Figure 4-3. Schematic of time domain technique, (a) a pulseesat is applied on to
DUT, (b) a voltage across the two ends of the D&@anerated. The voltage changes
with the time.

Although both the frequency-domain and time-domntarchniques can be used to
characterize the resonance behavior of a resoredoh technique has some advantage
and drawbacks. For the frequency-domain technithgefrequency has to be swept and
the measurement has to be done at each frequemerefdre, it needs more time for the
measurement but provides a high precision in therdenation of the characteristic
frequency of a resonator. For time-domain technidie experiment is done with one
time measurement and the measured signal is thereasanance signal of a sensor.
Therefore, the time-domain technique needs a muohntes time for performing one
measurement. Although the precision of the time-@antechnique can be enhanced by
using multiple pulses, the precision in the deteation of the characteristic frequency of
a resonator is lower. For magnetostrictive resasatodc bias is required when using the
frequency-domain technique, but the dc bias canabaided for the time-domain
technique. Therefore, which of these two technigsdxetter depends on the application.

For example, for the MSP sensors, if the changthéncharacteristic frequency of a
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sensor is big, the time-domain technique would dtéeb due to the facts that it is fast and
no dc bias is needed. However, for a case wherecliamge in the characteristic
frequency is very small, the frequency-domain témpie would be better since it
provides high precision in determining characterisequencies. Therefore, in this study,
both frequency-domain and time-domain techniquesaploited.
4.3 Characterization of resonance behavior of magnetosttive/magnetoelastic

resonator
4.3.1 Indirect approach for the frequency-domain techniqie

For sensor applications, it is the characterig@égdiency of a magnetic resonator
rather the real resonance frequency and the albsadliie of the impedance that are used
to define the performance. Therefore, as long aseskind of characteristic frequency,
which is related to the resonance frequency, caeasdy determined, this characteristic
frequency can be used as the measurement signtidefarensor characterization. Based
on these considerations, an indirect approach tt®daced here. The principle and
circuitry design are given first and then a devizade based on the design was built and
tested is described. The results demonstratedhbkatpproach works are presented and
discussed.
4.3.1.1Principle

The principle of this indirect technique is based following. As illustrated in
Figure 4-1, a magnetic resonator in a coil can be presergeddevice (i.e. DUT) with an
impedance ofZ (). Therefore, if a current is applied through theide, a potential

differenceU; (o) is generated between the two ends of the devish@sn inFigure 4-

4(a). Similarly, if a current is applied on a devicetwan impedancg, (), an electrical

109



potential differencé), () is generated across the two ends as showigimre 4-4(b).

I(w) 1(en)

Current source ® VA(O)] H U(@)  Current source Z, () { 2(1)

LT
~

(a) (b)
Figure 4-4.The schematic circuit for (a) the DUT, (b) the refece.

If two identical ad(«) are applied to these two devices respectively,abtained:

U; (@) = () Z(@) = U@ (4-3)

U (@) = (W) Z, (w) =|U &' (4-4)
where it is assumed that the ac current is

| (w) = 1,'“ (4-5)
wherew is the angular frequency amglis the amplitude of(w). In Equation (4-3) and

(4-4), ¢ is the phase difference betwednw) andl(w), and @ is the phase difference

betweenJ,(w) andl(w).

By combining Equations (4-3) and (4-4), the impexgf(w) is obtained as:

. oo Ul ., | Jufelte
Z (W)=2Z, (w)— =Z (W)
) u.| (4-6)
— Zr (w)_lel(?’r@z)
U,
where the{%(w; is usually referred to as the gain, while the phdifference@ - @, is
)
2

called the phase signal.

U,(«)

U,(«)

If the impedance of the referencg(w) is a constant, the gai is
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proportional to‘Z*(a))‘. Therefore, one can use this gain signal to repteshe

impedance of the device to be characterized simedrequency dependence of the gain
will be exactly the same as the frequency deperedefiche amplitude except that the
values in y-axis (i.e. amplitude and gain) haveoastant ratio at the same frequency.
Similar with the discussion above ab@igure 4-2(a) bothf,” andf, can be determined
from the frequency dependence of the gain. IfZl{e) is dependent on the frequency
without a peak, the frequency dependence of the\gdii be different with the frequency
dependence of the impedant). However, in this case, the frequency dependehce o
the gain will still show two peaks: one frequendy)(at which the gain reaches its
maximum, the other frequencis() at which the gain reaches its minimum. These two
characteristic frequencies of the gain are relatethe resonance frequency and anti-
resonance frequency of the device and are alsoteffdoy other factors including the
Z(w).

Similarly, if the @ is dependent on the frequenajthout a peak, the frequency
dependence of the phase differenges @ - @, will be different with the phase of the
device’s impedance. However, there is still a feagqy €*) at which the phase signal
reaches its peak. This frequency is again relate¢def, and other factors. That is, based
on the gain and phase, three characteristic frene®r;, fo, andfy) can be obtained.
Although these three characteristic frequenciesidierent with the correspondirfg far,
andf, of the impedance, they are related tofth&,, andf,. For sensor applications, any
one of these three characteristic frequencies eamsbd as the signal. This is an indirect
method.

Figure 4-5shows the numerical fit based on the equivalectiiand Equation (4-
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1) for the experimental result of the resonanceatseh of an MSP with a size of 1.0 mm
x 0.3 mm x 30 um in air. The parameters used irakon (4-1) for the fitting are:

Cs= 1.1*10°%F; Cyy = 0.6905*10° F; R = 0.038Q; Ry = 0.23Q; R, = 0.034Q; L, = 1*10
®H; L= 0.81*10°H; L, = 0.126*10" H.

It can be observed that for the phase signal, ittiegf curve fits the experimental
result very well while the simulated amplitude does fit the experimental gain well
which is as expected. However, the characterizdtiequencied,, fi,, andf, from the
simulated result are close to the correspondinguiacies from the experimental result

which is consistent with the discussion above.
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Figure 4-5. Fitting for the resonance phase behavior of a sandbe size of 1.0 m
x 0.3mm x 30 pum in air. The red dash lines are thenfittiesults while the bla
solid lines are the experimental results.

4.3.1.2Circuitry design and considerations

Based on the discussion above, two identical aentusources are needed. In this
study, a high speed direct digital synthesizer (PDDiEp AD9959 was selected, which
had four identical ac current sources and the #rqu of the current ranged from 0 to

200 MHz. For the measurement of the phase sigrlgam signala phase and gain
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detector AD8302 was used. This chip had a maximwasurement frequency up to 2.7
GHz. Therefore, by using these two chips, the dinguwvould have a capability to
perform at frequencies up to 200 MHz.

The outputs signals of the AD8302 are two analdtpges: one is proportional to
the gain signal, the other is proportional to thage signal. These two analog signals are
converted into digital signals using an A/D congerfor the data recording. For the
purpose of this study, the speed of the A/D comveid dependent on the frequency
sweeping rate. That is, even for a 200 MHz measenénthe speed of an A/D can be
very slow. The data recording is conducted usinggalar PC or laptop.

Based on these considerations and device selectodssign of the circuitry is
shown inFigure 4-6, where the communication between the computettaadircuitry is
through a USB port. Therefore, any computer candssl here. The overall circuitry can
be divided into five functional components. The Gfieations of each component are

given below.

Ni-USB-6009 AlL Fhase

S Multifunction DAQ | A10 Gain

Do A

ADUSY  Ipaca | Holder N[  ADS8302

Function Phase and Gain
Generator e INEA Detector

Figure 4-6. (left) block diagramof the interrogation device, (right) picture of
interrogation device.

The picture shown ifrigure 4-7 is the circuitry built based on the design shown in
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Figure 4-6. In Figure 4-6, the right side is the picture of the outsidels box in which

the circuit is built.

Figure 4-7. The picture of the circuit built based on the desbown inFigure 4-5.

Specifications of the current sourcesThe function generator used in the circuit is a
four-channel high speed direct digital synthesid@DS) chip AD9959 from Analog
Devices [8]. The AD9959 consists of four direct DD&es that provide independent
frequency, phase, and amplitude control on eachn#aBecause all channels share the
same system clock, they are inherently synchronifedhe current design, only two
channels are used to generate two synchronizeecrtusine signals (i.e. the same
frequency, amplitude and phase): one (called DA@hnects with the referen&(w),

the other (called DACO) connects with the DUT (gensor). The frequency range is 0 to
200MHz. The full-scale output current is from 1.25tm0 10mA with a resolution of 10
bits. The operating temperature is over the ranje-49°C to +85°C. The output
capacitance is 3 pF.

Holder: The holder is where the sensor, reference, anéuiln the current device, it is
a circuit board with the reference channel and@ecisannel on as shown igure 4-8.
The reference channel is simply a resistor, whike $¢ensor channel has the magnetic
resonator and coil(s) (i.e. DUT). If it is needadditional resistors and capacitors can be
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connected in series/parallel into the referencafseochannel as discussed below. The dc

magnet field can be generated using a magnet.

From the

To the phase and (i
4 current source

gain detector

Figure 4-8. The holder built on a circuit board, where botherefice and DU
channels are included. The backside of the boagdisnded.

Specifications of the phase/gain measuremernthe phase and gain detector AD8302 is
a chip from Analog Devices which measure the ph#ifference between two input
signals and the amplitude ratio (i.e. the gainjhaf two input signals [9]. In the current
device, the two input signals are the electric ptiéd of the end of the reference and the
potential of the end of the DUT, as shownFigure 4-5. The ac coupled input signals
ranges from —60 dBm to 0 dBm in a 80system, and from a few Hz up to 2.7 GHz [9].
The outputs provide an accurate measurement ofay@na +30 dB range scaled to 30
mV/dB, and of phase over a 0° — 180° range scalekDtmV/degree [9]. The operating
temperature is over the range of —40 °C to +85 °C.

Specifications of the A/D converter:In the current device, an A/D converter from
National Instruments (NI), USB-6009, is used. TAUB converter is a multifunction data
acquisition (DAQ) module [10]. It has eight analogut (Al) lines with a resolution of

14-bits and twelve digital 1/O lines. Here analogut lines AIO and All are used to
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sample the analog signals, the phase signal and sjgmal from the phase and gain
detector. The digital I/0O lines are used to gemetae sequence to control AD9959 to
generate current signals. The NI USB-6009 is calewith a computer through a USB
port which is simple enough to quick acquire datal generate time sequence by
programming software code.

Personal computer (PC)/laptop:A graphical user interface (GUI) designed using the
Microsoft Visual C++ 6.0 is run on a PC as showrFigure 4-9. The GUI allows the
user to set frequency sweeping range, frequenpg stata file name, and control data
acquisition process and dynamically monitor thengeain frequency of sensor. filgure

4-9, the spectrum at top shows the phase versus fieguehile the spectrum at bottom

shows the frequendy versus time.

™,

Bop jeswyy
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~—g Frequency/kHz ¥Scse

ZHY /AouandaI]

L Mﬂmﬂwm "l

Fiequecy  [TU71 TERRERCEER M

Flebame  [chdua R S Diata ——

Figure 4-9. The graphical user interface (GUI).

4.3.1.3Test results
A device was built based on the circuitry discusabdve as shown iRigure 4-6.
The device was tested to validate the principlediced here for the characterization of

a magnetic resonator using an indirect appro&tgure 4-10 shows the resonance
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frequency spectrums of an MSP with a size of 1.0 xnth3 mm x 15 pum tested in air
using the network analyzer and the indirect apgraaaer the same conditions (i.e. the
same dc field, sensor, and cdil:= 8.0 mm,d = 0.1mm) where irFigure 4-10(a)the
phase signals obtained from the network analyzdr wsing the indirect approach are
plotted as the function of frequency, while Figure 4-10(b) the amplitude signal
obtained from the network analyzer and gain sigdahined using the indirect approach
are plotted as the function of frequency. Cleahg phase signal shows a peak and the
gain shows a maximum and a minimum. These are stensiwith the expectation from
the principle of this indirect approach. It is oh&al that the phase signals from both
approaches have the similar curvatures. The frexyukrandf,” at the two phase peaks
are 2.126 MHz and 2.127 MHz, respectively. It soavery interesting to notice that the
phase peak height from the indirect approach ishrhigher. For example, the phase
peak height for network analyzer is abo(f @hile it is about 20 using the indirect
approach. Regarding the amplitude/gain showfigure 4-10(b) the curvature of the
relationship between the gain and the frequenagifferent with the curvature of the
relationship between the amplitude and the frequési@s expected-or example, the
amplitude ofS;; reaches its minimum (27 dB) at a lower frequerzy 43 MHz) and
reaches its maximum (34 dB) at a higher freque@c}28 MHz), while the gain signal
reaches its maximum (0.37) at a lower frequenci22 MHz) and reaches its minimum
(0.27) at a higher frequency (2.129 MHz). Howevtbg corresponding characteristic

frequencies are close. Thafiglose taof,*, andfy, close tdf,*.
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Figure 4-1C. Resonance spectrum of the sensor using diffetenice (a) Phase
relation to frequency, (b) amplitude and gain ilatien tofrequency where the bla
solid line represents the measured result usingarktanalyzer and the red dash
represents the measured result using the indipgebach.

Figure 4-11 shows the phase and gain signal from one measutemenmhich the
reference was a resistor with a resistance of 8200hile the DUT was an MSP in a coil.
The MSP was 1.0 mm x 0.3 mm x 30 um in size andeglan a glass tube, while the
handmade coil was wound on the outside of the ¢gldssusing copper wire (L = 4.5mm,
d = 0.1mm). In the measurement, the glass tubdilleb with either air or water. That is,
the MSP was tested in air or water. Based on thhseg characteristic frequencids,
f*, andfy*, are obtained, as shownkigure 4-11

Compared with the results obtained from the MS&iinthe MSP in water exhibits
a weaker signal and all three characteristic frag@s are lower than corresponding
characteristic frequencies obtained from the MS&rinAdditionally, the resonance peaks
observed from the MSP in water are broader thasetle air. All these are consistent

with resonance behavior of the MSP as discuss€&thapter 2.
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Figure 4-11. (a) Phase oZ(w) frequency in air in relation trequency in water; (|
Gain ofZ(w) in relation to frequency in air and in water.

The results shown iRigures 4-10and 4-11indicate that the indirect measurement
approach introduced here works. Based on the speoiins of the components, the
device built here can work at frequency up to 208zMIt should be noticed that the
resonance frequency of the MSP here is above 2 aildady.

To show the capability of the device for the cheeazation of MSPs with higher
resonance frequencies, two smaller MSPs with adiger5 mm x 0.15 mm x 30 um and
0.5 mm x 0.1 mm x 30 um respectively were testadguthe device and the results are
shownFigure 4-12 The handmade coil used for the MSP with a siz@. 9% mm x 0.15
mm x 30 pm was wound using a copper wire with anéi@r of 10Qum and a length of
7.5 mm, while the coil used for the MSP in siz&®d& mm x 0.1 mm x 30 pm was wound
using a copper wire with a diameter of 26n and a length of 1.25 mm. The
characterization frequendy of these two MSPs is about 2.85 MHz and 4.43 MHaii
and 2.81 MHz and 4.32 MHz in water, respectivelieady, the device works for these
MSPs. Although this demonstrates the capabilitthefdevice for the characterization of
the sensors with higher resonance frequencies,canesee by comparing the results

shown inFigure 4-11andFigure 4-12that the signal for a smaller sensor is weakes Th
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is true for the sensor as demonstrated by currepedance methods and expected by
physics of the sensor! However, this makes theadtarization of a small sensor difficult.

Therefore, it would be interesting to enhance tgeas.
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Figure 4-12. Phase signal of MSP in coil in relationftequency. (a) MSP in size
0.75 mm x 0.15 mm x 30 um, (b) MSP in size of 0m m 0.1 mm x 30 um. Tl
dash red lines are the results for MSPs in watéilevthe solid black linesra the
results for MSPs in air.

4.3.1.4Study of signal enhancement

For the current impedance methods, since the aeswellue of the impedance is
used, the signal is fixed for a device (i.e. a natignresonator and a coil). However, for
the indirect method introduced here, it is the gaud the phase, the difference between
the magnetic resonator and a reference, ratherrderimpedance of the device that is
measured. This would provide a way to enhance itpeaks This is critical for the
measurement of small resonators as demonstratae bomparing Figure 4-10 and 4-
11).

As reflected in Equation (4-6), the phase signdleces the phase difference
between the sensor and the reference. If the referer the sensor channel is modified
using a component, such BsandC, the phase signal would be changed. Thereforg, it
possible to enhance the phase and gain signal éygalectronic components to the
reference or sensor channel. In this study, capaciand resistors with different
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capacitances and resistances are added eitheran eeparallel with the DUT to explore
the approach(s) to enhance the phase signal.
4.3.1.4.1 Capacitors in parallel with the DUT

Figure 4-13 shows the configuration in which a capacitor catsén parallel with

the DUT.

Testor

Reference

 k
_ F

C

=11
[}

Ana s

|‘ - e - - |
LA A o

M- A

Figure 4-13. Schematic configuration of a capacitor in patailieh the DUT.

The results shown iRigure 4-13 are the frequency dependence of both the phase
signal Figure 4-14(a) and the gain signaF{gure 4-14(b) for an MSP (1.0 mm x 0.3
mm x 30 um) in a coil. In the experiment, an aadiél capacitorC,, was connected in
parallel to the DUT as shown Figure 4-13 The capacitance @ was from 150 pF to

24.7 nF.
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From the results shown ifigure 4-14(a)(i.e. phase signal), it is found that when
there is no additiondl,, the phase peak height is abott\When a smalCy (i.e. C, <3.3
nF) is added to the DUT, the peak height undergémest no change. However, as the
Cx further increases, the phase peak height cleadseases along with increasing the
capacitance of th€,. It seems that at @, of about 13.3~20.0 nF the phase peak height
reaches its maximum, which is about’ 20 4 times higher than the results obtained
without C,. If the capacitance of th€, is further increased, the phase peak height
decreases with increasing capacitanceCoflt is also observed that the characteristic
frequencyfo* decreases as tiig increases initially. However, when tlg is higher than
13.3 nF, they* increases to a higher frequency, and whenGhs higher than 20.0 nF,

thefo* decreases again with increasing capacitan€x.of
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Regarding the gain signal shownRigure 4-14(b) it is found that the curvature of
the relationship between the gain and the frequeheynges witlC,. For example, when
the capacitance is small, a maximum at lower fraqueand a minimum at higher
frequency are observed in the curve of the gaisugefrequency. However, when g
is large, a maximum is observed at higher frequeenavhile a minimum is observed at
lower frequencies. It was also found that the difee between the maximum and the
minimum changes with th@,. It seems that the biggest difference betweemtiamum

and the minimum is obtained at t@gof about 20 nF.

__———13.3nF

,——12.2nF
———20nF

0.5

|_——10.0nF
.% ~----]——23.3nF]
o \ 24.7 nF |

b———2.2 nF
M:SOO pF
0.3 - — 150 pF
2.00 202>—__ \ocC
Frequency (MH2z)

Figure 4-14(b). The gain in relation térequency for an MSP in a coil. The differ
curves are the results of different capacitors arafel with the DUT. Th
capacitance(y) of each capacitor is given in this figure.

To further study the experimental results regaydime phase signals, numerical
simulation based on the equivalent model was eneploffigure 4-15 shows the
simulated results regarding the phase dependenfreqpfency for a 1.0 mm long MSP
when different values of capacitance are addechmllel with the sensor, respectively.

The parameters used in Equation (4-1) for the sitran are:Cs= 1.0*10™ F; Cp, =
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1.0110° F; /= 1.0*10° F; R = 2.0Q; Rn= 0.2Q; Ry= 0.3Q; Ly = 1.0*10°%H; L=
4.9*10° H; L,= 1.0¥10" H. The capacitance @, is from 1.0*10"F to 1.0*10° F with
60 capacitances used. The 60 capacitances arerahifdistributed over the capacitance
range in a logarithm scale.

In Figure 4-15(a) the Y axis denotes the actual phase value whil&igure 4-
15(b), the Y axis denotes the absolute value of the phase. Eaoke represents a
resonance spectrum for a capacitance ofih@ased on the results shownRigure 4-
15(a), it is found that the peak height increases iytimnd then decreases with
increasingCy. This is consistent with the experimental resshiswn inFigure 4-14(a)
However, the value db* decreases continuously with increasing capacitah€x, that
is, the resonance peak continually moves in theesaemd from upward to downward (as
shown in the blue arrows) with increasing capacian This is different with the
experimental results. However, the curvesigure 4-15(b)show the same trend as the
experimental results. This is due to the limit loé tphase and gain detector (AD8302)
because this chip can only measure the phase iratige of 6-18C°, which means that
when the phase value is negative, it will measine absolute value of the phase.
Therefore, a sudden increase in resonance frequembserved in the measured results.
However, if the measured resonance spectrum censfsboth positive and negative
phase values (i.e. the red curves shown inFilgere 4-15(a), the measured resonance
behavior will not be the same as the expected hehdn this case, the measured results

will be same as the ones showrFigure 4-15(b)(i.e. the red curves).
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Figure 4-16(a) shows the phase peak height/amplitude obtainedn fthe
experimental results shown Figure 4-14(a)as the function of the capacitanceGf
while Figure 4-16(b) shows the phase peak amplitude (i.e. the differdyetween the
maximum and minimum of the phase over the frequerange) obtained from the
simulated results shown Figure 4-15(a)as the function of the capacitanceQyf Both
figures show a similar trend for the dependencehef peak height/amplitude on the
capacitance of.. All these results indicate that the height/inignsf the phase peak can

be enhanced by addingG; and that there is an optimized capacitance foreacig a

maximum phase peak height.
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4.3.1.4.2 Capacitors in series with the DUT

Figure 4-17 shows the configuration of a capacitor connecteddries with the
DUT. The experimental results regarding the resoeaspectrum of the MSP (as
discussed above) with different capacitance€,oin series with the DUT are shown in
Figure 4-18 It is observed that when the capacitance is verglistooth the resonance
phase signal and gain signal are so weak that alnwosesonance behavior is observed.
As the capacitance of th@, increases, the resonance behavior becomes maerearid
stronger. However, further increase in capacitatoes not help much for enhancing both

signals.
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Figure 4-17. Schematic configuration of a capacitor in sewéh the DUT.
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Figure 4-18(a). The phase in relation to frequency for an MSP iood. The
different curves are the results with differentaefors in series with the DUT. T
capacitance of each capacitor is given in thisrégu
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Figure 4-18(b). The gain in relation to frequency for an MSP ioadl. The differen
curves are the results with different capacitors series with the DUT. Ti
capacitance of each capacitor is given in thisrégu

The simulated results regarding the resonance rspedaif this MSP with different
capacitancedd,) in series with the DUT are shownigure 4-19 The parameters used
in Equation (4-1) for the simulation are the samehase used for thg, in parallel with
the DUT. A similar trend with the experimental riésus observed. That is, the resonance
phase curve moves from top to bottom as the caaatofC, increases (as shown in the

red arrow) and the phase peak amplitude increaglkeshe capacitance @..
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Figure 4-19. The simulation of phase in relationftequency. The curves from tog
bottom correspond to the increase in the capa@tahCy.

Figure 4-20(a) shows the phase peak amplitude obtained from tperinental
results shown ifrigure 4-18(a)as a function of the capacitancesdyf while Figure 4-
20(b) shows the phase peak amplitude obtained from tmelaied results shown in
Figure 4-19 as the function of the capacitance@f Both figures show a similar trend
for the dependence of the peak height/amplitudahencapacitance o€, All these
indicate that the intensity of the phase peak cahacenhanced by addingGa in series

with the DUT.
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Figure 4-20. Phase peak amplitude in relation to capacitah€x:da) experimental
results, (b) simulated results.

4.3.1.4.3 Resistors in parallel with the DUT

Figure 4-21shows the configuration of a resist&)(connected in parallel with the
DUT. The experimental results about the resonapeetsum of an MSP (the same as
above) with different values of resistor in parialleth the DUT are shown ifigure 4-
22. 1t is found that when the resistance Ryfis large, the resonance behavior doesn’t
change much with the resistanceRyf As the resistance @, decreases, the resonance

behavior becomes weaker. It is also found t§fatiecreases with decreasing resistance of

R«
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Figure 4-21. Schematic configuration of a resistor in paraliéh the DUT.
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Figure 4-22(a). The phase in relation to frequency for an MSPRaikoil. The
different curves are the results of different ressin parallel with the DUT. The
resistance of each resistor is given in this figure
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Figure 4-22(b). The gain in relation térequency for an MSP in a coil. The differ
curves are the results of different resistors iral@ with the DUT. The resistance
each resistor is given in this figure.

Regarding the gain signal, the results showirigure 4-22(b) show the similar
trend as the phase signal as showhigure 4-22(a) That is, by addingy, the resonance
behavior becomes weaker.

The simulated results regarding the resonance pé@setrum of this MSP with
different resistancesR() in parallel with the DUT are shown iRigure 4-23 The
parameters used in Equation (4-1) for the simutadie the same with those for tGgin
parallel/series with the DUT except that the resisé ofR; is used instead dEx The
resistance ofR, ranges from 0Q to 1.0*1¢ Q with 60 resistances used. The 60
resistances are uniformly distributed over the capace range in logarithm scale. A
similar trend with the experimental results waseoed. That is, the resonance curve
moved from bottom to top as the resistand®$ ificrease (as shown in the red arrow).

The phase peak amplitude increases with the rasesaRy).
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Figure 4-23. The simulation of phase in relation to frequenidye curve movegom
bottom to top corresponding to the increase inréisestance oR,.

Figure 4-24 shows the phase peak amplitude as a function aftaeses ofR,
based on the measured results and simulated resedgsectively. In both figures, a
similar trend is observed. That is, as the resigaof R, increases, the phase peak
amplitude increases at first and eventually apgrea¢o amplitude without the resistance

of R..
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Figure 4-24. Phase peak amplitude in relation to resistant&. ¢a) experimental
results, (b) simulated results.
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4.3.4.2Resistors in series with the DUT

Figure 4-25shows the configuration of a resistorRyfconnected in series with the
DUT. The experimental results with respect to #sonance spectrum of an MSP, which
is the same as in section 4.3.4.1 having diffevaihies of resistor in series with the DUT,
are shown irFigure 4-26 It was found that when the resistancdRpfvas very small, the
resonance signal didn’t change much. However, asasistance increased, the resonance

phase signal became weaker.

Testor

Reference

aaaaaaaa

[T [

Figure 4-25 Schematic configuration of a resistor in seriés the DUT.
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Figure 4-26(a). The phase in relation to frequency for an MSPairoil. The
different curves are the result of different remistin series with the DUT. T
resistance of each resistor is given in this figure
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Figure 4-26(b). The gain in relation térequency for an MSP in a coil. The differ
curves are the result of different resistors inesewith the DUT. The resistance
each resistor is given in this figure.

The simulated results about the resonance phaserape of this MSP with
different resistances dR; in parallel with the DUT are shown iRigure 4-27. The
parameters used in Equation (4-1) for the simutadiee the same with those for fRein
parallel with the DUT. A similar trend with the eeqimental results was observed. That is,
the resonance curve moved from top to bottom asréhistances oR, increased (as
shown with the red arrow). When the resistancBdé very small, the resonance phase
behavior is very close to the one without the tasise ofR;. The phase peak amplitude

decreases with the resistancdRpf
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Figure 4-27. The phase in relation to frequency for an MSR aoil. The curves
from the top to the bottom correspond to the ineeda the resistance Bj.

Figure 4-28 shows the spectrum of phase peak amplitude asnetidn of
resistances based on the measured results andatohuksults, respectively. In both
figures, a similar trend is observed. That is, les resistance increases, the phase peak

amplitude decreases with the resistancdg.@nd eventually approaches zero.
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Figure 4-28. Phase peak amplitude in relation to resistant&. ¢a) experimental
results, (b) simulated results.

Taken together, if capacitors are connected inlleata the DUT, there is a critical

value of capacitance o€y for obtaining the maximum phase signal amplitutfe.
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capacitors are connected in series to the DUTetigeralso maximum signal amplitude
when the capacitance increases to a certain vdmgever, for both ways (i.e. in parallel
and in series) to connect resistors with the DUigse signal becomes weaker no matter
the values of the resistanceRyf
4.3.1.5New design for the DUT

As discussed above (in section 4.1), a dc is neddetthe setup discussed above
and the setup based on network analyzer, the dmetagfield is provided by a
permanent magnet. However, the magnetic field izuindorm. Therefore, it is of interest
to determine whether the uniformity of the dc magngeld has a significant influence
on the resonance behavior (or the performancd)eoMSP sensor. To generate a uniform
magnetic field, a coil with a new configuration rhibe constructed as shownhkigure
4-29 Here two coils— one for an ac magnetic field #mel other for a dc magnetic field

are used. The ac colil is placed inside of the dc co

Figure 4-29. New design for dc and ac coils.

The resonance behavior of an MSP with a size & tih x 0.15 mm x 30 pm was

tested using this new coil and the results are shawigure 4-30 where only the phase
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signal is plotted as the function of the frequenidye dc field was controlled using the
current through the dc coil. The background of ghase signal has been deduced from
the data shown ifrigure 4-3Q It is found that the characterization behaviod argnal
amplitude changes with the dc current. This is =dest with the results obtained from
the impedance methods [11]. To further study treomance behavior, the resonance
frequency as the function of dc current and thesplggnal amplitude as the function of
dc current were plotted as shownHRigure 4-31(a)andFigure 4-31(b) respectively. It
was observed that the resonance frequency firsedses and then increases as shown in
Figure 4-31(a)while the phase peak amplitude first increasesthed decreases and

suddenly increases as the dc current increases.
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Figure 4-30. Phase in relation to frequency under different dc
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Figure 4-31. (a) Resonance frequency in relation to dc forsdmae sensor, (b) Phi
peak amplitudin relation to dc for the same sensor.

4.3.1.6Multiple sensor detection

One of the unique advantages of the MSP over otsdmsors is the multiple-sensor
approach [11], in which multiple sensors are emgtbgimultaneously. The multiple
sensor approach provides a way to simultaneougbctdifferent targets in an analyte.
This would significantly reduce the experimentatds/period and cost and is especially
important in case a very limited amount of analgtavailable.

In this study, only two sensors (MSP-1 and MSP-2yewused and tested. For a
multiple sensor approach, different sensors maghagacterized differently. To exploit
the possible ways, three different configuratiomsthe sensor channel of the setup were

studied.
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Configuration I: As shown inFigure 4-32 the two sensors are placed in one single coil.

| Reference channel |

[ Sensor channel |

MSP-1 and MSP-2 II Coil 1

Figure 4-32. Schematic configuration | of the holder where semsors (MSP-1 and
MSP-2) were put in one coil.

The phase signal obtained is showrfigure 4-33 as a function of the frequency.
Two peaks are clearly observed. These two peaksespwnd to the characteristic
frequencies of MSP-1 and MSP-2, respectively. Témilts demonstrate that the setup

developed here can be used to characterize muttgpisors.

S 120 H
IS
c
2
(%]
Q
(2]
©
<
o
1.15¢
2.0 2.2
Frequency (MHz)

Figure 4-33. The phase signal vs. frequency for two sensoSHM and MSP-2) in
one coll.

Configuration II: The two sensors (same as above) were not placedet single coil,

but each sensor was placed in one coil and thectile were connected in parallaes

shown inFigure 4-34
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[ Reference channel |

[ Sensor channel

MSP-1I MSP-ZI

Coail1

Figure 4-34. Schematic configuration of the holder where twitscare connected in
paralle.

The experimental result is shownkigure 4-35where only the phase signal is plotted
as the function of frequency. Two peaks are cleallserved at 2.09 MHz and 2.12 MHz,
respectively. These peaks are the characteristiuéncy of these two MSPs showing that
one sensor signal is stronger and the other saasareaker. Two peaks are clearly
observed in this figure, and these two peaks cpore$ to the frequency of the two

Sensors.

1.18

1.16

1.14

Phase signal (V)

--Nodc
— With dc

2.0 2.2

Frequency (MHz)

Figure 4-35 The phase signal vs. frequency for two coilst-tand coil2 connect
parallel. The MS-1 was placed in coil-1 and MSP-2 was placed ik2oi

Configuration Ill: Two coils were connected in seri@sd each sensor was placed in one
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coil as shown irFigure 4-36

| Sensor channel |

Figure 4-36. Schematic configuration Il of the holder wheneot coils wer:
connected in series.

The experimental result for the two sensors is shawFigure 4-37 where the
phase signal is plotted as a function of frequeAggain, two resonance frequencies are

clearly observed. The two phase signal amplitudeslidferent.
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Figure 4-37. The phase signal vs. frequency for two coils:I-toiand coil2
connected in series. The MSP-1 was placed in caitd MSP-2 was placed in coil-2.

Based on the experimental results, all the thredigarations shown ifrigures 4-

32, 4-34, and4-36are able to characterize multiple sensors simetiasly.
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4.3.1.7Real-time detection forS. typhimurium

The bacteria and phage E2 culture and sensor ptéparare the same as those
mentioned in Chapter 3. The experimental setupinslas to the one mentioned in
Chapter 3 (section 3.6) except that the indireetjdency-domain interrogation device
described in this chapter is used instead of theoré& analyzer.

The dose response curve of an MSP sensor (1.0 @@ mm x 15 um) is given in
Figure 4-38 where the frequency shift is plotted versus thetdérial population. As can
be seen in the results shownHFigure 3-38 a linear dose response was observed for the
sensor in a population range from 5 X tu/ml to 5 x 10 cfu/ml. The sensitivity of the
sensor in suspensions was 594 Hz deta(®=0.992). The total change in the
characterization frequendy was 5950 Hz which is close to the result (6320 fizin

the network analyzer.

Frequency shift (kHz)
&

0 FETTTTY EEPETEETYY EETETTTY AT TITY EEPETTTT EEETTT EEATTTTTT BT
10" 100 10° 10" 10° 10° 10' 10° 10
Concentration (cfu/ml)

Figure 4-38. Resonance frequency shift (Hz) change with thessing populatioof
theS. typhimuriunsuspensions.

4.3.2 Time-domain technique
4.3.2.1Principle

When a square pulse magnetic field is appliedrteagnetic resonator, the resonator

143



starts vibration at its resonance frequency andathplitude of this vibration decreases
with time as shown ifrigure 4-3. A square pulse magnetic field can be generatied) as
square pulse current through a coil. A single sgymise fieldH(t) as shown irFigure

4-39can be written as:

[ PR t|<T/2
H(t):{ — -

-12 +712

Figure 4-39. Schematic definition of a square pulse as a fandaif time.

By mathmatics, the square pulse function as shovngure 4-39and Equation (4-
7) can be treated as a combination of many sineevianctions. Based on the Fourier
Transform (FT), the relation between the singlel@asnd these sine waves is shown in

Figure 4-40and expressed as:

H(a)): H sin(T /2)

@2 = H, sinc(aT /2) (4-8)

whereH(w)=Ho, fora =2n7n/T (n=0, 1, 2...).
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H(f)

Figure 4-40. Schematic diagram of a FT magnitude spectrumsgjuare pulse.

After having been excited by a square pulse, tserr@nce behavior of an MSP
sensor can also be determined once the sensof agyagunction of time is converted to
a signal as a function of frequency, using FT. Amonstration, the resonance signal of
a magnetostrictive sensor after being excited bguare pulse is simulated using the NI
circuit software as shown Figure 4-41, where inFigure 4-41(a)the signal amplitude is
plotted as the function of time, and kigure 4-41(b)the signal amplitude is plotted as

the function of frequency.
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Figure 4-41. (a) Signal amplitude vs. time, (b) signal ammléws. frequency.
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4.3.2.2Circuitry design and considerations

When one considers on the discussion above, a esqudse current source is
needed. In this study, microcontroller ATmega32 was selected to genefaestjuare
pulse current. Since a small sensor needs a saxeitation signal, the signal amplifier
MIC4451 was used for the amplification of excitatisignal. A holder with a driving coll
and a pick-up coil was used to drive the sensastillate and pick up the sensor signal.
The signal amplifier LM7171 was used to further &fggthe sensor response signal. The
oscilloscope TDS1001B was used to display and steesensor response signals. The
data recording was conducted using a laptop.

Based on these considerations and device selectodssign of the circuitry is
shown inFigure 4-42 where the communication between the laptop aactittcuitry is
through a USB port. The overall circuitry shownFigure 4-43(a)can be divided into
six functional components as shownHmgure 4-42 Three functional components (i.e.
the microcontroller and the two amplifiers) areegnated in a metal box as shown in

Figure 4-43(b) The specifications of the total six componenesgiven below.

Lant Oscilloscope UL Microcontroller HUUUL  Amplifier ”.”J”I.
aptop (TDS1001B) (ATmega3?2) (MIC4451)
Amplifier

]= Driving/Pick-up coils

—— Ji”‘ (LMT 1 71) = ”"""”llil

Figure 4-42 Schematic block diagrams for the time-domainriogation device.
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Figure 4-43. (a) Picture of the circuitry based on the des{ghPicture of circuitry
in the metal box as shown in Figure 4-44(a).

Microcontroller ATmega32 (from the Atmel Corporation) was used to genesapeare
pulse signals and was controlled by a laptop vigr@amming the code in 8051 assembly
language [12]. An ultraviolet eraser and a univiepsagrammer were used to erase and
program the microcontroller. The ATmega32 offeredange of 4.5~5.5 V operating
voltage,a maximum speed of 16 MHz and 32 K bytes of In-@ysEelf-Programmable
Flash, 1024 bytes EEPROM and 2 K byte Internal SRAR].

Signal amplifier MIC4451 (from the California Micrel Incorporation) was was¢o
amplify the excitation square pulse signal [13]offtered an operating voltage range of
45V - 18 V, a 12A maximum output current, R0output impedance, an equivalent
input capacitance of 7Pf, a 25ns of matched risefalhtimes, and 30ns delay time [13].
In this design, an operating voltage of 15V wasduSéhe operating temperature range
was from -40°C to +85°C [13].

Holder (with driving coil and pick-up coil): A driving coil was used to induce the pulse
magnetic field to excite the sensor to oscillatd armpick-up coil was used to sense the
signal. In order to remove the background signal {he excitation pulse signal and other

noises from coils), a pair of pick-up coils was wduvith the same number but in the
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opposite direction as shown kigure 4-44 During measurement, the sensor was put in

either end of the coils.

Driving Coil

LADNAPNDNNN

= [ 1]
______ NQ v v W \A/H
Pick-up Coil

Figure 4-44. (a) Picture of the holder, (b) schematic diagcdrihe driving and pick-
up coils.

Signal amplifier LM7171 (from National Semiconductor Corporation) was used
amplify the sensor signal. The operating voltage s@ecified for+ 15 V and+ 5 V [14].

In this design, a 5V voltage was used for amplifying. The differehtiin and phase
were 0.01% and 0.62respectively. The output current was 100mA arel dperating
temperature range was from -4Dto +85°C [14].

Digital storage oscilloscope TDS1001Brom TekNet Electronics Incorporation) was
used to display/capture the waveform of the sesigmial and convert the analog signal to
digital signal. It had two channels and 2 USB 2@tg The sample rate was 500 MS/s in
real time. The input impedance was XONh parallel with 20 pF [15]. The bandwidth
was 40 MHz. The time base range is 50 ns/div te/8¥ [15].

PCl/laptop was used to receive the output signals from tleglescope and converted the
signals to frequency-domain signal by FFT. A graphiuser interface (GUI) was
designed using the MATLAB 7.0 and run on a lapt@gshown inFigure 4-45 It
displayed the sensor response in time-domain beh&s shown in left up) and also in

frequency-domain behavior (as shown in right up)also displayed the resonance
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frequency as the function of time (as shown indojt

File Edit View Insed Tools Deskiop Window Help

Figure 4-45 The graphical user interface (GUI).

During measurement, the microcontroller generated identical square pulse
signals with a voltage amplitude of 5V to the DWDIi(s and sensor) and the oscilloscope,
simultaneously. The signal that is serving as amtatxon signal first passes through the
signal amplifier (MIC4451), followed by the drivingpil and then the signal amplifier
(LM7171), and finally it goes to the oscilloscope (TDS10R1Bhe other pulse signal
went directly to the oscilloscope as a triggenalgvhich was used to set a position for
the oscilloscope to sample the sensor responselsigifter finishing sampling, the
oscilloscope transferred the data to the laptopd8wng FFT, the resonance peak of the
sensor was determined and recorded by the laptop.
4.3.2.3Test results

The device, which was built based on the circughpwn inFigure 4-43, was
tested to validate the principle introduced heretfe characterization of a magnetic

resonator.
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Figure 4-46 shows the result of an MSP sensor (6.0 mm x 1.0xn88 pm) from
one measurement. The sensor was placed in a glsswhile the handmade coil was
wound on the outside of the glass tube using copper(L = 10.0 mm, d = 0.1 mm). In
the measurement, the glass tube was filled witreeidir or water. That is, the MSP was
tested in air or water. Each sensor signal clesitbws a peak.

Comparing the results obtained from the MSP intag MSP in water exhibited a
weaker signal and the resonance frequency was ltlweer corresponding resonance
frequency obtained from the MSP in air. All of theare consistent with resonance

behavior of the MSP as discussed in Chapter 2.

200r

— In air
- — In water

100

Power spectrum (W/HZz)

340 | 360 380
Frequency (kHz)

Figure 4-46 The power spectrum vs. frequency for an MSP genso

4.3.2.4Multiple sensor detection

As mentioned above, multiple sensor detection & @nthe unique advantages of
the MSP over other sensors. In this study, fousgen(MSP-1: 8.0 mm x 1.0 mm x 30
pm and MSP-2: 6.0 mm x 1.0 mm x 30 pm, MSP-3: 200 xr0.3 mm x 30 pm, MSP-4:
1.5 mm x 0.3 mm x 30 um,) were tested in air andvater but only two sensors were

tested at one timé®uring the measurement, the two sensors were plaicdek two ends
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of the coil, respectively. The coil was made ofpapwire (L= 10.0 mm, d = 0.1 mm).
Figure 4-47 shows the power spectrum signals as the functiatmeo frequency.
Clearly, two peaks are observed for each curvéhdrtwo figures, the four peaks in black
solid curve correspond to the resonance frequemdidise four sensors in air while the
four peaks in the red dashed curve are the resenfaaguencies of the four sensors in
water. It was observed that the resonance frequienegter for each sensor is lower than
that in air which is consistent with the discussiorChapter 2. The results demonstrate

that the setup developed here can be used to thazaanultiple sensors.
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Figure 4-47. The power spectrum vs. frequency for (a) two sengMSP1 anc
MSP-2) in air and in water, (b) two sensors (MS&8 MSP-4) in air and in water.

4.3.2 5Effect of pulse voltage on resonance behavior

From the experimental results shownFigure 4-47, it was also found that when
the signal of sensor with a smaller size is muchkee than a sensor with a bigger size.
Since the MSP sensor is actuated by the excitgiidse, it is of interest to study the
effect of the pulse voltage on the resonance behafian MSP sensor. In this study, the
effect of different pulse voltages on the resonabebavior of a sensor was studied.
Figure 4-48 shows the power spectrum of a sensor (13.5 mn@ xnin x 30 um) as the

function of frequency under different pulse voltagerom the results, it can be observed
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that the resonance frequency of the sensor ingeas the voltage. The signal
amplitude first increases with the voltage and tliecreases with the voltage. This
indicates that there is a certain voltage at whitige signal amplitude reaches its
maximum. This is consistent with the magnetostrecteffect which was discussed in
Chapter 1. Since the dc field is proportional te ttoltage, the maximum output signal

amplitude should be expected to be at a certaurevatl voltage/dc.
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Figure 4-48. The power spectrum vs. frequency under diffeperge voltages for ¢
MSP sensor.

4.3.2.6Real-time detection ofS. typhimurium

The preparation 08. typhimuriumand phage E2 cultures were the same as those
mentioned in Chapter 3. The sensor used in thisrexpnt was in size 2.0 mm x 0.4 mm
x 30 um. The phage immobilization and detectiorcedore was also the same as that
mentioned in section 3.3. The flow rate for thigpesment was 0.11 ml/min. The
experimental setup for detecting bacteria was amtd the frequency-domain technique

mentioned in section 3.6. The only difference waat the time-domain interrogation
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device was used instead of other interrogationadsvi

Figure 4-49 shows the frequency shift of the phage immobiligedsor, reference
sensor (sensor devoid of phages and casein) amincas 5% controlled sensor in
response to the increasing population§ ofyphimuriumThe results show that the dose
responses are linear for the phase immobilizedosenghe range from 5 x f@fu/ml to
5 x 10 cfu/ml. The sensitivity of the sensor is 400Hz até&* (R°=0.9970). The results
show that the frequency shift of the casein colgdosensor is the smallest, the reference
sensor is the second smallest, and the phage inim@obsensor is the largest. The results
show the fewest bacterial cells binding on the icasentrolled sensor and the most

bacterial cells binding on the phage immobilizedsse.
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Figure 4-49. The dose response of a magnetostrictive phageolmtized sensc
(Black square), Reference sensor (Red dot), aneéircdsiocked sensor (Blu
triangle).

4.4 Conclusions
Two types of portable, high frequency setups baseffequency-domain and time-

domain techniques for the interrogation of MSP eeswere developed and studied. The
devices were validated by measuring the MSPs iramar in water. For the frequency-
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domain technology based indirect approach, thensgste behavior (i.e. phase and gain)
was simulated based on the assuming equivalentitsirasing MATLAB. It was found
that the simulated result can fit the experimergallt very well. It also shows that the
sensor signals can be enhanced by combining additicapacitances parallel to the
sensor channel. Three different configurations he tlevice under test (DUT) were
designed and tested for the application of multg#asor detection. The results showed
that all the three designs are capable of mulsplesor detection. A new configuration of
the DUT which can generate a uniform dc magnegtdfivas design and tested. The
effects of different dc currents on the resonarefeabiors of an MSP were studied. The
device was employed to characterize the charactgrizequency of an MSP biosensor
(2.0 mm x 0.3 mm x 15 pm) for the detectionSftyphimuriumA similar result was
obtained as that when using the network analyzar.tite time-domain technology, the
effects of different pulse voltages on the sengprat were studied. The results show that
the sensor signal can be enhanced when the pulsgeds at a critical value. The device
was also employed to characterize the resonangedney of an MSP biosensor (2.0 mm
x 0.4 mm x 30 um) for the detection®f typhimurium

Based on the experimental results, both of theagsvehow good performance at
characterizing MSPs and are capable of in-fieléect&in. For frequency-domain based
indirect approach, the measurement speed is slbwercan obtain a stronger sensor
signal. For the time-domain device, the output sensignal is weaker but the
measurement speed is faster. Therefore, whethasdoa time-domain or frequency-
domain device for the sensor application dependstoch need dominates.
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CHAPTER 5
SYNTHESIS OF AMORPHOUS COBALT-IRON-BORON ALLOY FOR
MAGNETOSTRICTIVE BIOSENSOR PLATFORM APPLICATION

5.1 Introduction

To review what was said in Chapters 1 and 2, theoreitical simulation and
experimental results indicate that the sensitigitthe MSP increases when the size of its
features decrease and that the smaller the MSPhigher the resonance frequency.
Therefore, MSPs in micro/nano-sizes are stronglsirdd to develop highly sensitive
sensors. The MSPs used currently are made from mmeccially available
magnetostrictive alloy, Metglas 2826 M8 [1-5]. Although this alloy exhibits excellent
gualities, such as higf value and good corrosion resistance, the allotssuitable for
the fabrication of nano-sized MSPs since this altogast by liquid-quenching technique
[6]. Therefore, it is necessary to synthesize tagmetostrictive materials with techniques
that can be combined with the micro/nano structaipeication process. Additionally, it is
required that the magnetostrictive materials extgbod magnetostrictive effect at high
frequency. Unfortunately, to the best of our knalge, very little research has been done
on this topic. By using sputtering and electrocleainideposition techniques, an
amorphous Fe-B alloy was prepared in thin film abdrs with reasonable
magnetostrictive performance as the alloy had gposition of about 80 atm% of Fe and
20 atm% B [7, 8]. However, this Fe-B alloy has a loorrosion resistance, which

strongly limits the application of this material ihe development of high performance
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biosensors.

In this research, the Co-Fe-B alloy in micro/narcale was considered as a
candidate for a magnetostrictive alloy operatedhigh frequency. This alloy was
prepared using electrochemical deposition. The €®&Falloy was fabricated in the
shape of a thin film, bar, and tube. Based on tiopgrty study of bulk Co-Fe-B alloy, it
is known that this alloy exhibits a better corrosiesistance.

5.2 Materials preparation

The Co-Fe-B thin films and nanobars/nanotubes eéretrochemically deposited
from an aqueous basic solution of cobalt (ll) cider (CoC-6H0), iron sulfate
heptahydrate (FeS&@'HO), boric acid (HBO3), dimethylamino borane (DMAB)
(BH3NH(CHz3),), sodium citrate (gHsNagOy), glycine (GHsNO,), and sodium saccharin
(CsH4O3NSNa 2H,0) [9]. The CoC4-6H,0, FeSO4-76D, and DMAB provided the
sources for cobalt, iron, and boron, respectivelyBO; worked as the buffer, sodium
citrate was used to prevent the formation of irgrdrbxide precipitation, and Na
saccharin was used to relieve stress.

All the chemicals for preparing the deposition solu (100ml) were weighted
using a balance with a resolution of 0.0001 g. preparation procedures were as below.
Firstly, sodium citrate was dissolved in distildter in order to prevent the oxidation of
Fe* and precipitation. Secondly, FeSG/H,0O was added into the solution and
completely dissolved. Then, Ca@H,0O, H;BOs;, DMAB, Glycine, and Na saccharin
were serially added into the solution and compyetBssolved, respectively. Finally, a

uniform reddish solution with a pH around 4.5 wasifed and ready to be used.
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5.3 Electrochemical deposition of amorphous Co-Fe-B thifilms

In this part of the research, Co-Fe-B thin filmsrevdabricated based on the
electrochemical deposition method. All the films revedeposited by galvanostatic
deposition. The deposition process was controllgdab Epsilon" electrochemistry
analysis network obtained from Bioanalytical Systdnt. This method used a three
electrode configuration including a reference etet#, a counter electrode, and a
working electrode. Compared with a two electrodasfiguration which only consists of
a working electrode and a counter electrode, theetblectrode configuration can control
the deposition process much more precisely. Dutiegdeposition, an external potential
was applied to the cell, and the correspondingeciinvent through the electrodes. In this
case, a potential drop exists across the cell duind solution resistance. During the
deposition process, in order to maintain a constatite V was adjusted between the
reference electrode and working electrode sinceréisestance of the solutioR may
change during deposition while the current pasdietveen the working electrode and
the counter electrode is controlled. A standard A@I electrode, obtained from
Bioanalytical System, Inc. was used as the refereelectrode in this research. A
platinum mesh obtained from Alfa Aesar, in the s0£e2 cm x 2 cm, was used as the
counter electrode. A glass slide coated with aZh(m)/Cr (100 nm) bilayer was used
as the working electrode. The Cr layer was firggad#ted by RF sputtering on the glass
slide as an adhesion layer, and then a Cu layerdepssited on the Cr layer using DC
sputtering to form the working electrode. The wotgkielectrode and the counter
electrode were placed vertically and face to facéhe plating bath with 1 cm working

distance as shown figure 5-1 The Co-Fe-B thin films were deposited on the auef
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of the working electrode under constant current.

s Counterelectrode

Working clectrode
\\‘\‘

T~

™

Reference clectrode
Figure 5-1.Electrochemical cell for Co-Fe-B thin film depositi

In this part of the research, Co-Fe-B thin filmsreveleposited from plating baths
with different concentrations of FeHO and BHNH(CHs),. The compositions of
plating baths employed are listedTiable 5-1

Table 5-1.Composition of baths for Co-Fe-B thin film depaoiti[9].

Composition Concentration (mol/L)
Cobalt (I1) chloride (CoGl6H,0) 0.35

(iron sulfate heptahydrate) Fe@H,O 0.01-0.10

Boric acid (HBOg) 0.73

Na Citrate (NgCgHs07:2H,0) 0.07

DMAB(BH 3NH(CHs),) 0.01-0.05
Glycine(GHsNOy) 0.13

Na Saccharin(@¢H,NNaG;S-2H0) 0.01

5.3.1 Feasibility of Co-Fe-B thin films

In this part of the research, Rigaku system X-rffyagttometer systems were used
to characterize the Co-Fe-B thin films. All the XRdgans were performed at room
temperature. For the Rigaku system, the XRD scane werformed using symmetfic

26 diffraction. The X-ray source was Ni-filtered Cw Kwave length = 1.54 A) radiation
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at 40 kV and 40 mA.
5.3.1.1 Effect of deposition current on thin film microstructure

In order to discover the effects of deposition eatron the film structure, four Co-
Fe-B thin films using the same bath werepared under different deposition currents (i.e.
4 mA, 5 mA, 6 mA, and 15 mA, respectively). Thehotdr fabricating the thin films is
listed inTable 5-2.

Table 5-2 Composition of batlA for Co-Fe-B thin film deposition.

Composition BathA (mol/L)
CoCh-6H0 0.35
FeSQ-7H0 0.01
H3BOs 0.73
Na Citrate (NgCeHs07:2H0) 0.07
DMAB(BH 3NH(CHs)») 0.05
Glycine(GHsNOy) 0.13
Na Saccharin(@4,NNaG;S-2H0) 0.01

The XRD patterns of the four Co-Fe-B films are shawFigure 5-2 All the films
were deposited on Cu/Cr pre-coated glass slides.r&sults show only one broad peak
on the XRD pattern in the range of angleé 2 40 ~ 50 respectively, indicative of
amorphous structure of Co-Fe-B. A sharp peak né&af dorresponds to the cubic
structure of FeCo (111). Whdn= 4mA andl = 5mA, there are two sharp diffraction
peaks which correspond to the two FCC Cu reflestidil) and (200) appearing in the
XRD patterns. This is due to the fact that the filas are thinner allowing the X-rays
have penetrated the films at relatively larger decit angles (40~ 50), yielding the
information about the Cu substrate. However, winendeposition current is higher, more
ions move to the Cu substrate during electrodeipgsdand a thicker Co-Fe-B film is
obtained so that the X-ray is not able to peneitaed@d thus the diffraction peaks of Cu

are eliminated. The crystalline sizes of the tliimg were calculated by Sherrer equation
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as [9]

A

t=09
Bcos@

(5-1)

wheret is the grain sizej is the wavelength of the X-ray ari@lis the width of the
diffraction peak at half height ar#d is the angle at the diffraction peak.

Based on Equation (5-1), the sizes were aroundA71%.0 A, 17.0 A and 45.5 A
for the films deposited under current 4 mA, 5 mANnA and 15 mA, respectively. The
wavelength of 1.54 A for Cud<as X-ray source was used in the calculation. Fefitm
deposited at = 15 mA, the diffraction peak correspondisg-e reflection (110) appears
in the XRD pattern which indicates the I®vcontents in the thin film. Based on the

XRD results, 5 mA was selected to be used to pesthar thin film.
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Figure 5-2. XRD patterns of Co-Fe-B thin films with differedéposition currents.

5.3.1.2 Effect of B on thin film microstructure

In order to study the effect of Boron on the filtrusture, five Co-Fe-B films were
prepared from five individual baths with the sam@ceentration of cobalt and iron using
the same applied current € 5 mA) but different concentrations of Boron. The

compositions of the five individual baths are Iiste Table 5-3
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Table 5-3 Composition of five individual baths for Co-Fetfdn film deposition.

Composition BathA BathB BathC BathD BathE
CoCh:6H,0O 0.35 0.35 0.35 0.35 0.35
FeSQ-7H0 0.01 0.01 0.01 0.01 0.01
H3sBOs 0.73 0.73 0.73 0.73 0.73
Na Citrate (NgCsH507-2H,0) 0.07 0.07 0.07 0.07 0.07
DMAB(BH 3NH(CHz),) 0.01 0.02 0.03 0.04 0.05
Glycine(GHsNOy) 0.13 0.13 0.13 0.13 0.13
Na Saccharin(@4;,NNaG;S-2H0) | 0.01 0.01 0.01 0.01 0.01

XRD patterns of the three Co-Fe-B films are showirigure 5-3. All the films
were deposited on Cu/Cr pre-coated glass slidggecésely.Figure 5-3 shows that only
one broad peak appears on the three XRD pattertiginange of angleé2= 40 ~ 5¢°
respectively indicative of amorphous Co-Fe-B. Agaivo sharp diffraction peaks which
correspond to FCC Cu reflections (111) and (20@eapng in each XRD pattern.

Based on Equation (5-1), the sizes of the ordernge were about 80.2 A, 16.7 A,
13.6 A, 15.0 A and 16.0 A for the films depositacbathsA, B, C, D andE, respectively.

It was found that 0.03 mol/L of DMAB is the optineid concentration to obtain an
amorphous structure for the thin film. Further gese or decrease in the amount of

DMAB makes the thin film more crystalline.
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Figure 5-3. XRD patterns of C-Fe-B thin films with different amount of DMAE
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5.3.1.3 Effect of Fe on thin film microstructure

In order to find the effect of Fe on the film stwe, three Co-Fe-B films were
prepared using three individual baths with the sdemosition currentl & 5mA) and the
same amount for the other sources but with diffecencentrations of FeSOH,O. The
compositions of three individual baths are listedable 5-4

Table 5-4 Composition of the five individual baths for Ce-B thin film deposition.

Composition Bath A Bath B Bath C
CoChL-6H,0O 0.35 0.35 0.35
FeSQ-7H,0 0.01 0.05 0.1
H3BO; 0.73 0.73 0.73
Na Citrate (NgCsHsO7-2H,0) 0.07 0.07 0.07
DMAB(BH 3NH(CHz),) 0.03 0.03 0.03
Glycine(GHsNOy) 0.13 0.13 0.13
Na Saccharin(@1,NNaG;S-2H0) 0.01 0.01 0.01

XRD patterns of the three Co-Fe-B films are showrdrigure 5-4. All the films
were deposited on Cu/Cr pre-coated glass slidggecésely.Figure 5-4 showed that as
the amount of FeSO7H,O increased, the thin film structure became moystallize.
Again, there are two sharp diffraction peaks whiodnrespond to FCC Cu reflections
(111) and (200) appearing in each XRD pattern. &laee also some unidentified sharp
peaks in the diffraction patterns of the thin filfnem BathB andC which are possibly
Fe-Co structures. Based on Equation (5-1), thessidethe ordering range are around
80.2 A, 16.7 A, 13.6 A, 15.0 A and 16.0 A for thilent deposited from bath, BandC,
respectively. From the XRD results, the optimizedaentration of FeS{Xo obtain the

amorphous structure is 0.01 mol.
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Figure 5-4. XRD patterns of Co-Fe-B thin films with differeamount of FeS©

Therefore, the optimized composition and depositamrent to obtain the most
amorphous Co-Fe-B thin film are: DMAB = 0.03 mog3Q,= 0.01 mol and = 5mA.
5.4 Electrochemical deposition of Co-Fe-B nanobars/narnobes

Similar to the fabrication of Co-Fe-B thin filmso&-e-B nanobars/nanotubes can
also be fabricated using the same three electragdigaration method. The only
difference would be the working electrode. Co-Fé¢h film is deposited on a glass
slide with a pre-coated Cu/Cr bilayer while Co-Fex@nobars/nanotubes are deposited
on a gold coated porous polycarbonate membranepaitbs in the size of 200 nm. Due
to their inert property, these kinds of membranas lbe applied in any pH range. The

fabrication steps for Co-Fe-B nanobars/nanotubeslaown irFigure 5-5.
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5.4.1 Effect of deposition conditions on Co-Fe-B nanobafsanotubes

In this research, the effects of fully gold covereinplate and partially gold
covered template on Co-Fe-B nanobars/nanotubes stedéed. The effects of different
deposition currents, time, and concentration onFE® nanobars/nanotubes were also
studied.

The different deposition parameters for studyinge teffect on Co-Fe-B
nanobars/nanotubes are listedTiable 5-5 The initial concentration/solution was the
same as the bat in Table 5-4 In order to make sure the template is partiatlyered
by gold particles, a different sputtering time vitasd. By observation using SEM, it was
found that under the sputter condition of Spuiteet3 min, Current-28.5 mA, Vacuums-
0.09 mbar, Working distance-3 cm, the polycarbonaenbrane was partially covered by
gold particles. It was also found that under thettep conditions of Sputter time-6 min,
Current-28.5 mA, Vacuums-0.09 mbar, Working diseaBccm followed by the electro-

deposition condition of Deposition time-30 min, @mnt-5 mA, Working distance-1 cm,
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the template was fully gold covered.

Table 5-5 The designed deposition conditions for studyilmgFe-B nanobars.

Partially gold covered template

a
Initial concentration, Ige)position current =15mA
1
Deposition 3
time (min) 6
15
(b)
Initial concentration, Deposition time = 3min
Deposition 1
current 5
(mA) 15
Deposition current=15mA
Solution concentration Deposition time (min)
Initial 6, 15
Diluted to 4X 6, 15

Fully gold covered template
Deposition current=15mA, time =1min
Solution Initial
concentration Diluted to 4X

5.5 Results and discussion
Figure 5-6 shows the SEM images of deposited Co-Fe-B nanatzarstubes under

different conditions as designedTable 5-5
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Figure 5-6(a). Partially gold covered template, Deposition curredb
Deposition time: 1 min, initial concentration.

Front view

168

mA



Figure 5-6 (b).Partially gold covered template, Deposition cutréd mA,
Deposition time: 3 min, initial concentration.

Front view
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Figure 5-6(c). Partially gold covered template, Deposition currd mA, Depositio
time: 6 min, initial concentration.

Front view
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Figure 5-6(d). Partially gold covered template, Deposition cotrd5 mA, Depositio
time: 15 min, initial concentration.

Front view

~ Backview
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Figure 5-6(e). Partially gold covered template, Deposition catrd mA, Depositio
time: 3 min, initial concentration.

Front view
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Figure 5-6(f). Partially gold covered templatBeposition current: 5 mA, Depositi
time: 3 min, initial concentration.
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Figure 5-6(g). Partially gold covered template, Deposition catrd0 mA, Depositio
time: 15 min, initial concentration.

Front view
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Figure 5-6(h). Partially gold covered template, Deposition catrd5 mA, Depositio
time: 6 min, ¥ initial concentrations.

200KV X10,000 Tpm 3 200Ky X30,000 100nm
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Figure 5-6(i). Partially gold covered templat@eposition current: 15 mA, Depositi
time: 15 min, ¥ initiaconcentratior.

Front view
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Figure 5-6(j). Fully gold covered templatd&)eposition current: 15 mA, Depositi
time: 1 min, ¥ initial concentrations.
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Figure 5-6(k). Fully gold covered template, Deposition curreth: mA, Depositio
time: 1 min, ¥ initial concentrations.

Front view

T
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From the SEM images, it was concluded that forpdueially gold covered template,
nanotubes are obtained when the deposition timless than 3 mins and that, for the
same deposition current, 15 mA, and initial solutiNanobars are obtained when further
increasing deposition time above 6 mins. Howevetahnse of the presence of some
broken nanobars, it was concluded that the theaeigally not complete nanobars but
partial nanotubes, partial nanobars. For the sapedition current (15 mA) and time (15
mins), nanobars are obtained for both the init@utson and %. concentration of the
initial solution and that when further decreasihg tleposition time to 6 mins, nanobars

are still obtained. The presence of some brokeolens, however, indicates that they are
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actually not complete nanobars but partial nanaulpartial nanobars. For the same
deposition time (3 mins) and same initial solutionange in the deposition current from
1 mAto, 5 mA, to 15 mA, respectively, nanotubes abtained. However, the length of
nanotubes increase as the deposition current isesea

For fully gold covered template, using the sameodién current (15 mA) and
time (1 min), nanobars are obtained for the ingi@ution concentration while nanotubes
are obtained at first, followed by nanobars for#aeoncentration of the initial solution.

The thickness of nanobars/nanotubes under diffedlepbsition conditions were
listed inTable 5-6 It was found that for the same deposition cugdtat mA), as the
deposition time increases, the lengths of nanotub@ease at first but that with further
increase in deposition time, the length stop irgirep For the same deposition time (3
mA), the lengths of nanotubes increase with theosi®pn current. For the same
deposition current (15 mA) and same deposition tighemin), change in solution
concentration has little effect on the lengths @ihebars/nanotubes. For the same
deposition current (15mA), time (1 min) and solatmoncentration (initial solution), the
lengths of nanobars for fully gold covered template much longer than those of
nanotubes for partially gold covered template.

Table 5-6 The dependence of thickness (um) of Co-Fe-B namséfianotubes on
different deposition conditions.

Time (min) 1 3 6 15
Current (mA)
1 Initial 0.15
Partially gold| 5 Initial 0.45
covered 10 Initial 1.0
15 Initial 0.3 1.0 1.0 1.0
Y initial 1.1 2.6
Fully gold| 15 Initial 1.0
covered Y initial 1.0
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Several factors are related to the SEM resultsosiépn current/potential, solution
concentration, and deposition time [11-16].

Regarding the electrode shape factor, when goldpisttered on the porous
membrane surface as an electrode, some gold eartichy diffuse into the pores and are
deposited on the side walls at the bottom poreshawn inFigure 5-7(a) In this case, a
high curvature for the gold layers will be formddrey the side walls which have a high
charge density or electric field and thereforeedestrochemically more active relative to
the smooth surface, as shownHigure 5-7(b). Therefore, more electrodeposition will
occur along the side walls than perpendicular o dide walls. As a result, nanotubes
rather than nanobars will be obtained as showfignre 5-7(c) That is the reason why
nanotubes are obtained under the same depositmafitioms (15 mA, 1 min, and initial
solution) for a partially gold covered template lghnanobars are obtained for a fully

gold covered template.
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Figure 5-7. Formation process of nanotubes in the case ahauolar base electrode.
The different color circles denote different depadiions [11].

Regarding the deposition current/potential factanen the potential between the
working electrode and count electrode is high ehotlte deposition speed along the side

walls will be much faster than perpendicular to side walls because the direction of
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applied current is parallel to the pores [11-13.tAe applied current/potential increases,
longer and thinner nanotubes are expected. On btred, a lower current/potential will
result in nanobars. That is the reason that forpiaially gold covered template, the
same deposition time (15 min), same solution camagan (initial solution), nanobars
are obtained when deposition current is 10 mA, evimanotubes are obtained when
deposition current is 15 mA.

Regarding the solution concentration factor, whendolution concentration is low,
there will be an insufficient ion supply. In thiase, nanotubes are obtained because the
ions diffused from bulk solution are deposited gldine pore walls due to the interaction
of ions and wall surfaces [13]. On other hand, wthensolution concentration is higher,
there will be enough ions flux into the pores aodrfs nanobars. That is the reason that
for the fully gold covered template, the same de&pwos current (15 mA) and same
deposition time (1 min), nanobars are obtainedafomitial solution concentration while
nanotubes are obtained for a ¥ of the initial catred¢ion.

Regarding the deposition time factor, when depamsitime is shorter, the walls of
nanotubes are thinner but when the deposition tsnenger, the walls of nanotubes
become thicker and thicker and finally form nangbar

There are some other factors that may affect thradtion of nanobars/nanotubes. It
is found that for a direct current deposition, tingcleation rate in the growing front
increases due to the ion concentration gradiemtgatbe wall direction of the template
pores, which results in thicker and thicker nanetibonsisting of fine grains, and finally
forming caps at the ends of nanotubes as showigire 5-8 That is the reason that for

a partially gold covered template, for the sameodgn current (15 mA) and the same
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concentration (initial concentration), nanotubes @tained when the deposition time is

less than 3 mins and nanobars are obtained whetetiesition time is more than 6 mins.

n N

[y

A d A d

(@) (b)
Figure 5-8. Schematic illustration of the transition from p&ube to nanobars with (a)
a gradual process and (b) an abrupt process [18].

In all, the growth of nanobars/nanotubes is deteechiby several factors including
deposition current, time, solution concentratiomg &lectrode configuration. Nanotubes
are more preferred to be obtained for a partiabydgcovered template, a higher
deposition current, shorter deposition time, andelo solution concentration, while
nanobars are more preferred for a lower depostionent, longer deposition time, and
higher solution concentration. It is the same dasé¢he fully gold covered template but
the deposition current, time, and solution coneditn are different to obtain nanobars/
nanotubes. If the other deposition conditions &ee dame, increases in any one of the
conditions’ value (except solution concentration)l wnake the nanobars’/nanotubes’
lengths increase.

5.6 Conclusions

Co-Fe-B thin films and nanobars/nanotubes as catedof magnetostrictive

sensor platform have been fabricated using anretdwmical deposition method. The

optimized composition of Co-Fe-B thin film for obtang amorphous structure is found
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by using XRD. Based on the SEM results, the dejposdonditions including deposition

time, deposition current, solution concentratior déine configuration of electrodes all

can affect the growth of nanobars/nanotubes.
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CHAPTER 6
PERSPECTIVES

As a biosensor platform, an MSP provides many wnigdvantages over other

methods. To fully utilize these advantages, diffiér@spects of MSP sensor technology

were studied in this work. The results reportecehmiild a solid background for future

development of MSP sensor technology.

1)

2)

As a foundation for the study, the experimentaliteseported in Chapter 2 provide
some critical information for the understandingM&P resonators. Further research
is needed to study the MSP resonator by researamdrsth physics and materials
science to determine the correct formula and naeproperties used to describe the
resonance behavior of a magnetostrictive/magnetbelaesonator. This kind of
research will provide a guideline for the MSP sermssign.

It is experimentally demonstrated in Chapter 3 thath the phage and antibody can
be used as the sensing element for MSP sensorsaanble effectively immobilized
onto the MSP surface. Therefore, MSP technology lmardeveloped to fabricate
various detection devices for different bacteria Mentioned in Chapter 1, each
pathogen has a different infection dose and theitaty of an MSP is directly
dependent on its size. That is, the MSP biosermoddtecting a particular pathogen
will need to have a certain detection limit, whighl require the use of MSPs with a
certain size. Due to the successful developmethefintibody-immobilized MSPs,

MSP technology may be used to monitor the antigeiibady interaction and other
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biological process. Further research on this tegald be interesting. This study also
did not examine the temperature stability of ardypdased sensors. It would,
therefore, be critical and is an interesting tapicstudy the influence of the storage
temperature on the performances of these sengudetiection of bacteria.

3) The following were demonstrated in Chapter 3: nen# binding is strongly
dependent on the target species and the biololgazsdground matrix of the analyte;
the reference sensor is a great approach for miorgtononspecific binding; and
different blocking agents have different blockirf§ogency. Therefore, for a type of
MSP biosensor designed for the detection of aqadati pathogen, the blocking agent
may need to vary, depending on the backgroundeofdhl analyte to be tested. That
is, the MSP biosensors for the detection of theesgathogen may need to have
different blocking agents.

4) The development of a handheld device to interrotfe@eMSP sensor is critical to the
development of MSP technology to be used for ifdfieests. As mentioned in
Chapter 4, both the frequency-domain and time-dontachnologies should be
studied since each has some advantages and drawvbBEuwok utilization of either
would be dependent on the application.

4.1) For the frequency-domain technology, the indirgagraach introduced and studied
here provides new method for the development ofihaldl devices to interrogate
the MSP sensors. This approach should be furtheliest to reduce the cost of the
device and further miniaturize circuitry by selegtidifferent chips. It would be
valuable to have a LCD display integrated with tltendheld device so that a

computer would not be needed. As discussed in €hdpthe experimental results
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and theoretical simulation indicate that the sigoah be enhanced by using an
additional capacitor. It would be of great interést have a capacitor with
changeable capacitance to be integrated with thelHedd device so that the
capacitance of this additional capacitor can beroped for each MSP sensor. With
the current indirect approach, it is the potent&tlo of the sensor channel to a
reference channel that is used in the signal ckerraation. It would be valuable to
use the potential difference between the sensometand a reference as the signal
for characterization. Additionally, as demonstratehapter 3, a reference sensor
can be used to monitor nonspecific binding. Theeeft would be of interest to use
the reference sensor as the reference channehéwaaerization and to determine
whether or not this will further enhance the signal

4.2) For the time-domain technology, a way to generadg@ng magnetic pulse should

be studied and integrated with the handheld deviadditionally, the way to
enhance the signal should be exploited, whichitgcal for MSP sensors having a
smaller size. One possible method is to have a g@ent/constant dc bias applied
to the MSP sensors. Another possible way would deise repeated pulses to
enhance the driving power at frequencies closbkaaharacteristic frequency.

5) The smaller the MSP, the higher the sensitivitye Thicro/nano-MSPs including
nanobars and nanotubes may have unprecedentetivigndilowever, these MSPs
also have a very high resonance frequency. Theactaization of these MSPs at
high frequency is critically needed. In this wothke amorphous Co-Fe-B alloy has
been prepared in different forms, such as thin,filanobars, and nanotubes. It would

be useful to study the magnetostrictive effechee materials at high frequency.
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