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Abstract

Studies in international economics and finance hame increasingly important in
understanding the ways economies are integratbds dissertation comprises three essays on
this topic. The first essay investigates the refethip between financial development and trade
based on panel data of bilateral trade betweewthlkel’'s three largest economies (United States,
Japan, and Germany) and 47 partner countries.sdt@nd essay estimates common factors
from a monthly panel of 51 commaodity prices andiHer analyzes the most important common
factor, which appears to be correlated with the. ddlar nominal exchange rates. Lastly, the
third essay examines data on Japanese and Koreanahile exports to the United States to

determine consistency with the Alchian-Allen theore
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CHAPTER 1
Financial Development and Trade:

Evidence from the World’s Three Largest Economies



1.1 Introduction

Numerous studies examine the relationship betwaennational trade and economic
growth, as well as between financial developmedtegonomic growth. The importance of
trade and financial development in the growth ditere provides motivation to study the
relationship between the two. Many of the exisstdies on this issue examine individually
specific measures of financial development, erivafe credit and foreign investmentThe
present study aims to contribute to the literabhyrénvestigating several measures of financial
development with a gravity model of bilateral trdm#ween the world’s three largest economies

(United States, Japan, and Germany) and their 4@rrmading partners from 2003 to 2007.

This paper examines access to external funds aehational financial indicators as the
measures of financial development. The main hyggithtested is that financial development in
a country relates to the degree of bilateral trale its trading partners. A gravity model is
constructed and estimated with a fixed effects wekthThe model includes three variables
commonly used in a gravity equation: distance ketwpair countries, land common border, and
stage of development. Ease of access to loaneas®lof access to the local equity market
represent access to external funds. Three intenatfinancial indicators are included: country
credit ratings, international capital market colsirand real exchange rates. A country’s credit
rating and capital controls capture its accessiteidn capital, while the real exchange rate plays

a role in determining profitability of tradables.

! Frankel and Romer (1999), among others, find éipeselationship between international trade andnomic
growth. Several studies suggesting the importafi¢@ancial development for economic growth areibe and
Zervos (1998), Levine, Loayza, and Beck (2000), @echirglic-Kunt and Levine (2001).

2 The World Economic Forum (2009, p. 3) definestiitial development as “the factors, policies, and
institutions that lead to effective financial intezdiation and markets, as well as deep and brazesado capital
and financial services.”



Throughout this paper, the term ‘main countried| vefer to the three largest economies,
and ‘partner countries’ will refer to the 47 traglipartners. The study finds differences in the
degree of bilateral trade when grouping partnentites into developed and less developed
countries. Access to loans for businesses shatremg positive relationship with bilateral
trade. Access to the local equity market is negétirelated to trade with developed countries,
but positively related to trade with less developedntries. The study also finds that country
credit ratings, international capital market colgrand real exchange rates are significant
determinants of trade. The study suggests the pgmbécy can play in promoting both trade and

development.

The remainder of the paper proceeds as followsti@e2 describes the data. Section 3
provides literature review. Section 4 and Seclahscuss the empirical methods and results.

Section 6 concludes the paper with a summary ofris.

1.2 Data

The dataset is a balanced panel of bilateral toetieeen the three main countries
(United States, Japan, and Germany) and 47 partotries over the years 2003 to 2007 for a
total of 690 observations. Sample selection ieth@s the average levels of GDP of IMF
reporting countries over the five year period awglability of other data. The top three
countries based on the average GDP are selecthd agin countries and the rest as partner
countries, shown in Table 1.1. The total tradevieeh the main countries and partner countries

during the period represents about 70% of totdktiaf the three main countries.

[Table 1.1 here]



The major data source in this study is the Intéonat Monetary Fund (IMF) databases.
The bilateral trade data are obtained from the BviBirection of Trade (DOT) database, the
GDP data are from the IMF's World Economic Outldg@kEO) database, and the real effective
exchange rate data are from the IMF’s Internatiéin@ncial Statistics (IFS) database. The IMF
trade data follows United Nation’s guidelines, whgufficiently covers all merchandise entering
or leaving a country, except goods in transit. THt& database provides an indicator of real
effective exchange rates based on relative conspreas, allowing for comparison with a
broad range of partner countries. The weightinthotbis based on disaggregated trade flows

for manufactured goods and primary products oveptriod 1999 to 2001 (IMF, 2009).

Another data source is the World Economic ForumW&F) Global Competitiveness
Reports (2003-2007). The WEF reports the indi¢dexcess to loans (Ease of Access to Loan)
and access to the local equity markets (Ease oégscto Equity). These indices are scaled 1 to 7
with higher scale indicating easier access to altans or to raise capital through the local
equity market. They are based on surveys by th& Wthe opinions of business executives
worldwide. The same report contains the Stag&ewtlopment index, dividing countries into
different stages of development (Stages 1 to 3dbas the real GDP per capita. The last index
is used in this study as a basis for grouping asinto developed countries (Stage 3: GDP
per capita > USD 17,000) and less developed cas{8tage 1 and Stage 2: GDP per capita

USD 17,000).

The Economic Freedom of the World Report (Gwartaey Lawson, 2009) provides
data on international capital market controls. Télated index is scaled 1 to 10 with higher
scale indicating more open capital flow policy.isltonstructed based on two sub indices: (1)

foreign ownership/investment restrictions, anda@ital controls. The sources of the two sub



indices are the WEF’s Global Competitiveness Repdtthe IMF’'s Annual Report on
Exchange Arrangements and Exchange Restrictiohs.d&ta on country credit ratings are from
various editions of the Institutional Investor (30B007). The creditworthiness of each country
is evaluated on a scale of 1 to 100 with highelesicalicating higher rating. The rating is
constructed based on a compilation of economienfiral, and political indicators assessed by

senior economists and risk analysts worldwide.

The data on distances are from Centre d'Etudep&cbges et d'Informations
Internationales (CEPII) Geodesic distances datafzds®). CEPII calculates geodesic distances

with latitudes and longitudes of the most importaties/agglomerations in terms of population.

1.3 Literature review
(a) Finance and trade literature

The literature indicates that there is a signifiaatationship between financial
development and trade. Beck (2002) provides arétieal model examining the relationship
between financial development and trade, focusmthe role played by financial intermediaries
in facilitating high-return manufacturing projectslsing panel data on private credit for 65
countries over a 30-year period, the study finds timancial development strongly affects
export volume and trade balance of manufacturidgsitries (2002, p. 107). In a subsequent
paper, Beck (2003) finds that countries in whictaficial systems are relatively highly
developed tend to have higher export shares add tralances when industries rely more on

external finance.



A broad range of literature link international dapflows to trade. Some of the studies
use macroeconomic models, commonly based on thstatgnts to changes in trade regulations
or capital market controls. McKinnon (1993) sudgé¢ke importance of capital market controls
in determining trade flows. On the other hand, Belh(1957) examines the effect of trade
openness on capital flows. Based on a 2x2 Hecksghkn factor endowment model, Mundell
suggests that barriers to trade encourage intematcapital flows that if unhindered increase
the output of the host country’s import-competiegter. Several recent papers on this topic
relate trade openness to the stability of capitaé$. Cavallo and Frankel (2008) provide
empirical evidence that trade openness makes c¢esihiss susceptible to sudden stops in

capital inflows and thus less susceptible to crises

Other studies on trade and capital flows utilizenmeconomic models, focusing on firm-
level problems such as costs and sales. Thesestxhmine specifically the relationship
between trade and foreign direct investment (FBI)model of trade-FDI relationship is known
as the “Proximity-Concentration Tradeoff” suggegtihat multinational companies choose
exporting over FDI when they face higher fixed sastthe host countries than trade costs, but
choose FDI over exporting when the trade cost$igieer than fixed costs (Smith [1987] and
Neary [2002]). It assumes that trade and FDI abstitutes. Neary (2009) argues, however,

that the proximity-concentration tradeoff applieshbrizontal FDI only.

A vertical FDI model suggests that trade and FDI lsa complements if countries differ
either in technology or endowments of specificdes{Markunsen [1983] and Neary [1995]).
Trade liberalization can encourage FDI if the inetlicapital flows lead to an increase in

production of the host country’s exporting sectbielpman (1984) utilizes a Heckscher-Ohlin



model to make a point that when stages of prodactésy in factor intensities, differences in

factor endowments between countries may encouragieal disintegration by firms.

Based on data of U.S. capital outflows, Ruffin &assekh (1986) argue that foreign
direct investment and portfolio investment are @etrubstitutes. They note that the way
multinational corporations finance their operatiomsy be unrelated to the net flow of capital
between countries (p. 1126). A recent articleareifyn direct investment and portfolio
investment is Goldstein and Razin (2005). Usimgoalel of information-based tradeoffs
between direct investment and portfolio investm#rgy compare the expected yields on the two
types of foreign investment. Goldstein and Razimpout that developed countries attract more
portfolio investment relative to direct investmdémn less developed countries due to the higher
fixed costs associated with direct investment ieligped countries. They also note that the

high levels of transparency make portfolio invegtivia developed countries more efficient.

Real exchange rate and its role in determiningptioétability of tradables have attracted
more attention in the recent economic growth lite@ Freund and Pierola (2008) find that a
currency undervaluation and a decrease in exchatgeolatility increase exports in developing
countries. They also find that exchange rate uijahas less impact on exports in developed
countries. It is often suggested that exchangewvaltility reduces trade; however, some
empirical studies find that the negative relatiopss not robust to some specifications (Clark,
Tamirisa, and Wei [2004]; Baxter and Kouparitsa@30f]). Furthermore, Gala (2008, p. 279)
points out that “currency misalignment measuredar&om consensual” and contributes to the
literature by theoretically and empirically connegtreal exchange rate levels and economic
development. Gala finds that real exchange radecould affect economic growth through

capital accumulation and technological development.



(b) Gravity literature

Gravity models have been widely used in examinmegrnational trade flows. Proposed
by Tinbergen (1962), the gravity equation is lateveloped by several authors who provide the
microfoundations (e.g., Anderson [1979], Hepmar8[l]9Anderson and van Wincoop [2003],

and Feenstra [2004]).

The gravity model predicts that trade flows betwien countries are inversely related to
the physical distance between them and directitedlto the multiplicative interaction of each
country’s size, which is commonly measured by GRderson (1979) develops a
microfoundation for the gravity model using constalasticity of substitution (CES) expenditure
system. It proves algebraically that level of &aslrelated to the size (income) of countries as
well as trade costs. Trade costs include: (1)art costs as an increasing function of distance,
and (2) tariffs. Another application of the grgvetquation widely cited in subsequent papers is
an empirical work by McCallum (1995) that finds ttihhational borders matter for trade flows.
Feenstra (2004) provides a theoretical model emjlgiborder effects, such as transport costs or

tariffs, using the CES utility function in a conserrutility maximization problem.

Anderson and van Wincoop (2003) point out the odlprices in the applications of
gravity equation for international trade. Theydfithat ignoring prices in the cross-section
gravity equation generates omitted variables bidsing the general equilibrium structure of the
model, they calculate the comparative staticsaufarbarriers and propose a framework that
counts for “multilateral price resistance.” Thesewa nonlinear least squares program to estimate

the multilateral price resistance terms.

Feenstra (2004) suggests an alternative methostitnae the multilateral price

resistance terms in cross section by including tgespecific fixed effects, controlling for the

8



effects of exporters by time as well as importersitme. After implementing the country-
specific fixed effects, Baier and Bergstrand (2007] that there is still a large amount of
unobserved heterogeneity among country pairs, lamlthey add country-pair fixed effects.
The country-pair fixed effects capture the effaftiree trade agreements (FTA) on trade.
Baltagi, Egger, and Pfaffermayr (2003) note thatllanteraction effect may be used in
examining bilateral trade flows. The full interiact effects consist of country-specific fixed

effects, country-pair fixed effects, as well aetixexporter, importer, and time effects.

The robustness of various variables in a gravitgeh@s examined by Baxter and
Koupartisas (2006). They utilize three methodsdfetermining robust relationships: the
extreme bounds analysis of Leamer (1983, 1985)xheme bounds analysis of Sala-i-Martin
(1997), and the general to specific approach ofdde(1995). They find thatommongravity
variables are robust determinant of trade. Theshles are distance, common border, cultural
distance, and colonial ties. Other variables tepteduce different results. Bilateral factor
endowment and stage of development are robustndigiznts of trade when tested using all
three methods. Industrial similarity, restrictianglows of goods and capital, currency union
membership, and exchange rate volatility show rofass under only one of the testing methods

or when tested with a restricted sample.

1.4 Gravity model

The bilateral trade model is specified with traldevé between countriyand country
(Ty) directly related to the multiplicative interaatiof each country’s size and inversely related

to the physical distance between them,



Ty = Bo YYDy )
whereY;; denotes GDP of countifj) andD; denotes the distance between countmdi; fs
are unknown parameters, afjds a stochastic error term.

Taking natural logarithms of both sides, the gsagguation can be estimated.
INTj = fot f1InY; + B2 InY] + B3 InDjj + ¢ (2
Adding Z; andW; as continuous variables and dummy variables efést in the study,
the gravity equation is rewritten as follows.
InTjj = Bot f1InY; + B2 InY + 3 InDy; +y InZj + 6Wjj + & (3)

Following Anderson and van Wincoop (2003), a fraraduthat accounts for multilateral
(price) resistance terms is built by includi®g” andP; ', main country and partner country
price indices. The model proposes that the degfré@de is determined not only by the national
borders between countryand country but also by the multilateral resistance from thsiding
partners in the rest of the world. It also motresGDP terms from the right to the left side of

the gravity equation.
In [Ti/(Y:Y)] = Bo+ B3 INDjj +y InZ;j +6 W —InP, 7 —In P17 + ¢ (4)
where,

1-0 _ N o-1(Yi 3InDij +yln Zij + 6 Wij
Pi™" = iz P (Y_)eﬁ Jrymey g (5)

with i = 1...Nequilibrium conditionsy,, denotes world GDP (constant across countries)gand

is the elasticity of substitution between countries

This paper follows the measure of bilateral tragédlelpman (1987) and Feenstra (2004).
In a panel setting, they define bilateral tradeMeen country and country in periodt, T, as:

10



Tir= In(Xiie + Xji), whereX;; denotes exports from countryo countryj in periodt andXj

denotes the reverse.
The conceptual model is as follows.
Trade= f(Gravity, External Fundsinternational FinanceOther) (6)
where,
Tradeis the level of trade between pair countries redato their level of GDP.
Gravityis a group of variables commonly used in gravityapns.
External Fundss a group of variables indicating access to exieumds.
International Financas a group of international financial indicators.
Otheris a group of other variables controlling for fikeffects.
[Figure 1.1 here]

The variables of interests of this study are tharicial development variables,
represented b¥; in (4). These variables comprise the ExternaldSurariables (access to loans
and access to the local equity market) and therdat®nal Finance variables (country credit
ratings, international capital market controls, #melreal exchange rates). Dummy variables
commonly used in gravity equations are represeoyadf; in (4). These variables are land

common border and stage of development.

The present study uses a fixed effects methodtima&i® the gravity equation, controlling
for country-specific (by time) fixed effects anducdry-pair fixed effects. The country-specific

fixed effects count for the multilateral resistaneens as suggested by Anderson and van

11



Wincoop (2003) and Feenstra (2004), whereas thetgepair fixed effects capture the effects

of free trade agreements (FTA) as suggested by BagkBergstrand (2007).
The gravity equation for trade and financial depebent is specified as follows.
TRA: = fo + p1DIS; + foLCB;j + f3DEVii + faLNAj: + SsEQA; + fsCCR;t
+ f7CAPR;t + fsRER; + yit + djt + aij + &ijt (7)

wherei denotes main countrigsgenotes partner countriggjenotes time; and the variables are

described as follows.
TRA;: = log of trade betweeinand] relative to the product of their levels of GDP.
DIS; = log of the distance betweeand,;.
LCB; = a dummy variable which is unityiifindj share a common land border.
DEVj: = a dummy variable which is unityiifindj are in the same stage of development.
LNA;: = log of the product of the scores of accessaoadani andj.
EQA;: = log of the product of the scores of access ¢allequity market im andj.

CCR;: = the difference between the log of the maximurthefcountry credit ratings of

andj and the log of the minimum of the country crediings ofi and;.
CAR;: = log of the product of the scores of capital colstini andj.
RER; = the difference between the log of the maximurthefreal effective exchange

rates of andj and the log of the minimum of the real effectixelgange rates of

12



i andj.?

it = interactions between counirgnd yeat dummies
o = interactions between counjrand yeat dummies
aij = interactions between countrand country dummies

gir = other influences on bilateral trade

The financial development variables are measuiddhilateral interactions similar to
those of the common gravity variables. Two forrhbitateral interaction are constructed for the
financial development variables following the metbaised by Baxter and Kouparitsas (2006) in

measuring factor intensity.
The first measure is the log of the product ofléwels of ‘factor’ in the two countries,
Bilateral interaction 1: Ik * Fj) (8)

whereF;y stands for the factor in countify) in periodt. This measure of ‘scale’ can be
interpreted as: “the higher the measure, the hitifeelevels of factor in the two countries or in
either of the two countries.” It also suggestt ttthe higher the measure, the more equal the
levels of factor in the two countries.” This irdetion term is applied to the measures of access

to loans [LNA), access to equity markéf@QA), and international capital market contrdZAP).

The second measure is the difference between ghef idhe maximum and the log of the

minimum levels of factor in the two countries, or

% Real exchange rate is defined &ER = e X Pp./Ppc, Wheree is nominal exchange rat8¢/FC) and
Prc/Ppc is the ratio of price levels in the two countrid®C denotes domestic currency, af@denotes foreign
currency. However, the data used are real effe@ichange rates, the averages of bilateral rehbexgje rates
between the country and each of its trading pastneeighted by the respective trade shares of pather. The
IMF's real effective exchange rates index (basedetative consumer prices) is used to allow for parnison with a
broad range of partner countries.

13



Bilateral interaction 2: In[mai;, Fi)/min(Fi, Fit)] 9)

This measure can be interpreted as follows: ‘déngdr the measure, the larger the difference in
the levels of factors in the two countries.” Thmgeraction term is applied to the measures of

country credit ratingsGCR and real exchange ratd?ER.

Equation (8) is based on a similar method of meaguhe scale of GDP for pair
countries, whereas equation (9) is often usedanity literature to measure the differences in
GDP per capita between pair countries. Baxterkamgparitsas (2006) also use both equations

as the measures of human capital.

[Table 1.2 here]

1.5 Empirical results

The gravity model described in Section 1.4, basedmderson and van Wincoop (2003)
and Baier and Bergstrand (2007), provides estimaBsults as presented in Table 1.4(a). As
comparisons, Table 1.4(b) and Table 1.4(c) listrdggession results obtained from using only
country-specific by time fixed effects (Andersordaran Wincoop, 2003) and Ordinary Least

Squares (OLS), respectively.

Ignoring country-pair fixed effects, the estimateJable 1.4(b) generate lower values of
adjustedRr-squared compared to the estimations of the selestelel (Table 1.4[a]). The
estimates in Table 1.4(b) are biased due to thesam of the effects of FTA when in fact the

countries are affected by at least two major FTA&¢pean Union and NAFTA).

The OLS estimates (Table 1.4[c]) show the lowekiasmof adjuste®R-squared among
the three models. The regression for Dataset Wshitat stage of development variable has a

14



significant negative relationship with bilaterade at 1% level of significance. This result
suggests that the dataset should be partitionestilas partner country’s stage of development:
developed countries (Dataset 2) and less developeaatries (Dataset 3). In addition, a Chow
test is conducted, and the result rejects thehwibthesis of no differences between the two

groups at 1% level of significanée.

Table 1.5 lists the estimation results obtainedfigsing financial development variables
without bilateral interactions (e.g., usibtyA; andLNA; instead oLNAj). It implies that the
coefficient estimate for a finance variable for sty i(j) is generated by holding constant the
same variable for countiy) and other variables in the model. This modehset work for

data on less developed countries, but not on dpgdloountries.
[Tables 1.3, 1.4, and 1.5 here]

The following paragraphs discuss separately amfgfails the regression results for

developed and less developed countries.
(a) Developed (partner) countries

A developed (partner) country is a trading parthat shares the same stage of
development as the three main countries, represéyta dummy variable that is in unity. Panel
data of developed countries, named Dataset 2, ¢gsenpi8 observations (Table 1.4[a]). The
adjustedRr-squared shows that 95.8% of the variation in &ikdttrade is explained by the model.
An F-test is conducted for each group of variablesiasldows that the Gravity variableBI&

andLCB) jointly contribute to bilateral trade at 1% lew#lIsignificance. The External Funds

“Chow testF-value = 3.27.
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variables LNA andEQA jointly) and the International Finance variabl€CR CAP, andRER

jointly) also significantly contribute to bilaterabde at 1% levef.

Distance between pair countries has a negativeaeship with bilateral trade at 1%
level of significance. Main countries trade morghwvdeveloped countries located closer to
them. Land common border indicates a positiveigeiahip with trade between developed

countries, also significant at 1% level.

Access to loans has a positive relationship wiliitdial trade at 5% level of significance,
suggesting that trade between countries increabesn Wwis easier for businesses to obtain loans.
Access to equity shows a negative relationship bildteral trade at 1% level of significance,
indicating that trade between countries decreadesw is easier for businesses to raise capital
through the local equity markets. Since the paimtries in this data set are both developed
countries, this result seems to be intuitively eotr The rationale for this result may relatehi t
degree of efficiency of the equity markets. Ineleped countries, the equity markets have high
levels of transparency and thus more efficient tiase in less developed countries (Goldstein
and Razin, 2005). Easy access to highly effiogeptity markets may encourage multinational
companies to substitute trade with investment @allsuppliers. Thus, easier access to equity

market lowers trade.

The country credit ratings variable indicates arggrnegative relationship with bilateral
trade at 1% level of significance. The largerdiféerence in credit ratings of the two countries,
the less trade occurs between them. The capitatale variable also shows a strong negative

relationship with bilateral trade at 1% level ajrsficance. It suggests that trade between two

® Gravity, F-value=83.58; External Funds;value=7.64; International Finande,value=8.50.
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countries decreases when the countries relaxititennational capital market controls. This
result indicates a substitution relationship betwe¢ernational trade and foreign investment in
local companies, consistent with the horizontal Ridldel proposed by Smith (1987) and Neary
(2002). The real exchange rate variable is paditivelated to bilateral trade at 1% level of
significance, indicating the larger the differemeeeal exchange rates of pair countries, the more

trade occurs between them.
(b) Less developed (partner) countries

A less developed (partner) country is a tradingrgarthat is in a lower stage of
development than the three main countries. Thelmhata of less developed partner countries,
named Dataset 3, comprise 372 observations (Ta#h)e The adjusteB-squared shows that
93.6% of the variation in bilateral trade is exp&d by the model. THe-test for each group of
variables shows that Gravity variabl&$ andLCB) jointly contribute to bilateral trade at 1%
level of significance. The External Funds varislleNA andEQA jointly) and International

Finance variablesQCR CAP, andRERjointly) are also significant at 1% lev&I.

As expected, distance between pair countries slacstiong negative relationship with
trade at 1% level of significance. Land commonrdeorhowever, does not significantly

contribute to bilateral trade when estimated usimg data set.

Access to loans has a positive relationship wititéial trade at 1% level of significance.
The degree of bilateral trade contributed by acte$sans is higher when estimated using this

data set compared to using Dataset 2. Accesaiityedso shows a positive relationship with

® Gravity, F-value=86.76; External Funds;value=16.71; International Finandeyvalue=48.87.
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bilateral trade, significant at 5% level, indic@fithat trade increases when it is easier for

businesses in the two countries to raise capitalthh the local equity market.

The country credit ratings variable is negativelated to bilateral trade at 1% level of
significance, whereas the capital controls variablgositively related to bilateral trade at 1%
level of significance. In contrast to the negatigsult from Dataset 2, the positive coefficient
suggests that trade between main countries andlés®doped partner countries increases when
these countries relax their international capitatket controls. This result is consistent with the
vertical FDI model developed by Markunsen (1983) Beary (1995). The real exchange rates
variable shows a negative relationship with bilatérade at 5% level of significance, indicating
that the larger the difference in real exchangesraft pair countries, the less trade occurs

between them.

The regression without pair-country interactiomreifor financial development variables
reveals some interesting results (Table 1.5). niengase in real effective exchange rates in less
developed countries seems to increase trade wilih coantries at 1% level of significance,
holding constant real effective exchange ratesammountries. This result is consistent with
the literature (Freund and Pierola, 2008). A degdreciation of currency in the main countries,
however, decreases trade with less developed cesiatr 10% level of significance. Other
coefficient estimates appear to be consistent thghestimation results from the model with
interaction terms (Table 1.4a), except for accedsans variabled (NA: andLNA;) that show

insignificant results.
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1.6 Conclusion

This study investigates the relationship betweearfcial development and trade using a
gravity model with fixed effects based on Andersod van Wincoop (2003) and Baier and
Bergstrand (2007). The panel data of bilateraldraetween the three main countries (United
States, Japan, and Germany) and 47 partner caintvers the period 2003 to 2007. The study
finds differences when grouping the partner coestmto developed and less developed
countries affecting the degree of bilateral traG®nsistent with the literature, physical distance

is negatively related to trade between countries.

In all cases, access to loans has a significaritiyaselationship with bilateral trade.
Easy access to loans in less developed countrpesaggpto contribute more to the bilateral trade
than in developed countries. This result is exgubsince financial systems in less developed

countries are heavily bank based.

Access to equity shows a significant positive fefahip with bilateral trade for less
developed countries. Equity market developmenivedkas trade, is often promoted in less
developed countries since financial systems inetloesintries are usually bank based rather than
market based. In contrast, trade between maintaesrand other developed countries is lower
with higher access to equity. A possible explamais that the equity markets in developed
countries have high levels of transparency andraeme efficient than the equity markets in less
developed countries. Easy access to highly effi@guity markets in developed countries may
encourage multinational companies to substitutgetraith investment in local suppliers,

lowering trade.

All three international financial indicators (comntredit ratings, capital controls, real

exchange rates) have significant relationships biidteral trade. The three variables appear to
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affect trade between main countries and less dpedloountries to a lesser degree. In all cases,

main countries tend to trade more with partner toeswith higher credit ratings.

Trade between main countries and other developeutices is lower when the countries
relax their international capital market controlhis result suggests substitution between trade
and foreign investment in local companies thateéne local markets, consistent with horizontal
FDI model. On the other hand, trade between maumiries and less developed countries is

higher when the countries relax their capital coisfrconsistent with vertical FDI model.

The real exchange rate is positively related tatéral trade when main countries trade
with other developed countries. The positive refeghip indicates that a larger difference in real
exchange rates between two developed countriesasplore trade. The rationale may relate to
a shift in production location of multinationalrfis within developed countries to take advantage
of misaligned currency. The opposite is the caséréde with less developed countries. This

result, however, needs to be interpreted with cawtind merits further study.

In conclusion, this paper finds that there is intaesignificant relationship between
financial development and trade. The results sstggplications for policies regarding access
to external funds for businesses as well as cagtatrols and exchange rates in promoting trade
and development, with some differences dependinglather the country is a developed or less

developed country.
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CHAPTER 2

Commodity Prices and the Exchange Rate
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2.1 Introduction

The global pricing of primary commodities is deterad in the world markets
connecting the supply of and demand for the go&imsequently, time series data on these
prices are expected to exhibit stationary or meaenting process, reflecting the dynamic
stability of market equilibria. However, empiriaahit root tests of international commodity
prices generally exhibit highly persistent or ememstationary process for both individual and
aggregate commodities. This phenomenon providpertymity to explore what seems to
generate the inconsistency between theory and ealpévidence. The present study
investigates what factors determine commodity grened provides a rationale for how these

factors generate the inconsistency between thewatyempirical evidence.

Previous studies have observed this inconsisteatyden economic theory and
empirical evidence suggested by the unit rootressilts on commodity prices. Wang and
Tomek (2007) note that commodity prices shoulddvell stationary according to price theory.
Kellard and Wohar (2006) point out that commoditicg@s should be trend stationary to be
consistent with the Prebisch-Singer hypothesiseyThrther report some evidence of nonlinear
stationarity of commodity prices. The present pajses a different approach in that it supports
the evidence of nonstationarity of commodity prieaed attempts to filter its factor. The
proposed inference is: “factoring out the nonetadry effect will generate the filtered

commodity prices that are consistent with econdimeory.”

An important factor that is likely to explain a repationary effect of international
commodity prices is the U.S. nominal exchange rdtee U.S. dollar is used in the global
pricing of most internationally traded commoditidsis widely accepted that the U.S. nominal

exchange rate, e.g., relative to the Euro, Japareseor some trade-weighted index of

22



currencies, is nonstationary. Its relationshighvgbods priced in U.S. dollars can be explained
as follows. A depreciation of the U.S. dollar slibdrive an increase in the price of the goods

priced in U.S. dollars to maintain the same woridga Another possible explanation is that a

depreciation of the U.S. dollar results in lowemenodity prices in terms of the foreign

currency; and as the foreign demands for the contrasdncrease, their prices rise.

Based on the above rationales, commodity pricesldhexhibit a dynamic behavior that
closely mirrors the dynamics of the U.S. excharage and thus reflect its nonstationarity, which
iscommono all commodity prices. Furthermore, this infeze holds for not only nominal
commodity prices but also relative commodity prjagkich are prices deflated by the U.S.
Consumer Price Index (CPI). This similar dynanatselative prices and nominal prices is
expected since aggregate price indices such @&Rhexhibit less fluctuation than international

commodity prices.

This study begins with a factor analysis on a pahéll international commodity prices
for the period January 1980 to December 2009 bippamg the PANIC (Panel Analysis of
Nonstationarity in Idiosyncratic and Common Compuasgmethod, which is a second-
generation panel unit root test recently develdpeBai and Ng (2004). An out-of-sample
forecasting analysis is then conducted to furtheestigate the link between the U.S. nominal
exchange rate and commodity prices. The presgrgexamines the predictive power of

international commodity prices for movements inth&. exchange rate.

" PANIC method (Bai and Ng 2004) is chosen over oseeond-generation panel unit root tests suct#lpB
and Sul (2004), Moon and Peron (2004), and Pe420Y) because these methods assume stationaryaomm
factors and thus do not apply to commodity pricesell on the inference regarding the role of the kb&inal
exchange rate.
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The PANIC test results identify two common factisesn both the nominal and relative
commodity prices. The test results indicate thatfirst (most important) common factor is
nonstationary, whereas the second common factotrendefactored (filtered) idiosyncratic
components are both stationary. Graphically, its¢ ¢ommon factor reflects the inverse of the
U.S. nominal exchange rate. Out-of-sample forsaasing a simple model with the two
common factors outperforms a benchmark random mal#tel. This forecasting result further
supports the inference that the first common fattiects the effect of the U.S. nominal
exchange rate on commodity prices. The statignafithe second common factor and the
idiosyncratic components supports the existenayonémic stability of market equilibria.
Overall, these results provide a rationale forgheviously identified inconsistency between

economic theory and empirical evidence.

This paper proceeds as follows. Section 2 desthedata and their sources. Section 3
provides literature review. Section 4 and seclahscuss the econometric techniques and the

empirical results. Section 6 concludes the paper.

2.2 Data

The data set is constructed based on monthly dd#aSo nominal exchange rates and
commodity prices for the period January 1980 todb@zer 2009. The U.S. nominal exchange
rate data are the trade-weighted exchange rat& fiodéhe U.S. dollar against a basket of major
currencies including the Euro, Canada, Japan, thiet) Kingdom, Switzerland, Australia, and
Sweden. The data for 51 commaodity prices are fiteeriIMF Primary Commodity Prices
database available on the International MonetandRebsite, except for the natural gas price

from the U.S. Energy Information Administration \Vééb.
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[Table 2.1 here]

2.3 Literature review
(a) Commaodity prices and the exchange rate

There have been attempts to explain the relatiprstiween commodity prices and
exchange rates, including those seeking to prothreeasts of commodity price movements.
Existing economic models are rarely successfutadigsting the exchange rate itself. Meese and
Rogoff (1983) point out that nominal exchange ratalels routinely fail to outperform the

random walk model in predicting out-of-sample ie floating regime.

The notion that commodity prices are perfectly @agied is also in question. One related
literature is empirical work on the validity of tlhew of one price (LOP) in commodity markets.
Since seminal work of Isard (1977), some find exick against the LOP (e.g., Ardeni [1989],
Engel and Rogers [2001], Parsley and Wei [2001d,@aldberg and Verboven [2005]), while
others find evidence in favor of the LOP (e.g., ®om [1992], Michaekt al[1994], Obsfeld

and Taylor [1997], Lo and Zivot [2001], and Saetal[2004]).

Several studies observe the inconsistency betwemmoeic theory and empirical
evidence suggested by the unit root test resultsoammodity prices. Wang and Tomek (2007)
note that price theory suggests that commodityeprghould be level stationary. Kellard and
Wohar (2006) point out that Prebisch-Singer hypsithemplies that commodity prices should be
trend stationary. They recognize the weaknessmfentional unit root tests, due to low power

of the tests, and provide some evidence of nonliseionarity of commaodity prices.
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A growing body of literature investigates the inf@tion contents in commodity prices
and other macroeconomic variables. Chen, Rogodf,Rossi (2008) find substantial evidence
of the predictive power of commodity-currency exutpa rates for commodity prices, both in-
sample and out-of-sample, but no evidence goinguarse direction. Using the exchange rate
approach of the preceding researchers as welbasaaler approach that includes exchange rates
and other macrovariables, Groen and Presenti (Z0iDjhat neither of both approaches has
strong predictive power of exchange rates for coniityrices. They note, however, that both
approaches occasionally outperform simple benchmadels. Gospodinov and Ng (2010)
examine the link between commaodity prices and fidita They provide strong evidence that

information contents in commodity prices have pegde power for inflation.

(b) Panel unit root tests

The application of panel unit root tests provideisssantial advantages over the use of
univariate unit root tests that in practice lackvpo by the short period of macroeconomic time
series. Panel unit root tests increase the pofugnibroot tests by pooling information across
units. Levin, Lin, and Chu (2002) provide evidemt¢he increase in power generated by panel
unit root tests. Madala and Wu (1999) and Im, Resand Shin (2003) also propose the use of
panel unit root tests instead of univariate unit tests. The first generation unit root tests,
however, assume independent units. The drawbaickpafsing this assumption is that the test

results suffer from serious size distortions if plamel data are in fact cross section dependence.

Pesaran (2004) proposes a test for cross sectpgndence based on averages of pair-
wise correlation coefficients of the OLS residuatsn the individual regressions in the panel.
The test is based on an assumption of no a pridering of the cross section units. In a

subsequent paper, Pesaran (2007) implements asgossnally augmented Dickey-Fuller
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(CADF) test. The CADF augments the standard ABEstevith the cross-section averages of
lagged levels and first-differences of the indivatlseries. Pesaran shows that panel unit root
tests that do not account for cross section depmedare seriously biased if the degree of

dependence is sufficiently large.

The second generation unit root tests allow fossection dependence among units and
thus have better size property than the first getieer tests. They suggest the presence of
commoreffects, which are assumed to be stationary blypg8tand Sul (2003), Moon and Perron
(2004) and Pesaran (2007). The PANIC method oBBdiNg (2004) use no a priori
assumption on stationary or integrated processtseafommon effects. It utilizes the factor
structure of large dimensional panels to examieentiture of nonstationarity in the data.

PANIC tests the unobserved components of the datead of the observed series. Bai and Ng
show that, if a factor structure exists in a pafah set, testing the presence of unit roots in the
common factors and the idiosyncratic errors sepbrahould be more effective than testing for

individual unit roots in the observed series.

2.4 Econometric techniques

This section illustrates the econometric technigusesl in this paper. First, augmented
Dickey-Fuller (ADF) tests for univariate unit roase applied to each unit in the data set. The
ADF test results provide an assessment of the $enies properties and the number of integrated
time series in the cross section. The cross sedi&pendence test by Pesaran (2004) is applied
to the residuals of the ADF regressions to deteemihether there is cross section dependence
among commodity prices. Since the present studtisfevidence of cross section dependence, it

justifies the use of the second-generation panéroot test of Bai and Ng (2004).
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Test for cross section dependenC®) by Pesaran (2004) is based on the averages of
pair-wise correlation coefficients of the OLS regts from the individual regressions in the

panel,

21 \1/2 _ R d
¢b = (N(N—l)) (i Z:ﬁy=i+1 pi.j) — N(0,1) 1)

wherep; ; is the pair-wise correlation coefficients from tiesiduals of the ADF regressions.

The above statistic has exactly mean zero fodfwaues ofl andN, under a wide class
of panel data models. A rejection of the null ofaross-section dependence implies that the
utilization of second-generation panel tests ig@pate and that the first-generation panel tests
should not be used. Pesaran (2004) demonstraethéhtest is valid under fairly general

conditions even whei is small andN is large.

The number of common factors is determined ugi€i¢y) andIC (r) criteria of Bai and
Ng (2002). The PANIC method of Bai and Ng (20@&4mplemented to analyze the
nonstationarity characteristics of commaodity pricésconventional method for out-of-sample
forecast accuracy proposed by Diebold and Marid88%) and West (1996) is used to further

examine the link between commaodity prices and ti& dominal exchange rate.
(a) The PANIC method

The PANIC method of Bai and Ng (2004) is descriasdollows. Let;, be the natural

logarithm price of a goodlat timet that obeys the following stochastic proCess

Pit =C; + A;ft + e (2)

8 All regularity conditions in Bai and Ng (2004, piL30-1131) are assumed to be satisfied.
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(1 - pil)eir = Bi(L)&;;
wherec; is a fixed effect intercepf;, = [f; ... f]" is ar x 1 vector of (latent) common factors,

As = [Ai1 - 4] denotes & x 1 vector of factor loadings for goddande; . is the
idiosyncratic error termA(L) andB;(L) are lagL) polynomials.u, , €;, and}; are mutually
independent. An important point is that a factadel withN variables hadl idiosyncratic

components but a small number of common factoxx(N).

A factor structure determines that the series mavestationary process if one or more of
the common factors are nonstationary, or the idgiosatic error is nonstationary, or both (Bai
and Ng [2004, p. 1128]). Estimations are perforimgthe method of principal components.
Whene; , is stationary, the principal component estimators, andi; are consistent
regardless of the order ff. Whene; , is integrated, however, the estimator is incorsist
because a regressionmgf onf, is spurious. Implementing the method of principaiponents

to the first-differenced data, PANIC tackles thislgem as follows.
Rewrite (1) as a model with differenced variables,

fort =2,..,T. LetAp; = [Ap;; ... Apy] and Ap = [Ap; ... Apy]. After proper

normalizatiori, the method of principal components ipAp’ yields estimated factorsf,, the

° This is because the principal components methadtiscale invariant.

29



associated factor loadings, and the residualsé;, = Ap;, — A;Af,. Re-integrating these, we

obtain

8 = Yo—2 Aéy (4)
fori=1,..,Nand

f, = Y, Af; ®)

Theorem 1 of Bai and Ng (2004, p.1134) shows &h@&ndft can be tested as if they are
observable. Specifically, the ADF test with noettatinistic terms can be applied to e&ch
and the ADF test with an intercept can be used,folWhen there are more than two

nonstationary factors, cointegration-type testslmansed to determine the rankAgfl) in (2).

Bai and Ng (2004) proposed a panel unit root msidiosyncratic terms as follows.

-2 Z?’: Inpg-2N d
P, = ZEELEPETZN S N(o,1) (6)

wherepg, is thep-value from the ADF test fa#; .. Pooling these-values across units tolerates

the presence of as much heterogeneity acrossasessible.

The estimates for common factdfs), factor loadingsX;), and idiosyncratic
components4; ;) are obtained by applying the method of princiahponents. The importance
of common factors for dynamics of the commoditycesi relative to idiosyncratic components is

evaluated by

= 2k
rpk = W) k=1,..,r (7)

i g (él,t) ’

whereo(-) denotes the standard deviation.
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(b) Diebold-Mariano-West Test Statistics

Out-of-sample forecasts of the U.S. nominal exckamate are performed using a model
based on the estimated common factors with theoranglalk model as a benchmark. A
conventional method developed by Diebold and Mari@®95) and West (1996) is used to

evaluate the out-of-sample forecast accuracy afetimeodels.
Let s; denote the natural logarithm U.S. nominal exchaagg The random walk model
of s; implies,

Sterle = St (8)
where Sf+k|t is thek-step ahead forecast by the random walk model giienmation set at
timet. The competing factor model is based on the Volig least squares regression.

Asi = ¢+ B'Af + u, (9)
Given the least squares coefficient estimatekitiep ahead forecast by the factor model
Sf+k|t is
Sf+k|t = Y1 Asprs + se, (20)
whereAs,, is the fitted value from (7) ang is the actual data at tinte
The forecast errors from the two models are
8f+k|«: = St+k — Sf+k|t' 8ltr+k|t = St+k — Sf+k|t

The loss differentials are defined as

d; = L(gf+k|t) - L(Ef+k|t)
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whereL(e], ). j = R, F is a loss functio? To test the null of equal predictive accuraty;

Ed; = 0, the Diebold-Mariano-West statistibiMW) is defined as

d
DMW = —,W (11)

whered is the sample mean loss differential,

Avar(d) is the asymptotic variance df

- 1 e
Avar(d) = T— T Z k(j,r;,

andk(-) denotes a kernel function whérge) =0,j > q, andf“]- is jt" autocovariance function
estimate’! It is known that the DMW statistic is severelydensized with asymptotic critical
values when competing models are nested, whidieisdase here. Therefore, the critical values

of McCracken (2007) are used to avoid this sizeodisn problem.

2.5 Empirical results

As a preliminary analysis, the ADF test for indived commodity prices are performed

(see Table 2.2). The test rejects the null of tadimarity for only 13 and 14 out of 51

%\e use the conventional squared error loss furm,c@iqf + k|t)?, j = R,F.

M Following Andrews and Monahan (1992), the quadrspiectral kernel with automatic bandwidth selectio
used in the analysis.
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commodity prices at the 5% significance level. c8ithe ADF test is known to suffer from low
power in small samples, this test result canndaken as an evidence for overall nonstationarity
of commodity prices. The cross-section depend€@by test of Pesaran (2004) rejects the null
of no cross-section dependence at any significkeves (see Table 2.2), which justifies the use
of second-generation unit root tests and suggleatsising the first-generation panel tests is not

appropriate.
[Table 2.2 here]

The next step is to implement PANIC for the commpgdrices. Using?C(r) andIC(r)
criteria of Bai and Ng (2002), the number of comnfators is determined. Figure 2.1 indicates

that all criteria excepC5(r) choose two factors (= 2).
[Figures 2.1and 2.2 here]

Figures 2.3 and 2.4 show that dynamics of indiidoanmodity prices are substantially
influenced by the first common factor. For manynoaodity pricesrvy is greater than one,
suggesting that the first common factor is moreartgnt than idiosyncratic components for
those prices. The second common factor also playsiportant role for some commaodities
such as crude oil prices. Similar evidence cafobed in factor loading estimates (Figures 2.5

and 2.6).
[Figures 2.3 through 2.6 here]

The PANIC unit root test results are reported ibl€&.3. The ADF test fails to reject
null of nonstationarity for the first factof{), but rejects the null for the second faatfif) at
5% level of significance. The cointegration temts not implemented in this case since there is

only one nonstationary factor among two commonoiact-ank (A(l)) = 1. Forthe
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defactored (filtered) idiosyncratic components, A tests reject the null for 30 and 29 out of
51 nominal and relative commodity prices, respetyiv The panel unit root test by (6) rejects
the null hypothesis at any significance level. S&essults provide strong evidence that there is a

nonstationary common factor that drives persistem¢ement of commodity prices.
[Table 2.3 here]

Although there is no obvious way of identifying theurce of this nonstationarity (since
the factors are latent variables), it can be oleskthiat the estimated first common factor mirrors
the image of the U.S. nominal exchange rate. Ei@us shows that the exchange rate exhibits
two large swings peaked in 1985 and in 2002, wisettea first common factor estimate shows
similar patterns but in opposite directions. Tpii®nomenon may make sense since it is
previously acknowledged that most commodities aieed in dollar terms. A depreciation of
U.S. dollar relative to other major currencies mage commodity prices given the world price,
and the reverse holds. The second common factevsshtable fluctuations which may indicate

the stationary characteristics.

The two common factors considerably affect oil @si¢Figures 2.3 through 2.6). The
three crude oil prices (Brent, Dubai, and WTI) igufe 2.8 show some interesting dynamics
illustrating the role of the common factors in thgsices. Original oil prices are plotted in panel
(a), and the defactored oil prices are in panel Bgnel (a) clearly shows extremely persistent

movements of oil prices. Defactored oil pricesybweer, exhibit much less persistent dynamics.

The nonstationarity of nominal exchange rates sderhe widely accepted in the
economic profession. If this is the case, an@mmodity prices are largely governed by a
single nonstationary common factor, it might bec¢hse that such nonstationarity is due to the

U.S. nominal exchange rate. The remaining factodéaa idiosyncratic components may reflect
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changes in world demand and supply conditions theid movements around the long-run

equilibrium may be consistent with price theories.

Lastly, the out-of-sample forecast results repomtetiables 6 and 7 provide additional
evidence to support the possibility that the fo@tnmon factor reflects the effect of exchange
rate on commodity prices. Forecasting is conduedrsively by sequentially adding one
additional observation from 180 initial observasdoward 360 total observations for 1, 2, 3,
4. First, the ratios of the root mean square ptenh error (RMSPE) of the random walk model
to the factor model were greater than one fok aluggesting that the factor model outperforms
the benchmark random walk model. Second[XkBV statistics with McCracken’s (2007)
critical values reject the null of equal predictapifor k = 1, 4 at the 5% significance level and

for k = 3 at the 10% level.

2.6 Conclusion

This paper examines common factors affecting tieeprof 51 highly tradable world
commodities. It recognizes an inconsistency betvike implications of economic theory
concerning the dynamic behavior of commodity priaed the implications of corresponding
empirical tests as reported by previous studigg,(@/ang and Tomek [2007]; Kellard and
Wohar [2006]). Dynamic stability of market equiidoimplies that time series data on
commodity prices should exhibit a stationary or megverting process, but unit root tests on
these prices generally show evidence of nonstatiynal his paper investigates this
inconsistency between economic theory and empiezialence by first identifying common

factors driving the dynamics of highly tradable coadity prices.
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Utilizing the PANIC method of Bai and Ng (2004)etstudy finds that the factor
structure of commodity prices is well describedwyg common factors. The first common
factor explains the largest proportion of the vasiain the panel of commodity prices. Itis
nonstationary and closely related to the U.S. nafremchange rate, as suggested by theoretical,
graphical, and out-of-sample forecasting evidentee second common factor and the

defactored (filtered) idiosyncratic components stegionary.

A simple model constructed with the two commondexsignificantly outperforms a
random walk in forecasting the exchange rate. B important result because the random
walk model consistently outperforms economic moémidorecasting the exchange rate since it
was reported by Meese and Rogoff (1983). Furthezntbe forecasting result indicates that the
first common factor and exchange rates share irdbom content. It suggests that factors that
have a predictive power for the exchange ratelvaille a correspondingly predictive power for

commodity prices.

The stationarity of the second common factor &eddiosyncratic components of each
series are consistent with equilibrium price dynanshowing a mean reverting process. When
the effects the first common factor, which has bidentified to be closely related to the U.S.
exchange rate, are filtered out of the panel ofrooglty prices, the remaining factors affecting
commodity prices exhibit the type of dynamic bebawonsistent with price theory. An obvious
illustration is demonstrated by the three crudegnodes (Brent, Dubai, and WTI), which show
extremely persistent (possibly nonstationary) mosets of their original prices, but much less

persistent dynamics (possibly stationary) movemehtseir defactored (filtered) prices.

Overall, the results of this study support the psmal rationale for the inconsistency

between economic theory and empirical evidencentainational commodity prices.
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CHAPTER 3
Japanese and Korean Automobile Exports to the Unité States:

Shipping the Good Cars Out?
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3.1 Introduction

This paper analyzes Japanese and Korean autonespitets to the United States based
on monthly data for the period 1995 to 2008 to @ransonsistency with the Alchian-Allen
theorem (1964). Also called “shipping the goodlapmut,” the theorem suggests that a per-unit
charge applied to two similar goods will lower tiedative price and increase the relative

consumption of the higher quality good (e.g., Husnaed Skiba [2002]; Bauman [2004]).

Japan has historically been the largest automehkerter to the United States with a
share of about 50% to 70% of U.S. automobile ingpdtring the period of observations,
whereas Korea has become one of the major autoenexylorters to the United States with a
share of about 14% of U.S. imports in 20680ne of the implications of the Alchian-Allen
theorem may be related to the choices of produdtication as major Japanese and (more

recently) Korean automobile manufacturers own pctida plants in the United States.

The present study utilizes the dynamic OLS (DOL$jhnd of Stock and Watson (1993)
to estimate car imports from Japan and Korea vattpcice, shipping costs, and the U.S. dollar
exchange rate as explanatory variables. Trads audtide tariffs and shipping costs; and
shipping costs include freight, insurance, andotharges. Since tariff is invariant in this case,
the trade costs include only shipping costs. Meeeahe model does not include distance
variable, which is commonly used in measuring siniggosts, because Japan and Korea are
located similar distance from the United Statebe main hypothesis tested in this paper is that

as shipping costs increase, U.S. imports of higjudity cars from Japan and Korea increase.

2 |mport shares are calculated with data from thi¢edrStates International Trade Commission (USIZ@9).
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The model proposed in this paper utilizes freidtdrge, the main part of shipping costs,
as an increasing function of the price of oil basedn observation that the price of oil
positively affects shipping rates with a one-madaati (Kilian, 2009). Shipping costs include
other charges such as insurance and handling.infdrence is that freight charge measures per-
unit shipping cost, whereas insurance and othegelsanay vary with car prices. Thus, higher
insurance and other charges reduce or eliminatéltiean-Allen effect on the demand for

higher quality cars.

The nominal exchange rate is utilized in the presaydel. Given currency supply and
demand conditions, an appreciation of the dollaxigected to lower the price of foreign goods
and increase the level of exports. An indicataralde for the Asian financial crisis of 1997-

1998 is used to control for the large depreciatibthe Korean won against the dollar.

This paper argues that the Alchian-Allen theoremd$iavhen shipping costs account for
per-unit freight charge only without consideringunance and other charges that may be
imposed based on the car price. Another conditothe Alchian-Allen theorem to hold is that
the effect of per-unit charge is larger than tHectfof the ad-valorem charges. Present estimates
based on Baltic Dry shipping index (and the priterade oil) as a measure of freight rate
support the Alchian-Allen theorem. Estimationsdahen actual shipping cost data are also
conducted, and the result indicates that the effeictsurance and other charges outweighs the
effect of per-unit freight chargg. It suggests that actual shipping cost data demgport the
Alchian-Allen theorem. The relative price of higligiality cars is not necessarily lower when

shipping costs rise, perhaps due to higher inserand other charges. Furthermore, this paper

13 Actual shipping cost is calculated by deducting @ustom value from the CIF (cost, insurance, agiglit)
value, and the result is divided by the total gitpmif car imports. The Custom value is definecttyy United
States International Trade Commission (USITC, 2@R&9the price actually paid or payable for meratise,
excluding U.S. import duties, freight, insuranceg ather charges.” The CIF value excludes U.Sontnguties.
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suggests that foreign car production is to be ahomestically when trade costs are high,

regardless differences in car quality.

The remainder of the paper proceeds as followstid@e2 provides literature review.
Section 3 discusses the data. Section 4 des¢hbeshipping model, and Section 5 discusses the

empirical method and results. Section 6 conclukdespaper.

3.2 Literature review

Alchian and Allen (1964) propose that a per-undrgie applied to two similar goods will
lower the relative price and increase the relatmesumption of the higher quality good (e.g.,
Hummels and Skiba [2002] and Bauman [2004]). The®rem, often called “shipping the good
apples out,” has been proven algebraically by Bemding and Silberberg (1978) and Saito
(2007). The theorem originally applies to a twadavorld only, but Borcherding and
Silberberg (1978) subsequently provide a prootoépplication with two goods in a many-
good world given the two goods are close subsstute a more recent paper, Bauman (2004)

relaxes the assumption of close substitutabilityeen two goods in a many-good world.

A recent application of “shipping the good apple$’ in international trade is reported
by Hummels and Skiba (2002, 2004), who provide ithigzal and empirical evidence based on
bilateral trade data for six countries and theiding partners. With data on traded good prices,
guantities, and shipping costs, they point out ghgbping costs behave like a quantitative
restriction similar to quotas (2002, p. 4). Anathmportant contribution of Hummels and Skiba
is their analysis of variation in ad-valorem tradsts such as tariffs, suggesting that they lower

the relative demand for high quality goods and cedthe Alchian-Allen effect.
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Issues on automobile trade between Japan and tited8tates have been on the
political agenda of the two countries for a fewat#es. In 1981, Japan voluntarily limited
automobile exports to the United States with aghrear export quota of 1.68 million
automobiles (Tharp, 1981). The effectiveness efbluntary export restraint (VER) system in
initiating recovery of the U.S. automobile indusivgs in question as Japan shifted its
concentration to exporting larger and higher-pricars, increasing its export revenue while
complying with the quantity restriction. The reswbhs increased competition in the U.S. higher-
priced automobile market dominated by U.S. automsak@ trade dispute occurred from 1993 to
1995. An agreement ended the two-year dispute thkkeJapanese agreed to deregulate its
domestic automobile market. Another important deathed in 1995 was that Japanese
automobile manufacturers in the United States wondckase production by 25% to 2.65 million

automobiles in 1998 (Katzner and Nikomarov, 2008).

Kilian (2009) notes that freight rates may incredseng upward oil price shocks due to
higher demand for commodities and the use of bufuaroil as an input in shipping services.
Kilian finds that the changes in freight rates @b occur contemporaneously with the changes in
the price of crude oil and suggests a one-montlotetihe response of freight rates. Backus and
Crucini (2000) report that there is a relationdbgbween the prices of oil and the terms of trade
similar to the relationship between nominal or athange rates and the terms of trade. Their

finding suggests that the price of oil and exchamage are important determinants of trade.

Banik and Biswas (2007) point out that price contjpet among firms determines the
degree of exchange rate pass-through in the UtGmalbile market with the degree of price
competition negatively correlated with the degréex@hange rate pass-through. They find low

degree of exchange rate pass-through for the Japamel Korean automobile exporters,
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indicating that exporters from these two counttrggo protect their market share in the U.S.

market by offsetting the effect of exchange ratengjes on car prices.

Korean won experienced a large depreciation agthesdollar during the Asian financial
crisis of 1997-1998. Korea was one of the Asiamntioes hardest hit by the crisis, along with
Indonesia and Thailand. A rapid increase of stert foreign borrowings before the crisis,
combined with incomplete financial sector reforiag identified as the main problems leading
to corporate bankruptcies and financial sectorapsies in these countries when the exchange
rate movements turned against them (Radelet antisSA898). The Asian financial crisis did

not significantly affect the Japanese economy,thad/en mildly depreciated against the dollar.

3.3 Data

A time-series model is applied to monthly data db\tar imports from Japan and Korea
to test the main hypothesis on consistency withAllcian-Allen theorem. Four data sets are
constructed for the period 1995 to 2005 with 132ewbations in each. The four data sets
represent higher and lower quality cars from the éxporting countries. Two types of
automobiles are examined: passenger motor vegteengine sizes exceeding 1,000 cc but
not exceeding 1,500 cc (small size cars), and pgssenotor vehicles with engine sizes
exceeding 1,500 cc but not exceeding 3,000 cc @medize cars). In addition, two data sets of
higher quality cars from 1995 and 2008 with 180epbations are examined to include more

recent datat*

% The lower quality car imports (small size carspirKorea discontinued after 2005.

42



The data on car imports (in quantities and valaes)obtained from the Interactive Tariff
and Trade Database of the United States Interradtimade Commission (USITC, 2009). The
dollar exchange rates are based on noon buying f@tdPY/USD and KRW/USD reported by
the Federal Reserve Bank of New York (2009). Thpmng index used is the Baltic Dry Index,
which is taken from the FactSet Research Systemabase. The data on crude oil price is the
WTI spot price FOB taken from the Energy Informatiéddministration of the U.S. Department
of Energy (2009). All prices are deflated usingh®@amer Price Index reported by the Bureau of

Labor Statistics (2009).

U.S. imports of small size cars from Japan exh#nitsncreasing trend during the last
five years (Figure 3.1). In the same period, ssiak cars from Korea show a declining trend.
In medium size category, car imports from Japamedsed during the period 1995-2003 and
then increased during the last five years of oleg@rus, whereas car imports from Korea
increased steadily over the period 1995-2008. drheprice of different car categories are
presented in Figure 3.2, showing a persistent asaén prices for both small cars from Japan
and Korea during the period 2000 to 2005. Furthere 3.3 shows actual shipping costs (CIF

charges) for both small and medium size cars.

Other data series are presented in Figure 3.4.pfibe of crude oil exhibits an
increasing trend prior to 2006. After a short dexin 2006, it shows a rapid increase in 2007-
2008, with a peak in the second quarter of 200 Baltic Dry Index was relatively stable until
2003, and then considerably higher and more vel#tilough 2008. Issued daily by the London-
based Baltic Exchange, the index measures worldintdenational shipping rates of many dry
bulk cargoes. The plots of crude oil price andiiBéry Index indicate a delay on the response

of shipping rates to changes in oil price. Thehaxge rate data indicate that the Korean won
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experienced a large depreciation against the ddlleng the Asian financial crisis of 1997-

1998. The Japanese yen value was relatively stafglethe period.

[Figures 3.1 through 3.4 here]

3.4 The shipping model

The model estimates the quantity of U.S. car ingpfsam Japan and Korea with three
main explanatory variables: car price, shippinggcend the exchange rate. All variables in the
model are in natural log form.

Cxi = F(Dxis Zxir 1) (1)

where subscript denotes small cdi) or medium cafm), and subscript denotes exporting

country, Japaiij) or Korea(k). The variables are defined as follows:
¢ = quantity of car imports
p = car price per unit based on the U.S. Customev@ucluding shipping costs)
z = shipping costs, measured in two ways:

(a) using freight rat€ (), constructed with Baltic Dry Index as an incregsin
function of oil price (0), wher¢g = F(0:_1).
(b) using actual shipping costg(), calculated from the U.S. Custom value and

CIF value of imported car.

e = dollar exchange rate (USD/JPY or USD/KRW) withiradicator variable controlling

for the Asian financial crisis in the case of KRW.

[Table 3.1 here]
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The relative quality of each import category isedtined by comparing its average price
relative to those of other import categories assshim Table 3.1. Average car prices are
calculated based on the U.S. Custom value, whitteiprice actually paid or payable for
merchandise, excluding U.S. import duties, freigigurance, and other charges (USITC, 2010).

The average prices of the four import categoriesheacompared as follows. The cagshave

a higher price thany,, but the cars,,; has a lower price than,.

The present study assumes similar product varigiioo,; andcg,, and applies the same
assumption te@,,; andc,,,. Based on the comparison of car prices in TalletBe relative
guality of each import category can be determingdher quality goodsire small size cars from
Japan and medium size cars from Korea,lanér quality goodsire medium size cars from

Japan and small size cars from Korea. To be déginer quality cars are markedcé§ and

cl ., and lower quality cars are markedcépandc,lnj. A detailed illustration of the Alchian-

Allen theorem is to be explained in the followingragraphs.

A world with n goods comprises);, ¢k, ci;, Chi, andy, wherey is a composite of

mj:
“other” goods. The first and second goods are lsvaas with different qualities, higher and
lower. The third and fourth goods are medium eatis higher quality and lower quality.

Higher quality cars are representedchyand lower quality cars are represented;hyhen by

assumption, the car prices follgyy > p; > 0.

A per-unit shipping cost (freight charg¢),is added to the prices of andc;. The

prices become,, + f, p; + f, andp,,, respectively.
Following Borcherding and Silberberg (1978),

d(cn/c)/0f >0 (2)
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wherecy, (pr, p1, Py, U) andc;(pr, pi, vy, U) are Hicksian demand functions. That is, as the

shipping cost rises, the consumption of higherigueaars increases relative to the lower quality

cars, holding real income and the prices of aleotfoods constant.

Giveng;; = (p;/c;) (dc;/dpj) be the compensated elasticities, applying thenchae

and quotient rule on (2) will result in
d(cp/c)/Of = Z_};[(Shh/ph) + (em/P) - Em/on) - (/)] >0 (3)
which confirms the Alchian-Allen theorem.

In a two-good world, Borcherding and SilberbergA8pPnote that Hick’s third law
(1946) applies),; ¢; = 0). This implies that the two cars in a two-car warldst be
substitutege,; > 0) and own-price elasticities are negat{¢g < 0), which can be obtained by
substituting forey,;, ande;, (giveneg,; = —¢&;,). In ann-good world (introducing a third,
composite of “other” goods), Borcherding and Sitleeg show that Alchian-Allen holds if the

two goods are assumed to be close substitutes.

Bauman (2004) relaxes the assumption of close iswtiadtility between the two goods in
ann-good world. So long as the two goods are notectmsnplementsgs;,; > ¢;) and are not
close in pricep,, >> p;) a per-unit charge will increase the relative comgtion of the higher
guality good (2004, p.535). The implication istttfee two goods bearing per-unit charge do not
have to be close substitutes. In the car impa caigher quality cars from Jap@ﬁlj) can be
substitute to lower quality cars from Jap(alf;ll]-) or lower quality cars from Kore@!,). When

per-unit shipping costs increase, U.S. demanditgren quality cars from Japan increases

relative to lower quality cars from both Japan Kiodea.
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The consumer utility is based on Hummels and SKB@2) and applied specifically to
the utility obtained by the U.S. consumer from Imgyimported cars. The U.S. consumer obtains

greater utility from higher quality cars,

1/6

Uy = [Saidha(cl)” + A%k’ (4)

denotingc as car quantity and as car quality, wherg;, > 1, and § = 1 — i ando is the

elasticity of substitution between higher and logeality cars based on the CES utility function.
Subscriptx denotes small cdi) or medium cafm), and subscript denotes exporting country,

Japan(j) or Korea(k).

The price of cars depends on the U.S. customee (pig) and trade costs. Trade costs
include tariffs and shipping costs; and shippingtsanclude freight, insurance, and other

charges. Since tariff is invariant in this cabe, trade costs include only shipping cagts

Let f denotes freight rate agddenotes ad-valorem insurance and other shipping

charges, then the price of car at destination fdlo

p)Lc’iS = f + Guxi Dxi (%)
whereg > 1.

Freight ratef represents a per-unit cost that follows the Aloh#dlen theorem, assumed
the same for Japan and Korea given similar distemtee United States; agdis ad-valorem
charges that increase with car prige= F(p). As described ifi1), f increases with oil price
(0t~1). The model in1) does not count for ad-valorem chargg3 when freight rat¢ is used,
based on Baltic Dry Index and the price of oil.eTdd-valorem charggsare taken into account

when the model utilizes the actual CIF (cost, insge, and freight) shipping costs instead of
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freight rate. The actual data are calculated basdtie U.S. Custom value and CIF value of car
imports as well as import quantity reported by tidTC (2010). The actual data do not allow

for decomposing the CIF charges into cost, inswgaand freight separately.

Hummels and Skiba (2002) note that ad-valorem @sargduce the Alchian-Allen effect
on shipping cost. Consequently, Alchian-Allen ttezo is expected to hold when shipping costs
do not count for ad-valorem charges, or when péralnarge is larger than the ad-valorem
charges. The present model assumes that the effexurance and other charges is similar to

that of ad-valorem tariffs in reducing the AlchiAlien effect.

An expenditure minimization problem for U.S. congurbuying imported cars can be
constructed with the car price in (5) and consuatiéity in (4). Assuming competitive firms,

the consumer’s first order conditions implies

g o
C_glcli _ <p;lcigxi+ f) <A_yf;1> (6)
I — h . 1 .
Cxi Pyigxit f i
Rearranging (6) results in
o g
C_glcli — <p;lci+ f/gxi> (/1_3}&) (7)
Cai pait f19xi) \Ay)

Further derivations of (7) with respectfiandg will give results that suggest the
relative consumption of higher quality cars incesawith shipping costs when the effect of per-

unit freight charge is larger than the effect ofvatbrem insurance and other charges.
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3.5 Empirical method and results

The augmented Dickey-Fuller (ADF) test for theistadrity of individual variables is
summarized in Table 3.2. The actual shipping eastbles are all stationary in their log forms.
Other variables are mostly difference-stationartheir log forms. The spurious regressions are
presented in Table 3.3 and Table 3.4. Two regyassare run for each data set: the first
includes freight ratéf), whereas the second includes actual shipping ¢tstsstead.
Estimations using freight rate are cointegratetheyEngle-Granger (EG) for all four data sets,

¢, ks Chyjy @Ndepry, (Table 3.3[a]). Estimations using actual shippiogts are cointegrated

for three data set$§(j, ct., andc™,), but not cointegrated fcatf,l]- (Table 3.3[b]). The ARCH
test results indicate that heteroskedasticity sxrsthe data, and the Breusch-Godfrey Lagrange
Multiplier test results indicate the presence dbaarrelations.

[Tables 3.2 through 3.4 here]

The model is estimated using the dynamic OLS (DQ&§8jession proposed by Stock
and Watson (1993). It estimates long-run equdilmi cointegrated systems that may have
variables integrated with different orders. Thel[33estimates parametgrof the following

regression:

Yie = B'Yae + d(L)Ayy + v, (8)

whered(L) is the leads and lags 8¥,;, the first differences of anif1) variables; and;, is a
stochastic error term. This process eliminatesngsgtically possible bias caused by

endogeneity or serial correlation.
DOLS is applied to the shipping model as follows,

Cxit = P1Pxit T AWL)Apyit+ BrZyir + dA(L)Azyi+ Peie + d(L) e + v, 9)
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substituting Zyit = [t (9a)
or Zyit = txit (Qb)

where freight ratéf;) and actual shipping costs,;;) are the variables of interest. The

estimation results are discussed separately baséhpand (9b).
[Tables 3.5 and 3.6 here]
(a) Regressions with freight rate

Estimations based on monthly data from 1995 to 2089 freight rate (Baltic Dry
Index and the price of oil) as a measure of shippwst, show expected results on the response

of import quantity to the changes in freight rafalfle 3.5[a]). An increase in freight rate is
related to an increase in U.S. imports of higheliggicars from Japan and Korad‘j(andc,’,‘lk)
and a decrease in U.S. imports of lower quality ¢arm Japancﬁ,lj), holding car price and
exchange rate constant. These results are sigmifat the 1% level of significance. The

coefficient estimate for lower quality cars fromuga ¢.,,) is not significant.

Exchange rate variable shows the expected signtfivagative coefficients for three data
sets(cﬁ‘j, ct..andcl,) and negative but not significant coefficient trf;[j. A depreciation of the

U.S. dollar increases the foreign car price ang thwers the demand for those cars, reflected in

the lower quantity of car imports.

Extending the period of observations to 2008 (T&uta]), the regression results for
higher quality cars show similar results on thefficient estimates of the freight rate variable,
but weaker in magnitudes. Still, it seems thattfuglel works even in the period of oil price

shock in 2006 to 2008.
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(b) Regressions with actual shipping costs

Estimations based on monthly data from 1995 to 26859 actual CIF shipping charges

as a measure of shipping costs are presented ie B&ijb]. The significant negative coefficient

of shipping cost variable for the U.S. import afiér quality cars from Koreall,) implies that
an increase in shipping costs is related to a dseran import quantity of higher quality cars,
holding car price and exchange rate constant. fESigslt seems to counter the Alchian-Allen
theorem. Similarly, the significant positive coeiént of shipping cost variable for the lower

quality cars from Koreacf,) shows inconsistency with Alchian-Allen theorem.

The exchange rate variable shows significant negatefficients consistent with the
results from (a) for two data setg andc}nj). The exchange rate variable for higher quality
cars from Japan has a significant positive coeffitisuggesting that a lower U.S. dollar value,
relative to the Japanese yen, increases the imparttity of higher quality cars from Japan.

This result counters the result from (a).

Extending the period of observations to 2008 (T&ut¢b]), the regression results for
higher quality cars from Japan and Kore@ andc!,) show coefficient estimates similar to

those from the data sets of shorter period of elasens (1995 to 2005).

3.6 Conclusion

This paper examines data on Japanese and Koreamahite exports to the United
States to determine consistency with the Alchialemtheorem using the dynamic OLS
estimators. The result suggests that the Alchil@rAheorem holds when shipping costs

account for per-unit freight charge only withouhsalering insurance and other shipping
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charges that may be imposed based on the car gtiatso suggests that another condition for
Alchian-Allen theorem to hold is when the effectpafr-unit charge is larger than the effect of
the ad-valorem charges. Hummels and Skiba (2@t that ad-valorem trade costs such as
tarrifs reduce the Alchian-Allen effect. Similarthe present study finds that insurance and

other shipping charges seem to reduce or elimihatédlchian-Allen effect.

Estimations based on Baltic Dry shipping index #raprice of oil as a measure of
freight rate support the Alchian-Allen theorem. gkspping rates increase, U.S. imports of
higher quality cars from Japan and Korea increalsgive to the lower quality cars. In contrast,
estimations based on the actual CIF (cost, inseraartd freight) charges indicate that the
relative price of higher-quality car imports is matcessarily lower when shipping costs rise. A
possible rationale is that insurance and otherpshgpcharges are imposed based on the car
price. These charges reduce or eliminate the Atclillen effect of the per-unit freight charge.

Therefore, the present shipping cost data do i@t the Alchian-Allen theorem.

The model seems to work better for car imports fikonea than for car imports from
Japan, as indicated by the cointegration test &and®regression results. A possible
explanation is there are more product variatiorthéncars imported from Japan compared to
those imported from Korea. Another possible exglimm is there are more automobile trade
agreements between Japan and the United Statesdlgahfluence the types of cars imported

from Japan.

The result of this study suggests that foreignpcaduction is to be done domestically in
the United States when trade costs are high, resgardifferences in car quality. Policy that

promotes domestic production by foreign car martufacs is recommended.
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Figure 1.1. Sources of funds for a corporation
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Table 1.1. List of countries

Main countries

Partner countries

Germany
Japan
United States

Algeria
Australia
Austria

Belgium
Bulgaria
Canada

Chile

China
Colombia
Costa Rica
Croatia

Czech Republic
Denmark
Dominican Republic
Ecuador
Finland

France
Germany
Greece
Hungary
Ireland

Israel

Italy

Japan
Luxembourg
Malaysia
Morocco
Netherlands
New Zealand
Nigeria

Norway
Pakistan
Philippines
Poland
Portugal
Romania
Russian Federation
Singapore
Slovak Republic
South Africa
Spain

Sweden
Switzerland
Tunisia

Ukraine

United Kingdom
United States
Venezuela
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Table 1.2. Variable descriptions and summary siegis

(a) Variable descriptions

Variable Variable label Description
TRAj;t In[(xij+xji)/(gdpi*gdpj)] xij+xji is trade between country i and country j in
million US$
gdpi(j) is GDP of country i(j) in billion US$
DIS; In(disij) disij is distance between country i and countny j i
kilometers
LCB;; land common border 1 = share common border, 0 conamon border
DEV;;  stage of development 1 = same stage, 0 = diffstage
LNA it In(Inai*Inaj) Inai(j) is score of access to loahcountry i(j)
EQA; In(egai*eqa)) egai(j) is score of access to eqgoftgountry i(j)
CCRt In(max ccri,ccrj/min ccri,ccrj)  ccri(j) is countrgredit rating of country i(j)
CAP;; In(capi*capj) capi(j) is score of capital contratscountry i(j)
RERt In(max reri,rerj/min reri,rerj)  reri(j) is real fefctive exchange rate in country i(j)

(b) Summary statistics

Variable Observation Mean Standard Deviation Minimum  Maximum
TRAI;t 690 -5.036 1.336 -7.621 -1.754
DIS; 690 8.540 1.020 5.156 9.843
LCB; 690 0.0725 0.259 0 1
DEVij 690 0.4609 0.499 0 1

LNA 690 2.681 0.339 1.658 3.352
EQA; 690 3.395 0.229 2.591 3.728
CCR;jt 690 0.346 0.350 0 1.525
CAP;; 690 3.642 0.375 2.480 4.345
RER; 690 0.210 0.170 0.000 0.953
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Table 1.3. Pair-wise correlations between variables

TRA; DIS; LCB; DEVyi LNAy EQA; CCRy CAP; RER;
TRA; 1
DIS;  -0.702* 1
(0.000)
LCB;  0.479* -0.679* 1
(0.000) (0.000)
DEV; 0.034 -0.156* 0.190* 1
(0.376) (0.000) (0.000)
LNA;; 0.089* -0.139* 0.122* 0.551* 1
(0.019) (0.000) (0.001) (0.000)
EQA; 0.066 0.039 0.087* 0.567* 0.489* 1
(0.082) (0.301) (0.022) (0.000) (0.000)
CCR: -0.064 0.171* -0.206*-0.725* -0.578* -0.568* 1
(0.092) (0.000) (0.000) (0.000) (0.000) (0.000)
CAP; 0.117* -0.118* 0.134* 0.504* 0.240* 0.278* -0.358* 1
(0.002) (0.002) (0.000) (0.000) (0.000) (0.000) OGM)
RER; -0.359* 0.361* -0.244* -0.061 -0.115* -0.118* 0.033 -0.101* 1
(0.000) (0.000) (0.000) (0.110) (0.003) (0.002) 387) (0.008)

* indicates correlation is significant at 5% levét-values are in parentheses.
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(a) Country-specific and country-pair time fixed effgct

Table 1.4. Regression results

Main countries:

Partner countries

United States, (1) (2) (3)
Japan, and TRAi; All partner Developed Less developed
Germany. countries countries countries
Gravity DIS; -0.643*** -0.483*** -0.794***
(0.038) (0.053) (0.053)
LCB; 0.023 0.570*** 0.116
(0.113) (0.133) (0.201)
DEVij -1.321%**
(0.120)
External Funds LNAjt 0.735*** 0.808** 1.097***
(0.205) (0.315) (0.258)
EQAii 0.425** -1.839%** 0.453**
(0.173) (0.504) (0.196)
International CCRit -0.883*** -1.800*** -0.622***
Finance (0.157) (0.531) (0.181)
CAP;; 0.548*** -1.209%** 0.588***
(0.111) (0.382) (0.123)
RER; -0.292 2.779** -0.776**
(0.286) (0.686) (0.327)
Intercept -3.349%** 8.927*** -3.267***
(0.665) (2.320) (0.782)
Observations 690 318 372
Adjusted R 0.937 0.958 0.936

T Anderson and van Wincoop (2003) and Baier and Bengs (2007), selected model.
**x % * indicate variable is significant at 1%, 5%and 10% levels, respectively. Standard errasraparentheses.

--- indicates variable is omitted.
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(b) Country-specific time fixed effects

Main countries:

Partner countries

United States, (1) (2) (3)
Japan, and TRAi; All partner Developed Less developed
Germany. countries countries countries
Gravity DIS; -1.100*** -0.903*** -1.314%**
(0.051) (0.070) (0.068)
LCB;; -0.335* -0.092 0.467
(0.172) (0.197) (0.313)
DEVij -0.525**
(0.214)
External Funds LNA;t 0.216 0.02 0.395
(0.222) (0.297) (0.300)
EQA;: 1.129%*** 2.852%** 0.924***
(0.294) (0.000) (0.328)
International CCRjt 0.442* 0.912 0.311
Finance (0.245) (0.721) (0.268)
CAPj; 0.264 0.240 0.385*
(0.205) (0.564) (0.229)
RER;: -0.465 -0.279 -0.867*
(0.365) (0.585) (0.458)
Intercept -0.683 -8.313** 1.098
(1.110) (3.765) (1.246)
Observations 690 318 372
Adjusted R 0.700 0.781 0.698

TTAnderson and van Wincoop (2003), ignoring countayr-fixed effects.

**x % * indicate variable is significant at 1%, 5%and 10% levels, respectively. Standard errasraparentheses.
--- indicates variable is omitted.
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(c) oLS'™

Main countries:

Partner countries

United States, (1) (2) (3)
Japan, and TRAi; All partner Developed Less developed
Germany. countries countries countries
Gravity DIS; -0.937*** -0.763*** -1.129%**
(0.050) (0.068) (0.072)
LCB; -0.030 0.263 0.307
(0.185) (0.215) (0.348)
DEVij -0.531***
(0.115)
External Funds LNA;t 0.029 -0.046 0.078
(0.132) (0.183) (0.186)
EQAii 1.222%** 1.693*** 1.187***
(0.203) (0.448) (0.239)
International CCRjt 0.272* 0.220 0.332*
Finance (0.157) (0.485) (0.179)
CAP;; 0.321%** 0.302 0.357***
(0.107) (0.191) (0.136)
RER; -0.648*** -0.614 -0.856***
(0.224) (0.374) (0.293)
Intercept -2.147** -5.545%** -0.608
(0.862) (1.750) (1.075)
Observations 690 318 372
Adjusted R 0.537 0.621 0.499

™TOrdinary Least Squares, ignoring fixed effects.
**x % * indicate variable is significant at 1%, 5%and 10% levels, respectively. Standard errasraparentheses.
--- indicates variable is omitted.
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Table 1.5. Fixed effects regressions without paurrtry interactions for
the financial development variables

Main countries: Partner countries
United States, (1) (2) 3)
Japan, and TRAi; All partner Developed Less developed
Germany. countries countries countries
Gravity DIS; -0.548*** -0.419%** -0.585***
(0.034) (0.061) (0.046)
LCB;; 0.095 0.519*** 0.144
(0.099) (0.140) (0.147)
DEVij -1.253***
(0.108)
External Funds LNA 0.990 6.867*** 1.056
(0.999) (0.692) (0.916)
LNA 0.074 0.849** 0.423
(0.236) (0.352) (0.326)
EQA: -3.402 -3.068
(2.156) (2.977)
EQA; 0.320* -1.871%** 0.455***
(0.169) (0.591) (0.167)
International CCRy 6.921* 7.466**
Finance (3.607) (3.340)
CCR: 1.280*** 0.642 1.259***
(0.149) (0.522) (0.165)
CAP; 3.641*** 3.602***
(0.632) (0.595)
CAP; 0.154 -0.990** 0.099
(0.120) (0.391) (0.125)
RER: -2.291 -2.730*
(1.598) (1.506)
RER: 1.761*** -0.772 2.268***
(0.222) (0.619) (0.249)
Intercept -36.46*** -4.69 -39.824***
(11.75) (3.114) (10.827)
Observations 690 318 372
Adjusted R 0.955 0.954 0.967

*xx k% * indicate variable is significant at 1%, 5%and 10% levels, respectively. Standard errasraparentheses.
--- indicates variable is omitted.

67



APPENDIX 2

Tables and Figures for Chapter 2

68



Table 2.1. Commodity price data description

Categor ID Commodity IMF Code
Metals 1  Aluminum, LME standard grade, minimum purity, CIK PALUM
2  Copper, LME, grade A cathodes, CIF Eur PCOPI
3 Iron Ore Caraje PIORECF
4  Lead, LME,99.97 percent pure, CIF Europ PLEAD
5 Nickel, LME, melting grade, CIF N Euro PNICK
6 Tin, LME, standard grade, CIF Europ: PTIN
7  Zinc, LME, high grade, CIF U PZINC
8 Uranium, NUEXCO, Restricted Price, US$ per pc PURAN
Fuels 9  Coalthermal for export, Austral PCOALAU
1C OQil, Average of U.K. Brent, Dubai, and West Texatetmediat POILAPSF
11  Oil, UK Brent, light blend 38 API, fob U.I POILBRE
12  Qil, Dubai, medium, Fateh 32 API, fob Du POILDUB
13 Qil, West Texadntermediate, 40 API, Midland Tex POILWTI
14 Natural Gas, BE.
Fooc 15 Bananas, avg of Chiquita, Del Monte, DcU.S. Gulf delivery PBANSOF
1€ Barley, Canadian Western No. 1 PBARL
17 Beef, Australia/New Zealand frozen, U.S. importg PBEEF
18 Cocoa, ICO price, CIF U.S. & European p PCOCC
1¢ Coconut Oil, Philippines/Indonesia, CIF Rotterc PROIL
2C Fishmeal, 64/65 percent, any orig, CIF Rotter PFISF
21  GroundnutU.S runners, CIF Europe. PGNUTS
22 Lamb, New Zealand, Pfrozen, London pric PLAMB
23 Maize, U.S. number 2 yellow, fob Gulf of Mex PMAIZMT
24 Olive Qil, less that 1.5% FF POLVOIL
25 Orange Brazilian, CIF Fran PORANC
2€ Palm Oil, Malaysia and Indonesian, CIF NW Eut PPOIL
27 Hogs, 5-52% lean17C-191 Ibs, IL, IN, OH, MI, KY PPORF
28 Chicken, Reac-to-cook, whole, iced, FOB Georgia Do PPOULT
28 Rice, 5 percent broken, nominal price quote, fobdkak PRICENPC
3C Norwegian Fresh Salmon, farm bred, export | PSALM
31 Shrimp, U.S.frozen 26/30 count, wholesale [ PSHR
32 Soybean Meal, 44 percent, CIF Rottert PSMEA
33 Soybean Qil, Dutch, fob ~mill PSOIL
34 Soybean, U.S., CIF Rotterd: PSOYE
35 Sugar, EC import price, CIF Europt PSUGAEEC(
3€ Sugar, International SugAgreement pric PSUGAISA
37 SugarU.S, import price contract number 14 ( PSUGAUS/
38 Sunflower Oil, any origin, e-tank Rotterdat PSUNC
3¢ Wheat, U.S. number 1 HRW, fob Gulf of Mex PWHEAMT
Beverage 4C Coffee, Other Milds, El Salvdor aiGuatemala, e-dock New Yorl ~ PCOFFOTN
41 Coffee, Robusta, Uganda and Cote dlvoiredock New Yorl PCOFFROL
42  Tea, From July 1998,Kenya auctions, Best PekoeiRgsnPrior, PTEA
London auctions, CIF U.K. warehouses
Raw Material 43  Cotton, Liverpoc Index A, CIF Liverpoc PCOTTINC
44  Wool Coarse, 23 micron, AWE PWOOLC
45 Wool Fine, 19 micron, AWE PWOOLF

Continue to next page.
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Continued from previous page.

Category ID  Commodity IMF Code
Industrial Inputs 46 Hides, U.S., Chicago, fobgplmg Point PHIDE
47  Log, soft, export from U.S. Pacific coast PLOREO
48 Log, hard, Sarawak, import price Japan PLOGSK
49 Rubber, Malaysian, fob Malaysia and Singapore RUBB
50 Sawnwood, dark red meranti, select quality P 3N
51 Sawnwood, average of softwoods, U.S. West coast PSAWORE

Note: i) All data is obtained from IMF Primary Camdity Prices database with an exception of natyaal
(ID#14). The U.S. wellhead natural gas data isioled from the U.S. Energy Information Administoati
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Table 2.2. Augmented Dickey-Fuller test and Crasgisn Dependence test results:
Nominal commodity prices

ID ADF pvalue ID ADF pvalue ID ADF pvalue
1 -3.062* 0.026 18 -1.616 0.472 35 -1.641 0.456
2 -1.157 0.690 19 -1.826  0.359 36 -2.706  0.067
3 0.215 0.977 20 -1.212 0.666 37-7.394* 0.000
4 -0.847 0.803 21-4.047* 0.001 38 -2.699 0.069
5 -1.878 0.334 22 -2.207 0.197 39 -2.505 0.108
6 -2.078 0.246 23-2.877* 0.043 40 -2.561 0.093
7 -2.104 0.229 24 -1.660 0.448 41 -2.061 0.246
8 -1.182 0.682 25 -1.998 0.278 42 -4.194* 0.000
9 -1.879 0.334 26 -2.996* 0.031 43 -3.487* 0.007

10 -0.912 0.787 27 -3.354* 0.011 44 -2.051 0.254

11 -0.999 0.754 28 -0.842 0.811 45-3.412* 0.010

12 -0.818 0.819 29 -1.855 0.343 46 -3.181* 0.018

13 -1.048 0.738 30 -1.962 0.294 47 -1.550 0.504

14 -1.823 0.359 31 -2.608 0.085 48 -1.612 0.472

15 -2.940* 0.036 32 -3.043* 0.027 49 -1.367 0.601

16 -2.086 0.237 33 -2.654 0.077 50 -1.384 0.593

17 -1.961 0.294 34 -2.849* 0.048 51 -1.229 0.658

CD Statistic: 53.978p-value: 0.000

Note: i)ADF denotes the augmented Dickey-Fuller t-statistitan intercept. ii) Superscript * refers the case
when the null of nonstationarity is rejected at%h& significance level. iiiCD statistic is a cross-section
dependence test statistic by Pesaran (2004) wathypothesis of no cross-section dependence.
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Table 2.3. Augmented Dickey-Fuller test and Crasgisn Dependence test results:
Relative commodity prices

ID ADF pvalue ID ADF pvalue ID ADF pvalue
1 -3.569* 0.006 18 -2.689 0.071 35 -2.492 0.108
2 -2.087 0.237 19 -2.807 0.053 36-3.274* 0.014
3 -0.969 0.763 20 -2.232  0.189 37-2.946* 0.035
4 -1.843 0.351 21-3.226* 0.016 38 -3.200* 0.017
5 -2.663 0.075 22 -3.805* 0.002 39 -2.706 0.067
6 -2501 0.108 23 -2.636  0.080 40 -2.360 0.141
7 -2.740 0.063 24 -2.669 0.074 41 -2.035 0.262
8 -1.879 0.334 25-3.751* 0.003 42 -3.036* 0.028
9 -2410 0.133 26 -3.231* 0.016 43 -2.445 0.116

10 -1.864 0.343 27 -1.493 0.536 44 -2.590 0.088

11 -1952 0.294 28 -5.692* 0.000 45 -2.364 0.141

12 -1.766 0.391 29 -2.540 0.097 46 -2.487 0.108

13 -2.080 0.246 30 -2.090 0.237 47 -1.735 0.407

14 -2.284 0.165 31 -0.709 0.843 48 -2.876* 0.043

15 -3.813* 0.002 32 -2.915* 0.040 49 -2.631 0.081

16 -3.870* 0.002 33 -2.705 0.068 50 -2.336  0.149

17 -2.146 0.213 34 -2.688 0.071 51 -2.237 0.181

CD Statistic: 48.313p-value: 0.000

Note: i)ADF denotes the augmented Dickey-Fuller t-statistitian intercept with the null of nonstationarifi).
Superscript * refers the case when the null hypsthis rejected at the 5% significance level. Gii) statistic is a
cross-section dependence test statistic by Peg2d@A) with the null hypothesis of no cross-sectiependence.
iv) Each commodity price is deflated by the U.Shsuamer price index to obtain the relative price.
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Table 2.4. PANIC test results:
Nominal commodity prices

Idiosyncratic Components

ID ADF pvalue ID ADF pvalue ID ADF pvalue
1 -2.220* 0.024 18 -1.047 0.270 35 -1.083 0.254
2 -2.839* 0.004 19 -2.995* 0.003 36 -1.558 0.108
3 -0.952 0.302 20 -1.084 0.254 37 -4.079* 0.000
4 -1.324 0.173 21 -4.856* 0.000 38 -4.688* 0.000
5 -2.194* 0.026 22 -2.225* 0.024 39 -3.410* 0.001
6 -1.237 0.197 23 -2.372* 0.016 40 -2.258* 0.022
7 -2.298* 0.019 24 -1.438 0.141 41 -1.842 0.060
8 -0.845 0.351 25 -3.851* 0.000 42 -2.699* 0.006
9 -3.326* 0.001 26 -3.448* 0.001 43 -3.406* 0.001
10 -2.117* 0.030 27 -3.075* 0.002 44 -2.158* 0.027
11 -2.205* 0.025 28 -5.730* 0.000 45 -2.171* 0.027
12 -1.986* 0.042 29 -1.288 0.181 46 -1.414 0.149
13 -2.336* 0.018 30 -2.078* 0.033 47 -1.566 0.108
14 -1.577 0.108 31 -1.507 0.124 48 -2.240* 0.023
15 -5.327* 0.000 32 -2.719* 0.006 49 -1.448 0.141
16 -1.191 0.213 33 -1.708 0.082 50 -2.057* 0.035
17 -1.578 0.108 34 -1.860 0.057 51 -1.220 0.205

Panel Test Statistics: 21.44%¢yvalue: 0.000

Common Factor Components

ADF (Factor 1): -2.283y-value: 0.165
ADF (Factor 2): -2.901*p-value: 0.042

Note: i)ADF denotes the augmented Dickey-Fuller t-statistitywb deterministic terms (idiosyncratic
components) and with an intercept (common factai) the null hypothesis of nonstationarity. il&rscript *
refers the case when the null hypothesis is rejezt¢he 5% significance level.
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Table 2.5. PANIC test results:
Relative commodity prices

Idiosyncratic Components

ID ADF pvalue ID ADF pvalue ID ADF pvalue
1 -2.089* 0.032 18 -0.978 0.294 35-1.311 0.173
2 -2.890* 0.004 19 -2.865* 0.004 36 -1.518 0.124
3 -0.798 0.367 20 -0.990 0.294 37-3.429* 0.001
4 -1.396 0.157 21-4.626* 0.000 38 -4.648* 0.000
5 -1.928* 0.048 22 -2.335* 0.018 39 -3.385* 0.001
6 -1.224 0.205 23-2.233* 0.023 40 -2.078* 0.033
7 -2.201* 0.025 24 -1.658 0.091 41 -1.773 0.070
8 -0.807 0.367 25-8.250* 0.000 42 -2.259* 0.022
9 -3.090* 0.002 26 -3.282* 0.001 43 -3.578* 0.001
10 -1.910* 0.050 27 -3.560* 0.001 44 -1.802 0.066
11 -1.974* 0.043 28 -2.269* 0.021 45 -2.316* 0.019
12 -2.062* 0.035 29 -1.114 0.246 46 -1.536 0.116
13 -2.197* 0.025 30 -2.038* 0.037 47 -1.666 0.090
14 -1.761 0.072 31 -1.868 0.056 48 -2.095* 0.031
15 -3.870* 0.000 32 -2.293* 0.020 49 -1.528 0.116
16 -1.071 0.262 33 -1.357 0.165 50-2.214* 0.024
17 -1.170 0.221 34 -1.471 0.133 51 -1.671 0.089

Panel Test Statistics: 19.497¢yvalue: 0.000

Common Factor Components

ADF (Factor 1): -1.887-value; 0.326
ADF (Factor 2): -2.912*p-value: 0.040

Note: i)ADF denotes the augmented Dickey-Fuller t-statistitywb deterministic terms (idiosyncratic
components) and with an intercept (common factai) the null hypothesis of nonstationarity. il&rscript *
refers the case when the null hypothesis is rajeatehe 5% significance level. iii) Each commegdtice is
deflated by the U.S. consumer price index to oktaénrelative price.
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Table 2.6. Out-of-sample forecast performance:
Nominal commodity price factors

K RRMSPE DMW
1 1.0122 0.7039**
2 1.0026 0.2607
3 1.0054 0.5352*
4 1.0134 1.1514**

Note: i) Out-of-sample forecasting was recursivieiplemented by sequentially adding one additiareservation
from 180 initial observations toward 360 total atva¢ions. ii)k denotes the forecast horizon. KRMSPEdenotes
the ratio of the root mean squared prediction esfahe random walk hypothesis to the common faatodel. iv)
DMW denotes the test statistics of Diebold and Mari{@®95) and West (1996). v) * and ** denote rej@etof the
null hypothesis of equal predictability at the 18%@ 5% significance levels, respectively. Criticalues were

obtained from McCracken (2007).

Table 2.7. Out-of-sample forecast performance:
Relative commodity price factors

K RRMSPE DMW

1 1.0169 0.9804**

2 1.0062 0.5834*

3 1.0082 0.7753**
4 1.0167 1.3815***

Note: i) Out-of-sample forecasting was recursiveiplemented by sequentially adding one additiafelervation
from 180 initial observations toward 360 total alvs¢ions. ii)k denotes the forecast horizon. RRMSPEdenotes
the ratio of the root mean squared prediction esfdhe random walk hypothesis to the common fagstodel. iv)
DMW denotes the test statistics of Diebold and Mari@®@®5) and West (1996). v) *, **, and ** deno&gjection
of the null hypothesis of equal predictability la¢ t10%, 5%, and 1% significance levels, respegtiv€lritical
values were obtained from McCracken (2007). viglEeommodity price is deflated by the U.S. consupriare

index to obtain the relative price.
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APPENDIX 3

Tables and Figures for Chapter 3
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Table 3.1. Import quantity and price data

Small size car import

Medium size car import

Japan Korea Japan Korea
1995-2005 (monthly) cl cky Chj chy
Import quantity  Average 9,122 6,007 199,235 30,752
Standard deviation 5,706 3,644 64,342 16,582
Price ($ per unit) Average 11,154 6,916 8,495 9,646
Standard deviation 2,050 653 1,932 916
1995-2008 (monthly)
Import quantity  Average 14,231 - 190,819 36,989
Standard deviation 11,349 - 59,653 19,603
Price ($ per unit) Average 11,522 - 8,284 9,082
Standard deviation 1,960 - 1,784 1,386

Note:

(1) Small size cars: Motor cars and other motor vehitde transport of persons with spark-ignition iz
combustion reciprocating piston engine of a cylimclpacity exceeding 1,000 cc but not exceedingQL¢ce

(HTS 8703.22).

(2) Medium size cars: Motor cars and other motor velsiébr transport of persons with spark-ignitioremntal
combustion reciprocating piston engine of a cyliclpacity exceeding 1,500 cc but not exceedin@Bge

(HTS 8703.23).

(3) Small size car imports from Korea discontinuedra?05.

(4) Average price is calculated by dividing total Custealue by quantity of imports.The Customs valuthés
value of imports as appraised by the U.S. Custdinis. value is defined as the price actually paipayable
for merchandise, excluding U.S. import duties,ghgj insurance, and other charges.

(5) Price data are deflated using Consumer Price Index.

Data source: United States International Trade i@ission (2009) and the Bureau of Labor Statis&00).
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Figure 3.1. Import quantity data series
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Actual CIF Charges for Small Size Cars (USD/per unit)

Figure 3.3. Actual shipping cost data series
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Figure 3.4. Other data series
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Table 3.2. Augmented Dickey-Fuller (ADF) test résul

Variable ADF test
1995m1-2005m12 1995m1-2008m12

Import quantity c;lj -3.14* -2.06

cly -2.32

ck,; -3.09*

el -2.76 -3.03*
Car price s -2.12 -2.54

L -2.045

P -4.22*

e -2.78 -2.37
Freight rate f -0.50 -1.28
Actual shipping costs tfj -5.85* -6.58*
(cost, insurance and
freight) th -5.12*

th; -5.35

thy -5.78* -4.08*
USD/JPY ej -2.25 -1.92
USD/KRW ex -1.93 -1.99

* indicates the result is significant at a 5% lewkkignificance compared to the MacKinnon criticalue
of 2.89.
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Table 3.3. Regressions and cointegration testtsee§l#95m1-2005m12)

(a) Regressions using freight rate

Small size car import

Medium size car import

Japan Korea Japan Korea
1995-2005 (monthly) cgj Cslk C‘fnj cr’:lk
Car pricep; 0.537* 4.530%** -0.384*** -0.115
(0.305) (0.856) (0.083) (0.458)
Freight ratef 0.291* -0.865*** -0.616%*** 1.054%**
(0.153) (0.222) (0.050) (0.124)
Exchange rate; 2,954+ 3.976%*+* 0.724%* -1.149%*
(0.422) (0.871) (0.193) (0.479)
Intercept 15.78*** -25.33%** 23.60*** 3.398
(2.565) (7.369) (1.1712) (4.221)
Observation 131 131 131 131
Adjusted B 0.415 0.397 0.587 0.413
Breusch-Godfrey LM 66.54 65.77 74.85 82.00
ARCH 13.56 8.11 39.27 14.54
Engle-Granger test -4.62 -4.42 -4.21 -3.93

EG =-3.8

o+ % indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; stan@ardrs are in
parentheses. The freight rate is based on Batijdmlex as an increasing function of oil pricetfwa one-month

lag).

(b) Regressions using actual shipping costs (costranse, and freight)

Small size car import

Medium size car import

Japan Korea Japan Korea
1995-2005 (monthly) ch cky chj Cre
Car pricep; 1.013*** 5.884*** -0.208 0.277
(0.258) (1.095) (0.191) (0.435)
Shipping costg; 0.142 -1.527%** -0.278* -1.735%**
(0.179) (0.484) (0.146) (0.251)
Exchange rate; 3.374%* -0.703 0.248 -1.946%**
(0.389) (0.630) (0.282) (0.226)
Intercept 14.713%* -39.95%** 16.66*** 4.182
(3.584) (14.05) (1.499) (4.323)
Observation 132 132 132 132
Adjusted B 0.399 0.272 0.057 0.463
Breusch-Godfrey LM 69.21 55.19 104.88 55.19
ARCH 20.47 7.63 77.38 7.630
Engle-Granger test -4.45 -4.02 -2.94 -5.44

EG =-3.8

** +* % indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; stan@ardrs are in
parentheses. Actual shipping cost is calculateddnjucting the Custom value from the CIF (costiasce, and
freight) value, and the result is divided by theatguantity of car imports. The Custom valueedied by the
USITC (2010) as “the price actually paid or paydblemerchandise, excluding U.S. import dutiesiging

insurance, and other charges.” The CIF value eedl.S. import duties.
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Table 3.4. Regressions and cointegration testtseful higher quality cars,
extending the period of observations (1995m1-2008m1

(a) Regressions using freight rate

Small size car import Medium size car import
Japan Korea Japan Korea
1995-2008 (monthly) ch ch Ch e
Car pricep; -0.184 - - 0.424
(1.054) (0.299)
Freight ratef 1.054*** - - 0.883***
(0.096) (0.092)
Exchange rate; 1.870%** - - -1.039***
(0.418) (0.388)
Intercept 11.79%** - - -0.269
(2.716) (3.180)
Observation 167 - - 167
Adjusted R 0.631 0.506
Breusch-Godfrey LM 102.58 100.21
ARCH 26.53 19.58
Engle-Granger test -4.27 - - -4.64

EG, = -3.8

**x % * indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; standardrs are in
parentheses. The freight rate is based on Batidmex as an increasing function of oil pricetfwa one-month

lag).

(b) Regressions using actual shipping costs (costranse, and freight)

Small size car import Medium size car import
Japan Korea Japan Korea
1995-2008 (monthly) cbfl]. C.ik cfn]. cﬁlk
Car pricep; 2.177%* - - 0.363
(0.335) (0.369)
Shipping costs; 0.293 - - -1.457%*
(0.246) (0.229)
Exchange rate; 3.502%** - - -1.468***
(0.516) (0.425)
Intercept 3.879 - - 15.39%**
(4.887) (2.657)
Observation 168 - - 168
Adjusted R 0.359 0.383
Breusch-Godfrey LM 126.15 99.98
ARCH 74.97 14.58
Engle-Granger test -3.53 - - -4.92

EG, = -3.8

**x % * indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; standardrs are in
parentheses. Actual shipping cost is calculateddujucting the Custom value from the CIF (costjiasce, and
freight) value, and the result is divided by theakguantity of car imports. The Custom valueeimed by the
USITC (2010) as “the price actually paid or paydblemerchandise, excluding U.S. import dutiesiginé
insurance, and other charges.” The CIF value éeslJ.S. import duties.
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Table 3.5. Stock-Watson dynamic OLS regressiontel095m1-2005m12)

(a) Regressions using freight rate

Small size car import Medium size car import
Japan Korea Japan Korea
1995-2005 (monthly) cgj Cslk C‘fnj cr’:lk
Car pricep; -3.021%** 4.97*** -0.486*** -1.916*
(0.951) (1.480) (0.062) (0.962)
Freight ratef 2.676** -0.278 -1.122%* 2.628***
(0.603) (0.421) (0.083) (0.378)
Exchange rate; -4.395%* -5.635** -0.288 -5.381%**
(1.824) (2.602) (0.717) (1.357)
Intercept -3.931 -33.16%** 23.37*** 8.545
(10.05) (11.01) (3.566) (7.326)
F value 63.91 64.53 813.3 66.83
Prob > F 0.000 0.000 0.000 0.000

**x % * indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; Neweyst\standard
errors are in parentheses. The freight rate isthas Baltic Dry Index as an increasing functiomibprice (with a
one-month lag).

(b) Regressions using actual shipping costs (costranse, and freight)

Small size car import Medium size car import
Japan Korea Japan Korea
1995-2005 (monthly) ch ch Chj e
Car pricep; 0.774 4.940%** -0.167 1.591*
(0.487) (1.100) (0.245) (0.832)
Shipping costs; 0.061 1.122** -0.445** -1.750%**
(0.248) (0.490) (0.217) (0.642)
Exchange rate; 4.753*** -12.97** -1.172% -1.868
(0.975) (3.415) (0.476) (2.730)
Intercept 23.859*** -41.19%* 10.42%** 5.897
(7.878) (9.566) (2.776) (8.293)
F value 4.03 34.18 15.68 3.46
Prob > F 0.000 0.000 0.000 0.000

*xx % * indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; Neweyst\standard
errors are in parentheses. Naﬂg}. is not cointegrated (see Table 3.3b). Actualsihip cost is calculated by
deducting the Custom value from the CIF (cost,riasoe, and freight) value, and the result is digidg the total
guantity of car imports. The Custom value is dedilby the USITC (2010) as “the price actually paighayable for
merchandise, excluding U.S. import duties, freigigurance, and other charges.” The CIF valueuebed U.S.
import duties.
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Table 3.6. Stock-Watson dynamic OLS regressionltsefur higher quality cars,
extending the period of observations (1995m1-2008m1

(a) Regressions using freight rate

Small size car import Medium size car import
Japan Korea Japan Korea
1995-2008 (monthly) ch ch Ch e
Car pricep; -1.091%** - - 1.619%**
(0.417) (0.480)
Freight ratef 1.584*** - - 1.022%**
(0.218) (0.115)
Exchange rate; 1.189 - - -71.577**
(1.589) (1.413)
Intercept 12.87 - - -12.24**
(7.756) (4.919)
F value 24.04 - - 65.10
Prob > F 0.000 0.000

*** ** * indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; Neweystéandard
errors are in parentheses. The freight rate isthas Baltic Dry Index as an increasing functiomibprice (with a
one-month lag).

(b) Regressions using actual shipping costs (costranse, and freight)

Small size car import Medium size car import
Japan Korea Japan Korea
1995-2008 (monthly) cbfl]. C.ik cfn]. cﬁlk
Car pricep; 1.654* - - 1.175*
(0.941) (0.468)
Shipping costs; -0.413 - - -1.55] ***
(0.587) (0.407)
Exchange rate; 10.23*** - - -3.481*
(1.829) (1.831)
Intercept 44 55%** - - 8.599**
(15.63) (3.352)
F value 3.61 - - 5.07
Prob > F 0.000 0.000

**x % * indicate that the coefficient is significat at 1%, 5%, and 10% level, respectively; Neweyst\standard
errors are in parentheses. Actual shipping castlisulated by deducting the Custom value fromGhe (cost,
insurance, and freight) value, and the resultugéd by the total quantity of car imports. Thes@um value is
defined by the USITC (2010) as “the price actuptyd or payable for merchandise, excluding U.S.drhguties,
freight, insurance, and other charges.” The Claevaxcludes U.S. import duties.
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