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Abstract

Wide adoption of deep sub-micron and nanoscale technaogithe modern semi-
conductor industry is resulted in very large complex misgghal devices. It has then be-
come more difficult to estimate and control device paramsetehnich are now increasingly
vulnerable to fabrication process variations. Conventidesaign-for-test (DFT) methods
have been already well studied for digital circuitry to eneseerification of its functionality
and fault coverage. Built-in self-test (BIST) approachesehaeen developed for design
automation of digital ICs. However, such DFT techniqgues oabe applied to analog and
mixed-signal circuits directly. Therefore, new technigjugust be employed to detect faults
in analog components and to provide certain level of cdiitanecapability to dynamically
adjust the parameters of an analog device for better yietthips. The most important ana-
log devices in a mixed-signal system-on-chip (SoC) are gpalaligital converter (ADC)
and digital-to-analog converter (DAC). Such converteradfer data between digital and
analog circuits and convert analog signals to digital bitsioe versa. In this research,
novel digital signal processor (DSP)-based post-fabdngirocess-independent BIST ap-
proaches and variation tolerant design technique for AD€CAC are studied. We use a
sigma-delta modulation technique for measurement andyapuiial fitting algorithm for
device calibration. In the proposed technique, a digitadal processor is programmed and
used as test pattern generator (TPG), output responsezané@@RA) and test control unit.
The polynomial fitting algorithm characterizes the nordinty errors and the polynomial

is used to generate compensating signals to reduce naritjneerors to+0.5LSB. This



technique can be applied to other digitally-controllabiged-signal devices and a general
test-characterization-calibration approach modelest #fiis work can be developed to de-

tect, measure, and compensate nonlinearity errors caysael/ice parameter deviations.
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Chapter 1

Introduction

Digital test technology has been developing for nearly 4&yeand has evolved into
hardware and software based testing techniques. In eaahg ya test bench had to be de-
signed and constructed for each circuit. Later, automast eéquipment (ATE) provided
a general test solution for all digital devices. During tHEEAperiod, the complexity and
density of digital circuits increased dramatically whiletl®e same time better quality and
reliability were required by the market and consumers. M¥h$l test issues are espe-
cially challenging in high-performance and high-reliéidesigns. This trend is making
the validation of VLSI circuits more and more difficult. Bothkternal ATE machines,
which are used in the IC production stage, and embeddeditesiosns, which are required
for chip diagnosis and test are necessary in the design oémaectronic systems. The
need to adopt or establish automated testing standardebasdcognized by most manu-
facturing companies as essential for higher yield and lmest.

However, no such automatic process exists for mixed-signalits where the inter-
face between digital and analog components, in most cagigleio-analog and analog-to-
digital converters (DAC and ADC), may be impossible to be alyeaccessed by the test
circuit and equipment.

Often, test circuitry must be embedded to overcome the proldf testing and allow
both digital and analog components in a system to be accesgktested independently.
Usually such kind of testing techniques involve the use dfitazhal pins, chip area and

1



design time. With the increased complexity of mixed-signaduits and reduced access to
internal nodes and paths, proper and efficient testing df dewices is becoming a major
bottleneck during design and testing phases. Additiongi/current tendency to integrate
both analog and digital circuits onto a single die leads to testing problems, generally
the analog part the root cause of major testing problemset4signal components, at the
interface between digital and analog parts of a single ¢igy, a critical role in the overall
performance of the whole chip.

In this thesis, a novel DSP-based post-fabrication progasation tolerant design
technique for mixed-signal devices is discussed and a gktest-characterization-calibration

approach is developed to compensate for parameter degatidghose devices.

1.1 Overview

In recent decades, rapid advances in IC industry have leidrdésnctionality and
complexity to unprecedented level motivated by deep sulyanitechnology and nanoscale
technology (65nm and beyond).

As the chip feature size keeps shrinking, more componemt$eantegrated onto a
single device. While the performance of such a device has ipegroving, power con-
sumption is reducing and manufacturing cost is droppingguie 1.1 demonstrates the

rapid growth of IC sales for 20 years between 1982 and 2002.
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Figure 1.1: World semiconductor sales, 1982-2002 [1].

1.1.1 Digital Testing Techniques

Design-for-test (DFT) techniques have been used for difite to achieve such ob-
jectives as test circuit insertion, test pattern genemafimult detection, and fault coverage
analysis.

Purely digital circuits are usually tested using the statkault model, which consid-
ers all faults in a digital IC as either tied up to logic 1 or aote logic 0. All digital faults
can be categorized into either stuck-at-O or stuck-at-ifeand can assume that every

node can have either one of these two possible faults. Fogigey combinational circuit,
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Figure 1.2: IEEE 1149.1 architecture.

a truth-table can be generated by simulation of all possilplets. For a certain single-fault
existing in the circuit-under-test (CUT), it is called a d##ble fault if a different truth-
table is generated by the simulation of all possible inpkits.a test sequence, the ratio of
detectable faults to all possible faults of a digital citdsicalled fault coverage. The input
values that can detect at least one fault are consideregatstns. Thus, test patterns are
generated to detect faults in a digital device and the tésyabf the given device can be
measured by fault coverage. A path sensitization techrigjused to find proper test pat-
terns for any given detectable fault. Finally, fault coBapg techniques are used to remove
many stuck-at faults and to reduce the total number of tettpe.

Over the years, three major methods have been widely adbgtedegrated circuit
(IC) industry to address the digital testing issues: boundean, scan chain and BIST.

Boundary scan is a method for testing wire interconnectiata/éen individual ICs
of a circuit board as defined by the IEEE Std.1149.1 [6]. Ad#&Siarchitecture of IEEE

1149.1 is shown in Figure 1.2. Boundary scan can be used tdesah IC chip from other
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chips on the board, supply desired test patterns as inpublatach output from the IC for
analysis, as shown in Figure 1.3.

Scan chain is a method to set and observe every flip-flop irssidigital IC chip by
replacing all regular D flip-flops (DFF) with scan DFFs and @duitional input pins, test
enable (TE) and test input (TI). All SDFFs are in a chain whglkonnected through TI
pin and Q pin. When TE pin is enabled (shift mode), the scamctan be accessed by
standard JTAG I/O [7] pins to read and set all SDFFs. AfteS&IFFs are settled into a
desired state, TE pin is disabled (capture mode) and oufpdrobinational logic can be
captured in SDFFs. Then TE pin is enabled again to shift eu€tipin of SDFFs bit by bit
through the scan chain and at the same time a new patterrftesdsimi to set all SDFFs to
the next desired state. Scan chain makes it possible taneasigrbitrary internal state to a

digital IC and thus may achieve higher test coverage witlefeest patterns.
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Built-in self-test (BIST), as shown in Figure 1.4 is an advaheethod for testing dig-
ital IC because this method requires no external equipnoenest application and testing
can be performed not only at the manufacturing stage butadlsgery power-up or even
during normal operation. BIST techniques permit IC chipset themselves by embed-
ding both test pattern generator (TPG) and output resporagzer (ORA) inside the chip.
At the cost of approximate by 20% — 30% overhead in the chip arel a small penalty
in performance due to additional BIST hardware [8], the IGoadan now perform testing
through internal scan chains without an external autontasting equipment (ATE). In
general, BIST techniques make testing of a digital IC chipega®ster, more efficient and

less costly.

1.1.2 Mixed-Signal Devices

A mixed-signal device integrates both digital and analompgonents and is capa-

ble of processing both digital and analog signals. Typicedeatsignal devices include



converters (digital-to-analog and analog-to-digitaiphpdifiers, transceivers, etc. With the
development of new deep sub-micron CMOS technologies, sixadrsignal devices pro-
vide much more functionality than traditional digital oredog devices and hence, they are
widely deployed in various applications. According to aemrgareport [9], global shipments
of analog and mixed-signal ICs amounted to $31.7 billion if®20ncreased to $37 bil-
lion in 2006, and may hit $67.8 billion by 2011. The incregsitemand for mixed-signal
integrated circuits implementing both digital and analagdtions on a single semiconduc-
tor die is pushing for increasing higher levels of integratas the fabrication technology
advances.

However, scaling down of the chip feature size and integnatif nanoscale digital
and analog components brings new problems in manufactaridgesting of such mixed-
signal devices. With scaling down of the feature size, dep@rameter deviations become
a critical factor affecting fault occurrence, die yieldliability, performance, and eventu-
ally the manufacturing cost. More severe the device pamndetviations become, lower is
die yield and higher the final. The deep sub-micron procesemiapossible to build com-
plicated and highly integrated mixed-signal System-onpQ&ioC) with both digital and
analog components, but also leads to difficulties in thedéstich components resulting
in prolonged test time and rising test costs. While the aremafog/mixed-signal devices
is important for designers and developers, testing of saeftds is becoming a dominant
factor of test costs associated with SoC validation [10].d&s/nscaling in CMOS tech-
nologies continues to 22nm, one of the difficult challengethée near-term will be to deal
with fluctuations and statistical process variation afferthe sub-11nm gate length MOS-

FET [11]. When the feature size of the mixed-signal devicgs@aches the physical limits,
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the device parameters will become more difficult to estinaatd control. These difficulties
may limit further feature size reduction, performance iay@ment and cost reduction.
Standards have been proposed for mixed-signal systenmipr(®oC) test, e.g., IEEE
1149.4 [12]. These standards solve the testability proldé&mixed-signal devices and
improve the controllability of analog circuits. Howevenetarea overhead and test time
for using such standards are too high to deploy them for margdysignal devices. The
hardware overhead of design for testability (DFT) is espchigh for analog devices.
Such standards need long test time and limit the analogitgstlandwidth as well.
Thus, particular solutions for fast and reliable test aiterecessary for mixed-signal
devices and components. Many of such proposals are baseditai signal processors
(DSP), which is often available on a typical mixed-signaC3or measurements on analog
signals from ADC, processing base-band digital data, andrgéing analog signals using
DAC. The same DSP can also be employed as test controller foF BiSnixed-signal
SoCs [13, 14]. A basic analog tester is shown in Figure 1.5.[1#]ncludes a digital
controller, a waveform generator, a waveform capture mgneisynchronizer between

generator and capturer, and an ADC to measure analog CUTte(i].
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In this thesis, mixed-signal components, particularly ADAC, are considered and

special DFT techniques to characterize and calibrate soiponents are studied.

1.1.3 ADC and DAC

Many modern mixed-signal integrated circuit (IC) systenddude built-in digital-to-
analog converters (DAC) or analog-to-digital converterB(A. They are two major com-
ponents of any mixed-signal SoC and their typical test ptoce is shown in Figure 1.6.
Because the whole system relies on ADC and DAC to transferaEdmetween analog
waveforms and digital bit-streams, the overall perforneaatthe mixed-signal SoC de-
pends upon the characteristics of those converters.

The test of high-speed and high-resolution ADC/DAC is a @mging and costly is-

sue for designers and engineers. It has a large impact oicdéibn and manufacturing



costs. Linearity and resolution are critical measuremfEmt®ACs and ADCs of a mixed-
signal system-on-chip (SoC). They determine overall peréorce of the device. With
increasing requirements for high resolution DAC/ADC set ightspeed DSP processors
and digital circuitry it becomes more challenging to test @m-chip converters, especially
for system-on-chips (SoC). It also becomes more expensialdincult to test the high
performance converters using external automated tesguigment (ATE). The digital im-
plementation of analog functions in such mixed-signal desirequires high resolution and
better linearity for on-chip ADC and DAC, especially for comnication transmitters and

receivers [16].

1.1.4 Process Variation

The most important factor to affect parameter deviation ofeh-signal devices is
fabrication process variations. Nanoscale technolog@s hyiven rise to new problems of
increased parameter variation [11], higher leakage, ane-tiependent degradation, all of
which are active research areas.

For deep sub-micron technologies, a combination of phi/fedure of the process,
dependency on die location, effects of optical proximity atching and deposition may all
lead to heterogeneous and non-monotonic relationship gitih@process parameters. The
resulting process variation might be considered completgidom effect without detailed
understanding of individual contributions of each factor.

According to Boning and Chung [2], process variation appetasraimber of differ-
ent scales, as shown in Figure 1.7 [17]. Parametric faultsofh faults, means that device

parameters exceed beyond specified tolerance limits anddasiggnal devices are more

10
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susceptible to such parametric faults than digital cirguiSo far there is few convincing
fault models to describe the parametric faults and they dfieudt to be identified until
devices are characterized and device parameters aretegtr&nown range of acceptable

parameter values must be specified so that fault-free devies be determined. Process

11



variations may seriously degrade overall mixed-signatiesyperformance when paramet-
ric faults exist. Thus unlike catastrophic faults (hardfgithat need defect-oriented struc-
tural test approach, a specification-oriented functioaat shall be employed for test of
parametric faults.

In nanoscale devices, parameters may change (degradejmétland with operating
conditions. One such phenomenon that has received attaatibenegative bias temper-
ature instability(NBTI) [18]. The parameter changes will require that anylwaliion and
compensation procedure should be able to adopt. In thismgsewe propose a polyno-
mial error fitting type of nonlinearity compensation whee tlegree of the polynomial is
self-adaptable. Thus, the system can recalibrate the thpeosation parameters either the
idle times or the restart of the system.

However, such integration also brings unprecedented eatigdls to present testing
techniques, especially under nanoscale process. Scading feature size to nanoscale
increases difficulties in manufacturing and testing of rdisggnal devices, and further-
more process variation of nanoscale device parametemsgifabrication and packaging
becomes a even more critical factors to faults, die yieldesghtually unit cost of SoC. As
downscaling in CMOS technologies continues, 22nm is a rexar-thallenge. Parameter
fluctuations and statistical process variation in sub-1gjate-length will also continue as
one of the long-term challenges [11].

In a mixed-signal SoC, the challenges of nanoscale techmalgfyl] more difficult
to deal with. Digital components may require built-in redancy and reconfiguration, but
analog and mixed-signal components may be correctablaghnmeasurement, calibration

and correction schemes [19].
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1.2 Motivation and Objectives

To deal with the issues in mixed-signal devices mentionex@bespecially critical
issues of ADC and DAC as they are the interface between tagithanalog circuits inside
the mixed-signal IC chip and therefore the most critical edbsignal components in such
IC chip, a novel on-chip DSP-based BIST approach for mixgdadiSoC is presented. The
propose BIST approach is digitalized post-fabrication sehevith capability of self-test
and self-calibration for mixed-signal components, in jgatar ADC and DAC converters.

Digital BIST techniques have been already widely studiedemgloyed in decades
and a systematic methodology has been developed for tedtdigital circuitry. Therefore
it is guaranteed for the digital circuitry used in ADC testa® fault-free and only ADC-
under-test could be faulty. Discussion of design and implaiation of BIST architecture
for digital circuits and DSP is beyond the topic of this tiseaind in the rest of the thesis we
can safely assume the all digital components and circuitBf8T of mixed-signal device
are fault-free. If any fault is found in digital circuitryhé chip under test will be marked as
faulty and BIST for mixed-signal device will not performedeafall.

The principle of digital BIST for on-chip ADC and DAC is showm rigure 1.8 [20].
For ADC testing, the transition voltage is generated by ant&u A signal circuit compares
the ADC output with the previous one. The transition voltage be used if the result of the
comparison is positive and therefore this voltage is usstkad of ideal transition voltage
in the nonlinearity test.

The two general methods for testing mixed-signal devicesta servo and histogram.
These techniques requires logical controlling unit, aepehdent input voltage and a com-

plete analog test circuitry [21].

13



N-bit from ADC N+1-bit To DAC

H

DIGITAL BIST

«— Test

— Z

+ *
z Z
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Figure 1.8: Digital BIST with inputs and outputs.

ADC is to filter a periodically reproduced bit-stream preawgty encoded via a sigma-delta
modulation by a low-pass filter (LPF) [22]. The principle oick analog test signals from
digital test pattern generation filtered by low-pass filtgnperiodically bit-stream is shown
in Figure 1.9.

In both servo-loop and histogram methods, the first stepeis#if-diagnosis of test-
ing circuitry to make sure that testing results are correfvte any BIST procedures and
measurement performed on on-chip ADC and DAC. A self-diagnosludes that self-test

of analog waveform generator, waveform capture unit, atet@onnections between these
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Figure 1.9: Techniques of analog test signal using perabdhit-stream and low-pass filter
(LPF) [3].

testing circuitry to DSP which is responsible for measunetseollection, data analysis
and determining test results of the whole chip.

Generating test signals by filtering digital outputs, thepmsed testing approach is
able to extract both static and dynamic responses from ADLCtardetermine whether
ADC is faulty. Should on-chip ADC pass test and prove to bét-flnee, it can be used later
in DAC testing to measure DAC outputs. Due to filtering dibitatputs, the high frequency
noise figure of the digitally generated test stimuli are mhig/ner than analog test signals
generated by on-chip DAC in conventional BIST approachesowkpass filter must be
used to remove as much as noise from test signals and measSbD@autputs must be
processed to reduce the negative effects of those digitses.0T his approach is best suited
for high-linearity ADCs, especially ADC based on sigma-aeittodulation technique, for
which noises in digital outputs can be filtered by higher ofesigma-delta modulator or

greater oversampling ratio (OSR).
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1.3 Contributions

Chapter 1 gives an overview of methods for testing mixed-sigvices, especially
for ADC and DAC converters which are the most important miseghal components in
such devices. ADC and DAC are the interface between digitékanalog circuits and their
characteristics determine the overall performance of adisignal SoC.

Chapter 2 will give necessary background information on teiits of the charac-
teristics for ADC/DAC and other mixed-signal devices. Theasweement and analysis of
such converters are presented with different factorsydiol noise, SNR, gain, offset, har-
monic distortion and nonlinearity errors. Among these abtaristics, nonlinearity errors
are the major issue for testing of ADC/DAC since nonlineasitof a give ADC or DAC
are the direct results of the process variation and the lgratiected by different factors.
Nonlinearity errors determine the accuracy of conversiomfdigital vectors to analog
signals (DAC) or vice versa (ADC). Chapter 2 also shows the mdiffees between static
and dynamic test methods. These two methods require diffégesting methodology and
different designs for TPG and ORA.

In Chapter 3, the details of the proposed testing architestiar mixed-signal devices
are proposed. The major components of testing architectueedesigned and analyzed, in-
cluding measuring ADC, dithering DAC, and ramp/sinusoiditgssignal generator. Mea-
suring ADC is used for output measurement of on-chip DAC, Wigenerate analog sig-
nals from digital patterns given by DSP. Usually the digjatterns are ramp vectors for
static test of DAC to obtain nonlinearity and other charaste. Ramp signal generator is

used for analog testing signal generation to test on-chi@ARamp signals can be linear,
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triangle, or saw-tooth signals, all of which is suitablegtatic test of ADC. Sinusoid wave-
forms may also be used for dynamic test of ADC which requimesfrequency sine/cosine
signals.

DSP plays the core role in the testing procedures becaugalgigttern generation,
measurement analysis, device parameter extraction,elel@racterization and calibration
are all programmed with the embedded DSP. DSP is also regpmis self-diagnosis of
all testing circuitry since only digital circuits are guateed to be fault-free before any test
of mixed-signal circuitry can be performed. DSP can also itooithe status of mixed-
signal device during normal operation by performing chemazation of ADC/DAC and
other analog circuits when DSP is idle from other tasks. dstic change of calculated pa-
rameters of ADC/ADC is detected by DSP, a new calibration gdace can be executed to
re-calibrate the ADC/DAC to ensure the performance of migigghal device. This contin-
uous detection and calibration can be programmed as a @®edlroutine that periodically
executed to keep ADC/DAC calibrated.

In Chapter 4, Sigma-Delta modulation and measuring ADC aeudsed. The benefit
of Sigma-Delta modulation is the high-linearity and aceyrachieved by using oversam-
pling and noise-shaping techniques. Oversampling tedlendistributes in-band quantiza-
tion noise into a much wider frequency range and noise-gigagichnique further moves
in-band noise to higher-frequency. Combination of thesetaebniques pushes much of
the quantization noise out-of-band into the higher fregyemhich can be easily removed
through a low-pass filter. The resolution of Sigma-Delta ABG@etermined by the over-
sampling ratio, the order of feedback loops and the numbeffettive bits of quantizer

(usually a simple DAC), and the ADC in feedback loop. Althougjgma-Delta ADC is
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considerably slower than any other type of ADC, the propose@drsignal BIST archi-
tecture will not take big impact since the Sigma-Delta AD©idy activated during BIST
phase before any normal operation is executed. Thus thecglowersion rate of Sigma-
Delta ADC will not slow down the normal operation of the mixeidnal devices.

Chapter 5 gives details of a polynomial fitting algorithm pveed by Sunter and
Nagi [23]. An implementation of that algorithm was presenby Royet al. [24]. Poly-
nomial fitting algorithms are used for both characterizatbbon-chip ADC and DAC, and
the coefficients of the polynomial determined by the aldgonitare used for calibration of
on-chip DAC. A low-resolution dithering DAC is driven by a galbbmial computation unit
to generate calibrating signals for each input digital coflen-chip DAC. Thus the final
output of calibrated DAC is the combination of both outputsti on-chip DAC and dither-
ing DAC which removes detected nonlinearity errors fromcbip DAC outputs. Various
orders of polynomial fitting are discussed, from lineandkorder or even higher order fit-
ting algorithms. An adaptive determination of a proper omlethe polynomial fitting is
proposed for various applications and situations. A lowdeofitting algorithm is simpler
to design and implement with less overhead in terms of thesiae. A higher order fitting
algorithm gives better fitting for nonlinearities of DAC dwat higher-linearity and more
accuracy may be achieved at the cost of more overhead aratiparice penalty. In most
cases, third-order polynomial fitting appears best for napgtlications for balancing the
design complexity and calibration accuracy.

In Chapter 6, details of fault detection and calibration psscare presented. A fault

in a mixed-signal circuit is different from that of a digitalcuit and therefore the stuck-at
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fault model widely used in digital testing techniques canm® used in testing of mixed-
signal devices. Fault models for ADC/DAC and further generiged-signal circuits are
presented. In fact, the faults in mixed-signal circuits moethe simple on-off types as in
digital circuits. The faults in a mixed-signal circuit aretdrmined by the allowable range of
each parameter which is characterized during mixed-sigséhg and measuring phases.
If any parameter exceeds its allowable range (either hiddgatermark or low-side one),
the mixed-signal circuits will be considered faulty. A mikksignal circuit is fault-free only
if all obtained parameters are within their respective emngTherefore, calibration of a
given mixed-signal circuit, particularly ADC/DAC, uses atiloinal hardware to alter output
signals of the ADC/DAC to make all obtained parameters withaallowable ranges.
Portions of the work reported in this dissertation have apge in three recent pa-

pers [25, 26, 27].
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Chapter 2

Background

Many analog testing methods tend to be specification-ateas opposed to defect-
oriented approaches typically used for testing digitaduiiry. A defect-oriented approach
applies the fault model to circuits to find out all possiblelfa existing in the circuit-
under-test (CUT). One of such widely employed approachesestuck-at fault model,
which assume that every net interconnection could be fagtif stuck at either 1 or 0.
A specification-oriented approach consists of a set of ipations that define the valid
boundary for each measurable characteristic of CUT. Whentaicaharacteristic value
exceeds the defined limited, it will be considered as a fdiits difference partially comes
from the fact that analog circuitry processes analog sgywéh a given value range instead
of deterministic 0 or 1 found in digital circuitry. The paratars of analog circuitry are also
affected by component tolerances, environmental vanat{e.g., temperature and supply
voltage) and noise.

Testing the analog porting of mixed-signal integratedwtscand systems has been
identified as one the major challenges for the future, and B1&3 been identified as a

potential solution to this testing challenge [10, 11].

2.1 Analysis and Test of ADC and DAC

This section gives details on test and measurement of \&agerformance character-
istics of ADC/DAC under test, including noise figure and sigioanoise ratio (SNR).
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Figure 2.1: Non-linearity error in ADC.

2.1.1 Resolution and Non-Linearity Errors

The performance of an analog-to-digital converter (ADC) diigital-to-analog con-
verter (DAC) can be determined by static and dynamic respofige static response spec-
ifies ADC’s input-output function at low frequency input stifin Linearity tests typically
measure static responses of ADC for determination of @iffeal nonlinearity (DNL), in-
tegral nonlinearity (INL), gain and offset error. The maspiortant characteristics of ADC
and DAC are nonlinearity errors as shown in Figures 2.1 akd 2.

Because differences between these two kinds of convertergjdtail definitions of

nonlinearity errors of the two converters are slightly iéint, although the principal ideas
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Figure 2.2: Non-linearity error in DAC.

behind them are similar. The nonlinearity errors of a patic ADC or DAC give the in-
formation about how different the ADC/DAC outputs are froragh of ideal devices under
perfect condition. More nonlinearity errors imply loweraiity for ADC/DAC. The non-
linearity errors vary from chip to chip, die to die, even wafewafer, and may also change
with the temperature of working environment. All these @astaffect the characteristics of
ADC/DAC and eventually the overall performance of the wholgad-signal device.

Least significant bit (LSB) is the minimal voltage differenicetween consecutive

codes of an ideal ADC or DAC. The LSB is defined as:

<

LSB= (2.1)
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Figure 2.3: Resolution and the least significant bit (LSB) ofvasters.
whereV is the full range of the converter with-bit resolution.

For DAC, assuming input analog signa| corresponding to output digital code

DNL and INL can be defined as,

DNL, = "":—S‘.’gl—l 2.2)
k
INL, = Z}DNLi (2.3)
=
o Vk—Vo_
- A0k (2.4)
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whereLSBis the minimum measurement of the least significant bit of DABerefore,
each code corresponds to a particular analog signal lexehanlinearity errors can be
calculated by comparing the measured levels with the eggedeal ones.

Unlike DAC, each code measured by an ADC has two transitioe®dgrresponding
to the lower and upper analog signal levels between which ADtputs the code. Each
transition edge represents change of consecutive ADC batules. Le and\7k+1 be
lower and upper transition edges of cdderespectively. Thusy is the transition edge
between cod& — 1 andk. An ideal ADC shall output codé& for input analog signal
level vy = k- LSBand therefore the transition edges must i 8Baway fromyy so that
Vi = vk—0.5LSB Vi1 = vk+0.5LSB and

_ Vi +\7k+1

Vk 5

(2.5)
Equation (2.5) can also be applied to non-ideal ADC to cakeutenter signal level corre-
sponding to each measured code because the transition @dgeasy to detect and mea-
sure. Differential nonlinearity (DNL) and integral norgiarity (INL) errors can be calcu-

lated, respectively, as:

\7k+1 +\7k+2 B \7k +\7k+1

DNL, = _LSB
k 2 2
= \@—LSB (2.6)
k—1
INL, = Z}DNLK
i=
_ V—"+2Vk+1—v 2.7)
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Figure 2.4: Transfer function of a quantizer.

ADC codes 0 and"— 1 are special as code 0 does not have the lower transition edge
and code Y — 1 does not have an upper edge, so the analog signal levesponging to

these two codes cannot be calculated by (2.5).
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2.1.2 Noise

Quantization noise is a major source of nonlinearity ermoinverters and needs to
be carefully analyzed. A quantizer (either ADC or DAC) comseontinuous analog sig-
nals to discrete digital codes, or vice versa. Since coatiswanalog signals may not match
the exact values of the corresponding discrete digital sotdmless the signal happens to
be an integer multiple of LSB, or quantizer step vali¢here will always be a quantization

error in the output, as depicted in Figure 2.4. The eer@ in range of one quantization

level:
A A
——<e< = 2.8
2=°=2 (28)
Thus, the quantized signgkan be represented by a linear function as:
y=Gx+e (2.9)

where gairnG is the slope of the broken line in Figure 2.4.
The quantization error for a random signal, which is unifyrthstributed in the band,
can be considered as additive white noise and the error cdochted anywhere in the

range of one quantization level. Thus, it has the probglidinsity:

N>

<e<
p(e) = (2.10)
0 otherwise

>l
N>
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A normalization factor is required to guarantee that the séi@ll probabilities equals 1.
The mean squamnserror voltagessmscan be found by integrating square of error voltage:

er2ms = /+wp(e)ezde

—00

1 [+2
— =~ *&de
AJ-5

_ 2 (2.11)

Therefore we can obtain the quantization error of an ADC/DA@mits LSB, the quanti-

zation step.

2.1.3 Signal-to-Noise Ratio

For an ADC/DAC the signal-to-noise ratio is the ratio of effee signal power to
noise power. Assuming a sinusoidal signal applied tdNawit ideal converter with white
uniformly-distributed quantization noise and maximumkpeapeak amplitudé2N — 1) -

A, we can get noise power as shown in (2.11). The signal power is

1 /9N _ 2
<2 > 1-A-sin(2rr-x)> dx

(2N 1) 12 (2.12)

I:)signal =

ol - S—
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Thus, SNR can be calculated as the quantization noise pbagfalls into the signal band:

SNR = 10log

Q
[ —
o
<}
«

3 ZZN) (2.13)

Noting that logq(x) = log;52-log, x and so the preceding expression leads to:

SNR~ 6.02-N+1.76 (2.14)

We observe that SNR may be improved by 6 dB for every extradaied to the quantizer.
Given a known resolution for a certain converter, the maxmpossible SNR can be cal-
culated from (2.14). For example, a 10-bit converter has 8N to 61.96 dB. Figure 2.5

shows the relation between converter resolution and its SNR.

2.1.4 SNDR and ENOB

Dynamic characteristics can be measured using signabise+and-distortion ratio
(SNDR, also called SINAD), total harmonic distortion (TH@¥fective number of bits
(ENOB), dynamic range (DR), etc. A dynamic test strategy gaheuses fast Fourier
transform (FFT) analysis of ADC outputs corresponding ngkg-tone or multi-tone analog

test input stimuli.
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Figure 2.5: Resolution vs SNR of converters.

For ideal converters, SNR is determined by its resolutian, humber of bits. How-
ever, in reality harmonic distortion also affects the perfance of converters, due to non-
linearity errors found in output data. Signal-to-noisehaiistortion ratio (SNDR), the ratio
of signal power to total power of quantization noise and lamm distortions (THD), is

defined as:

I:)signal
SNDR= (2.15)
Phoiset Fdistortion

SNDR considers not only the quantization noise but also barendistortions, so it can
be used to determine the effective number of bits (ENOB) ofrtaizeconverter. Similar

to SNR and resolution, ENOB and SNDR can be calculated frooh ether using the
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following equation:

SNDR= 6.02-ENOB+ 1.76 (2.16)

2.2 Summary

In this chapter, some fundamental characteristics thassureathe performance of
ADC and DAC are discussed and the background for mixed-kigsting is given. Al-
though mixed-signal IC and SoC usually consist of fewer conemts as compared to
digital circuits, testing mixed-signal devices is more @bex because here one adopts a
specification-oriented approach instead of the defeetrted approach used by digital test-
ing techniques. Due to their complexity, most of the wellds¢d digital testing techniques
cannot be directly applied to mixed-signal testing andrtredevant characteristics must be

understood to find ways to test the mixed-signal circuitry.
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Chapter 3

BIST Architecture for Mixed-Signal Devices

In this chapter, a newly proposed fully digital ADC selfttapproach is discussed and
compared with the conventional ADC test methods. This cetepdigital test flow takes
advantage of test signals from a digital signal process&RDwhich can be programmed
to generate various test patterns, e.g., maximum/minintamp, triangle, single-tone si-
nusoid, or multi-tone sinusoidal codes. Different testqras can be used for static or

dynamic response analysis to measure the ADC performance.

3.1 Test of Mixed-Signal Devices

3.1.1 ADC/DAC Test Methods

To characterize high-resolution ADC/DAC, accurate stimulistnbe generated to
measure both static and dynamic performances. Most caomahtest methods for on-
chip ADC in mixed-signal SoC fall into two types. Some protime test approaches em-
ploying analog or mixed-signal automatic test equipmeritEA which generates high-
precision analog test signals externally. While providirgpd quality test signals, such
external test equipment is expensive, offers only off lippleation and usually requires a

relatively long test time.
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Figure 3.1: Typical servo-loop testing methods for ADC in ixed-signal system with a
local analog feedback loop [4].

3.1.2 Available Test Methods

There were many well-studied BIST approaches proposed fxed¥signal circuits.
Some approaches introduce built-in self-test (BIST) tempives$ that use on-chip DAC to
generate analog test signals [25]. A test pattern genef@RE) and a output result ana-
lyzer (ORA) have to be integrated into the mixed-signal sysés well as DAC/ADC to
generate digital patterns, which will be later convertdd emalog waveform by DAC, and
to measure and analyze ADC outputs through an analog fekedbag established only
during test as shown in Figure 3.1 [4]. Presuming on-chip D@ other mixed-signal
components to be fault free, such internal approaches $iodes testing time and on-
line characteristics for on-chip ADC with only a few perfante penalties in terms of
hardware overhead and conversion speed. However, it isudiffio make the above pre-
sumption in reality and the mixed-signal components useggbon-chip ADC must be
tested in advance. Otherwise, the measurements of ADC t3udpel distorted and become

useless. These situation demonstrate a dilemma for Ipuidtst approaches because testing
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of either DAC or ADC requires the other part to be fault freen&l as a working analog
loopback connection [28].

In some situations, this on-chip DAC may need additionahhigsolution ADC to
test [29]. A recent paper [26] has proposed a self-calibnasipproach to make fixes to
ADC and DAC outputs to achieve better linear outputs, renggiboth on-chip ADC and
DAC. Additional self-test of measuring ADC must be done ptotest and calibration of
other on-chip components, otherwise the extracted pasmate not precise and compen-
sating signals cannot be correctly generated. If a DAC ipnegent on the target mixed-
signal SoC, noise could be used as test signal for BIST of AD(;, [8Quiring significant
power consumption by digital circuitry. In another meth@d]| digital control logic is
used to generate voltage oscillation for full-range rangh t¢ ADC without DAC. This
method can be used for DNL, INL and gain error testing. Howevee measured perfor-
mances heavily rely on the linearity of the current sourc# @pacitance which generate

ramp signals.

3.1.3 Servo-Loop Testing Method

Conventional built-in ADC test approaches, as shown in Eduf, require test cir-
cuitry including test pattern generator (TPG), output lissanalyzer (ORA), a built in
(presumed fault-free) DAC and a local feedback loop linkakekshed between DAC and
ADC during BIST. Such approaches are called servo-loop nastlamd usually perform
a full-scale histogram test on ADC-under-test to measugality responses of the ADC.

To properly test on-chip ADC, the DAC required by conventiohkBC test methods must
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be of same or higher resolution than that of the ADC. TPG cam ladsused to generate
various forms of test signals for dynamic response tests.
A three-step testing procedure must be performed in ordesrplete servo-loop test

on ADC-under-test.

e Perform BIST on digital circuitry at first

e Establish a digital link between TPG and ORA, and perform #alitest on TPG/ORA

directly

e Establish an analog link between DAC and ADC, and perform atedisignal test

on ADC

It is obvious that the servo-loop approach is complex and,slequires an on-chip
high-resolution DAC, and multiple loopback links have to B&abélished/disconnected dur-
ing different steps of test. The DAC is the most critical parthe approach because low-
resolution DAC cannot satisfy the minimum requirements &G\ DAC with lower res-
olution is easier to manufacture and control, and genelalylower cost, however, such
low-resolution DAC is unable to cover full-scale of ADC-umdest and majority of the
codes cannot be tested. On the other hand, high-resolut@ray be sufficient to test
ADC but it is more expensive to design and manufacture, aisdiore difficult to control
its linearity and noise figure.

The test performance relies on the design of a presumedffaaltDAC; otherwise
it may result in incorrect measurements and wrong chaiatitsy. For static response
test, ideal digital test patterns generated by TPG will nogyér be ideal after they are

converted into analog signals by DAC. Any nonlinearity esrior either DAC or ADC will
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be measured but considered only as nonlinearity errors o€ AlEbr dynamic response
test, transfer function of DAC will distort ideal test patie and inject additional noise into
the single-tone or multiple-tone sinusoidal signals. Thhe usage of a DAC should be
removed from ADC test procedures to avoid such unexpectetinearity errors, noise

and distortions caused by the DAC to correctly measure aadacterize the ADC-under-

test.

3.1.4 Sigma-Delta Testing Method

A sigma-delta modulation based BIST scheme has been prdstentmixed-signal
circuits [32]. Oversampling sigma-delta modulation wagkayed for both stimulus gen-
eration and response analysis to achieve high-qualityuitiamd measurement without
stringent hardware requirement. This approach also regjhigher-resolution stimuli gen-
erator and multi-bit digital streams to measure the fumc{agpproximately, 6dB per bit).
A software based multi-bit sigma-delta encoder is used mpamsate for DAC imperfec-
tions. The approach depends on software to complete the Bi&pravide compensation
and its performance is a concern. The existence of multipleadelta modulators in this
approach is another concern, which may increase the desigplexity and overhead of
the BIST circuit.

Leeet al.[33] proposed a sigma-delta modulation based BIST schenmaiucrently
generate analog sinusoidal test stimuli and digital sildaoeference signals. CUT is sup-
plied the analog stimuli and then four key parameters of AD&naly,offset error gain
error, integral nonlinearity erroranddifferential nonlinearity erroy are measured against

digital reference based on sinusoidal histogram of ADC wiLitphis approach can provide
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high accuracy and low chip area overhead for 8-bit ADCs. Butdsting higher-resolution
ADC, it may be difficult to produce analog and digital signafaudtaneously and sigma-
delta modulator would require more clock cycles leading tedcuce overall performance.
The histogram method used in the scheme also requires nmgeh tverhead for additional
memory space for storing data. Oagal. [34] give a second-order delta-sigma modula-
tor based mixed-signal BIST architecture capable of te&tirayacterizing itself using all
digital stimulus. Test time of the architecture is shorbert the static linear ramp testing.
However, it heavily depends on DSP processor for generdigital stimulus, filtering the
results from delta-sigma modulator, performing fast Feutiansform (FFT) and charac-
terizing the modulator.

There are other similar solutions using Sigma-Delta tegines [35, 36, 37, 38, 39, 40,

41, 42, 43, 44, 45, 46, 47, 48].

3.1.5 Histogram Testing Method

Histogram methods are often used in BIST schemes for DAC/ADG\g#&gaal. [49]
present a low-cost BIST based on linear histogram for tesimghip ADC with paral-
lel time decomposition technique to minimize area overhaad test time. Several au-
thors [29, 50] use dithering techniques to obtain precisdagnsignals for high quality
stimuli generation. However, it is difficult to apply the tugram testing method to high-
resolution ADC because of the large amount of samples to lbected and the long test
time that leads to. The method also needs a very slow-slapp ségnal or low-frequency
sinusoidal test signals. In BIST, these requirements edfesimpractical to design or cause

high overhead.
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Histogram testing method is widely used for determinatibnanlinearity errors of
ADC as an alternative of servo-loop method. The excitatignads for ADC under test can
be either a low-slope ramp signal or a low-frequency sirdedavave, but usually a ramp
signal is used because histogram test with ramp signalgj(ovaent triangular signals) is
significantly faster than that with sinusoidal signals. Wheise figure is comparable to
ADC measurement accuracy and all conversion codes needtestael, ramp histogram
testing method is faster than servo-loop testing methodadsw has lower overhead and
testing costs.

The histogram testing method requires an accurate andyhligielar ramp signal to
correctly test ADC under test. Any non-ideal factors in ramgting signals, e.g., quanti-
zation errors, device parameter variances, or unbalaneeatkats, will influence the mea-
sured ADC output codes and therefore have an impact on theférafunction of ADC. For
example, to test a 16-bit ADC to 1/8LSB accuracy requiresngravith 19 bits of resolu-
tion and overall linearity error of better than 2 ppm. A hggtam ramp testing of ADC has
been proposed [51] for imperfect ramp signals by measuriogereamples per code. In a
typical case, 14 samples are needed for each code and 1@8€9ia total would then be
about 140,000 samples, which require about 140ms to petfwerfull range testing of an
ADC with conversion speed oftis.

However, the histogram ramp testing method of this type ctbe easily applied
to high-resolution ADCs because of the large amount of ptessiteasured code by such
ADCs. Considering in the same typical case, 14 samples aredéadan ADC with 16-bit

resolution which has 65,536 possible codes in total and thguired testing time is close
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to 1s. Furthermore, generally a high-resolution ADC is gigantly slower than a lower-
resolution ADC and thus the required testing time would bemlonger if conventional
histogram ramp testing method is used.
Assuming arN-bit ADC with converting speed dd samples per second and average
K samples per code for a reduced error margin, the total getstie for such an ADC using
the histogram method is:
_ K2N

Very low-slope ramp testing signals are also required tosmesaeach possible code by
ADC under test. Ramp signal generator typically consists ofiraent sourcél) and a
capacitanc€C), and the open loop output voltagevs= | -t/C. Further, assuming that the

ADC measuring range ¥ volts, the ramp slope and current are:

V VS
A = FokaN
CV VSC
| _T __KZN (3.2)

SupposeV = 3.3V andC = 47pF for a typical design with reasonable testing hardware
overhead, the calculated current source is only about @ ffsm (3.2), which is compa-
rable to the background noise and hence impractical fordesigns. Thus, both situations
are unacceptable in most applications.

The errors introduced during a histogram test method aissified into two cate-
gories: deterministic errors for inaccuracy and randorarsrfor uncertainty of measured

results. The ADC output is a combination of these two kindsrobrs. In characterizing
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Figure 3.2: The proposed mixed-signal BIST architecturadsting both ADC and DAC.

A
+

ADC by measured results, the deterministic errors can bairwdd by calculated coeffi-
cients because random errors will be greatly reduced bynagladion of measurements.

Therefore, a minimal number of measurements must be detedni

3.2 Proposed Approaches

There are several papers that discuss mixed-signal testaigiques for ADC and
DAC [16, 52]. In this dissertation, a post-fabrication ndxsignal BIST architecture is

proposed for testing ADC/DAC and analog circuitry. Before ithiged-signal BIST starts,

the proposed method requires that digital circuitry, idahg DSP and other peripheral dig
ital logic, must have passed digital BIST and therefore weasmume that digital circuitry
is fault-free and able to generate desired digital signdtlsout any error.

After digital circuitry is tested and verified to be faultérby digital BIST architecture,
for example, logic BIST, memory BIST, scan chains, etc., theeatisignal BIST will start
for testing of DAC/ADC and then for testing of analog circyitrThe proposed mixed-

signal BIST architecture, as shown in Figure 3.2, includesaladditional major parts for
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testing ADC and DAC. These parts include an analog signalrgéme a high-resolution

measuring ADC and a low-resolution dithering DAC.

3.3 Testing Steps of BIST Architecture

The proposed mixed-signal BIST architecture includes foajomsteps to complete
full-range self-test and calibration for on-chip ADC and ©APrior to the mixed-signal
BIST, all digital circuitry must have passed digital testggdures, which has been already
well studied and beyond the discussion topic in this the$ise most widely employed
digital test techniques that can be used for digital parhefrhixed-signal system include
logic BIST, scan chain, and cell/chip-level boundary scaffterAdigital circuitry passes
its own digital testing procedure, it can be consideredtfiake so that it will generate
desired and correct digital data which in turn will be usedddowing mixed-signal testing
procedures proposed in this thesis.

First step of the proposed BIST architecture is diagnosieefyadded testing hard-
ware for on-chip ADC and DAC, as shown in Figure 3.3. A loopbecknection may be
established between analog signal generator and meag&\Di@go that DSP can measure
analog testing signals by measuring ADC. The results that @&$&from measuring ADC
shall be a rising consecutive codes and a simple histograyrbmaonstructed to evaluate
linearity of analog signal generator. A second loopbackieation then can be established
between dithering DAC and measuring ADC to measure dithe€ DAtputs. DSP will
generate rising consecutive codes, which is convertedainédog ramp signals by dither-

ing DAC and then back into digital codes in turn by measurifi@CA During this test, DSP
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Figure 3.3: Diagnosis of testing hardware, including an@mnaignal generator, a high-
resolution measuring ADC and a low-resolution dithering@®A

shall drive on-chip DAC with zero so its outputs will not affehe measurements of m-
DAC. Then DSP will be able to compare the measured digital €den measuring ADC
to its own generated codes to determine the linearity eobdithering DAC. Three new
added parts will be diagnosed in this step. Measuring AD€lfitan be considered fault-
free because any faults in the circuits and components aintreesuring ADC will cause
it malfunction and output wrong data for both analog sigrealeyator and dithering DAC.
Both of the linearity of analog testing signals and dither D#e® be measured by measur-
ing ADC. The only chance that this self-diagnosis step failddtect faults in the testing
hardware for on-chip ADC and DAC is that the analog signakgetor and dithering DAC
has the exactly same output errors which happen to commeesats of measuring ADC
so that DSP obtains desired measurements from it. It is abwtwat the possibility that this
worst scenario happens is very rare.

Second step is testing of on-chip ADC using analog signadgear with either linear

ramp testing signals for static test or sinusoidal testiggads for dynamic test. On-chip
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ADC will measure generated analog signals and DSP will aeatiie measurement for
characterizing the ADC-under-test. It shall be noted thatahalog signal generator must
have been reset to zero before performing this step to maketsel results is not affected
by its current status due to the previous step. DSP is ocdufieng the test and cannot
run other tasks.

Third step is testing of on-chip DAC using DSP as both testepatgenerator and
output data analyzer which takes the output data from meesADC and characterizes
the DAC-under-test. Digital test patterns generated by D&Pbe of any form, however,
in most cases ramp signal and sinusoidal signal are usedatoc and dynamic tests re-
spectively. Multiple-tone sinusoidal signals can also beduto measure the third-order
intermodulation (IM3), and linearity measured using thirder intercept point (IP3) [53].
DSP is occupied during the step too because it generatedistis and analyze results.

The last step is calibration of on-chip DAC using dithering@®that will generate
negative compensating analog signals for every analogusigf DAC-under-test so that
the nonlinearity errors can be reduced, if not removed cetaly, from the final output of
on-chip DAC. The compensation signals are calculated froarnagteristics of the DAC-
under-test measured by measuring ADC. Dithering DAC can lemwith compensating
values from either DSP directly or a hardware implementatihich takes digital output
codes.

In summary, testing steps for the proposed mixed-signal BliSHhitecture are:

1. Diagnosis of newly added testing hardware;

2. Testing of on-chip ADC using analog testing signals;

3. Testing of on-chip DAC using embedded DSP and measurinG;AD
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4. Calibration of on-chip DAC using dithering DAC.

5. Validation of calibrated DAC using on-chip ADC

3.4 Components of BIST Architecture

3.4.1 Analog Signal Generator

An analog signal generator, usually linear ramp signal ggnewith very low gain to
cover the full-scale of ADC input range, is used to generatdag testing signals for on-
chip ADC. A sinusoidal signal generator can also be used ipliee to generate very low
frequency sine waves for testing on-chip ADC. ADC-under-teiitmeasure the testing
signals from the signal generator and samples will be pickedy DSP for analysis and
characterization of the ADC.

If linear ramp testing signals are used, DSP will performatistesting procedure,
which is useful to obtain characteristics of ADC like noelamity errors, gain, offset and
other harmonic distortions. If sine wave testing signa¢sumed instead, DSP will perform a
dynamic testing procedure to analyze the frequency regpaointhe ADC, dynamic range,
and other distortions. One of these two analog signal gemehave to be chosen for a
certain chip based on its application and working enviromme

A linear ramp signal generator is easy to design and gersesatall footprint in die
so the hardware overhead is lower. A sinusoidal signal géoers complex comparing
to ramp generator, but it is capable of performing much mestirng and measurements
for different frequency. Single-tone sine wave signal cambed for analysis of frequency
responses of a wide range so that more accurate chardctgrstch as gain, offset and

harmonic distortions can be acquired. Multiple-tone siagawcan also be used for analysis
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of intermodulation distortions between two frequencieslitain nonlinear characteristics,
usually third-order intermodulation of two frequencies.

Here we will discuss the design of a linear ramp signal geoevehich is implemented
for my thesis research.

Usually a ramp signal generator is designed using a casc@adesht mirror so that
the output ramp signals are linear and stable. W/L ratio oh é&msistor has to be care-
fully calculated to get desired scaling-down factor to aghilow-slope gain. Some special
considerations must be taken because the load transistbe iautput branch of current
mirror may have a voltage drop so that the output voltageegangy not cover full-scale of
operational range of ADC-under-test.

A typical design of a highly linear ramp signal generatordaasn MOSFET current
mirror is shown in Figure 3.4 [5, 52]. The slope of the geregtatamp signal is slow enough
and very linear to allow the static characterization of there dynamic range of an ADC
under test.

To avoid leakage current which is not negligible with extisctiarge current through
the load, a buffer must be added to the output terminal at disé @f some linear range
sacrificed. A switch between output terminal and ground irjel with ramp capacitor
will reset ramp generator to zero and initialize a rising pasignals for ADC to measure.

All transistors in Figure 3.4 are working in saturation mgandwW /L ratio of each
MOSFET is carefully assigned for low ramp gains. It is knoWwattsaturation currens

can be calculated by//L ratio andVys:

N X

w
lgs= 5 (Vgs—Vin)? (3.3)
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Figure 3.4: Design of ramp testing signal generator [5].

From (3.3), we can find that for every quadrupleé/fL ratio or double okys— Vi, value,

the saturation current becomes quadruple. It also meanfotithe same saturation current

in a single branch with two transistors, quadrupl®\bfL ratio of a certain transistor reduce

Vgs— Vin Value by half.

Let us assumAv is Vys— Vip 0of M1. Supposed that bias currentighrough M1 and

M2, and voltage drop over M1 BV +V;,, due to the bias current, the mirror current in the

branch through M3/M4 is alsbbecaus#&/ys of M3 is same as MIW/L ratio of M2 is one

fourth of M1 but M1 and M2 have the same saturation currenyadtage drop of M2 is

double of M1, that is 2AV + V4. Thus, we can find that voltage drop frovpp to gate

terminal of M2/M4 is 3 AV + 2 Vip.
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The mirror current in the branch through M3/M4lissame as M1/M2, and M3 and
M4 have the sam@//L ratio, SoVys of M3/M4 is same as M1 according to (3.3). Thus the

voltage drop of M3 can be obtained,

Vasmz = Vdma —Vdsma (3.4)
— (3-AV +2-Vin) — (AV +Vip) (3.5)
— 2.AV 4 Vi (3.6)

Transistor M5 has samé;s as M1, but a much small& /L ratio, then the current
in this branch is drastically reduced by nearly 20 times /hiltage drop between gate-
source terminals of M5/M6 is same as M1, whichAé + V;,. In addition, because gate
terminal of M6 connects to source terminal of M4 as shown guFe 3.4, we can get that
the voltage drop of M5 is exactiV by subtracting/ys of M6 from voltage drop of M3 in

(3.6),

Viasms = Vdsma — VgsMms (3.7)
= (2-AV + Vi) — (AV +Vin) (3.8)
Y (3.9)

By carefully adjusting the bias current in the source curbeanch in order to make voltage
drop of M1 small enough to be close to zero, the generatedrirsanmp signal, which is in
the range of 0 thoug¥ipp — AV, will be able to cover nearly full-scale of operational rang

of on-chip ADC.
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3.4.2 Measuring-ADC

A high-resolution measuring ADC is used for testing on-dbiC by measuring DAC
outputs and converting analog voltage levels from DAC outpuligital codes. DSP then
will compare measured digital results from this high-retioh ADC to generated test pat-
terns for any possible difference.

In order to undergo fine analysis and to obtain results withenaecuracy, effective
resolution of the measuring ADC must be higher than that o€ERARder-test. If the mea-
suring ADC cannot meet such resolution requirements, theesaf its digital output codes
are not sufficient to determine the errors existing in the DAer-test.

Since usually on-chip DAC get digital input codes directlgrh DSP, the DSP can
act like a test patter generator for the DAC-under-test fdah lstatic and dynamic tests.
If DSP generate ramp codes for on-chip DAC, a static test capels®rmed to obtain
characteristics of ADC like nonlinearity errors, gain,saf and other harmonic distortions.
In the other hand, if DSP generate approximate sinusoidb<m sine/cosine wave forms,
then a dynamic test can be done using measured results frasunieg ADC to analyze
its frequency response, dynamic range, and other distsrtio

Conversion speed, which is a important characteristicsdoverters in general, is not
a critical issue here for measuring ADC at all. Since suchsueaments of analog output
signals from on-chip DAC by measuring ADC only be sampledrdumixed-signal testing
period, the performance of normal DAC operations after mhgignal BIST is not affected
by the conversion time of the measuring ADC. Therefore, ireotd get more precise
analysis characteristics of DAC-under-test, we can chossegh resolution ADC design

and implementation for the measuring ADC as possible. THe @guirement for the
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Figure 3.5: Test on-chip DAC by DSP and measuring ADC.

measuring ADC is that its design shall be simple enough datthvl not put a significant
hardware overhead in the mixed-signal chip.

A Sigma-Delta modulation-based ADC is well suitable for theasuring ADC be-
cause Sigma-Delta modulation is able to achieve very higbluéion easily by employing
oversampling technique [54, 55]. The design of Sigma-Deiltalulator is also easy to
implement due to its simple structure and only a high-spegiati clock, which is used
by digital quantizer within Sigma-Delta modulator, is reéqd for the modulator to work
properly.

A Sigma-Delta modulator-based measuring ADC (m-ADC) is exygll to measure
DUT outputs, as shown in Figure. 3.5. This m-ADC consists bfsé-order 1-bit sigma-
delta modulator and a digital low-pass filter (LPF). The nueasients will compare to

corresponding ramp test codes to obtain nonlinearity efospolynomial fitting. Required
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minimal resolution of the Sigma-Delta modulator dependshanresolution of DUT and
d-DAC as well as fault-tolerance factor.
The minimal effective number of bits (ENOB) of Sigma-Deltaduatator can be ob-

tained by

X Viet
N =log, ———
% LSBy_pac

=N+N—a-1 (3.10)

where d-DAC is the dithering DAC and is the fault-tolerance factor, which will be dis-

cussed later. The signal-to-noise ratio (SNR) of m-ADC cangignated as

SNRpg = 10Iog<RM%ignal)

RMS}oise

=6.02N+1.76 (3.11)

The relationship between SNR and oversampling ratio (OSRirsiforder Sigma-

Delta modulator is [4]

fs/2  fs

OSR= = or (3.12)
3
NR= -~ OSR 1
S 8n2OS (3.13)
SNRig = 10log;oSNR
— 30l0g,oOSR-14.2 (3.14)

where fg is maximum frequency of measured analog signals famslsampling clock fre-
guency of Sigma-Delta modulator.
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Thus OSR of Sigma-Delta modulator can also be determined {10) (3.11) and

(3.14)

SNRyg+14.2
OSR=10 % (3.15)
_ 1Rkymato (3.16)

For a given 14-bit on-chip DAC and 6-bit d-DAC, assuming fdalerance factor is 3,

minimal OSR can be calculated using (3.16)

6.0214+6-3+10

OSR=10 =0 =2195

3.4.3 Dithering-DAC

A low-resolution dithering DAC, which generates ditheringabpog signals to com-
pensate nonlinearity errors of on-chip DAC, is placed aloritlp whe DAC-under-test to
reduce its nonlinearity errors and make it more linear asd teviation from ideal DAC.
After raw analog output signals DAC-under-test are samptetimeasured by the high-
resolution measuring ADC, DSP will use the raw data to charea on-chip DAC by
comparing the measured data to generate test patterns.tAendgference between mea-
sured digital data and generated test pattern for each @deecobtained and the detailed
nonlinearity errors of DAC-under-test are obtained on it6gaale working range. DSP
then can apply a compensating phase-inverted analog sigtiethe same magnitude of
such nonlinearity error to output port of DAC-under-test bp@ly the same digital code
to bother DAC-under-test and dithering DAC, so that the nealiity error of each digital

code for DAC-under-test can be reduced, if not removed by itherhg DAC.
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Since what dithering DAC is designed to remove are nonlibyearrors of on-chip
DAC, which is much smaller analog value than DAC output vathesnselves, the dither-
ing DAC is not necessary to be a high resolution one. Outpalogrvalues from dithering
DAC must be scaled down to the magnitude of LSB of on-chip DAGyrder to compen-
sate such nonlinearities of DAC-under-test. The exact reduiesolution of this dithering
DAC depends on testing accuracy and tolerance of nonlityezmmors specified by on-chip
DAC.

Usually dithering DAC with higher resolution is useful torgs better compensating
results and larger range of nonlinearity tolerance so tb#t butput signals quality and
fixable errors are improved in theory. However, higher nesoh design of DAC also
means the complexity of dithering DAC increases dramayicaid dithering DAC itself
may be found more nonlinearity errors which would affectfthal output signal quality of
on-chip DAC in practice. Given a mixed-signal BIST applioatwith certain on-chip DAC
and measuring ADC, we have to make trade-off between testicigracy and tolerance of
nonlinearity errors by choosing proper resolution of dithg DAC and scaling-down factor
of compensating signals for its outputs signals.

After the order and polynomials of best matching fitting padgnial are determined,
they will be compared to pre-defined values. INL errors of Das& correctable only if the
polynomial coefficients are within the specified range; othee DUT will be marked as
faulty by DSP. For correctable DUT, the fitting polynomiabats coefficients will be saved
into memory cells and retrieved by polynomial evaluatiorcwit to generate correcting

codes.
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Figure 3.6: DUT calibration by dithering DAC (d-DAC) and besatching polynomial.

A low-resolution low-cost dithering DAC (d-DAC) will convesuch correcting codes
into correcting analog signals to remove nonlinearity erfoom DUT output, as shown in
Figure 3.6. Low-resolution d-DAC is simple to design and ofanture cost if low while
converting speed is high. Higher-resolution d-DAC may gateemore accurate correcting
signals if total delay of polynomial evaluation circuit adeDAC is less than converting
time of DUT and such hardware overhead is acceptable. Tkeerafe voltage of d-DAC
is defined by the resolution of DUT and fault-tolerance facto

20

Vief,d—DAC = i? -LSB

2¢ 2Vref
—4Z .
2 2N
2Vref,d—DAC
2N

= 429N . Vgg (3.17)
LSBy_pac =

= pLHa-N-N"\/ (3.18)

for N-bit DAC-under-test with reference voltadé.¢,N’-bit d-DAC, and fault-tolerance

factora.
In most case, it is sufficient to chooseequal to 3 and to use 6-bit d-DAC for DUT

correction. Thus for given 14-bit DAC-under-test, the refere voltage and LSB of d-DAC
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are

Viet
Vief.d-DAc = £ o571 (3.19)
Vret
LSB_pac = % (3.20)

3.4.4 Digital Test Pattern Generator

Instead of analog circuitry for testing signal generataralernative method for test-
ing of on-chip ADC is construct test pattern generator bytdigircuitry to generate digital
test patterns as input vectors of ADC-under-test. Due tagdexibility of digital signal
processing techniques, the generated test patterns cahdmy éorms to fit for various
applications and test requirements. When a static test isregtjffor characterizing ADC-
under-test with parameters like nonlinearity errors, gaffset and harmonic distortions, a
low-slope low-gain linear ramp waveform (or equivalenamgle waveform) will be usu-
ally used to cover the full-scale of input signal range of¢baverters. In the other hand,
a sinusoidal waveform will be used for dynamic test of ADC-antest with parameters
like frequency response, dynamic range and other dist@ti®ther forms of digital test
patterns can also be used with little hardware or softwaeetmad.

The digital test pattern generator (TPG) can be either implged in hardware or in
software. Hardware implementation of DTPG provides fasiegation speed and requires
no extra software to run and to occupy DSP running time to geedhese test patterns.
And software implementation of DTPG gives very flexible oo to generate any forms
for digital test patterns by updating firmware running at 8 occupies no extra die size

to increase hardware overhead of the testing scheme.
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Figure 3.7: Schematics of digital test pattern generatdiqB).

DTPG takesN-bit digital input codek and generate a series of 1-bit stream of which
ratio of number of 1s and Os refledts DTPG can be implemented as either hardware
components or software running by DSP, but the process th¢heimplementations are
essentially same. Figure 3.7 shows two schematics of tigigial test pattern generators.

The simplest design of DTPG is use of pulse-width modulai®W~M), of which duty
cycle of signal representing ratio of 1s to total unit bitBe@ts input signal. DTPG will

generate a bit-stream with unit length of dithering rd®oa serial of 1s with length of
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Ny is output at first, then a serial of Os with lengthref It is obvious thatR = ny; + ng
and duty cycle i1;/R. PWM is easy to implement but suffers serious drawback due to
the imbalance of 1s and Os in its waveform. So the ditheringenof PWM is widely
distributed and difficult to completely remove because soffrthe noise is very close to
lower signal band. To separate in-band signals from ditigembise, test pattern frequency
cannot be very high to avoid be interfered by noise. TheeeRMWWM design of DTPG is
only suitable for applications with low conversion rate ADC.

The other design of DTPG is similar to Sigma-Delta modufatidn accumulator (as
Sigma component in Sigma-Delta modulation) and a compafatmwn as a triangular
component) is used to process input céderhe feedback loop consists of a differential
component and a multiplying factér (equal to 2 or 0). F depends on the DTPG output,
2N if output is 1, 0 otherwisek — F is added into the accumulator. DTPG outputs 1 if
accumulator is larger thar21, 0 otherwise. With this design, 1s and Os of bit-stream
from DTPG output is more likely distributed. kfis minimum value 0, DTPG outputs bit-
stream of Os; ik is maximum value ® — 1, DTPG outputs bit-stream of 1s. Kfis other
intermediate value, DTPG will output appropriate numbet®find 0s so that the ratio of
number of 1s tR is equal tok/2N. For examplek = 2N~ DTPG will output bit-stream
like 010101010101: -.

Figure 3.8 demonstrate a typical 4-bit ramp pattern andtbetam for the ramp, of
which digital codek goes from 0 to 2=16. For N-bit ADC, a total number of'\2ramp
patterns are required for full range static response tethaoevery code that ADC can
measure is generated. We may observe that quantizatioa isaisstributed in signal band

and after dithering digital ramp patterns into bit-streanmigh-frequency dithering noise
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Figure 3.8: Typical analog ramp signals from DTPG patterns.

is introduced at sampling frequendy. Low-pass filter will remove dithering noise from
analog test signals, and high dithering ratio is necessangmove digital quantization
noise. High dithering ratidR means long period of test patterns, so low digital signal
frequency is required for static response test for on-cHifCAo obtain stable and precise
measurements. The drawback of high dithering ratio is lesgrg time.

R.2N
fs

T:R'ZN'ts: (321)

In most cases, dithering ration must be equal to or larger thamber of codes (9, so
testing time for static response is at lea®¥ imes sampling period. For example, 10-bit

on-chip ADC needs 100ms for static response test with 100 Wibital clock.
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A typical single-tone sinusoidal full-range pattern for-ii@ ADC and its dithering
bit-stream can be used for dynamic test. The full-rangespait generated by DSP and
can be used for dynamic response test at specific digitahkiggguency. In fact DSP may
generate arbitrary form of test patterns for various apgibnis. Beside single-tone test
pattern, multiple-tone test patterns can also be used tgumeanter-modulation between
two frequencies by ADC-under-test.

Assuming analog signal frequency of single-tone sinusqd#ern isfg and digital
signal frequency idq, where fy must be at least twicé& according to Nyquist-Shannon
sampling theorem so that DSP may recover sinusoidal pdttam ADC outputs. From
(4.1), given digital clock frequencig, the maximum analog signal frequenfyfor single-
tone sinusoidal pattern is/2R. However, all digital codes have to be covered to perform
a full-range ADC test, thus the ratio of analog signal to tdigsignal frequency must be
more than R.

Therefore, the sampling clock ratio & to fo must be larger thanR- 2N, and the
practical maximum sinusoidal pattern frequency for falhge dynamic test is

fs

whereR must be equal to or larger thaff 2or N-bit ADC. Similar to (3.21) for static re-
sponse test, the minimum test time required for one dynagsjoanse test can be calculated

as,

2R-2N

T=2R-2N.t,=
fs

(3.23)
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The low-pass filter will remove dithering noise and quartt@anoise of sinusoidal pattern

as for ramp pattern.

3.5 Testing of On-chip Converters

In this section, we will discuss the detailed steps of tgstiheach component in the
mixed-signal BIST architecture. Before any testing stepsietluip converters, logic BIST
of digital circuitry must have been successfully tested jpasbed so that the digital part of
the mixed-signal system can be considered fault-free. &signg components, including
analog signal generator and measuring ADC, have to be tasti ifirst place in order
to guarantee minimal noise and errors existing in the oudpta of generated analog test-
ing signals and measuring results. Then on-chip ADC and DAdeutest may undergo
mixed-signal testing procedures respectively. Since bedts require DSP as digital test
pattern generator or digital result analyzer so these tetgpt@cedures cannot be performed
simultaneously. After both tests of on-chip ADC and DAC fimisve can tell the testing
results from characteristics calculated by DSP and if \&bfall characteristics are within
the allowed limits, the chip then can be considered as faedtin mixed-signal circuitry.
Furthermore, if values of some characteristics exceedltbwed limit ranges but can be
calibrated by calibration circuits, which will be discuddater. The on-chip ADC/DAC
would be considered as faulty only if any value of obtainearabteristics exceeds calibra-

tion range to that it cannot be fixed by the propose post-tagalibration process.
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3.5.1 Diagnosis of Testing Components

To diagnose new-added testing components, including alogs&nal generator, a
high-resolution measuring ADC and a low-resolution dith@DAC, two sub-steps have
to be taken for two pairs of analog-digital data sets. Oneipainalog signal generator and
measuring ADC; the other pair is dithering DAC and measuriigCA

Figure 3.9 shows the diagram for analog testing signal geoeand measuring ADC.
The analog testing signal generator has been initializeeéno before measurements and it
stops as soon as the measuring ADC outputs the maximumldigda for DSP to analyze.

Since the analog testing signal is in fact intended for ngstf on-chip ADC, the
effective resolution of measuring ADC can be set to be samiatsof on-chip ADC.
Provided the resolution of on-chip ADCbit, and measuring ADC is a first-order single-

bit Sigma-Delta ADC, the minimum SNDR required for both AD@:ar

SNR = 6.02-N+1.76 (3.24)
3

SNR = 1o.|oglo<ﬁosﬁ) (3.25)

= —142+30log,OSR (3.26)
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Figure 3.10: Diagnosis of dithering DAC and measuring ADC.

40— TPG

Equation (3.24) is for on-chip ADC and (3.26) for measuringn$a-Delta ADC. Next, we
get:

OSR= 10" 3042 (3.27)
Assuming that the resolution of on-chip ADC is 14 bits, and(®y27), we can conclude
that the required minimum oversampling ratio (OSR) to santpdeanalog testing signal
generator is about 2194 to fully test the generator.

Figure 3.10 shows the diagram for dithering DAC and meaguhinC. DSP will act
as both test pattern generator (TPG) to drive dithering DAG autput result analyzer
(ORA) to collect measurements for analysis. During this, tBSP must drive on-chip
DAC to a constant value, usually zero, to make sure that ¢qm-DIAC will not affect
diagnosis process of the dithering DAC. Since dithering D&@ low-resolution DAC, the
measuring ADC will not working at as high oversampling rag®that for analog testing

signal generator. Because DSP knows both test patterns gmat oesults, it is simple to
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detect any inconsistence between these two digital valnédiad possible errors in the
dithering DAC.

Assuming that the resolution of the dithering DAC is only &bapply it to the same
equation (3.27), then we can get the minimum OSR for this @&&. Therefore the
diagnosis of dithering DAC is much faster than that of analiggal generator.

If both self-diagnoses pass the test by demonstratingetefarm of digital signals,
for example, rising digital consecutive codes for lineanpasignals, we can consider the
newly-added testing hardware without fault. There couldtlg one exceptional case that
existing fault cannot be detected, which happens when gri@sting signals and dithering
DAC has the exactly same nonlinearity errors and thosesecaor exactly compensate those
of measuring ADC. It is obvious that such chance is very rackitis nearly impossible

for all three components match the condition at the same time

3.5.2 Test of On-Chip ADC

The proposed approach is shown in Figure 3.11 [27]. Simdaa tistogram test-
ing method [56], this ADC BIST architecture also consistshwéé major components, a
test signal generator, the on-chip ADC under test and aadligignal processor (DSP) for
measured data processing and analysis.

Linear ramp testing signals are used to stimulate the ADCutest for simple im-
plementation and short test time. Let the linear ramp sgysampled by the on-chip ADC
be,

f(k)=a-T -k+b (3.28)
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Figure 3.11: The proposed ADC BIST architecture.

whereT is interval time between samplesandb are coefficients of the linear function
(a> 0), andk is the variable of samples.

Initially, b is presumed to be close enough to zero so that the measuscatenlys
begin with code 0. This condition can be satisfied by the iTieletation to always reset
ramp signal generator to output signal close to zero. If #ad sample is still measured
as 0 then the previous sample is discarded until a non-zdépuboode is measured. On
subsequent samples the output ascends until the measureiketh sample outpuf (K)
reaches ® — 1 which is the maximum possible output codeNsbit ADC. Thus, we have

following assumptions for the measured outputs of the ADGeutest,

0 k=0
M(K)lk=0.k = § Mapc(f(K)) k=1K-1 (3.29)
N1 k=K

For an ideal ADC there is no nonlinearity error and the rarsfirig signals may be recon-
structed using,

f(k) ~ M(K) - LSB+ &g (3.30)
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However, it must be noted that quantization erreg3 étill exists in the reconstructed ramp
signal function though the effect of these errors may begediy accumulation of a large
number of samples as shown below.

BecauseM(0) andM(K) are the lower and upper bounds for all measurements and
their corresponding signal§(0) and f(K) might fall outside ADC measurement range,
these two measurement must not be considered during thaatbaration of the ADC.

All other measurement$/ (1) throughM (K — 1), are divided into two equally-sized parts
and then accumulated into two sums so that we may get thedomein functions of ramp

testing signals from (3.30),

K/2 1 K2
oMM e 2
1 /1 1
= = <§K(K+2)aT+§Kb> (3.31)
K-1 1 K-1
Rt A AL
1 /1 1
= = <§K(3K—2)aT+§Kb> (3.32)

Then, two syndromes can be obtained from the two sums usilogvfog equations,

S = s1-% (3.33)

S = —s1+3% (3.34)
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Applying (3.31) and (3.32) to (3.33) and (3.34), respetyivee get

1 1

® - = (ZK(K—Z)aT) (3.35)
1

S = g5 (K@T+b) (3.36)

From these two equations, the coefficients of the ramp signation can be found as,

B 1% 1

a = LBy o7 (3.37)
~ SIK — 25 - 45

b = LSB-( k=3 ) (3.38)

Finally, the two coefficients of time-domain ramp functid®48) can be recovered from

two sums by applying (3.33) and (3.34). Thus,

B 4(s1-s0) 1
_ (Bso—s1)K—2(s0+ 1)
b = LSB <(K=2) (3.40)

A DSP block, presumed to be available on the mixed-signal 8aed to accomplish
all computations shown above. The on-chip ADC measuresigsals and the DSP reads
and processes the ADC output codes. It uses (3.39) and (8.4pproximately reconstruct
the original ramp test signal function. The DSP then conpaeeh ADC measurement to
the expected code from the reconstructed test signal fumtitiget INL errors of the ADC

under test. The two coefficients can also be used to deterofiset errors of the ADC

under test.
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The principal steps of the proposed BIST approach for on-8Bi@ can be described

as follows [27]:
1. Reset testing signal generator to output ramp signals.
2. Detect first non-zero output from ADC,; all previous samalesdiscarded.

3. Measure all subsequent samples and record ADC outpus aodi the maximum

possible code are detected.
4. Accumulate measured samples in two equally divided paudsget two sums.
5. Using (3.39) and (3.40) obtain approximate coefficieotgte signal function.

6. Calculate expected code for each sample using the obtsigyeal function and com-

pare it to the measured code to get INL errors.

The two coefficients of the test signal function can also legldsr a preliminary esti-
mation of INL error of the ADC under test. The absolute valtimagnitude of coefficient
b indicates overall offset error of ADC and the valueaohdicates ramp slope of testing
signals. The coefficiertt should be around zero becaud® < 0.5LSB anda should be
close to the design specification of ramp signal generatdhxC under test to pass BIST.
If the preliminary conditions are not satisfied, there wdldhigh probability that that ADC
under test is faulty.

The same idea can also be applied when using low-frequenagadal test signals
for nonlinearity test of an ADC under test. Let a sinusoidat signal be in the form shown
below:

f(k)=A {1+sin (wT- —%)} (3.41)
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wherew = 2mF is the frequency of sinusoidal test signal generated, Tamsl unit time
interval of samples. Assumin§(0) is measured zerof (1) is measured non-zero, and
f(K) is the first measured highest possible code, wef g€y = A and thus, we can get the

maximum time interval of sampling given a required minimaiber of total samples:

T=— =_— (3.42)

However, the design of such a sine-wave signal generatohs is more compli-
cated than that of ramp signal generator because the foegeires a stable low-frequency
oscillator to generate test signals, a voltage shifter dodranoise amplifier to move signal

voltages to the working range of the ADC.

3.5.3 Test of On-Chip DAC

This section describes details of the proposed BIST schergerterate digital stim-
ulus, to measure DAC outputs and to calculate parameterdétermine the performance
of DAC and control the dithering DAC for calibration. To temt-chip DAC, as shown
in Figure 3.12, BIST control unit generates a series of cansecdigital codes (corre-
sponding analog voltag&) from the lowest valueyp) to the highest value,_1) and uses

sigma-delta modulator to sample the output of DACia3: (

Uk = Vic+ Ok + G (3.43)

whereg is the quantization error of the on-chip DAC aggdthat of sigma-delta ADCk

is captured at the output of the sampling sigma-delta ADCGstmrh input cod&. For an
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Figure 3.12: Test circuitry of DAC.

accurate measuremehtmust contain more effective number of bits (ENOB) than that in
k. The ENOB ofk is determined by the oversampling ralg and requires higheKk to
obtain larger ENOB and better resolution. Thus, the totalhgjzation error for each code
kis,

& = Uk — Vi = Ok + dic (3.44)

dk is small enough to be ignored with high oversampling r&tiand thus the quantization
error is mainly from the on-chip DAC. The dithering DAC willgh eliminateg, from the
DAC output for normal operation and output linearity can bettfer improved by employ-
ing a dynamic element mismatching (DEM) technique. Becatitsge number ofy for
each code, (2N in total for N-bit DAC), it requires a huge amount of memory to store
the compensation data for every code, thus tHeogder best fit algorithm shown above
is used to reduce memory consumption. On the other hand,udetigation erroigy for

each cod« also satisfies the requirements for the polynomial fittirggpathm. Applying
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the fitting algorithm tdNL error g, rather than resul, obtained from sigma-delta mod-
ulator as [23] proposed, will make it easier for dithering ©#£o0 generate compensation
signals. The consecutive codes frogto v,,_1 are divided into four equal-size segments
and quantization errorg, in each segment are summed up to get four fundamental sum

values:

n/4—1 n/4—1
S= > &= ) (W—w) (3.45)
=0 =0
n/2—1 n/2—-1
S= ) &= ) (k=W (3.46)
k=n/4 k=n/4
3n/4-1 3n/4-1
S= > &= Y (W—w) (3.47)
k=n/2 k=n/2
n—1 n-1 ~
S= ) &= ) (k-w) (3.48)
k=3n/4 k=3n/4

wheren = 2N is the total value range for tié-bit on-chip DAC.

Being mathematically equivalent to the least-square fitt@ma@duce the best unbiased
(linear) estimates for the coefficients by feeding convestiéh a linear ramp test stimulus
covering the full range of conversion. The converter maykwadrfull speed to traverse the
ramp stimulus and the output results are sampled by a megstevice. The full range
of conversion is divided into four equal interval segmeats,shown in Figure 5.1. The
samples at each segment are accumulated and the four su&s &eS, andSs. The

general third-order polynomial equation to fit convertsrs i

y = bg + bix+ box® + bax® (3.49)
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The inputx is assumed to be a cosine waveform to relate the four coelficte harmonic

distortion,

x = A-cogwt) (3.50)

y = Cp+ €1 coq wt) + Cp coq 2wt) + c3cog3wt) (3.51)

wherecy, ¢1, ¢z, andcs represent DC offset, gain, and%and 39 harmonic distortions,
respectively.

We assume the following four syndromes from combinatiornuohs.

Bo=S+S+S+S (3.52)
Bi=%5+%-5-% (3.53)
B2=S$-S-S+S (3.54)
Bs=S%-3%+35 - % (3.55)

One can derive [23] four coefficients for the best fit polynahfiiom the syndromes:

bo = % (Bo— gsz> (3.56)
by = % (Bl - ng) (3.57)
by % By (3.58)
bs = % ‘Bs (3.59)
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The characteristics of converters are derived from ther®mds as well:

Co~ - Offset (3.60)

4B, .
~N—— G 3.61

C1 N ain ( )
B .

Cp o 2 2"%harmonic (3.62)
B:1

C3 ~ 2Bs 3"harmonic (3.63)
3B1

whereN is the total number of samples andis the range of the converteA& n/2,
n=2V). The approximated equations are accurate if the numbemopkes is large enough
(typically greater than 1000, i.e., equals or exceeds XK).bit

The syndromes and coefficients of the best fit polynomial &np signal are cal-
culate from these four sum values using (3.52) through {3368 (3.56) through (3.59),
respectively.

With these coefficients, representing offset, gain, didad 39-order harmonic dis-
tortions by calculating quantization error, we can corgtabest fitting curve that has least
square error. We use (3.49) and (3.51) to replace the actzattigation errors by both
DAC and sigma-delta ADC. To achieve even higher linearitggfthe ENOB of sigma-
delta ADC shall be larger than number of bits in the DAC, usuatlleast 3 more effective
bits, though test time would be slightly longer. The refeeroltage of the dithering DAC
can be the maximurtNL error for the on-chip DAC in theory and usually 3 LSB is used
for this dithering range to guarantee the full compensdtom low quality on-chip DAC.
Because of spurious factor introduced by the dithering DA@&final result of on-chip

DAC, a low-pass filter must be used to filter out any high freqyeroise.
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3.5.4 Calibration of On-Chip ADC/DAC

After coefficients of the fitting polynomial are obtained ficsyndromes, the poly-
nomial can be used to recover static INL error for each codktla@refore can be used to
drive dithering-DAC to generate compensating signals tadlinear quantization outputs
of on-chip DAC.

To calibrate on-chip DAC, the quantization error of DAC candadculated by two
output values,

Avg = v — Ok (364)

for each test stimulus codewherevy is the ideal DAC output and is the actual output of
DAC-under-test. Four coefficients of #3rder polynomial function are calculated from
the sums obtained from four equally-divided segmefisis theN’-bit code of calculated
voltage valueAvy by N-bit codek and N-bit codek. Ak will be used by digital BIST
control unit for actual calculation to obtain coefficientShese four coefficients will be
used to recoveN’-bit codeAk, to generate compensation signal for DAC output during
ADC BIST in next step, and in the normal operation until the pos finally turned off.

An N’-bit dithering DAC using a dynamic element matching (DEM}Rique is used
for accurate compensation with high-tolerance mismateinesng the current sources of
the DAC. Assuming DEM iteration factgs, meaningN’-bit dithering DAC generatep
outputs for each input codik, we get DEM elements distance factpso thatp-q = 2V'.
After eliminating spurious data by an LPF, the performantéithering DEM DAC is
comparable to an ideal DAC witR’ +log, p ENOB as discussed in a previous paper [57].

A typical implementation of dithering DEM DAC containd'2current sources which are
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divided into p segments with element distancempfFor any code, k consecutive current
sources fron{d — 1)q+ 1 through(d — 1)q+k are turned on ai'" iteration (1< p).

The implementation of BIST circuitry and algorithm to test @linder-test is quite
similar to the techniques used for DAC-under-test. BIST adninit generates exactly the
same consecutive codes as digital test stimuli for the agpAC, which then outputs an
analog ramp signal. BIST reads the digital conversion outpuADC-under-test whose
input is the ramp signal. Since testing and calibration oflD#as been completed in the
previous step and the resolution and linearity is improvted,quantization error of DAC
may be ignored now.

Four coefficients of a third-order best-fitting polynomiahttion are obtained from
the output of ADC in a similar fashion as was done for the Sighe#ta modulator in the

previous step. The calibration of on-chip ADC is simple,

k=K + Ak (3.65)

wherek’ is N’-bit ADC output, Ak is calculated from polynomial function, arkdis cali-
brated result. We should point out that this procedure ordies limited compensation to
the linearity and does not improve the resolution of ADC-urtdst.

The proposed test and calibration approach is verified bulsimon in Matlab for 14-
bit on-chip DAC and ADC model on various quantization noiseels. A 6-bit low-cost
dithering DAC model is used in the simulation to generate pensating analog signal

for DAC calibration. The reference voltage for the dithgriDAC is 3 LSB of on-chip
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DAC considering fault tolerance of its resolution. Howeuérs is enough to calibrate the

on-chip DAC with 3 more ENOB.

INL of 14-bit DAC (LSB)

| | | | | | | |
0 2000 4000 6000 8000 10000 12000 14000 16000
Indices of 14-bit DAC-under—test

-1.5

Figure 3.13: INL of simulated 14-bit DAC-under-test.

Figure 3.13 depicts INL of a 14-bit DAC with maximum 1.4 LSBaguization error
from a Matlab simulation in which random noise was introduc&dhe maximum INL
magnitude is within a pre-defined range, e.g., 3 LSB in thsecao that this on-chip DAC
could be calibrated. IfNLg for any codek falls outside the specified range, the on-chip
DAC would fail the test. Under ideal condition the negatiedues of these INL data could
be used as calibrating signals for DAC outputs to obtaingaétfnear results. However, it
is impractical to store such huge amount of INL data for ewepyt code, especially with

high resolution DACs.
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Estimated INL (LSB)

| | | | | | | |
0 2000 4000 6000 8000 10000 12000 14000 16000
Indices of 14-bit DAC-under—test

_15 1 1 1 1 1 1 1 1
0 2000 4000 6000 8000 10000 12000 14000 16000

Indices of 14-bit DAC—under—test

Estimated calibrating output (LSB)
o
%

Figure 3.14: Least mean-square fit third-order polynomad) and estimation error (bot-
tom) for DAC-under-test INL data of Figure 3.13.

The polynomial fit algorithm, which will be further describén Chapter 5 in details,
will dramatically reduce the required data to only four dmédnts of a &-order polyno-
mial. By dividing the INL data of Figure 3.13 into four equald®segments, we get sums
S, S1, S andSs, syndromed®y, Bi, Bo, andBy4, and polynomial fit coefficientls, b1, by,
andbs shown in Table 3.1. These were obtained by the method of [24,FRgure 3.14
shows the best mean-square third-order polynomial fit améskimation error by the fitting
algorithm. The average error is abouB9.3dB.

Similar results for a low-quality 6-bit dithering DAC arecshin in Figure 3.15. This
dithering DAC will generate analog calibrating signals BAC output by four fit coeffi-

cients o, by, by, andbs) calculated above. The reference voltage of the DAC is glfyic
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Table 3.1: Third-order polynomial fit for INL of Figure 3.13.

|

i | Sum,§ | SyndromeB; | Coefficientb |
0| 2.543FE3 —0.195%F4 0.93

1| 1.999E&3 —1.1045=4 0.274&5
2
3

—3.373E3 | —2.85643 —1.0391E8
3.128%F3 | —2379E3 | —1.408&E12

6-bit DAC INL
o

| | |
0 10 20 30 40 50 60
Indices of 6-bit dithering DAC

6-bit DAC output
N
o

| | |
0 10 20 30 40 50 60
Indices of 6-bit dithering DAC

Figure 3.15: INL (top) of simulated 6-bit dithering DAC, and\D outputs (bottom).

3 LSBs of the DAC-under-test. Using a reference voltage higjieem 3 LSB will provide
a larger range of calibration and hence better fault-tolegaout will lower the calibrating
precision and worsen linearity. On the other hand, usirgttesn 3 LSB will provide better
calibration precision and linear outputs but worsen faliérance feature of the DAC.
The final calibrating output of the 14-bit DAC-under-testngsithe 6-bit dithering
DAC is shown in Figure 3.16. By subtracting the outputs of tHat@lithering DAC from
that of DAC-under-test as shown in Figure 3.13, the lineaftipAC will be significantly

improved. Due to the quantization error of low-resolutiothering DAC, the calibrating
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Estimated INL (LSB)

| | | | | | | |
0 2000 4000 6000 8000 10000 12000 14000 16000
Indices of 14-bit calibrated DAC

Estimated DAC output (LSB)
o
%
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0 2000 4000 6000 8000 10000 12000 14000 16000

Indices of 14-bit calibrated DAC

Figure 3.16: INL (top) of calibrated 14-bit DAC-under-testing third-order polynomial
fit and 6-bit dithering DAC, and corresponding estimated IMioe(bottom).

data is not exactly as good as shown in Figure 3.14. The awezsigmation INL error
of calibrated DAC output is about38.0dB, still acceptable in this case. Figure 3.14 also
shows that the INL of the calibrated DAC is not greater th@sQ.SB, which is comparable
to the ideal DAC with 16-bit resolution. So the on-chip DACiisproved by 2-bits of

resolution in this case.

3.5.5 \Verification of ADC/DAC Test Results

After both on-chip DAC and ADC are tested by the proposed@sgogr, two converters-

under-test are characterized and calibrated separatelyeal output of the compensated
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Figure 3.17: Proposed digital ADC self-test architecture.
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Figure 3.18: Test of DAC with loopback connection betweenadutput and ADC/m-

ADC input ports.

converters must be verified with each other to guarantedithagerrors are within the al-

lowable range. A local analog signal loop will be establasfar verification by connecting

output pin of on-chip DAC to input pin of on-chip ADC. The blodkagram of verification

scheme is shown in Figure 3.17 which consists of a digitalaigrocessor (DSP) to gen-

erate test patterns for DAC inputs and to acquire ADC outpstilts, and a feedback loop

connecting DSP output to ADC input.
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During the verification of ADC/DAC testing results, DSP wik lble to generate any
desired test patterns, same as test for on-chip DAC, to per&tatic of dynamic test on
DAC-ADC loop. Then DSP can collect measured outputs fromtup-ADC and compare
the results against generated test patterns to obtain INID&L errors for static test, and
frequency response, dynamic range, harmonic distorteins,for dynamic test. Usually a
static test with a ramp code will be used for nonlinearitpesisince INL is most concerned
in this thesis.

After the local analog signal loop connection is establishetween DAC and ADC,
DSP generates consecutive codes from minimum value to nuaxione to drive on-chip
DAC and dithering DAC. The input codes to on-chip DAC will gesiie analog outputs in
its output, just as it has been tested during the test for DA®. Jame codes to dithering
DAC will be used by the polynomial evaluation unit (PEU) tangeate the compensating
analog signals to reduce the nonlinearity errors of on-BE output values. Four coeffi-
cients, which are obtained using polynomial fitting aldgamtwill be stored and applied to

the PEU to generate proper compensating signals,

k=co+cr-k+co-kP+cz -k (3.66)

The calibrated outputs of on-chip DAC will then be,

Vk = \A/k — ‘7k (367)
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The combined analog signals of on-chip DAC and dithering DAén will be mea-
sured by on-chip ADC and subsequently retrieved by DSP fonpasison against the cor-
responding generated test patterns. If the verificatign&afirms that nonlinearity errors
between generated test patterns and measured samplestareOAbLSB, it means that
both on-chip DAC and ADC are both operating normal afterbralion because in the
previous steps they are independently tested and calibr@terwise, either one of on-
chip DAC or ADC may be faulty if in the verification steps anynfiaearity error is found

exceed 0.5LSB.

3.5.6 Minimal Number of Samples

Since measurements by ADC always contain quantizatiomseawing to its nature
to convert continuous analog wave into discrete digitabc@dminimal number of samples
must be taken to ensure that such quantization errors ahigibégin the process. Let us
first consider an ideal ADC. The quantization errors of thalideDC can be anywhere
betweeni%g', and as more samples ADC measures less quantization ezroesir after
accumulating all measurements. A histogram approach caotsdered as the extreme
situation of the requirements, which needs multiple samfite each code to make sure
that the quantization error is essentially removed fromistieal distribution of codes.

However, for a non-ideal ADC under test, there are two pdgsals that must be taken
into consideration. It is always possible that some codels grieater nonlinearity errors
are not measured during BIST, and also it is possible that asuned nonlinearity error

introduces distortion to the reconstructed transfer fiomadf ramp signals.
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Generally, the first problem will be non-existent if everydeois measured at least
once, and the second problem will be effectively eliminatetth large number of samples
because such nonlinearity errors will be attenuated to Hidleempact on the calculation.

In practice, we found that at least2? samples should be measured to perform this BIST
procedure on am-bit ADC to avoid these two issues and ensure that ramp sguoal

reconstructed properly.

3.5.7 Delay of Polynomial Evaluation

The other issue is the miscorrelation between delay timBg\@f-under-test and poly-
nomial evaluation unit. Since polynomial evaluation irved large amount polynomial
calculation, which is mostly digital circuits, it will imge additional delay from DSP to
dithering-DAC. Hence a potential issue arises to the calr®AC outputs because the
output analog signals could be divided into two sectionghénfirst section, on-chip DAC
generates output signals which possibly contain nonlityearrors larger than 0.5LSB.
In the second section, dither-DAC generates compensaigmgls to fix corresponding
nonlinearity DAC outputs by removing portion of nonlindees. However, due to the dif-
ferences in delay between these two timing paths, theseigmals may not arrive at DAC
output simultaneously and therefore cause additional pgwted error to the analog sys-
tem. To diminish such delay effects, the combined delay tfrgmmial calculation circuitry
and low-resolution dithering-DAC must be less or equal ®dbnversion time of on-chip
DAC.

Thus, the delay of polynomial evaluation unit must be tak®&o iconsideration in

the late verification step. After DSP drive on-chip DSP aritieting-DSP with certain
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test pattern, it will expect a measured data from on-chip Ai@puts. If DSP observes
miscorrelation in the measurements, even the final measuntsrbeing correct and within

the 0.5LSB limit, the verification must show a failure.

3.6 Summary

In this chapter, the proposed built-in self-test and catibn scheme for analog-to-
digital and digital-to-analog converters is describedeétails. On-chip ADC is tested us-
ing ramp signals from analog signal generator, and its asitpre collected by DSP. On
the other side, On-chip DAC is tested by digital ramp testgoas generated by DSP, and
measured by a high-linearity measuring-ADC, which is base&gma-Delta modula-
tion. Both data from ADC and DAC are finally processed by DSRgipiolynomial fitting
algorithm to obtain four polynomial coefficients which camised to estimate characteri-
zations of converters, such as offset, gain, and high ondesrtions. The four polynomial
coefficients then will be used by polynomial evaluation uhiting result verification and
normal operations. In the final result verification step, d@IPgenerate another set of test
patterns, usually ramp patterns, to drive both on-chip DAG dithering DAC (through
polynomial evaluation unit to calibrate DAC) to make DAC autpwith reduced nonlin-
earity errors. On-chip ADC will measure the combined DACput$ after calibration to
verify that nonlinearity errors of both DAC and ADC are withd.5LSB. Otherwise, it

means that either the on-chip ADC or DAC is faulty.
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Chapter 4

Sigma-Delta ADC

4.1 First-order 1-bit Sigma-Delta Modulation

For ADC based on Sigma-Delta modulation, typically as shawhigure 4.1, over-
sampling technique is used to distribute quantizationenoiger a wider frequency range
(up to sampling frequencys) than the digital signal frequencyf{). Thus, the in-band
noise is reduced and SNDR is improved [58, 59]. Oversamplhtigp (OSR) is defined

as [60]:

fs
OSR= 51, (4.1)

SNDR of Sigma-Delta ADC is revised from (2.16) to considegrsampling ratio:

SNDR= 6.02- ENOB+ 1.76+ 3-10g,0SR (4.2)

From (4.2) we may observe that SNDR of an ADC based on firstratebit Sigma-Delta
modulation will increase by 6 dB for each additional bit imgersion resolution, and 3dB
for doubling sampling frequency.

A typical Sigma-Delta ADC in Figure 4.1 consists of a Deltadulator and integrator

(H(s)) in a negative feedback loop. Quantization noEésf) is introduced into the system
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1-bit first-order Sigma-delta Modulator

e(t)
Y

x(t) ol S j y(t)»

intergrator quantiztion

1-bit DAC |«

Transfer function in z-domain

E(z)
X(z) 1 j Y(ZL

Figure 4.1: Schematic of an typical ADC based on first-ordeit Bigma-Delta modulation
and its transfer function i=domain.

by the quantizer (1-bit ADC) and a 1-bit DAC. The transfer fumef close loop of Sigma-
Delta modulator can shape the quantization noise by pughimgoise further up to out-
band of input signal, so that a low-pass filter (typicallyitiifffilter, e.g., accumulator) will
be able to remove the most of noise. Let input and output Egrfdahe Sigma-Delta ADC

in s-domain beX(s) andY(s), respectively.

(4.3)

83



It can be observed that the close loop acts like a low-pass fitr input signal X(s))
and high-pass filter for quantization noidg(§)). Due to 1-bit ADC and DAC used in
the negative feedback loop, nonlinearity error in theséagneomponents can be ignored.
Therefor with oversampling and noise shaping techniquagn&Delta ADC is able to
achieve both high resolution and high linearity with largener of OSR.

However, according to the Nyquist-Shannon sampling thepggven a specific sam-
pling frequency, large OSR will effectively reduce bandilidf input signal and also extent
the conversion time. Conversion time is also a critical messent of ADC performance,
especially for high speed applications which require fasterting rate for high frequency
input analog signals.

The digital BIST circuitry cannot process the analog rammaig directly, so we
employ a first-order 1-bit Sigma-Delta modulator to samphCDoutput and to convert
each analog sign&lto corresponding digital code

The proposed Sigma-Delta modulator includes an integramat-bit quantizer, and an
1-bit DAC. With oversampling and noise-shaping techniqugsn@-Delta DAC is simple
to design and implement for achieving high linearity withstrict requirements for high
quality components. By oversampling the quantization nofseigma-Delta ADC is uni-
formly distributed over a wider band up to half of samplingguency (Nyquist frequency)
and therefore the overall noise figure is reduced. Becausaghal to noise ratio (SNR) of
simple oversampling increases by 3dB for each doubled sagh@te, the oversampling
rate (OSR) must be quadrupled for each ENOB of resolution. g&ime feedback loop
(consisting of a quantizer and a 1-bit DAC) acts as a low-pées fior input analog signals

and high-pass filter for internal quantization error. Sodgentization noise is removed
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from the lower band and is concentrated in the high-frequema of the Nyquist band.
Therefore, the noise is shaped to higher band than inpuglsign

More than one integration and loop stages could be used ki bigih-order Sigma-
Delta modulators for better quantization noise-shapind) BNOB gain for a given OSR.
However, a high-order Sigma-Delta modulator is not as stabd linear as a first-order
modulator [61], which is our choice in this application. fieg time of the first-order 1-bit
Sigma-Delta modulator is not an issue since the testing ahlbdration procedure is exe-
cuted only during chip powering up and therefore modulaiimet affect the performance
of the normal operation.

Figure 4.1 shows a typical design of first-order 1-bit Sighedta modulator. The

transfer function of the modulator is

Y@=z 'X@)+(1-z HE@2) (4.4)

whereE(z) is the quantization error introduced by the Sigma-Delta ufetdr.
Assuming oversampling rate of a Sigma-Delta modulatavijseach analog signal
output by DAC-under-test for codemust haveM samples by the modulator. The SNR of

Sigma-Delta modulator with an oversampling ritaes

M= ::—: (4.5)
" 1 3/2
Np = erms% (M) (4.6)
1
SNR= 4.7
o 2v3 (4.7)
\/§M3/2
~ 2V (48)



where fs is the sampling frequency of Sigma-Delta modulator dgds the operational
frequency of the DAC.

Assumingerms = 1, the input signal RMS value i$/2\/§ and SNR for the first-order
Sigma-Delta modulator can be obtained. Generally, we caihigher SNR using larger
oversampling rate at the cost of longer measuring time fon eade, but this would apply
only to BIST stage and does not affect DAC/ADC performancergumniormal operations.

The reference voltage of the modulator must be same as taef®@AC-under-test in
order to make sure that the conversion result is precise mydifierence between results
and stimuli is only the quantization error introduced by ERgT itself.

The accuracy of modulator must be higher than that of DUTctvimeans that the res-
olution of the modulator is higher than that of DUT, in ordemieasure the DUT outputs.
Furthermore, delta-sigma modulator may have to be accarategh to calibrate DUT for
several more bits of resolution. We estimate the requiredbar of bits of the modulator

from the following equation:

ENOBa = Nput + Nj_pac — l0g, o (4.9)

where we haveéN-bit resolution for DAC-under-testy’-bit resolution for dithering DAC,
anda as a scaling factor for INL range of fault tolerance.

Taking a large value foar, the scheme becomes more capable of fixing the nonlinear-
ity error of DUT but the final calibrated resolution becomewér. On the other hand, a
smalla can be used for better calibration result with a reducedearfignonlinearity error

tolerance. Suppose, we choase= 8, giving 3 LSB range of fault tolerance. The ENOB
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Oversampling without feedback
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Figure 4.2: Oversampling system without noise-shapindldaek.

-

of the modulator must be larger théh= N+ N’ — 3 for the desired INL voltage range.

Thus, the SNR of the Sigma-Delta modulator is [62]

SNR=6.02N +1.76 (4.10)

whereN is ENOB of the modulator calculated above for given DUT arttieting DAC.

4.1.1 Oversampling and Noise Shaping Techniques

From (4.2), we can find that the SNR improves by 6 dB for evetyaldlded to the
quantizer. For the same amount of total quantization noiseep every doubling of the
sampling frequency reduces the in-band quantization yiSedB, as shown in Figure 4.2.
Thus RMS (root mean square) value of the in-band quantizawse is reduced by the
oversampling technique since the total noise is spreadsadh® entire sampling band-
width [4]. Hence, every doubling the oversampling ratio ©)$ equivalent to increasing

the quantizer levels by a half-bit for concerned quantiratioise.
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Oversampling technique allows the use of a lower-resatutionverter without sac-
rificing noise performance and the trade-off between mé&aguime and accuracy. Dou-
bling the oversampling rate, meaning longer conversior tamd lower converting signal
frequency at the same sampling frequency, gives two timesbeu of correlated signal
samples and the signal power is increased by 6 dB. In othersytrd signal samples are
correlated while the noise samples are not. Thus the SNFRowveprent of 3 dB is obtained
corresponding to a half-bit resolution improvement.

The benefit of oversampling technique is that the requirésnem analog antialiasing
filter for A/D converters ordeglitchingfilters for D/A converters is lower due to wider
transition bands from oversampling and therefore only twader filter are needed. The
disadvantage of oversampling technique is the requiresr@anhigh oversampling ratio to
achieve high resolution, that is, much higher samplingsrétian ordinary A/D and higher
clock speed for digital circuits. It also means that the algrandwidth sampled using
oversampling technique has to be much lower than samplieg ra

While oversampling technique is able to reduce the randomtqadion by averaging
such noise over a much wider sampling bandwidth due to highsavnpling ratio, another
useful scheme for quantization noise reduction is noispiagausing negative feedback.
Considering the transfer function of first-order Sigma-Betiodulator (Figure 4.1) in (4.4),

a negative feedback is added to stabilize the system camgeam integrator.

For in-band signaK(z), the system acts as a low-pass filter and the signal transfer

function is nearly unity at low frequencies. Similarly neisignalE(z) is approximately
zero for low frequencies due to its noise transfer functehkie a high-pass filter. Thus

for the Sigma-Delta modulator, it is designed to have high @@ar in-band signal in low
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- Oversampling with noise shaping feedback
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Figure 4.3: Oversampling system with noise-shaping feeklba

frequency band and for quantization noise in high frequdreyds. It is apparent the
output quantization noise is reduced in signal bananovednto higher frequency bands
as shown in Figure 4.3. The most troublesome noise is the-ttoguantization noise
since it is hard to remove using a low-pass filter. In an opap-Isystem without nose-
shaping feedback as shown in Figure 4.2, the quantizatime m®a white noise uniformly
distributed from 0< f < fg/2. With noise shaping technique in a close-loop system, the
in-band quantization noise is high pass-shaped by the &éa&dbop, leading to lower in-
band noise. Noting that the total quantization noise enfnglyoth open-loop and negative
close-loop system are sam?(12), the noise distribution is changed as the quantization
noise in Figure 4.3 is shifted to the higher frequency bardicam be easily filtered.
Oversampling and noise-shaping techniques are relatede\Wersampling refers to
sampling beyond Nyquist rate, noise shaping refers to slgape noise spectrum to higher
frequencies and thus lowers the noise in the signal banan&iQelta modulation greatly

enhances the oversampling effect by using feedback systé&mmes oversampling system
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with Sigma-Delta modulation is often called a high-ordeeampling system since the
conventional oversampling system without Sigma-Delta mtetibn is, in fact, a zero-order

feedback system [4].

4.2 Digital Filter

The output of Sigma-Delta modulator is a bit stream of ‘0’ Brwhich contains high-
frequency noise and cannot be directly processed by BISTaantit. A low-pass digital
filter (LPF) is required to filter out the noise. We use a simptegrator at the output of
Sigma-Delta modulator as LPF. It has been shown [33] thaz-themain transfer function
of a modulator and integrator is given by,

—1

Y(@) = 1-z1

X(2)+E(2) (4.11)

whereX(z) is Sigma-Delta inputY(z) is the integrator output anB(z) is quantization
error. Thus, the input signal is recovered and quantizagioor is not accumulated, im-
proving the overall SNR. The final LPF output is then convettedsual digital codd,
corresponding to input stimuldsplus quantization error from both DAC-under-test and
Sigma-Delta modulator.

Since the reference voltage is only about 3 LSB of DAC-undst;the quantization
error of Sigma-Delta modulator is much less than that of DAdar-test and therefore can
be ignored.

Since the oversampling technique distributes the oveualhtjzation noise from band-

width of fg to fs/2 by the oversampling ratiés/ fo and noise-shaping acts as a high-pass
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filter for the quantization noise most which fall outside gignal pass band, the digital
filter is actually a low-pass filter that eliminates the higéguency noise and keeps the low
frequency signals.

One simple method to implement the low-pass filter to exsmgtals is to use an accu-
mulator that sums up the output bit-stream of the sigmaadetidulator. This accumulator

acts like a ¥ — order low-pass filter with @-domain transfer function:

Y(z) = 1_12—1Y(Z) (4.12)
1

Examining (4.13), we find that the signals in the bit-streaeextracted by the accumulator
and the high frequency noise shaped by sigma-delta modugatery low in the band of
interest and therefore almost eliminated. The remainingenm the accumulator output
is only due to the 1-bit quantization error (1 LSB) while thgrsil is reinforced during
accumulation to achieve much higher SNR.

The bit-stream generated by the sigma-delta modulatolinesja smoothing process
calleddecimatiorthat eliminates redundant output data by down-samplingithgtream to
reconstruct the input signal without distortion. A downrgding reduction ratidVl means
that the sampling rate of the bit-stream is reduced by a fddtequivalent to picking up
one of everyM samples from the stream to reconstruct the input signal &swhdl the
rest of the samples. No signal information will be lost dgrthe down-sampling process
provided that decimation data rate is more than twice theasigand widthfy. Digital
filter using decimation will minimize the requirements fohigh speed parallel multiplier

and a large memory to store every bit of the lengthy streamomon implementation
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of such decimation is comb filter, or sometimes calaat filter that will also eliminate
the unnecessary high frequency portions of the bit-stré&ng.et al. [34] give an efficient
implementation of a comb filter by cascadiKgstages of accumulators operating at the
sampling rate of the sigma-delta modulator, followedKoytages of cascaded differen-
tiators operating at the down-sampled rate. The transfestion of the sinc filter withK

stages and a down-sample ratlohas the form:

_ K
o= S ) 4.14)

with a frequency response:

1 sin(wM/2) )K (4.15)

jwy| — I
H (&) (M sin(w/2)
The desired frequency components should be containednatitlei first peak of the fre-
guency response. We also observe that laKsrields larger attenuation to frequency
response and largét yields more and thinner peaks so propeandM should be chosen

carefully to filter the desired frequency components to metrwict the signal.

4.3 Summary

In this chapter, a first-order 1-bit Sigma-Delta modulat®escribed and the over-
sampling and noise-shaping techniques are introduced.uBec# its simple architecture
and high linearity, the Sigma-Delta modulator-based ADChssen as the best candi-
date for measuring-ADC, which requires low hardware ovettagal higher linearity than

DAC-under-test. With oversampling technique, the meaguAADC can achieve higher

92



resolution by using greater oversampling ratio (OSR), wisabrificing conversion time
for higher SNR and therefore higher resolution. Since m#egtADC is only employed
only once during testing steps and will be turned off after BEhd calibration steps fin-
ish, the conversion time is not a critical factor becauseilit wot greatly impact overall

performance of the mixed-signal system.
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Chapter 5

Polynomial Fitting Algorithm
5.1 Overview

As our research has shown [25, 26, 27], a simplified polynbfitiang algorithm [23,
24] can be employed for characterizing DAC/ADC by four coéfiits that form a best
fit 3"d-order polynomial curve for the transfer function of the wemers. The input code
range of the DAC is divided into four equal segments as ilaistl in Figure 5.1. For these
segmentsy, S, S and S3 are the sums of outputs corresponding the included codes.
SyndromesBg, B1, B> and Bz, are then obtained as specific linear combinations of the
sums, and these allow the computation of four coefficidmish;, b, andbs, for a least

mean-square fit of a third-order polynomial:

y(X) = bg + bix+ box® + bax® (5.1)

wherex is the input code any(x) is the analog output of DAC.

5.2 Fitting Algorithm

This algorithm [23, 24] eliminates the requirement for n@&ssamount memory to
store individual sampled data as some schemes using rastagigorithms do. We apply

this kind of third-order mean-square fit to the integral moedrity (INL) calculated as the
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Figure 5.1: Polynomial fitting algorithm of DAC/ADC.

difference between the actual DAC output and the ideal dutpuall input codes. The
proposed best fit polynomial algorithm is then used to chiekfuinctionality of DAC, as
well as to control the dithering DAC to produce proper anaogpensation signal for each
code. However, it is also possible to apply the similar polyial fitting algorithm to other

order instead of three.

Zero-Order Polynomial

First of all, Zero-order polynomial will be tried, which iagt mean value of all non-

linearity errors ofN-bit DAC in fact.

y= Do (5.2)
1 1 rn/2
bo = 5 / k= / ek (5.3)
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wheren = 2N is the total number of input codes filebit DAC-under-test.
This polynomial is actually a constant value fitting for gverput code. It has the
least hardware overhead and delay for polynomial evalndtith may have the most fitting

error.

5.2.1 Linear Fitting

The responses for input ramp codes is divided into two elpngjth sections and two

sums of these two sections can be obtained by

ke [ vdk="oo— b

So—/ZNle —/n/ZVk = 5bo— b (5.4)
2N71 n/2 n n2

Sl:/ dek:/ wdk= =bg+ —by (5.5)
0 0 2 8

Then we define two syndromes for the first-order polynomial

Bo =S+ S =nhy (5.6)

2
|31=31—So=zb1 (5.7)

Therefore, the first-order polynomial and two coefficierda be obtained by

y=Dbo+b1-X (5.8)

m:%% (5.9)
4

by = ?51 (5.10)
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The two coefficients are proportional to offset and gain efttlansfer function. Using
linear fitting, high order harmonic distortions are diseténd so fitting error is large for
DAC measurements. However, it is suitable for fitting ADC sw@waments because DSP

can only get ADC outputs in the unit of LSB so high order distors are already lost

5.2.2 Second-Order Fitting and Third-Order Fitting
The responses are divided into three equal-length sedworsecond-order polyno-

mial. Each of three sections are accumulated up to obtage thums

S = / n/ﬁvkdk_ —%2b1+13—32rjb2 (5.11)
sl:/ vedk = Db0+”—3b2 (5.12)
/6 30" 322
5= [" vkdk—9b0+n2b1+1—3ngb2 (5.13)
3 324

n/6

We then define three syndromes for the second-order polyaiomi

Bo=S — 265 + S = —8nhy (5.14)
2
Bi=% =25 br (5.15)
3
2n (5.16)

Bo=S-25+S%= —bz
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Therefore, the second-order polynomial and three coeficiean be obtained by

y = bo-+ Dby - x+by- X (5.17)
1
by = —%Bo (5.18)
9
by = WBl (5.19)
27

The response is divided into four equal-length sectionshind-order polynomial, as dis-

cussed in [23, 24]. The sum of each section is

S = / n;f Viedk = gbo _ 33—”22b1+ %sz _ %bg (5.21)
S = /_On/4 vdk = gbo - 2_22b1 + 1n—;2b2 - %‘;4% (5.22)
S = /O " k= gbo + Q—Zbl + %bz—i— %;bg (5.23)
S = n;f Vedk = 2b0+33—”22b1+ %Zbﬁio—s;bg (5.24)

We can now define four syndromes as below (also same as in [23])

3
50253+52+51+3)=nb0+%2b2 (5.25)
n2 n*
Blz%—i-sz—sl_S)Zzbl-i-s—zbg (5.26)
3
32253—52—51+S()=:—6b2 (5.27)
3n*
B3 =S$-3$+35-S= @bS (5.28)
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Therefore, the third-order polynomial and four coefficgecan be obtained by

y=bo+by-x+by-x%+bz-x° (5.29)
bo =~ (Bo— 3B2) (5.30)
by = 5 (B1— 3Bs) (5.31)
by — i’L]—SBg (5.32)
by — %f . (5.33)

These two polynomial fitting algorithms are used for DAC auitfitting since the
nonlinearities caused by process variation in DAC are abseéor third order type in most
case. So, employing a second or third order polynomial gttfgorithm may yield best

results.

5.2.3 Higher-Order Fitting

Repeat the procedure above and we can obtainl syndromes by dividing output
responses intbl + 1 equal-length sections. And thaht- 1 coefficients foN"-order poly-
nomial can be calculated from these syndromes. In theory-bider polynomial may
result in better fitting results. However, higher-orderypaimial may have much greater
penalty upon hardware overhead and delay, especially &r-bider multiplies compu-
tation. We observed thai=3 is sufficient in most cases so there is no need to explore

higher-order polynomial fitting equations.
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5.3 Adaptive Fitting

We assume that the DSP and other digital circuitry have bested and is fault-
free. Before actual testing of on-chip DAC under test, a l@mstas shown in Figure 3.18
is established. The DSP sends a series of random numbetglthits output port and
checks the input port for response. This step will detectiatgrconnect faults at DSP
input/output.

If the inconsistency among test code and ADC responses ilesrttzan the fault-
tolerance factor, the on-chip DAC-under-test (DUT) is cdaesed fixable. Such inconsis-
tencies between test code @énd m-DAC respons&X is actually the digitized and com-

bined integral nonlinearity (INL) errors of both DUT and nAD.

_ % =Vo __¢
INLy = L SB k=k—-k (5.34)

wherevy is N-bit DUT output and the least significant bit (LSB) is the miaimnit voltage

value for the DUT. For example, given reference voltsge, LSB of 14-bit DAC is

Visg= > (5.35)

Because m-ADC is based on Sigma-Delta modulator and hasihesrity with large OSR,
the INL error of m-ADC can be ignored and thkis k can be considered as the INL error of
sole DUT for given cod&. An adaptive polynomial fitting algorithm is employed to fiet
nonlinearity errorsIfNLy for each code&) of DUT to obtain the best-matching minimum

degree polynomial for nonlinearity characteristics of Dalitputs.
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Consider an ordep-fitting polynomial:

y=Dbo+by-x+bp-3x®+--+(p—1)-xP L4 p-xP (5.36)

whereby, by, by, ...,bp_1, by are polynomial coefficients. Best-matching polynomial give
minimum mean-square error. To obtain the best-matchingnpohial, we apply fitting to
data for successively increasing degrees of polynomidkhoAgh a higher order polyno-
mial may have better fitting and lower error, it takes moreetimcalculate the coefficients,
will require more memory to store and will need more compligital circuitry for calcula-
tion. Thus, a higher order polynomial will require more gaa@d delay than a lower order
one. Too high an order also brings meta-stability to systedreegatively affects product
reliability. Therefore, make trade-off between fitting acy and fitting time/hardware
overhead. To make at-speed DAC correction possible, thenmuzx path delay of digital
polynomial calculation circuitry must not exceed DAC corsien delay. So for given pro-
cess and DAC design, maximum available order of polynonhall ¥e specified as well as
fault-tolerance factor.

Accuracy of matching polynomial can be determined as themsan square (RMS)

error between measured INL errors and the polynomial values

Avg = v — (Vo+ K- LSB) (5.37)

1 2N—1 5
Yrms = N kZO (Avk —y(K)) (5.38)
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for N-bit DAC-under-test. In the proposed BIST procedure, a lodeopolynomial fitting
algorithm is used at first and then high-order ones, untilRIMS errors drops below a
specified threshold. For each polynomial, two steps areutedc coefficients extraction
and polynomial evaluation. In coefficients extraction stagseries of consecutive ramp
codes are generated as test patterns to DUT, then the SigiteasBodulator will measure
DUT responses and DSP will collect both test patterns and @dponses to calculate cur-
rent polynomial coefficients for INL errors. In polynomialaduation step, another series
of consecutive ramp codes will be generated to evaluate ah@@mial with calculated
coefficients and obtain its RMS value for ramp codes. Thus ttiegfiaccuracy of current
polynomial to INL errors of DUT outputs can be defined as the Ribie. In real im-
plementation, polynomial evaluation step of previous polyial may be combined with
coefficients extraction of next polynomial because thesedigps will be using different
hardware at the same time with possible race issue. The @eet§ may also indicate if
DUT is correctable by comparing to pre-defined values.

We use Matlab to simulate the proposed adaptive self-edidor approach. INL errors
of a 14-bit DAC-under-test is shown in Figure 5.2 and we tryous order polynomials to
fit the INL errors, as shown in Tables 5.1, 5.2, 5.3 and 5.4.

Figure 5.3 compares fitting curves of those three polyn@aaat RMS errors of each
order polynomials can also be calculated: 1.5188 for zederp 0.9643 for first-order,
0.8407 for second-order, and 0.0907 for third-order. It barobserved that third-order
polynomial is the best match polynomial to fitting on-chip ©An this case. It is possi-

ble that fourth-order polynomial may have better matchiegutts but due to significant
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INL Error (LSB)
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Figure 5.2: INL errors of a 14-bit on-chip DAC-under-test.

increase on hardware overhead and delay, fourth-ordenpoiial is not suitable in this
case.

The d-DAC correcting outputs is shown in Figure 5.4 and firmatected INL error
is shown in Figure 5.5. INL error is significantly reduced hy adaptive self-calibration

technique, fromt4LSBdown to only+0.4LSB
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Table 5.1: Zero-order polynomial fit faNL of Figure 5.2.

| Sums

| Syndromes Coefficients]

| S =1.9901x 10* | N/A

| bo=1.2147]

Table 5.2: First-order polynomial fit fdNL of Figure 5.2.

| Sums \ Syndromes | Coefficients |
S =2054x 10" | Bp=1.9901x 10* | bg=1.2147
Si = —6454238 | By = —2.1192x 10* | by = —3.1578x 10~*
Table 5.3: Second-order polynomial fit foML of Figure 5.2.
| Sums \ Syndromes | Coefficients |
S =13676x 10" | Bg= —2.2853%x 10° | by = 1.7435

S =9.2011x 103
S =-29731x 10°

B; = —1.6649x 10°
B, = —7.6993x 103

by = —2.7910x 104
b, = —2.3633x 108

Table 5.4: Third-order polynomial fit fdNL of Figure 5.2.

|

Sums

\ Syndromes

\ Coefficients

S =9.0857x 10°
S =1.1461x 10
S, = 1.8845x 10°
S = —2.5300x 103

By = 1.9901x 10°
B; = —2.1192x 10*
B, = —6.7893x 103
Bz = 1.7112x 10°

bp=1.7672

by = —6.5577x 10~*
b, = —2.4699x 108
bs =1.0132x 1011
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Estimated INL Error (LSB)
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Figure 5.3: Fitting results from different order polynoisia
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INL Error (LSB) of d-DAC
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Figure 5.4: Correcting signals converted by a 6-bit d-DAGgghird-order fitting polyno-
mial.
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INL Error (LSB) after Correction
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Figure 5.5: INL errors of 14-bit on-chip DAC corrected usitupit d-DAC.
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Chapter 6

Conclusion

The proposed BIST and calibration approach is verified, satedl and implemented
using tools such as Matlab, and Design Compiler. Matlab amiiSink models are used to
build a systematic simulation environment to test the fahisi of the proposed approach.
Design Compiler is used to synthesize an implementation tyinponial evaluation unit
since this single unit occupies most area overhead due tophgttccumulate operation

required by polynomial computation.

6.1 Truncation Error

Fix-point multiply-accumulate operation is used in the lempentation because de-
sign of an IEEE-compatible float-point computation unitae tomplicated and will take
much larger silicon area. However, using fixed-point catiah brings another problem in
addition to the existing nonlinearity errors that is truthma error. Given the fixed length
of data word, the precision is limited and the rest will becdisled. Assuming-bit word

length, the range of the fixed-point number which a word mayasent is,

N lapncoN-1 g (6.1)

For example, the range for a 10-bit word is -1024 to 1023.
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Table 6.1:

Truncation Error for 10-bit DAC. (All unit in LSB)

| Word Length|

Linear | Second-Ordef Third-Order| Higher-Order|

4-bit 64.296| 77.474 84.6201 77.622
8-bit 3.2427| 5.0105 5.8187 6.2390
12-bit 0 0.28352 0.37217 0.40544
16-bit 0 0.010821 0.023578 0.025812
Table 6.2: Truncation Error for 12-bit DAC. (All unit in LSB)
| Word Length| Linear | Second-Ordef Third-Order| Higher-Order|
4-bit 255.30| 309.60 337.97 354.91
8-bit 15.251| 20.358 23.170 25.054
12-bit 0 1.2515 1.4993 1.6491
16-bit 0 0.070815 0.094711 0.10523
Table 6.3: Truncation Error for 16-bit DAC. (All unit in LSB)
| Word Length| Linear | Second-Ordef Third-Order| Higher-Order|
4-bit 1023.3| 1237.9 1351.3 1419.5
8-bit 63.252| 81.181 92.521 100.141
12-bit 3.2405| 5.1244 5.9794 6.5742
16-bit 0 0.31280 0.37720 0.42131
20-bit 0 0.017700 0.023781 0.026617
24-bit 0 0.00067559 | 0.0014819 | 0.026617
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simulate different cases with various DAC resolutions.

The truncation may affect the calibration results becauadds additional quantiza-
tion noise into the DAC outputs that may exceed 0.5LSB linhibnger word length is,
fewer truncation error will be injected into the calibraf2dC outputs but at the heavy cost

of hardware overhead. To get the optimal word length of paigial evaluation unit, we

We can observe that while 12-bit fixed-point algorithm maynad fit for calibration
of a 10-bit DAC (Table. 6.1), calibration of a 12-bit DAC (Tab6.2 may need 16-bit fixed-
point algorithm. For a 14-bit DAC, 16-bit fixed-point algdnih may be risky because
the truncation error itself may bring about 0.37LSB into livwearity error of the final

calibrated DAC output data, thus it could be better to use-hitlfixed-point algorithm.




Table 6.4: Hardware overhead of polynomial evaluation (iniequivelant NAND gates
and D flip-flops, respectively).
| Word Length| Linear | Second-Ordef Third-Order| Higher-Order|

4-bit 216 |38 | 495 | 87 866 | 153 | 1329 235
8-bit 357 |63 | 863 | 152 155 | 275 | 2334 | 430
12-bit 52092 | 1281 226 2322|410 | 3642 | 643
16-bit 658 | 116 | 1646 | 291 3009 | 531 | 4743 837
20-hit 820 | 145 | 2064 | 364 3775|666 | 7218| 1274
24-Dit 959 | 169 | 2432 429 4464 | 788 | 8580| 1514

6.2 Overhead

The hardware overhead of the proposed testing and cabtihrapproach includes an
analog signal generator (ramp signal generator), a measibC (m-ADC, first-order
single-bit Sigma-Delta ADC), a dithering DAC (d-DAC, low rdgtion low speed DAC)
and a polynomial evaluation unit (PEU).

Among these components, PEU occupies the largest area tisienatiply-accumulate
operation core. The ramp signal generator consists of ofdawdMOSFET gates and a ca-
pacitor, the Sigma-Delta ADC is first-order and containg/dnbit DAC for quantization,
and the dithering DAC is a low resolution low speed DAC whi@n de just a simple
binary-weighted DAC with one resistor and current sourcesth bit. All other hardware
overhead is ignorable comparing to the implementation dj PE

A reference implementation is synthesized in TSMC 0.18bratly using Synopsys
Design Compiler, as shown in Table. 6.4. It clearly shows 1f2abit and 16-bit of word
length suitable for implementation of third-order polyniairevaluation unit due to trade

off between hardware overhead and truncation error.
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6.3 Test Time

Although testing time of the proposed approach is not agalias other factors like
nonlinearity error, truncation error and hardware ovedhéas still worth estimation. The
testing steps employed by the proposed approach only hagjeimg chip power-up and
they run only to characterize on-chip ADC and DAC, extracftfitcents of fitting polyno-
mials, verify the calibrated DAC and ADC. Thus the normal epen of ADC/DAC and
other analog/digital circuitry in SoC system will not beeaffed by the testing time after
test accomplishes.

Assuming on-chip ADC/DAC under-test is Bfbit resolution and their sampling and
conversion time isI, oversampling ratio of m-ADC (first-order single-bit SigiDelta

ADC) is M and d-DAC resolution i&\’, we get

Ta = 2NM-T (6.2)
T = 2NM-T (6.3)
Tag = VT (6.4)
Tga = 2N-M-T (6.5)
T, = 2N.M-T (6.6)

whereTy;, is the diagnosis time for analog signal generator and m-AlR&s the diagnosis
time for d-DAC and m-ADC T4 is the testing time of on-chip ADOg, is the testing time

of on-chip DAC, andly is the testing time for verification of calibrated ADC/DAC.
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Thus the total testing time is:

Totar = 2VPL-T-(M+1)+2V.T-M (6.7)

To consider a typical case, let on-chip ADC/DAC resolutionldebits with a 10ns
conversion time, OSR of m-ADC be 2000 and assume a 6-bitutignlfor the d-DAC

used for calibrating the DAC. Then, the total test time is 657m

6.4 Summary

A DSP-based adaptive self-calibration BIST scheme is preghts test and diagnose
on-chip DAC with best-matching polynomial fitting algomth A Sigma-Delta modulator-
based measuring ADC is used to measure on-chip DAC outputs. native nonlinear-
ity errors of Sigma-Delta modulator are ignored by selectuofficient oversampling ratio
(OSR). The order and coefficients of best-matching polynbcaiabe calculated to retrieve
nonlinearity errors as output correcting code. A low-rasoh dither DAC is employed to
convert digital correcting code to analog correcting sigriar DAC output. This BIST
scheme will be executed every time when SoC starts up to get-dpte characteristics of
on-chip DAC. The adaptive self-calibration approach hasbesified by simulation and

shows significant improvement of linearity for noisy onfgBIAC output.

112



Bibliography

[1] “World Semiconductor Trade Statistics (WSTS),” 2005 pbfwww.wsts.org/.

[2] D. Boning and J. Chung, “Statistical Metrology: Understany Spatial Variation in
Semicondictor Manufacturing,” iRroc. SPIE - The International Society for Optical
Engineering Dec. 1996, pp. 16-26.

[3] L. Rolindez, S. Mir, G. Prenat, and A. Bounceur, “Al8u CMOS Implementation
of On-chip Analogue Test Signal Generation from Digital tTRatterns,” inProc.
Design, Automation and Test in Europe Confere2@94, pp. 704—705.

[4] F. F. Dai and C. E. Stroud, “Analog and Mixed-Signal TestWitectures,” in L.-
T. Wang, C. E. Stroud, and N. A. Touba, editogystem-on-Chip Test Architecures:
Nanometer Design for Testabiljtghapter 15, pp. 703—743, Morgan Kaufmann, 2008.

[5] J. Wang, E. Sanchez-Sinencio, and F. Maloberti, “Venydar Ramp-Generators for
High Resolution ADC BIST and Calibration,” iAroc. 43rd IEEE Midwest Symp. on
Circuits and System#ug. 2000, pp. 908-911.

[6] “IEEE Standard Test Access Port and Boundary - Scan Agctute IEEE Std 1149.1-
1990

[7] “IEEE Standard for Reduced-Pin and Enhanced-Functign&est Access Port and
Boundary-Scan Architecture IEEE Std 1149.7-2009.”

[8] N. Nicolici, B. M. Al-Hashimi, A. D. Brown, and A. Williams,"BIST Hardware
Synthesis for RTL Data Paths Based on Test Compatibility C$SHEEE Trans.
Computer-Aided Design of Integrated Circuits and Systewois19, no. 11, pp. 1375-
1385, Nov. 2001.

[9] A. McWilliams, editor, Analog and Mixed Signal Devices: Market Research Report
BCC, March 2007.

[10] “International Technology Roadmap for Semiconductd807. http://www.itrs.net
/Links/2007ITRS/Home2007.htm.

[11] “International Technology Roadmap for Semiconductd805. http://www.itrs.net
/Links/2005ITRS/Home2005.htm.

[12] “IEEE Standard for a Mixed-Signal Test Bus IEEE Std 1249999.”

[13] R.-W. Liu, editor,Testing and Diagnosis of Analog Circuits and SysteMan Nos-
trand Reinhold, 1991.

113



[14] B. Vinnakota, editorAnalog and Mixed-Signal TesPrentice-Hall PTR, 1998.

[15] R. Rashidzadeh, M. Ahmadi, and W. C. Miller, “Test and Measwent of Analog and
RF Cores in Mixed-Signal SoC EnvironmentZEE Trans. Computer-Aided Design
of Integrated Circuits and Systepnwol. 26, no. 10, pp. 1855-1865, Oct. 2007.

[16] T. Kuyel, “Linearity Testing Issues of Analog to Digit@onverters,” inProc. Inter-
national Test Conferen¢c&999, pp. 747-756.

[17] W. Dai and J. Hao, “Timing analysis taking into accoumtierconnect process vari-
ation,” in Proc. IEEE International Workshop on Statistical Methamtp} 2001, pp.
51-53.

[18] D. K. Schroder, “Negative Bias Temperature Instahilityhat Do We Understand?,”
Microeletronics Reliabilityvol. 47, pp. 841-852, June 2007.

[19] M. L. Bushnell and V. D. AgrawalEssentials of Testing for Digital, Memory &
Mixed-Signal VLSI CircuitsBoston: Springer, 2000.

[20] M. Ehsanian, B. Kaminska, and K. Arabi, “A New Digital Teépproach for Analog-
to-Digital Converter Testing,” ifProc. IEEE International Workshop on Statistical
Methodology 2001, pp. 51-53.

[21] S. Max, “Fast Accurate and Complete ADC Testing,”Rnoc. International Test
Conf, 1989, pp. 111-117.

[22] B. Dufort and G. W. Roberts, “On-Chip Analog Signal Genierafor Mixed-Signal
Built-In Self-Test,”IEEE Journal of Solid-State Circuitsol. 34, no. 3, pp. 318-330,
Mar. 1999.

[23] S. Sunter and N. Nagi, “A Simplified Polynomial Fittingigerithm for DAC and
ADC BIST,” in Proc. International Test Conferenc&997, pp. 389—-395.

[24] A.Roy, S. Sunter, A. Fudoli, and D. Appelo, “High AccuyeStimulus Generation for
A/D Converter BIST,” inProc. International Test Conferenc2002, pp. 1031-1039.

[25] W. Jiang and V. D. Agrawal, “Built-in Self-Calibration @n-Chip DAC and ADC,"
in Proc. International Test Conferenc®ct. 2008. Paper No. 32.2.

[26] W. Jiang and V. D. Agrawal, “Designing Variation-Todgrce in Mixed-Signal Com-
ponents of a System-on-Chip,” iroc. IEEE International Symposium on Circuits
and System<009, pp. 126-129.

[27] W. Jiang and V. D. Agrawal, “A DSP-Based Ramp Test for OnpdHiigh-Resolution
ADC,” in Proc. 43rd IEEE Southeastern Symp. System Théday. 2011, pp. 205—
209.

[28] H. Yu, J. A. Abraham, S. Hwang, and J. Roh, “Efficient Ldogek Testing of On-
Chip ADCs and DACs,” inProc. Asia and South Pacific Design Automation Conf.
volume 21-24, Jan. 2003, pp. 651-656.

114



[29] L. Jin, H. Haggag, R. Geiger, and D. Chen, “Testing of Fieci DACs Using Low-
Resolution ADCs with Dithering,” irProc. International Test Conf2006. Paper
13.1.

[30] M. G. Flores, M. Negreiros, L. Carro, A. A. Susin, F. R. Clatytand C. Benevento,
“Low Cost BIST for Static and Dynamic Testing of ADCsJburnal of Electronic
Testing: Theory and Applicationsol. 21, pp. 283-290, 2005.

[31] K. Arabiand B. Kaminska, “Efficient and Accurate TestiwfgAnalog-to-Digital Con-
verters Using Oscillation-Test Method,” Rroc. European Conference on Design and
Test 1997, pp. 348-352.

[32] J.-L. Huang and K.-T. Cheng, “A Sigma-Delta ModulationsBd BIST Scheme for
Mixed-Signal Circuits,” inProc. Asia and South Pacific Design Automation Conf.
Jan. 2000, pp. 605-610.

[33] K.-J. Lee, S.-J. Chang, and R.-S. Tzeng, “A Sigma-DeltalMation Based BIST
Scheme for A/D Converters,” iRroc. 12th Asian Test Sym2003, pp. 124-127.

[34] C.-K. Ong, K.-T. Cheng, and L.-C. Wang, “Delta-Sigma Maatolk Based Mixed-
Signal BIST Architecture for SoC,” iRroc. Asia and South Pacific Design Automa-
tion Conf, Jan. 2003, pp. 669-674.

[35] G. Yu, P. Li, and W. Dong, “Achieving Low-Cost Linearitye$t and Diagnosis &A
ADCs via Frequency-Domain Nonlinear Analysis and Macrontiad¢ in Proc. 8th
International Symposium on Quality Electronic Desilyftar. 2007, pp. 513-518.

[36] D. D. Venuto and L. Reyneri, “Fully Digital Optimized Tersg and Calibration Tech-
nique for=A ADC's,” in Proc. 8th International Symposium on Quality Electronic
Design Mar. 2007, pp. 519-526.

[37] G. Yuand P. Li, “Lookup Table Based Simulation and Stai#d Modeling of Sigma-
Delta ADCs,” inProc. Design Automation Conferenckily 2006, pp. 1035-1040.

[38] J. Chen and Y. Xu, “A Novel Noise-Shaping DAC for Multi-Bsigma-Delta Modu-
lator,” IEEE Trans. on Circuits and Systeywsl. 53, pp. 334—348, May 2006.

[39] D. D. Venuto, “New Test Access for High-ResolutiaA ADC'’s by Using the Noise
Transfer Function Evaluation,” iRroc, International Symposium on Quality Elec-
tronic Design 2004, pp. 81-85.

[40] C. K. Ong, K. T. Cheng, and L. C. Wang, “A New Sigma-Delta Mtadar Archi-
tecture for Testing Using Digital StimuluslEEE Trans. on Circuits and Systems-I
vol. 51, pp. 206-213, Jan. 2004.

[41] R. Radke, A. Eshraghi, and T. S. Fiez, “A Spurious-Freet@8igma DAC Using
Rotated Data Weighted Averaging,” Proc. IEEE Custom Integrated Circuits Con-
ference May 1999, pp. 125-128.

115



[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

A. Yasuda, H. Tanimoto, and T. lida, “A Third-OrdAr =~ Modulator Using Second-
Order Noise-Shaping Dynamic Element Matching&EE Journal of Solid-State Cir-
cuits vol. 33, pp. 1879-1886, Dec. 1998.

I. H. S. Hassan, K. Arabi, and B. Kaminska, “Testing Dadjito Analog Converters
Based on Oscillation Test Strategy Using Sigma-Delta Mdarid in Proc. Inter-
national Conference on Computer Design: VLSI in Computers andeBsorsOct.
1998, pp. 40-46.

T. Shui, R. Schreier, and F. Hudson, “An Oversampled A/Dw&oter Using Cas-
caded Fourth Order Sigma-Delta Modulation and Current Bigérogic,” in Proc.
IEEE International Symposium on Circuits and Systewodume 1, June 1998, pp.
412-415.

T. Shui, R. Schreier, and F. Hudson, “Mismatch-Shapid¢@or Lowpass and Band-
pass Multi-Bit Delta-Sigma Modulators,” iRroc. IEEE International Symposium on
Circuits and Systemsolume 1, May 1998, pp. 352—-355.

P. Benabes, M. Keramat, and R. Kielbasa, “A Methodology [esigning
Continuous-Time Sigma-Delta Modulators,” Rroceeding of European Design and
Test ConferengeMar. 1997, pp. 46-50.

F. Chen and B. H. Leung, “A High Resolution Multibit Sigmaela Modulator with
Individual Level Averaging,1EEE Journal of Solid-State Circuitsol. 30, pp. 453—
460, Apr. 1995.

X. Xu and M. S. P. Lucas, “Variable-Sampling-Rate SigBelta Modulator for In-
strumentation and MeasuremenEEE Trans. on Instrumentation and Measurement
vol. 44, pp. 929-932, Oct. 1995.

Y.-S. Wang, J.-X. Wang, F.-C. Lai, and Y.-Z. Ye, “A Low-GoBIST Scheme for
ADC Testing,” in Proc. 6th International Conf. on AS]J&olume 2, Oct. 2005, pp.
694—-698.

H. Xing, D. chen, and R. L. Geiger, “Linearity Test for HigResolution DACs Using
Low-Accuracy DDEM Flash ADCs,” ifProc. IEEE International Symp. Circuits and
SystemsMay 2006, pp. 2469-2472.

S. Max, “Ramp Testing of ADC Transition Levels using E&Resolution Ramps,”
in Proc. International Test Conferenc2001, pp. 495-501. Paper No. 18.1.

Y. J. Chang, S. J. Chang, J. C. Ho, C. K. Ong, T. Cheng, and W. C.“Built-In
High Resolution Signal Generator for Testing ADC and DAC Pioc. International
Symposium on VLSI Technology, Systems, and Applica008, pp. 231-234.

J. Rogers, C. Plett, and F. Ddntegrated Circuit Design for High-Speed Frequency
SynthesisBoston: Artech House, 2006.

M. F. Toner and G. W. Roberts, “A BIST Techniques for a Fetgy Response and
Intermodulation Distortion Test of a Sigma-Delta ADC,” Hroc. IEEE VLSI Test
SymposiumApr. 1994, pp. 60-65.

116



[55] M. F. Toner and G. W. Roberts, “A BIST Scheme for a SNR, Gaiacking, and
Frequency Response Test of a Sigma-Delta ADEEE Trans. Circuits and Systems
[I: Analog and Digital Signal Processingol. 42, no. 1, pp. 1-15, Jan. 1995.

[56] J. Doernberg, H.-S. Lee, and D. A. Hodges, “Full-spessding of A/D converters,”
IEEE Journal of Solid-State Circuitsol. 19, pp. 820-827, Dec. 1984.

[57] H. Jiang, D. Chen, and R. L. Geiger, “Dither Incorporateetddministic Dynamic
Element Matching for High Resolution ADC Test Using Extreynebw Resolu-
tion DACs,” in Proc. IEEE International Symp. Circuits and Systeray 2005,
pp. 4285-4288.

[58] J. L. LaMay and H. T. Bogard, “How to Obtain Maximum Praeti Performance
from State of the Art Delta-Sigma Analog to Digital Convest2dEEE Trans. on
Instrumentation and Measuremenbl. 41, pp. 861-867, Dec. 1992.

[59] P. Arpaia, F. Cennamo, P. Daponte, and H. Schumny, “Modelnd Characterization
of Sigma-Delta Analog-to-Digital Converters,” iaroc. IEEE Instrumentation and
Measurement Technology Conferengiay 1998, pp. 96—-100.

[60] J. C. Candy and G. C. Temé3yersampling Methods for A/D D/A Conversion, Over-
sampling Delta-Sigma ConverterSlew Jersey: IEEE Press, 1992. pp. 2-3.

[61] 1. Mehr and T. L. Sculley, “Oversampling Current Sampleld Structure for Digital
CMOS Process ImplementatiolEEE Trans. Circuits and Systems II: Analog and
Digital Signal Processingvol. 45, no. 2, pp. 196-203, Feb. 1998.

[62] S. Haykin,An Introduction to Analog and Digital CommunicatioNew York: John
Wiley & Sons, 1989. See pages 187-197 and 323-326.

117



Appendices

118



ADC
ATE
BIST
CuUT
d-DAC
DAC
DFF
DFT
DNL
DR
DSP
DUT
ENOB
FFT
IC
IEEE
IM3
INL
IP3
ITRS
JTAG
LPF
LSB
m-ADC

Appendix A

Abbreviations

Analog-to-Digital Converter
Automatic Test Equipment
Built-In Self-Test

Circuit Under Test
Dithering DAC
Digital-to-Analog Converter
D Flip-Flop

Design For Test

Differential Non-Linearity
Dynamic Range

Digital Signal Processor
Design Under Test
Effective Number of Bits
Fast Fourier Transform
Integrated Circuit

Institute of Electrical and Electronics Engineers
Third-Order Intermodulation
Integral Non-Linearity
Third-order Intercept Point
International Technology Roadmap for Semiconductors
Joint Test Action Group
Low-Pass Filter

Lease Significant Bit
Measuring ADC

MATLAB A high-level technical computing language from Matorks

MOS
MOSFET
NBTI
ORA
OSR
PEU
PWM
RMS

Metal-Oxide Semiconductor

MOS Field Effect Transistor
Negative Bias Temperature Instability
Output Response Analyzer
Oversampling Ratio

Polynomial Evaluation Unit
Pulse-Width Modulation

Root Mean Square
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SDFF
Simulink
SINAD
SNR
SNDR
SoC
THD
TPG

Scan D Flip-Flop
A MATLAB simulation and design system from MathV{sr

Signal-to-Noise-and-Distortion Ratio
Signal-to-Noise Ratio
Signal-to-Noise-and-Distortion Ratio
System-on-Chip

Total Harmonic Distortion

Test Pattern Generator
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Appendix B

OSR and SNR of Sigma-Delta Modulation

Assuming a sufficiently high over sampling rate (OSR) such tas fg, the rms

noise magnitude in the signal band of a first-order SigmdeDabdulator is,
No = ims—r (OSR ™2 (B.1)
V3
The rms noise magnitude in the signal band of a second-oigeraSDelta modulator is,

no= erms% (OSR~%/? (8.2)

The rms noise magnitude in the signal band of a higher-oridgn& Delta modulator is,

Mo = ems (OSR ™M/ (B.3)

2n+1

The SNR with oversampling and noise shaping can be found.rifiBenoise magni-

tude in the signal band of second-order Sigma-Delta moaoluigt

L(N_1)°a2
SNR = 10log| = 1 (B.4)
_1_22n+1OSR( D)
r -1
_ 3 _oN n+1 "
= 10log|3-2 SNR il (B.5)
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whereN is the resolution of quantizer amdis the order of the modulator. If we consider

single-bit Sigma-Delta modulator then the expression dRS#&n be simplified as,

SNR= 10 |og(2;‘7j2nlosﬁ“+l> (B.6)

Further manipulation of the above expressions yields,

n
SNR=6.02N+ 1.6+ 3(2n+1)log, OSR- 10log;, (2:1 1) (B.7)
The effective number of bits (ENOB) of a Sigma-Delta modulatah lowered quantiza-

tion noise due to oversampling and noise shaping can be fasind

2n—+1

N ~N
ENOB + 5

n
log, OSR-1.66- 109, <2:i 1> (B.8)
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