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Abstract

Multi-hop vehicle-to-vehicle communication is useful forsupporting many vehicular appli-

cations that provide drivers with safety and convenience. Developing multi-hop communication

in vehicular ad hoc networks (VANETs) is a challenging problem due to the rapidly changing

topology and frequent network disconnections, which causefailure or inefficiency in traditional

ad hoc routing protocols. We propose an adaptive connectivity aware routing (ACAR) proto-

col that addresses these problems by adaptively selecting an optimal route with the best network

connectivity-quality (CQ) based on statistical and real-time density data that are gathered through

an on-the-fly density collection process. The CQ metric models the joint probability that a network

is connected and a packet is successfully delivered in this network. The protocol consists of two

parts: 1) select an optimal route, consisting of road segments, with the best CQ, and 2) in each road

segment of the chosen route, select the most efficient multi-hop path that will improve the deliv-

ery ratio and throughput. The optimal route is selected using our connectivity-quality metric that

takes into account vehicles densities and traffic light periods to estimate the probability of network

connectivity and data delivery ratio for transmitting packets. Our simulation results show that the

proposed ACAR protocol outperforms existing VANETs routing protocols, e.g. the delivery ratio

of ACAR is 19% higher than VADD, the second best protocol.

ACAR is built upon geographic routing which requires every vehicle to broadcast its location

information to its neighbors, and this process will compromise user’s location privacy. To address

this issue, we proposed a dummy-based location privacy protection (DBLPP) protocol in VANETs.

In DBLPP, routing decision is made based upon the dummy distance to destination (DOD), instead

of user’s true location. In this scheme, a user’s true location and identification information are

preserved, so the user’s location privacy is protected. Simulation results show that the DBLPP

provides similar network performances as other routing protocols, and achieves a higher level of
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location privacy protection on vehicles in networks. This location privacy protection scheme can

be easily added to other geographic routing protocols.
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Chapter 1

Introduction

Wireless communication among moving vehicles is increasingly the focus of research in both

of the academic community and automobile industry, driven by the vision that exchange of infor-

mation among vehicles can be exploited to improve the safetyand comfort of drivers and passen-

gers [1–4]. Some automobile manufacturers have equipped their new vehicles with global position-

ing systems (GPS), digital maps and even wireless interfaces, e.g. Honda-ASV3. In addition, the

federal communications commission (FCC) has allocated 75MHz of spectrum in the 5.9GHz band

for vehicle-vehicle and vehicle-roadside communication,called dedicated short range communi-

cations (DSRC). IEEE is also working on the IEEE 1609 family of standards for wireless access in

vehicular environments (WAVE), which define an architecture and a complementary, standardized

set of services and interfaces that collectively enable secure vehicle-to-vehicle (V2V) and vehicle-

to-infrastructure (V2I) wireless communications. Although IEEE 1609.3 considers the networking

layer and provides an alternative for IPv6, it does not definethe ad hoc routing protocol between

vehicles, and has left this issue open.

Though several technical problems need to be solved before installing vehicular networks;

in the near future, large scale vehicular networks will be available to provide people with more

conveniences in their driving experience. For example, through such networks, people can query

the price and services provided by gas stations in a certain region, or remotely control their smart-

houses [5] while driving home. Drivers can even download a real-time traffic image from a traffic

camera located at a certain point, or connect to access points of parking lots to inquire the number

of available parking slots. These types of applications could tolerate some delay, e.g. a few min-

utes. If the information could be successfully retrieved from the remote server, it would be very

helpful and desirable to drivers.
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To realize this vision, we must first select the most appropriate architecture. There are three

broad categories of network architectures: infrastructure-based, ad hoc networks and hybrid. The

infrastructure-based architecture takes advantage of theroadside infrastructure or existing cellular

networks. However, a big issue of such networking is the highoperation cost. Moreover, the cellu-

lar networks have other drawbacks such as the limited bandwidth and symmetric channel allocation

for up-link and down-link. Ad hoc networks do not need infrastructure, so the cost of building such

network will be very low and it can even operate in the event ofdisasters. The hybrid architecture

is more practical which combines these two architectures byconsidering vehicles as data relays

between roadside base-stations [6, 7]. This architecture also requires the function of multi-hop

communication between vehicles, which is the essential part of ad hoc network architecture. This

work focuses on the vehicular ad hoc network (VANET) architecture with the flexible deployment

and self-organizing capabilities.

Due to special characteristics of VANETs, traditional routing protocols in wireless ad hoc

networks may not be suitable for vehicular communications.For example, DSR [8] and AODV [9]

are not suitable for VANETs because of the large route maintenance overhead. Therefore, some

variants of stateless geographic routing protocols, such as [10,11], may be better choices. However,

even with geographic routing, many of the following challenges still need to be addressed:

1. Dynamic and rapidly changing topologies of vehicular networks can cause frequent commu-

nication disconnections among vehicles. As revealed in [12], the frequent network discon-

nection is the most important issue in designing protocols for VANETs.

2. Geographic forwarding protocols select the shortest route (minimal number of hops) that

may suffer from a higher packet error rate due to the poor linkquality of each hop.

3. The uneven distribution of vehicles on the roads makes route selection more complex, e.g.

the shortest path in terms of geographic distance may experience more frequent network

disconnections.
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4. Some protocols [13,14] make use of the density information on roads to select routes but the

inaccuracy of statistical data may cause routes to be incorrectly computed.

5. Because of obstacles to wireless signal by large objects,e.g. skyscrapers in cities, commu-

nication between vehicles must have line-of-sight.

To address these problems, we propose a new routing protocolcalled adaptive connectivity

aware routing (ACAR). There are three main contributions inthis work. First, based on the sta-

tistical information on the road, we propose a connectivitymodel that provides the probability

of network connectivity on a road segment. This connectivity model also takes into account the

phenomena that (red) traffic lights can block approaching vehicles and those nodes will move as

a platoon in the next road segment. Second, we introduced a novel metric, connectivity-quality

(CQ), which combines the network connectivity probabilityand data delivery ratio of packets be-

ing forwarded along a road segment. Third, as the statistical data may not be accurate, an on-the-fly

information collection algorithm is developed to help ACARadaptively select the best route.

Geographic routing provides superior scalability and thusis widely used in VANETs. How-

ever, it requires every vehicle to broadcast its location information to its neighboring nodes, and

this process will compromise user’s location privacy. To address this issue, we proposed a dummy-

based location privacy protection (DBLPP) routing protocol, in which routing decision is made

based upon the dummy distance to the destination (DOD), instead of users’ true locations. In this

scheme, users’ true locations and identification information are preserved, so the user’s location

privacy is protected.

This dissertation is organized as follows: It presents the background and motivations for ve-

hicular networks in Chapter 2 and proposes the problem statement and objectives to be achieved

in Chapter 3. Chapter 4 reviews existing routing protocols for VANETs. In Chapter 5, the net-

work connectivity in VANETs is fully investigated and an integrated connectivity model for a

path that is composed of multiple road segments is proposed.Chapter 6 shows in detail how the

proposed routing protocol are designed and implemented. The evaluation and analysis of the pro-

posed protocol are explored in Chapter 7. To further investigate the location privacy protection

3



in geographic routing, a dummy based location privacy preservation mechanism is proposed and

evaluated in Chapter 8. The integration of ACAR and DBLPP is considered as our future work

which is described in Chapter 9. Finally, Chapter 10 concludes this dissertation.
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Chapter 2

Background and Motivations

2.1 Wireless Vehicular Ad Hoc Network

Wireless vehicular ad hoc network is a novel wireless network that emerges because of the

advances in wireless technologies and the automotive industry. VANETs are spontaneously formed

between moving vehicles equipped with wireless interfacesthat could be of homogeneous or het-

erogeneous technologies.

VANETs are considered as one real-life application of mobile ad hoc network which enables

communications among nearby vehicles as well as between vehicles and roadside infrastructures.

Vehicles can be either private (e.g. individuals cars) or from public transportation (e.g., buses and

police car).

The history of using radio and infrared communications between vehicles and infrastructures

is strongly tied to the evolution of intelligent transportation systems. In 1939’s World Fair, the use

of communication and control techniques to make road trafficsafe, efficient and environmentally

friendly were first exhibited by the General Motors. From then, the interest in vehicle-to-vehicle

communication continued in Japan, USA and Europe, but therewere not many successful projects

during this time period. Until the second half of the 1990s, many impressive projects on vehicular

networks occurred because of the rapid development of wireless technology. For example, the

California partners for advanced transit and highways (PATH) in 1997, the advanced safety vehicle

(ASV) in 2000 in Japan, and the CarTalk and FleetNet projectsinvestigated in Europe. The concept

of VANET was dramatically impacted by the advances in wireless technology and standardization

since the late 1990s.

The ”game changer” occurred when the US Federal Communication Commission allocated 75

MHz bandwidth of the 5.9 GHz band for vehicle-to-vehicle andvehicle-to-infrastructure wireless
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communication in 1999. The commission then established theservice and license rules for DSRC

Service which defines the communication service working on the 5.850-5.925 GHz band for the

public safety and private applications in vehicular networks. In 2001, the ASTM International se-

lected IEEE 802.11a as the underlying radio technology of DSRC. The pressure to make use of the

assigned channels and the availability of the IEEE 802.11a technology and standard significantly

increased research and development activities. In 2004, the IEEE started the work on the 802.11p

amendment and wireless access in vehicular environments (WAVE) standards based on the ASTM

standard. From 2004 until now, wireless communication among moving vehicles becomes the

focus of researches in both of the academic research community and automobile industry.

2.2 Applications of VANETs

Vehicular network applications range from road safety oriented applications for vehicles or

drivers, to entertainment and commercial applications forpassengers, making use of a plethora of

cooperating technologies.

The primary vision of vehicular networks includes real-time and safety applications for drivers

and passengers, providing safety for the latter and giving essential tools to decide the best path

along the way. These applications thus aim to minimize accidents and improve traffic conditions

by providing drivers and passengers with useful information including collision warnings, road

sign alarms, and in-place traffic view.

Nowadays, vehicular networks are promising in a number of useful driver- and passenger-

oriented services, which include Internet connections facility exploiting an available infrastructure

in an on-demand fashion, electronic tolling system, and a variety of multimedia services. Fur-

thermore, a variety of communication networks, such as 2-3G, WLANs IEEE 802.11a/b/g, and

WiMAX, can be exploited to enable new services designed for passengers apart from the safety

applications, such as info-mobility and entertainment applications, which can rely on the vehicular

network itself.
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Regarding the discussed applications’ potential, vehicular networks open new business op-

portunities for car manufacturers, automotive OEMs, network operators, service providers, and

integrated operators in terms of infrastructure deployment as well as service provision and com-

mercialization.

For safety-related applications, the network operator canassure the authentication of each

participant through playing the role of a trusted third party that authenticates the participating

nodes, or even having the role of a certification authority issuing a certificate to each participant in

order to prove their authenticity later during the communication.

On the other hand, in non-safety related applications, network operators and/or service providers,

besides network access and service provision, can have the role of authorizing service access and

billing users for the consumed services. However, one should notice that ad hoc systems still

require a certain level of penetration and necessitate highvehicle density for more reliable com-

munication.

The investment cost for new communication infrastructure for vehicular networks will be rel-

atively high. On the other hand, cellular communication systems offer a high coverage along roads

and have a reliable authentication and security mechanism.Consequently, number of technical

challenges needs to be resolved in order to help the evolution of vehicular networks for wide-scale

deployment.

2.3 Characteristics of VANETs

Vehicular ad hoc networks share many common characteristics with general mobile ad hoc

networks (MANET). Both VANET and MANET are self-organizingwireless ad hoc networks that

are composed of mobile nodes. However, they are different inseveral ways. For example, vehicles

can recharge their batteries frequently which usually can last much longer than batteries in regular

mobile devices. However, vehicles’ movements can be constrained by the road topology and traffic

rules. In MANET, nodes cannot recharge their power and the energy efficiency is also critical in

such networks. In addition, the nodes’ movements in MANET are assumed to follow unrestricted
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patterns of movements. In comparison to other communication networks, vehicular networks come

with unique beneficial features, as follows:

1. Unlimited transmission power: The power issue of mobile devices is usually not a significant

one in VANET as that in the classical ad hoc or sensor networks. Vehicle itself can provide

continuous power to computing and communication devices. Usually, the car battery can

last much longer compared to those for hand-held mobile devices.

2. Higher computational capability: Vehicles can be installed with significant computing, com-

munication, and sensing capabilities which can be even morepowerful than regular desktops.

3. Predictable mobility: Unlike conventional mobile ad hocnetworks in which node mobility is

hard to predict, vehicles in VANETs tend to move in a predictable way that is (usually) lim-

ited to street topology. Roadway information is often available from navigation systems and

map-based technologies such as GPS. Given the average number of nodes, average speed,

number of lanes, the future position of a vehicle may be predicted.

However, to bring its potency to fruition, vehicular networks have to cope with some chal-

lenging characteristics including:

1. Potentially large scale: Unlike most ad hoc networks studied in the literature that usually

assume a limited network size, vehicular networks can in principle extend over the entire

road network and so include many participants.

2. High mobility: The environment in which vehicular networks operate is extremely dynamic,

and includes extreme configurations: on highways, relativespeeds of up to 300 km/h may

occur, while density of nodes may be 1-2 vehicles per kilometers on less busy roads. On the

other hand, in the city, relative speeds can reach up to 60 km/h and network density can be

very high, especially during rush hours.

8



3. Partitioned network: Vehicular networks will be frequently partitioned. The dynamic nature

of traffic may result in large inter-vehicle gaps in sparselypopulated scenarios, and hence in

several isolated clusters of nodes.

4. Network topology and connectivity: Vehicular network scenarios are very different from

classic ad hoc networks. Since vehicles are moving and changing their position constantly,

scenarios are very dynamic. Therefore the network topologychanges frequently as the links

between nodes connect and disconnect very often. Indeed, the degree to which the network

is connected is highly dependent on two factors: the range ofwireless links and the fraction

of participant vehicles, where only a fraction of vehicles on the road could be equipped with

wireless interfaces.

2.4 Technical Challenges in VANET

VANET has special behavior and characteristics, so there are several challenges for vehicular

communication which greatly impact the future deploymentsof such networks. Many challenges

need to be resolved in order to deploy vehicular networks in our real lives such as information

dissemination, security and privacy, and Internet integration. Generally speaking, efficient wireless

communication is an important issue, so the employed protocols and mechanisms should be robust,

reliable and scalable to numerous vehicles.

VANET differs from conventional ad hoc networks by not only experiencing rapid changes

in wireless links, but also having to deal with different network densities. For instance, vehicular

networks in urban areas are more likely to form highly dense networks during rush hour traf-

fic. However, vehicular networks are expected to experiencefrequent network disconnections in

sparsely populated rural highways or during late night hours.

Moreover, VANET is expected to handle a wide range of applications ranging from safety

to leisure. Consequently, routing algorithms should be efficient and cope to vehicular network

characteristics and applications. Until now, most of research has focused on analyzing routing
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algorithms in highly dense networks with the assumption that a typical vehicular network is well-

connected in nature. Actually, the penetration of vehicleswith wireless communication capacity

is somewhat weak. Therefore, a VANET should rely on existinginfrastructure supports for wide-

scale deployment. However, VANET are expected in the futureto observe high penetration with

lesser infrastructures, and hence it is important to consider the disconnected network problem.

Network disconnection in VANET is a crucial research challenge for developing a reliable and

efficient routing protocol.
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Chapter 3

Problem Statement and Assumptions

Vehicular network is a dynamic mobile network in which network disconnection occurs very

often, which causes most traditional routing protocols to fail in delivering packets. To address this

issue, buffer is used on each vehicle so that packets can be stored when network disconnection

occurs and delivered if the network re-connects. However, one drawback of using buffer is that

it will cause huge network delay. Therefore, how to reduce such delay and achieve and higher

network throughput is a non-trivial issue.

3.1 Problem Statement of Routing in VANETs

A vehicular ad hoc network can be modeled as a graphG = {V, E}, whereV is the set of

vehicles (nodes) andE is the set of edges that represent wireless links. The setE will change from

time to time due to vehicles’ movements. According to [15], we can define a set of time intervals

ΓE, in which intervals are numbered asI1, · · · , Iq, · · · , Ih. Further, by constructionIq = [tq−1, tq)

(andtq−1 < tq), we can define a set of time sequence. Therefore, the setΓE partitions the interval

[t0, th) into h pieces. For an intervalI = [a, b) andr ∈ R+, we let I ⊕ r denote the (shifted)

interval[a + r, b + r). Then, we further define a few other variables.

• c : E × R+ → R+, wherece,t is the capacity of the edgee ∈ E at timet

• d : E × R+ → R+, wherede,t is the transmission delay of the edgee at timet

• bv is the storage capacity of the nodev ∈ V

• Iv is the set of edges whose destination node isv (incoming edges)

• Ov is the set of edges whose source node isv (outgoing edges)
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Because a buffer is needed to store packet when network disconnection occurs in VANETs,

we need to define the buffer capacitybv. We also defineK as a set of messages injected into

the network from a source to a destination. For a certain messagek ∈ K, it can be denoted as

a tuple(u, v, t) where(u, v) denotes the current and next-hop nodes,t is the time instance when

the message is sent fromu to v. The functionss(K), d(K), ω(K), m(K) are used to retrieve the

source node, the destination node, the start time, and the number of messages inK, respectively.

Moreover, the following definitions capture the states and transitions in the network.

• NK
v,t is the number of messages (inK) occupying the buffer at nodev at timet ∈ ΓE

• XK
e,I is the number of messages transmitted (at the tail of the edge) over edgee duringI ∈ ΓE

• RK
e,I is the number of messages received (at the destination of theedge) over edgee during

I ∈ ΓE

• Kv = {k|k ∈ K, d(k) = v} is the set of messages whose destination node isv

The transmission variables (denoted byX) and the reception variables (denoted byR) are

used together to model the transmission delay encountered in sending messages. The natural ob-

jective is to maximize the probability of message delivery.However, since a buffer is used to store

messages while network disconnection occurs, the messageswill eventually be delivered unless

the buffer overflows. Moreover, because of packets being buffered instead of transmitted immedi-

ately, network delay is a big issue in VANETs. In this work, wefocus on minimizing the delay of

a message. So the objective function is to minimize the average delay, which can be realized by

minimizing the sum of the delays for all messages.

min
∑

v∈V

∑

K∈Kv

∑

Iq∈ΓE

(tq−1 − ω(K)) · (
∑

e∈Iv

RK
e,Iq
−
∑

e∈Ov

XK
e,Iq

) (3.1)

The summation
∑

e∈Iv
RK

e,Iq
represents the number of messages inK that are coming into the

nodev in the intervalIq. These messages could be forwarded from other nodes or generated by the

current node which is the source of the messages During the time intervalIq, a portion of messages
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may be transmitted to other nodes. This is accounted for by subtracting the term
∑

e∈Ov
XK

e,Iq
. The

above difference is then multiplied by the delay of these messages (i.e.tq−1 − ω(K)) to get the

total delay suffered by that fraction of messages that arrived in the intervalIq at nodev. Finally, we

sum over all the possible intervals for all messages and all nodes. The objective function should

be subject to:

∑

e∈Iv

RK
e,Iq
−
∑

e∈Ov

XK
e,Iq

=















NK
v,tq −NK

v,tq−1
+ m(K) if s(K) = v, ω(K) = tq

NK
v,tq −NK

v,tq−1
otherwise

(3.2)

RK
e,Iq⊕de,tq−1

= XK
e,Iq

(3.3)

NK
v,tq−1

≤ bv (3.4)

XK
e,Iq
≤ ce,tq−1 · |Iq| (3.5)

NK
v,t0

=















m(K) if v = s(K), t0 = ω(K)

0 otherwise
(3.6)

NK
v,th

=















m(K) if v = d(K)

0 otherwise
(3.7)

Equation 3.2 gives the flow constraints, i.e. the number of messages outgoing from nodev

plus those staying in the buffer should be equal to the numberof messages incoming to nodev.

During a certain time period, if nodev generates a new message, this message needs to be added

to the buffer too.
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Equation 3.3 relates the variablesX andR by stating that the traffic transmitted at the initial

point of e during Iq is equal to the traffic received at the end point ofe during the time interval

Iq ⊕ de,tq−1 (i.e. after the edge delay).

Constraints are also needed to ensure that the number of messages that are stored at any

node’s buffer does not exceed the specified limit, and the data sent over a link is limited by the

edge capacity over that time interval. These are captured byEquation 3.4 and Equation 3.5.

Finally, Equations 3.6 and 3.7 are the initial and the final conditions regarding the storage.

Equation 3.6 says that in the beginning, only nodes that havemessages to send have occupied

buffers. Equation 3.7 states that at the end, only nodes thatare destinations for messages have

occupied buffers.

We have modeled the routing problem in VANETs as a linear programming problem which

can be solved mathematically given the value of all defined variables. However, it is impossible

to obtain real-time global information of a VANET such as vehicles’ positions, network links, and

link capacities. Therefore, an approximate routing protocol is required. Therefore, how to design a

routing protocol to maximize the probability of message delivery and minimize the network delay

is the major concern of this work.

3.2 Issues of Existing Solutions

The topology of VANETs has a unique characteristic – it consists of one or more sub-graphs

(one sub-graph if the network is fully connected) of the roadmap topology. Previous researches in

wireless ad hoc networks often make an unrealistic assumption on nodes mobility. For example,

with the most popular Random Way Point model, nodes can freely move within a certain area

with randomly chosen velocities. However, nodes in VANETs do not have the ability to roam

freely without regards to obstacles and traffic regulations, i.e. road segments containing vehicles

construct the network topology of a VANET.

Therefore, the problem of efficient routing of packets in VANETs can be transformed into

selecting a route with the highest network throughput from the road map. A critical reason causing
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Figure 3.1: Illustration of the Issues in Existing Routing Protocols in VANETs

low network throughput is the network disconnection which occurs extremely often in VANETs.

When network partition occurs, most existing routing protocols for vehicular networks will drop

packets such as GPSR [10] and GSR [11]. Although VADD [13] uses carry-and-forward scheme

to buffer packets if network is disconnected, the network connectivity information is not fully

investigated. We note that network connectivity is the mostimportant information for routing in

VANETs, and then propose a connectivity aware routing protocol for VANETs.

Consider the network situation shown in Fig. 3.1, where the source node at the bottom left

corner is trying to send packets to the destination at the topright corner. In this figure, the lengths of

road segmentIAIBIC , IAIC , IAID andICID are1200m,1000m,707m and707m, respectively. The

numbers of nodes deployed on each above-mentioned road segment are22, 9, 5 and2, respectively.

All vehicles move with the average velocity of10m/s.
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With the GPSR protocol, packets will be forwarded through a multi-hop route. An example

route is depicted as dashed lines with arrows in this figure. Because the network density on road

segmentIAIC is very low, disconnections may occur frequently. For example, noden1 in Fig. 3.1

fails to communicate with noden2 as they are out of communication range. In this case, GPSR

enters the perimeter mode and selects nodes on road segmentIAID to forward packets. However,

since network partitions are very common in VANETs, GPSR mayface other network disconnec-

tions again. For instance, because wireless signal may be blocked by objects, e.g. skyscraper in

the city, the communication between noden3 andn4 may be impossible due to the absence of

line-of-sight. That implies the GPSR protocol may take manydetours to find connected route, e.g.

on segmentIAIBIC , after many perimeter mode searches. If there is no such connected route in

networks, GPSR may search through the entire networks and finally fail to find a route.

To make use of road map information, the geographic source routing (GSR) protocol [11]

was proposed for VANETs. With this approach, road segmentIAIC will be selected to forward the

packets. Because the assumption of connected networks doesnot always hold, the GSR may fail to

deliver packets when network partitions occur. If the carry-and-forward scheme [16] is added into

GSR, packets can finally reach the destination. However, thedelay of forwarding packets on this

road segment will be higher than routing packets alongIAIBIC . According to measurements in

our simulations, the network connectivity probabilities of roadIAIC andIAIBIC are.29 and.84,

respectively. The.29 connectivity probability can be interpreted as the networkis disconnected

71% of the time, so the network delay can be simply calculatedas.71× (1000/v)+ .29× (1000/c)

wherev is the average velocity of vehicles on roadIAIC andc is the wireless transmission speed.

As v ≪ c, the delay of forwarding packets alongIAIC is delayAC ≈ (710/v). Similarly, the

delay of forwarding packets onIAIBIC is .16× (1200/v)+ .84× (1200/c) ≈ (192/v). Therefore,

routing packets alongIAIBIC generates a much smaller delay than that ofIAIC .

In the motion vector (MOVE) [17] protocol, the packet carrier will select the next hop that

is currently or will be closest to the destination; otherwise, it will carry (buffer) the packet until

a next hop is available. It provides nine rules for current node to select the next hop, and one of
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them states that if the current packet carrier is in AWAY state and one neighbor is in TOWARDS

state, packets must be forwarded to this neighbor. For instance, as shown in Fig. 3.1, noden5

(moving away from the destination) will forward packets ton6 as it move toward the destination.

However, ifn6 moves over the vertical dashed line, it enters the AWAY stateand will forward

packets back to following vehicles that are in the TOWARDS state. This situation is so-called

Ping-Pong effect which will not occur if no more following vehicles become available. However,

this problem becomes worse when the network density is higher.

To select a route with the minimal transmission delay, the vehicle-assisted data delivery

(VADD) protocol is proposed for VANETs [13]. According to the protocol, since the network

density on roadIAIC is equal to1/R, the delay of forwarding packets onIAIC is dAC = α · lAC

wherelAC = 1000m is the length of roadIAIC andα is a constant. Similarly,dAB = α · 1000, so

we havedAB = dAC . As stated in VADD, if the packet carrier (vehicle) at intersectionIA chooses

to deliver packets on roadIAIB, the expected packet delivery delay from the intersectionIA to the

destination is:

DAB =
1

1− PAB · PBA
· (dAB + P BA · dBA + PBA · PAC · dAC + PBC · dBC) (3.8)

wherePAB is the probability that the packet is forwarded throughIAIB at intersectionIA, which

is smaller than 1. SincePAB · PBA < 1, we haveDAB > (dAB + P BA · dBA + PBA · PAC · dAC +

PBC ·dBC), soDAB > dAB. On the other hand, sinceDAC = dAC = dAB, we obtainDAB > DAC .

Therefore, roadIAIC will be chosen by VADD to forward packets as it has the smallest expected

delivery delay. However, the delay of sending packets alongroadIAIBIC is actually the lowest.

In summary, to select the best route in VANETs, a proper modelof the network connectivity

is very important and it is determined by several factors such as network density, road length and

number of lanes on roads. For a certain road segment, its network connectivity will be affected by

many factors including network density, road segment length, average vehicle velocity, number of

lanes and traffic light periods. Even if the probability of network connectivity of a road segment
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is modeled, the network connectivity of a route that consists of several road segments is still a

challenging problem. We cannot simply use the product of theprobabilities of all road segments

on the route because these probabilities are not independent of each others. In this work, we first

model the network connectivity and then propose an approachto select the optimal route that can

achieve the highest network throughput.

3.3 Assumptions

As GPS and navigation systems are becoming standard equipment in vehicles, we assume

every vehicle obtains its current location. We also assume vehicles are installed with a pre-loaded

digital map, such as the commercial map provided by MapMechanics, which not only describes

the land attribute such as road topology and traffic light period but also is accompanied by traffic

statistics such as traffic density and average velocity at a certain time of the day. These digital maps

with statistical data are derived from billions of GPS sampled points from vehicles on the move.

Similar digital maps can also be found from the Internet, e.g. yahoo.com. We expect more accurate

and detailed digital maps to be invented and equipped on vehicles in the future. We also assume

the vehicles are of similar sizes and each vehicle is equipped with an 802.11 wireless interface.
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Chapter 4

Related Work

There exist several routing protocols that can be applied tovehicular ad hoc networks as sum-

marized in [18–20]. They can be grouped into two categories:1) those that assume the networks

are always connected and 2) those that focus on intermittently connected networks.

4.1 Routing Protocols in Connected Networks

Protocols in the first category are suitable for the urban rush hour scenarios, where vehicles are

densely packed and locating a node for forwarding a message is typically not an issue. However,

traditional ad hoc routing protocols (e.g., AODV [9] and DSR[8]) provide poor route convergence

and low communication throughput because they are adversely affected by the highly dynamic

nature of node mobility as shown by the results in [21].

Since GPS devices will be standard components in future vehicles, more position-based rout-

ing protocols have been proposed for VANETs [10, 11, 22–26].Position-based approaches use

geographic coordinates information or relative positionsof nodes to generate an efficient route

through the network. For example, the greedy perimeter stateless routing (GPSR) [10] protocol

may be a good choice because it is stateless and performs welldespite high mobility in VANETs.

However, GPSR may encounter the problems of selecting incorrect next hops due to out-of-date

neighbor’s information, routing loop and too many (detour)hops as stated in [11]. In [11], packets

are forwarded along theDijkstra shortest path as calculated from road maps.

Similarly, in MDDV [24], the forwarding trajectory of a message is determined as the tra-

jectory that minimizes the sum of weights on that graph between the source and a vertex in the

destination region. Moreover, the authors [25] developed protocols that disseminate information

to a set of target zones, rather than specific destination nodes. They utilize a propagation function
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Table 4.1: Summary of Unicast Routing Protocols Assuming Connected VANETs

Characteristics GPSR GSR A-STAR MDDV MURU CAR
Position Based

√ √ √ √ √ √

Greedy Forwarding
√ √ √ √ √

Predictive
√ √ √

Buffering (Carry-and-forward)
√ √ √

Street Aware
√ √ √ √ √

Traffic Aware (Probabilistic)
√ √

Traffic Aware (Real-Time)
√

whose value is minimized over the target zones. Unlike othergreedy position-based unicast rout-

ing protocols, anchor-based street and traffic aware routing (A-STAR) [26] utilizes city bus routes

as a strategy to find routes with a high probability for delivery.

All the above protocols omit the problem of network disconnection. The authors in [22]

introduced a new metric, expected disconnection degree (EDD), to evaluate the probability that a

candidate route would be broken. By broadcasting the RREQ message, the path with the smallest

EDD will be selected as the route. To handle the problem of mobile end nodes (source or sink),

CAR [23] adopts the idea of guards which automatically adjust the connectivity path when end

nodes change their speeds and/or directions. However, it first needs to broadcast the route discovery

request to the entire network to find a proper route, causing excessive networking overhead even

with some optimization schemes.

In summary, all these approaches basically require networks to be fully connected; otherwise,

the route discovery phase will fail, rendering the subsequent routing strategy useless. A summary

of those protocols in terms of different features is listed in Table 4.1.

4.2 Routing Protocols in Intermittent Connected Networks

As concluded in [12], network partitions in VANETs are very frequent. Therefore, it is bet-

ter to consider a VANET is not always connected. With this assumption another group of routing
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protocols are proposed in the literature [7,13,14,17,27–29]. These routing protocols can be consid-

ered as the delay tolerant protocols and the carry-and-forward [16] scheme is used when network

disconnection occurs. Network disconnections occur frequently in rural highway situations and in

cities at night where fewer vehicles are running, making establishing end-to-end routes impossible.

Even in densely-populated urban scenarios, sparse sub-networks can also be prevalent.

To route a message from a vehicle to a roadside unit, the motion vector (MOVE) routing

algorithm [17] uses knowledge of neighboring vehicles velocities and trajectories to predict which

vehicle will physically travel closest to the fixed destination. Another knowledge-based scheme,

scalable knowledge-based routing (SKVR) algorithm [27] utilizes the relatively predictable nature

of public transport routes and schedules. The SKVR works in two levels: the top level is inter-

domain routing, where a source and destination are on different bus routes, while the bottom level

consists of intra-domain routing within the same bus route.

Another algorithm in the delay-tolerant network category,MaxProp [30] utilizes carry-and-

forward and packet prioritization techniques to maximize message delivery in a network with lim-

ited transfer opportunities between nodes. MaxProp is implemented in a real network where it is

deployed on buses, allowing each bus to communicate its location and performance information to

wireless access points or other buses as they are encountered.

When network infrastructures are available at intersections, a static node assisted adaptive

routing protocol (SADV) has been proposed [7] for vehicularnetworks. When disconnected, each

static node has the capability to store a message until it canforward the message to a node traveling

on the optimal path. Optimal paths are determined based on a graph abstracted from a static road

map and weighted with expected path forwarding delays from adelay matrix.

Similar to other routing algorithms designed for delay-tolerant networks, the geographical

opportunistic routing protocol (GeOpps) [28] uses navigational information to route packets effi-

ciently. GeOpps assumes that each vehicle has a navigation system that provides a suggested route

to a destination. Each neighbor vehicle will use a utility function built into the navigation system
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Table 4.2: Summary of VANET Unicast Routing Protocols for Intermittent Connected Networks

Characteristics MOVE MaxProp SKVR SADV GeOpps VADD
Position Based

√ √ √ √ √

Greedy Forwarding
√ √ √

Predictive
√ √ √ √

Buffering (Carry-and-forward)
√ √ √ √ √ √

Street Aware
√ √ √

Traffic Aware (Probabilistic)
√ √

Traffic Aware (Real-Time)
√

to calculate the amount of time required to reach the next interest point. The vehicle that can de-

liver the packet fastest or closest to the destination will be chosen as the next hop for the message.

Those protocols either require infrastructure at intersections or vehicles following the navigation

system, but these assumptions may not be true in reality.

Assuming a pure vehicular ad hoc network architecture, the VADD [13] protocol is proposed.

When wireless connectivity is not available, the carry-and-forward strategy is used to transfer

packets along vehicles on the fastest roads available. Since vehicles may deviate from predicted

paths, the routing path should be recomputed continuously during the forwarding process. To aid in

this process, VADD uses a street graph weighted with expected packet delivery delays. However, a

drawback is that when the average distance between vehiclesis close to the communication range,

the transmission delay will be much longer than the expectedone used in VADD. Unlike VADD, a

delay-bounded routing protocol [29] is introduced for VANETs. The goal of this routing algorithm

is to select an optimal path that not only has the least transmission cost but also meet the delay

requirement given by the application. However, the delay model used in [29] still has a similar

problem as VADD. Table 4.2 summarizes the differences of allabove-mentioned routing protocols

with the carry-and-forward mechanism.
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4.3 Network Connectivity Models

Existing VANETs routing protocols omit the connectivity information in highly dynamic net-

works, though mobility can increase the capacity of ad hoc wireless networks [31]. Obviously,

mobility is the distinguishing feature of vehicular networks, affecting the evolution of network

connectivity over space and time in a unique way.

The mathematical connectivity model in ad hoc networks has been studied in [32,33] with the

assumption that nodes follow the Poisson distribution. However, node movement in VANETs can

be affected by multiple factors such as the traffic lights, other vehicles in the vicinity and speed

limits. Therefore, instead of using traditional mobility models, researchers proposed several mo-

bility models for VANETs [34, 35]. Observing the clusteringphenomena in a highway vehicle

network, the network connectivity of highway VANET is modeled in [34] and then the opportunis-

tic packet relaying protocol (OPERA) is proposed. This model also assumes a Poisson distribution

of vehicles and do not consider VANETs in a city scenario where vehicles’ distribution can be

significantly affected by traffic light, number of lanes and vehicle velocity.

With the Percolation theory, a critical phase of connectivity in wireless network is investigated

in [35]. The authors claim that an ad hoc network is fully connected after a certain network density

is reached. However, this model can only be applied on a static network with the assumption of

Poisson distributions of nodes.

The above mentioned models look at network connectivity from a macroscopic level. There

are also several models that address the problem at a microscopic view such as [36–39]. In the

constant speed motion (CSM) model [37], a generic vehiclei’s movement is constrained on a

given road topology, and its speed is set tovi = vmin + (vmax − vmin)× α whereα is a uniformly

distributed random variable in [0, 1].

The fluid traffic motion (FTM) model [36] adopts a traffic stream approach on a microscopic

level. It describes speed as a monotonically decreasing function of vehicular density, forcing a

lower bound on speed when the traffic congestion reaches a critical state.
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Then based on the intelligent driver model (IDM) [38], IDM with intersection management

(IDM-IM) and IDM with lane changing (IDM-LC) models were proposed in [39]. The IDM-IM is

a flows-interaction model which adds intersection handlingto the car-to-car interaction description

provided by IDM; the IDM-LC further extends the flows-interaction description of IDM-IM, by

adding overtaking capability to vehicles. To the best of ourknowledge, the IDM-based mobility

models are the most accurate ones for VANETs. A detailed analysis of those IDM-based models

is described in [40], and a simulator, VanetMobiSim [41], based on these models is developed by

the authors.

Although there exist some efforts to create accurate mobility models, such as the IDM with

lane changing model [39], most of these models are too complicated to be used in the networking

protocol design. Instead of microscopic mobility models, we look at VANETs in a macroscopic

way and try to reveal the statistical property of network connectivity. In the design of the ACAR

protocol, this information is used to select the route with the highest probability of connection and

thus the network throughput is increased.

4.4 Location Privacy Protection in VANET

Geographic routing has been widely used in vehicular ad hoc networks (VANETs) to achieve

vehicle-to-vehicle and vehicle-to-roadside communications [11, 13, 14, 22, 24, 42]. By exploiting

location information, geographic ad hoc routing provides superior scalability compared to tradi-

tional reactive routing protocols. However, location security becomes an important issue in achiev-

ing high network performance [43–45]. Even though locationsecurity can be protected, location

information exchange among neighbors compromise locationprivacy as well.

The location privacy issue in MANETs is first addressed in [46], in which the authors de-

fined the location privacy problem, threat model and application framework. In VANETs system,

vehicle’s location privacy issue is addressed in [47–49].

Location privacy issue can be solved in two different ways: hiding the information of who

send the data and the information of where this data come from. For the first methods, although
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node’s location information is released, the adversary cannot link the location to a certain user, thus

protecting user’s location privacy [46, 47, 50, 51]. Those approaches usually require periodically

changing user’s ID and such schedule is initialized or maintained by a third-party trustworthy

infrastructure. The potential threat of this framework is that, the infrastructure component may not

always be available and itself may be subject to security or privacy problems. Moreover, changing

identifiers has detrimental effects on routing efficiency and increases packet loss as shown in [52].

In the second method, packet forwarders will send out a set ofdummy locations which hides

the true locations. For instance, a node will send packets ina rectangle or circular area in which

there exist at least otherk − 1 nodes [53]. Thus,k-anonymity is achieved since an adversary can

only identify a user’s location with the probability of no higher than1/k. Unlike the k-anonymity

methods, dummy-based location privacy-protection algorithms were proposed [54, 55]. In [54],

the network user generates several false position data (with one that contains the true position

information) sent to the service provider. Because the service provider cannot distinguish the true

position data from the dummies, the user’s location privacyis protected. Similarly, authors in [55]

hid user’s real location by sending a set of dummy positions which are deliberately generated

according to either a virtual grid or circle. In the above-mentioned methods, user’s true location

information is fully hidden within either an area or a set of dummies, so traditional geographic

routing protocols will have a big problem in making routing decision as location information is not

available.

Unlike previous works, we investigate user’s location privacy issue through 1) replacing user’s

location information by dummy distance to destination (DOD) during routing and 2) generating

pseudonyms to preserve user’s identification information.Despite these changes, the geographic

routing protocol will still work, with a slight modification. Both identification and location infor-

mation of users is preserved in our dummy based location privacy protection (DBLPP) protocols,

so it can achieve a higher level of location privacy protection in VANETs.
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Chapter 5

Connectivity-Quality Model in VANETs

The connectivity-quality models of road segment, intersection and route that is consists of

multiple road segments and intersections are investigatedin this chapter. We first propose the cell

based connectivity model in Section 5.1 for vehicles movingwithin road segments, and the cluster

based connectivity model in Section 5.2 for vehicles aroundintersections. Then, an integrated

connectivity model and the connectivity model of route are introduced in Section 5.3 and 5.4,

respectively. Considering the transmission quality of a route in a connected network, we propose

a novel metric connectivity-quality (CQ) in Section 5.5 which models both network connectivity

and quality information.

5.1 Cell Based Connectivity Model

We first consider the model for the one-lane case and later generalize it to multiple lanes. In

the one-lane scenario, we divide the road segment equally into m cells so that each cell can contain

at most one vehicle and each vehicle can occupy only one cell.The length of celld can be set as

the average length of vehicles, e.g.5m. It will be fairly common that a vehicle partially occupies

two adjacent cells. In this case, the cell containing the majority part of this vehicle is considered

occupied. Since the distance between occupied cells will beused to compute the distance between

vehicles in these cells, we found that there would be an error(at most5m) in the distance compu-

tation. However, compared to the large wireless communication range, e.g.250m in 802.11b and

1000m in DSRC, this error can be ignored. Therefore, the problem statement of finding probability

of connectivity of networks can be formulated as follows:

Sub-problem Statement 1: If there aren vehicles (also called nodes) on a road segment, what
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is the probability that the distance of any two neighboring nodes is less than the communica-

tion range R = n0 · d, i.e. there are no more thann0 successive empty cells on the road.

In one-lane scenarios, the number of empty cells is alwaysm− n; but in the case of multiple

lanes, the number of empty cells will range fromm− n to m− ⌈n/n′⌉ wheren′ is the number of

lanes. For multiple lanes, each cell in the road may contain any number of nodes within[0, n′]. So

in the extreme case, if every occupied cell contains only onenode, the number of empty cells is

m−n. On the other hand, if each occupied cell hasn′ nodes, the number will becomem−⌈n/n′⌉.

For instance, suppose 5 vehicles are deployed into a road with 5 cells and 3 lanes. Let cells be

ordered geographically such that cellc0 is at the leftmost andc4 is at the rightmost position. It may

occur that 3 vehicles are located in cellc0 and the other two in cellc4. So the number of empty

cells in this case is 3. Intuitively, if the number of empty cells k is equal or less thann0, then the

network must be connected. Ifk > n0, the network may be connected or disconnected depending

on how the empty cells are distributed.

We denotePdis andPcon = 1 − Pdis as the probability of network being disconnected and

connected, respectively. Since it is not easy to computePcon, we first calculatePdis. To obtain this

probability, two other probabilities are required: 1) probability P1 that there exist exactlyk empty

cells if n nodes were deployed intom cells, denoted asP1 = P {µ(n, m) = k}, and 2) probability

P2 that there exist more thann0 successive empty cells given exactlyk empty cells on the road

segment, which is denoted asP2 = P {ϕ(m, k) > n0}. Then the probability that the network is

disconnected becomes:

Pdis =
max(m−⌈n/n′⌉,n0)

∑

k=max(m−n,n0)

P {µ(n, m) = k} · P {ϕ(m, k) > n0} (5.1)

5.1.1 Empty-Cell Probability P1

To drive safely on roads (with one lane), a driver need to keepa certain distance from the front

or rear vehicles, thus the occupancy of one cell is dependenton the adjacent cells. Considering
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multiple lanes cases, since traffic flows on different lanes are independent of each other, the depen-

dency of occupied cells is broken. If vehicles move in two directions on a road, the occupied cells

will be more randomly distributed. Therefore, we first assume that vehicles are uniformly deployed

on roads. Then, we adjust our model to take into account the clustering (platoon) phenomena of

vehicles.

Assuming uniform node distribution, we investigate the probability that there exist exactlyk

empty cells on the road. Suppose there aren nodes deployed on the road withm cells. LetAi

be the event that theith cell is empty, and letAi be the event complementary toAi (ith cell is

occupied). Then we have:

P {µ(n, m) = k} =
∑

1≤i1<···<ik≤m

P
{

Ai1 · · ·AikAj1 · · ·Ajm−k

}

(5.2)

where{j1, j2, · · · jm−k} = {1, 2, · · · , m} − {i1, i2, · · · , ik}. P
{

Ai1 · · ·AikAj1 · · ·Ajm−k

}

is the

probability that thei1th to ikth cells are empty and thej1th to jm−kth cells are occupied by nodes.

Since every term on the right side of the above equation is thesame, the total number of terms is

Ck
m. Moreover, we can rewrite the term as:

P
{

Ai1 · · ·AikAj1 · · ·Ajm−k

}

= P {Ai1 · · ·Aik} · P
{

Aj1 · · ·Ajm−k
|Ai1 · · ·Aik

}

(5.3)

whereP {Ai1 · · ·Aik} =
Cn

(m−k)·n′

Cn
m·n′

is the probability that there exist at leastk empty cells on this

road, andP
{

Aj1 · · ·Ajm−k
|Ai1 · · ·Aik

}

is actually the probability ofP {µ(n, m− k) = 0}. So

we obtain the following recursive formula:

P {µ(n, m) = k} = Ck
m ·

Cn
(m−k)·n′

Cn
m·n′

· P {µ(n, m− k) = 0} (5.4)

Notice that the probability that there exists at least one empty cell is:

P {µ(n, m) > 0} = P

(

m
⋃

i=1

Ai

)

=
∑

i

P (Ai)−
∑

i<j

P (AiAj) +
∑

i<j<h

P (AiAjAh)− · · · (5.5)
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So the probability that all cells are occupied is:

P {µ(n, m) = 0} =
m
∑

l=0

C l
m · (−1)l

Cn
(m−l)·n′

Cn
m·n′

(5.6)

By substituting Equation 5.6 into 5.4, the probability thatthere exist exactlyk empty cells can be

computed.

5.1.2 Successive Empty-Cell Probability P2

P {ϕ(m, k) > n0} denotes the probability that there exist more thann0 successive empty

cells on the road given that there were exactlyk empty cells. Since the number of occupied cells

is m− k, we are able to formulate this problem as:

Sub-problem Statement 2: Consider throwingk items into N = m−k +1 bags and each bag

can contain any number of items0, 1, · · · , k, then what is the probability that at least one bag

contains at least(n0 + 1) items.

Since it is hard to directly compute this probability, we first examine the case where all bags

satisfy the condition:

C1: Every bag contains at mostn0 items.

We denoteNum(k, N) as the number of possible deployments that satisfyC1. Then it can

be rewritten as:

Num(k, N) = Num(k, N−1)+Num(k−1, N−1)+Num(k−2, N−1)+· · ·+Num(n0, N−1)

(5.7)

The proof of Equation 5.7 is stated as follows. Let us consider a certain bag,bi, that may contain

0, 1, · · · , n0 items. Suppose it containsj items, then the number of deployment that satisfyC1 is

Num(k − j, N − 1). By summing up all the possiblej, we obtain:

Num(k, N) =
k−n0
∑

j=0

Num(k − j, N − 1) (5.8)
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Each term in the right part of Equation 5.8 can be expanded as

Num(k − j, N − 1) =
k−j−n0
∑

l=0

Num(k − j − l, N − 2) (5.9)

After expanding each term, Equation 5.8 becomes:

c[0]N−1 ·Num(k, 1) + c[1]N−1 ·Num(k − 1, 1) + · · ·+ c[k]N−1 ·Num(0, 1) (5.10)

whereNum(x, 1) refers to the number of possible deployments of puttingx items into one bag.

Num(x, 1) =















0, x > n0 or x < max {0, k − n0 · (N − 1)}

1, max {0, k − n0 · (N − 1)} ≤ x ≤ n0

(5.11)

This number will be0 if x > n0 or x < k − n0 · (N − 1), sinceC1 does not hold in these cases.

If x < 0, it means putting negative number of items into bags, soNum(x, 1) is also0; otherwise,

Num(x, 1) = 1.

Then the number of deployments meetingC1 will be the sum of coefficients of all terms

whose value are 1, i.e.

min{k,(N−1)·n0}
∑

i=k−n0

c[i]N−1, c[i]t+1 =
min{i,t·n0}
∑

j=max{0,i−n0}
c[j]t (5.12)

wherec[i]1 = 1 (i = 0, 1, · · · , n0). Since the total number of all possible deployments isCk
N+k−1 =

Ck
m, the probabilityP2 is:

P {ϕ(m, k) > n0} = 1−

min{k,(m−k)·n0}
∑

i=k−n0

c[i]m−k

Ck
m

(5.13)

Substituting Equation 5.4 and 5.13 into Equation 5.1, we cancalculate the probability of the net-

work being disconnected or connected on a certain road, if the network density information is

known.
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Figure 5.1: Illustration of Traffic Lights Affecting the Connectivity Model

5.2 Cluster Based Connectivity Model

Since traffic lights (red signal) can block approaching vehicles, these vehicles will form a

cluster (or convoy) on the road. Therefore, the proposed connectivity model that assumes uniform

node distribution needs to be modified by adjusting the network density information.

As shown in Fig. 5.1, suppose on road segment A, there arenA nodes moving toward the

intersection. Assume the length of A islA, the average velocity of vehicles moving on A isva and

time period of red traffic light istA. Then the expected number of vehicles stopped by every red

light on road A is:

n̄A =















nA·vA·tA
lA

, (vA · tA) < lA

nA, otherwise
(5.14)

If (vA · tA) ≥ lA, then the red signal periodtA is long enough so that all vehicles on A are blocked.

When the light turns green, stopped vehicles will resume moving and those moving in the same

direction will be very close to each other since usually drivers prefer to follow the traffic flow. As

a result, we can assume those vehicles move as a cluster in which the networks are connected.

Therefore, the number of nodes on the road needs to be modifiedbecause the clustered nodes will

be considered as one node.
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Since those nodes in the same cluster cannot be fitted into onecell, they may spread over

several cells. For example, suppose there aren̂ nodes in a cluster and they are uniformly distributed

on each lane of a road. Then the total number of cells on this road will be reduced fromm to

m−⌊n̂/n′⌋ · (ds/d), whereds is the safety distance between vehicles,d is the length of cell andn′

is the number of lanes. If nodes are uniformly deployed on each lane,⌈n̂/n′⌉ will be the maximal

number of nodes on each lane, and⌊n̂/n′⌋ · (ds/d) the maximal number of cells occupied by this

cluster. The safety distance between vehicles can be simplycalculated by:

ds = v · tr + v2/(2b) + d (5.15)

wherev is the average velocity of vehicles,tr is the reaction time andb is the deceleration value of

comfortable braking.

Next, we investigate how to compute the number of nodes in each cluster. Suppose the num-

bers of nodes moving toward the intersection on each road segmentA, B, C andD arenA, nB, nC

andnD, respectively. Then for each vehicle onA, the probability that it moves toD will be:

PAD =
nD

nB + nC + nD

(5.16)

Suppose at a certain timet, there arēnt
A nodes blocked on roadA, then the expected number of

nodes moving from roadA to D is:

n̄t
AD =

n̄t
A · nD

nB + nC + nD
(5.17)

In the same way, we can getn̄t
BD and n̄t

CD. If the traffic light controlling the north-south

traffic turns green, as shown in Fig.5.1(a), it will generaten̄t
AD + n̄t

BD nodes moving as a cluster

on roadD. If the traffic light controlling the east-west traffic turnsgreen, as shown in Fig.5.1(b),

there will be a cluster of̄nt
CD nodes moving on roadD. During each period of traffic light, two
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clusters will be produced. Therefore, the number of clusters on roadD is:

ND =















⌈

2·lD
vD ·T

⌉

, lD > (T · vD)

1, otherwise
(5.18)

whereT is the period of traffic light at this intersection. WhenlD > (T · vD), it means before the

first cluster moves out of roadD, more clusters will be generated. Then the number of clusters is
⌈

2·lD
vD ·T

⌉

that is the upper bound of the actual number of clusters on road D. Therefore, the number

of nodes on roadD will be reduced to:

nD −
ND
∑

t=1
(n̄t

AD + n̄t
BD + n̄t

CD − 2)

= nD −
ND
∑

t=1
n̄t

AD −
ND
∑

t=1
n̄t

BD −
ND
∑

t=1
n̄t

CD + 2ND

≈ nD −ND · (n̄AD + n̄BD + n̄CD + 2)

(5.19)

wheren̄AD, n̄BD andn̄CD can be obtained from Equation 5.14 and 5.17. If there are two moving

directions on roadD, a similar modification needs to be done for the other direction as well. By

combining this new method for determining the number of nodes with the connectivity model

proposed in Section 5.1, we can compute the probability of connectivity of each road segment. By

adjusting the number of clusters, the proposed connectivity model can also be used for one-way

roads or roads with only one traffic light at the end.

5.3 Integrated Connectivity Model of Road Segment

We have proposed the cell-based connectivity model where nodes move on roads without

clustering and the cluster-based connectivity model in which traffic lights block vehicles to form

clusters around intersections. Now, we describe how to integrate those two models to compute the

connectivity of road segment.

Vehicles form a cluster when they are blocked by the traffic light in an intersection. However,

the cluster will exist only for a period of time. After that, these vehicles will merge into the traffic
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flow of roads they are moving on. In other words, vehicles deployment on a road segment changes

periodically between cluster-based and cell-based modes.

Suppose there is only one cluster on a road segment, e.g. the road segment A as shown in

Fig. 5.1. Nodes in this cluster are geographically labeled as1, 2, · · · , n̄, where node1 is the closest

one to the intersection and̄n is the furthest one. Therefore, the size of this cluster isn̄. Assume

these nodes will move into another road, and the density and velocity of this road ared and v̄,

respectively. We definetbi as the time for a nodei (i ∈ [1, n̄]) to move out of the cluster, i.e. after

tbi seconds, nodei will merge into the traffic flow of a road segment (e.g. D in Fig.5.1).

To compute the timetbi of nodei, we first investigate the one-lane one-cluster case, and then

generalize it to multiple-lane multiple-cluster cases. Within one lane, a vehicle cannot accelerate

freely as its movement is restricted by many factors: the distance to the preceding vehicle, ve-

locities of the preceding vehicle and itself. This phenomena is represented by the car following

model [38], in which the acceleration rate of nodei at time instancet is:

at
i =

dvt
i

dt
= a



1−
(

vt
i

v0

)4

−
(

s∗i
st

i

)2


 (5.20)

wherevt
i is the velocity of nodei at timet, a is the maximum acceleration rate andst

i is the distance

between nodei and its preceding node.v0 is the desired speed, which is equal tov̄ in this case.

Distances∗i is calleddesired dynamical distance [38] and is computed by:

s∗i = s0 +

(

vt
iτ +

vt
i ·∆vt

i

2
√

ab

)

(5.21)

It is a function of the minimum bumper-to-bumper distances0, the minimum safe time head-

way τ , the velocity difference with respect to front vehicle∆vt
i = (vt

i − vt
i−1) and the maximum

acceleration and deceleration valuesa andb. For node1 in the cluster, its distance to the preceding

node iss1 = 1/d; because in the cell-based model, vehicles are assumed to beevenly distributed

on road segments. The distance nodei drives from time0 to t is lti =
t
∫

0

1
2
· at

i · t2dt, so the value of

st
i will be (lti−1 − lti).
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Therefore, we obtain the timetbi that nodei needs to reach the speed ofv̄. It is computed by

solving the integral equation:
t=tbi
∫

t=0

at
i · tdt = v̄ (5.22)

During time period[tbi−1, t
b
i ], there are only(n̄ − i + 1) nodes remaining in the cluster. Ac-

cording to Section 5.2, we can compute the new number of cellsand the connectivity probability

during time period of[tbi−1, t
b
i ]. Then, the overall connectivity probability of the road segment can

be computed as:

Pcell ·
T −max{tbi}

T
+

i=n̄
∑

i=1

Pcluster(n̄− i + 1) · t
b
i − tbi−1

T
(5.23)

wheretb0 = 0, T = l/v̄ is the time a vehicle needs to move from one end to the other endof

the road segment.Pcell is the probability of connectivity computed by the cell-based model, and

Pcluster(n̄− i+1) is the probability of connectivity obtained through the cluster-based model with

a cluster of(n̄− i+1) nodes. If there areNc clusters and the size of each cluster isn̄j , j ∈ [1, Nc],

the connectivity probability of road segment is:

j=Nc
∑

j=1

Pcell ·
T −max{tji}

T
+

j=Nc
∑

j=1

i=n̄j
∑

i=1

Pcluster(n̄j − i + 1) · t
j
i − tji−1

T
(5.24)

wheretji is the timetbi that nodei needs to move out of thejth cluster.

In multiple lane cases, we assume clustered vehicles are evenly distributed on each lane be-

cause it is natural for drivers to change lanes if the currentone is too congested. We apply the

calculation of the single lane case to each lane and can compute the value oftji for everyi ∈ [1, n̄j]

andj ∈ [1, Nc]. Note that, the value of eachtji will change, and so does(tji − tji−1). However, with

Equation 5.24, we can compute the probability of connectivity of road segment for multiple lane

and multiple cluster cases.
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5.4 Connectivity Model of Route

So far, we modeled the network connectivity of a road segmentbased on the information of

road length, number of vehicles, period of traffic light, andaverage velocity. In this section, we

investigate the network connectivity of a route (path) thatconsists of multiple road segments. In

other words, we will compute the probability that there exists a connected network on a certain

route.

Suppose there is a route that consists ofn road segments which are sequentially numbered as

1, 2, · · · , n. We denote the connectivity probability of each segment asPi (i = 1, 2, · · · , n). Then,

the connectivity of a route will be
n
∏

i=1
(Pi × Pij) wherej = i + 1 andPij = 1 wheni = n. Pij is

the network connectivity of the intersection between road segmenti andj.

To address the dependency issue of connectivity probabilities of adjacent road segments, we

need to understand the movement of vehicles around intersections. Due to the traffic light at a

intersection, vehicles may be stopped by the red signal. Therefore, the connectivity of network

around the intersection will be higher than other parts of the road. In this section, we will investi-

gate the connectivity probabilities of two types of networks. First, we look at the network with cars

stopped around intersection areas by traffic lights. Second, we consider the case where no car is

stopped by traffic lights. Finally, the expected network connectivity probability of an intersection

is computed.

5.4.1 Vehicle’s Distribution around Intersections

As shown in Fig. 5.2, when the traffic light turns to red for east-west direction, there may be

several approaching cars, such asn0 andn3, stopped by the red signal. Therefore, the uniform

distribution of vehicles on road segmentC is broken. In other words, more cars are being blocked

in front of the traffic light, so less vehicles will be moving on road segmentC. On the other

hand, because the traffic signal for road segmentsA andB are green, vehicles on these two roads

follow uniform distribution. In this case, the network connectivity of roadC is lower but the

connectivity probability of roadB is higher than normal. If the traffic light becomes green for
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Figure 5.2: Network Connectivity around Intersections with Stopped Vehicles

east-west direction, the network connectivity ofB will be lower but that ofC is higher. Therefore,

we note that the connectivity probabilities of two adjacentroad segments are not independent due

to traffic lights.

Now, we investigate the network connectivity of the intersection between roadC andB. We

first defineP3 as the probability that no car is stopped by the traffic light.P4 = 1 − P3 denotes

the probability that at least one car is stopped by the trafficlight. When cars are blocked by the

traffic light, there are two possibilities of their future movements: 1) stop at the intersection, or 2)

move (right turn) to another road segment. Considering these two cases, we further defineP4′ as

the probability that all stopped cars move away from the intersection. This probability is usually

very small because even if there is only one car stopped at theintersection, all approaching cars

has to stop and stay at the intersection too. Complementary to P4′, we denoteP4” = P4−P4′ as

the probability that at least one car stopped at the intersection.
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Figure 5.3: Network Connectivity around Intersections without Stopped Vehicles

5.4.2 Connectivity Probability Without Stopped Vehicles P3

Even though there is a traffic light in an intersection, it is possible that the red signal does not

stop any approaching vehicles which are too far away from thetraffic light. As shown in Fig. 5.3,

cars are moving towards the traffic light on roadC and before they reach the intersection, the signal

turns to green from red. This case occurs with the probability of P3:

P3 =
CnB

m′

B

CnB
mB

,
(

m′
B = mB −

vB × t

l

)

(5.25)

wherevB, nB andmB are the average vehicle velocity, number of vehicles and number of cells on

road segmentB, respectively.l andt are the size of cell and the period of red signal. The above

equation models the probability that no car is stopped by thered signal. Because the north-south

traffic is not affected by the traffic light, we can consider uniform distributions of vehicles on road

C andB. In this case, the network disconnects only if there is no caron roadB andC around the

intersection area. As shown in Fig. 5.4, we are interested inthe areas ofx andy on road segment
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Figure 5.4: Network Disconnection around Intersections with a Uniform Node Distribution

C andB, respectively. The value ofx andy must satisfy the following conditionR2 = x2 + y2

whereR is the communication range.

The value ofx, number of empty cells, will be ranging from 0 tomin{n0, (mC−nC)}, where

n0, nC andmC are the communication range (in number of cells), and numberof nodes and number

of cells on road segmentC. The value ofx must be smaller or equal ton0 because of the equation

R2 = x2 + y2. On the other hand, it has to be smaller than(mC −nC). Otherwise, there must be at

least one car being deployed in the area ofx due to the pigeonhole principle. Similarly, the value

of y is within [0, min{n0, (mB − nB)}] wherenB andmB are the number of nodes and number of

cells on road segmentB. If there is no car in the areas ofx andy, the network disconnects around

the intersection. We denote the probability of this event occurring asP̄BC which can be computed

by:

P̄BC =
CnC

(mC−x)

CnC
mC

×
CnB

(mB−y)

CnB
mB

(5.26)

Since the value range ofx andy are known, we can easily compute expected valueE(P̄BC).

This value is considered as the probability of network disconnection with uniform distribution of

nodes on roadB andC. Therefore, the network connectivity probability in this case is:

P3× [1− E(P̄BC)] (5.27)
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Figure 5.5: All Stopped Vehicles Move Away from Intersection

5.4.3 Connectivity Probability With Stopped Vehicles P4

Complementary toP3, we can compute the probability ofP4 = 1 − P3. In this case, there

is at least one car stopped in front of the intersection due tothe traffic light. According to the

Equation 5.14, we can compute the number of vehicles stoppedon roadC. We denote this value

asn̄C . For those stopped vehicles, the probability of each one moving from roadC to A can be

obtained by Equation 5.16. We denote this probability asPCA. We first look at the probability

(P4′) that all stopped vehicles move away from roadC to A:

P4′ = (PCA)n̄C (5.28)

Since all stopped vehicles on roadC move to roadA, the nodes on roadC follow uniform

distribution. As shown in Fig. 5.5, there may be some vehicles moving to roadC from other road

segments, such asn4 from A andn5 from B. However, they will not break the uniform distribution

of nodes on roadC. Then, the number of nodes onC change tonC − n̄C + n̄BC + n̄AC where

n̄BC and n̄AC denote the number of nodes moving to roadC from B andA. According to the
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Equation 5.26, we can compute the probability of network disconnection as̃PBC with the new

number of nodes on roadC andB. Therefore, the probability of existing connected networkin

this case will be:

P4′ × [1−E(P̃BC)] (5.29)

Finally, we look at the case where there is at least one stopped vehicle at the intersection. The

probabilityP4” can be obtained byP4−P4′. As we defined previously, the network connectivity

of a road segment is considered as the probability that thereexists a connected network from one

end to the other end of the road segment. If there is a car stopped in front of the intersection, we

can consider there is always a node at the eastern end of roadC, which satisfies the definition of

network connectivity of a road segment. In other words, the network around intersection area is

always connected in this case.

Therefore, the network connectivity of the intersection between roadB andC can be com-

puted as:

P3× [1− E(P̄BC)] + P4′ × [1−E(P̃BC)] + P4” (5.30)

Until now, we have modeled the connectivities of networks onroad segments and around intersec-

tions. Then, the connectivity probability of a path (that iscomposed of multiple road segments)

can be computed as the product of probabilities of those roadsegments and adjacent intersections.

For a given path starting from road segments and ending ate, we denotei andj as two adjacent

road segments,Pi as the connectivity probability of road segmenti, andPij as the connectivity

probability of the intersection between road segmenti andj. Thus, the connectivity probability of

this path can be obtained from the following equation:

P (s, e) =
e
∏

i=s

(Pi × Pij), (j = i + 1) (5.31)

wherePij = 1 wheni = e. The above equation can be used to compute the connectivity probability

of a given route that consists of several road segments.
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5.5 Connectivity-Quality of Route

For two road segments with similar network connectivity probabilities, their transmission

qualities may be quite different. In other words, the proposed connectivity probability model needs

to be adjusted by considering the transmission quality of a route. To meet this goal, we propose

a novel metric, called connectivity-quality, which combines the information of both network con-

nectivity and transmission quality of a route. For a route that is consists of several road segments,

its CQ can be computed as
∏

(CQi × CQij) wherei andj are adjacent road segments.

5.5.1 Date Delivery Ratio of Road Segment

Considering a road segment with connected networks, we firstmodel the packet error rate

(PER) of a single hop. Then, we model the PER of a multi-hop route. Finally, the average PER

of all possible routes within a road segment is used to compute the data delivery ratio of this road

segment.

To model the path loss of a single hop between any two nodes, two cases need to be consid-

ered: the line-of-sight (LOS) and non-line-of-sight (NLOS) where there is at least one neighbor

between these two nodes. Because of the popularity and lowerprice of IEEE 802.11 devices, the

physical layer in VANETs (the DSRC/IEEE 802.11p PHY) will bea variation of the orthogonal

frequency-division multiplexing (OFDM) based on the IEEE 802.11a standard. So the channel

fading model of determining the received signal power levelin the case of LOS is [56]:

Pr =
Pt

(4π)2
(

d
λ

)γ

[

1 + η2 + 2η cos

(

4πh2

dλ

)]

(5.32)

wherePt is the transmit power,d is the distance between the transmitter and receiver,λ is the

wavelength of propagating signal,η is the reflection coefficient of the ground surface,γ is the path

42



loss factor andh is the antenna height. The model of NLOS is expressed as:

Pr =















PtGtGr

(

λ
4π

)2
(d ≤ 1m)

PtGtGr

(

λ
4π

)2 · 1
dγ (d > 1m)

(5.33)

Taking into account the effect introduced by the cyclical prefix attached to each OFDM sym-

bol, the signal to interference plus noise ratio (SINR) should be reduced by a factor ofα:

SINR = α · 10 log10











Pr

P0 +
NINT
∑

i=1
P i

INT











(5.34)

whereα is 0.8 according to [56],P0 is the background noise, andP i
INT is the interference from

neighborni.

Suppose on a certain road segment, as shown in Fig. 5.6, nodena is sending packets tonb

and the distance between them isdab. From the perspective ofnb, there will beden × (RINT −

2R− dab) potential interfering nodes around it. In which,R andRINT are the communication and

interference ranges ofnb, andden is the network density of this road.

In the IEEE 802.11 protocols, before each communication theRTS/CTS (request to send/clear

to send) packets need to be transmitted between sender and receiver to reduce frame collisions

introduced by the hidden terminal problem. After that, during the communication betweenna

andnb, nodes within their communication ranges are not allowed totransmit packets. Thus, the

potential interfering nodes must be in the area that is outside the communication ranges ofna and

nb but inside their interference ranges. Within these areas, for a circle with a radius of R, there is

at most one transmission that can interfere with the packet receptions atnb. Therefore, there are at

most
[⌈

RINT −R
2R

⌉

+
⌈

RINT −R−dab

2R

⌉]

transmissions that interfere with nodenb simultaneously.

The receive powerP i
INT of each interference transmission can be computed through Equa-

tion 5.32 or 5.33 whered is the distance betweennb and the center of each segment labeled as2R

in Fig. 5.6. For cases with(da < 2R) and(db < 2R), (3R + db/2) and(3R + dab + da/2) are the
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Figure 5.6: Illustration of the Number of Potential Interfering Nodes

distances of interference transmissions indb andda, respectively. If nodenb is in a nearby inter-

section area, there will be more potential for interfering nodes. Similarly, for roads with different

network densities joined at an intersection, we can calculate the numberNINT .

In Equation 5.34, we use the maximum number of interfering transmissions with the commu-

nication betweenna andnb, thus the worst case of SINR fornb is obtained. In simulations, we

found this lower bound value was very close to the real one; thus, we use it to further calculate the

bit error rate and packet error rate of a single hop transmission.

Suppose the binary phase shift keying (BPSK) scheme is used to modulate the signal, the bit

error rate (BER) is:

BER = Q
(√

2 · SINR
)

(5.35)

whereQ(x) = 0.5 − 0.5 × erf( x√
2
) anderf(·) is the error function. Because of retransmissions

in the link layer, the frame error rate (FER) can be computed as:

FERlink = 1−
N
∑

i=0

(1− FER)FERi (5.36)

whereFER = 1 − (1 − BER)L, L is the length in bits of each frame andN is the number of

retransmission times. Suppose every packet is composed oft frames, the PER is computed by:

PER = 1− (1− FERlink)
t (5.37)
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Given the communication distance and number of neighbors, we can model the PER of a

single hop. Therefore, if the node deployment of a network isknown, it is possible to compute the

PER of every hop.

Next, we discuss how to model the PER of a certain road segment(denoted asPERrs). On

a certain road segment, suppose there is a routeroutej that is composed ofh hops with PER at

every hop ofPERl (l = 1, 2, · · · , h), then the PER of forwarding packets along this routeroutej

can be computed as:

PERroutej
= 1−

h
∏

l=1

(1− PERl) (5.38)

This equation is valid only if the PER is independent from onehop to the next; but due to the

wireless communication environment there could be interference which violates this assumption.

However, in this work, we use this equation as the first-orderapproximation of the PER of for-

warding packets on a certain route.

Since different routes (that are composed of different hops) give different PERs, we consider a

routing algorithm that minimizes PER, so the problem is to determine the minimal expected PER.

If there aren nodes andk′ empty cells on the road, for a certain distribution of these empty cells, the

minimal PER of this road segment is denoted asmin{PERroutej
}. To compute this value, we need

to know how the nodes (and empty cells) are deployed in the network. However, it is impossible

to obtain such information because vehicles are always moving. To address this issue, we average

these minimal PERs and obtain the PER of this road segment asPERi
k′ = E[min{PERroutej

}].

This value can be easily determined because we can compute the PER of every route. There-

fore, the expected value ofPERrs can be calculated as:

E
[

PERi
k′

]

= Ek

[

E
[

PERi
k′ |k′ = k

]]

(5.39)

which can further be rewritten as:

PERrs =
m−⌈n/n′⌉
∑

k=m−n

Ck
m
∑

i=1

1

Ck
m

· PERi
k · P {µ(n, m) = k} (5.40)
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wherem andn′ are the number of cells and number of lanes on this road segment, respectively.

Thus we useDrs = 1− PERrs to model the data delivery ratio (transmission quality) of acertain

road segment.

5.5.2 Connectivity-Quality Metric

Data delivery ratio and packet error rate (PER) are usually used to evaluate the transmission

quality of a route in networks. When we use these two metrics,we always assume that the network

is fully connected because otherwise the delivery ratio will be zero. Therefore, delivery ratio is

considered a useful metric with the condition that networksare connected.

In the previous section, we model the PER and data delivery ratio of a road segment. However,

that data delivery ratioDrs is actually the probabilityP (D|C) where the eventD means a packet

is successfully delivered andC denotes the event of network being connected. Therefore,P (D|C)

gives the probability of a packet being successfully delivered with the condition that networks are

connected. If we multiplyP (D|C) by the network connectivity probabilityP (C), we will have

the following equation:

P (D, C) = P (D|C)× P (C) (5.41)

In other words,P (D, C) gives the joint probability that a packet is successfully delivered in a

connected network. If we apply this probability to a road segment, it will become the connectivity-

quality (CQ) metric which will be introduced later.

According to our connectivity model, the larger the networkdensity, the higher the network

connectivity probability will be. However, higher densities can cause larger interferences (more

nodes in interference ranges), and thus reduce the packet delivery ratio. On the other hand, it is

possible that a road segment has a low network connectivity probability. However, if the network

on it becomes connected, the delivery ratio may be very high (due to low interferences). Therefore,

both network connectivity and data delivery ratio are important in selecting routes.

If we investigate the probabilityP (D, C), it contains two probabilitiesP (D|C) andP (C).

For a certain road segment, these two probabilities can be re-written asDrs andPrs, respectively.
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Therefore, we define a novel metric, connectivity-quality (CQ), in this way:

CQrs = Drs × Prs (5.42)

We can interpret the Equation 5.42 as a weighted connectivity probability of a road segment. The

weight is the data delivery ratio of this road segment (with connected networks). The CQ metric is

not only useful for VANETs but any other intermittent-connected networks because it models both

network transmission quality and network connectivity in amobile network with frequent network

disconnections.

As in the computation ofCQrs, it is easy to compute the CQ of networks around an inter-

section. The network connectivity of an intersection has been discussed previously. To compute

the data delivery ratio of networks around an intersection area, we can still use the PER models

proposed in Section 5.5.1. The only difference is that therewill be only single hop communication

around intersection areas, so computing CQ for an intersection should be easier than that for a road

segment.

For a given path starting from road segments and ending ate, we denotei and j as two

adjacent road segments,CQi as the CQ of road segmenti, andCQij as the CQ of the intersection

between road segmenti andj. Then, the CQ value of the entire path is obtained from the following

equation:

CQ(s, e) =
e
∏

i=s

(CQi × CQij) , (j = i + 1) (5.43)

whereCQij = 1 wheni = e. As it will be shown in Chapter 7, since the ACAR protocol chooses

routes with the highest connectivity-qualities, the data delivery ratio and network throughput of

ACAR are drastically increased compared to other protocols.
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Chapter 6

Adaptive Connectivity Aware Routing Algorithm

The ACAR protocol includes two essential elements: 1) correctly selecting an optimal route

that consists of road segments with the best connectivity-quality, and 2) efficiently forwarding

packets hop-by-hop through each road segment in the selected route. To eliminate the impact of

inaccurate statistical density data, we developed an adaptive route selection algorithm that collects

real-time density information on-the-fly while forwardingpackets. In each road segment in the

selected route, the next hop is selected using a metric that minimizes the packet error rate (PER)

of the entire route based on measured PERs at each node. In addition, carry-and-forward [16]

mechanism is adopted to handle frequent network partitionsin VANETs.

6.1 Selection of Route with the Highest Connectivity-Quality

According to the proposed connectivity model and CQ metric,a node can compute a route

with the best connectivity-quality. We consider this as theoptimal route which will be used to

forward packets. Required information includes network densities, road segment lengths, average

velocities, number of lanes and traffic light periods which are provided in pre-installed digital

maps. Therefore, every packet forwarder (vehicle) can locally compute and find the optimal route

to deliver packets.

Based on the classicDijkstra algorithm, we propose an algorithm to find the optimal route

with the best connectivity-quality. As shown in Algorithm 1, the inputs of the FIND() function

include: the road topology mapG, the sources and destinationd. In the mapG, vertices are

intersections and edge are road segments between intersections. Given the location of source and

destination nodes, the output of the FIND() function is a sequence of intersections that are used to

construct the final route.
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Algorithm 1 FIND (G, s, d)
1: Add s andd as vertices into graphG
2: G′ ← s
3: G← G− s
4: while G is not emptydo
5: m← 0
6: for each vertexu ∈ G′ do
7: for everyu’s neighborv ∈ G do
8: if max{CQ(s, v)} > m then
9: m← CQ(s, v)

10: v′ ← v
11: u′ ← u
12: end if
13: end for
14: end for
15: pre[v′]← u′

16: if v′ = d then
17: return pre[]
18: end if
19: G′ ← G′ + v′

20: G← G− v′

21: end while

For each vertexv ∈ G, if it is on the optimal route, its parent node (also on the route) is stored

in pre[v]. If v is not on the route, itspre[v] = NULL. Therefore, from the destinationd, we can

trace backward to the sources and construct the route. The graphG′, which is a tree that saves

the optimal path from the source to the destination. For every nodeu ∈ G′, we will check all its

neighborsv in graphG. Therefore, lines8− 12 will find a new nodev ∈ G which is the neighbor

of u ∈ G′ where the following property holds.

Property 1: If a new node v is added toG′, the connectivity-quality from s to v is the largest

compared with any other remaining nodes inG.

In line 8, max{CQ(s, v)} denotes the highest connectivity-quality of a route froms to v in

graphG′. It is possible there are more than one path froms to v in graphG′, so we need to compute

everyCQ(s, v) and select the path with the highest CQ. To obtain eachCQ(s, v), we need to use

equations in Section 5.5. Based on the above description, wehave the second property:

49



Figure 6.1: Illustration of Route Selection Algorithm

Property 2: For every node v ∈ G, only the path from s to v with the largest connectivity-

quality will be added into G′.

Due to these two properties, we could easily proof the proposed algorithm satisfies the prop-

erty of optimality. Now, we will use an example to illustratehow this algorithm works. As shown

in Fig. 6.1(a). The lengths of road segmentsrs1, r12, r2d andrsd are1000m, 800m, 1000m and

800m, respectively. There are20, 16, 20 and8 nodes on road segmentsrs1, r12, r2d andrsd, respec-

tively. Then, we can compute the CQs ofrs1, r12, r2d andrsd as.85, .90, .85 and.57, respectively.

According to our FIND() algorithm, nodes is first moved toG′. Then, as shown in Fig. 6.1(b),

node1 will be added toG′ as it provides a higher connectivity-quality than that of noded. Since

the connectivity-qualityCQs12 = .78, node2 is moved toG′ as shown in Fig. 6.1(c). Finally, as

shown in Fig. 6.1(d), noded was added toG′ with the connectivity-qualityCQs12d = .69 which is

still larger thanCQsd = .57. Therefore, the routers12d will be considered as the optimal route for

forwarding packets.
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After receiving a packet, a node calculates the optimal route and selects the next hop which is

closer to the next intersection. For the example shown in Fig. 6.1, vehicles on road segmentsrs1

or r12 can compute the same routers12d to forward packets.

When packets are routed around an intersection, the chosen next hop will be the one which is

closest to the next intersection along the optimal route. Routing policies such as location first, di-

rection first and hybrid probes in [13] can be adopted in ACAR to further improve its performance,

which are considered as our future works.

6.2 Velocity Compensated Neighbor Location Prediction

In geographic routing, every vehicle periodically broadcasts (beacons) its current location in-

formation to its neighbors. However, since the broadcast period cannot be too small, the neighbor’s

information may be out-of-date and thus affects the next hopselection in geographic routings.

To address the issue of out-of-date neighbors, many neighbor location prediction (NLP) al-

gorithm are proposed [11, 21, 57, 58]. The basic idea is that,before selecting the next hop, a node

needs to predict all its neighbors’ locations based on theirposition and velocity information broad-

casted in the last time interval. In the ACAR protocol, we simply adopt the NLP scheme used

in [58].

After predicting neighbors’ locations, nodei selects the next hop only through those still

within the communication range. Although the NLP algorithmused in ACAR is very simple, it

does help improve the network performance as shown in our simulation results. In some cases,

a node cannot find another neighbor to forward packets (in theevent of network partition), then

these packets will be saved into its buffer and carried [16] with the vehicle as it moves towards a

next node to which it can forward the packet again.

6.3 Adaptive Route Selection

If the density information on each road segment is correct, the optimal route will be the one

with the highest connectivity-quality. However, in reality, there may be some errors in the statistical
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density data. For example, suppose on roadA there are100 nodes (on average) in the afternoon,

then it is possible that the network density between 2:00pm-4:00pm is50 and from 4:00pm to

6:00pm is150.

One possible solution to this problem is to flood the entire network to collect the real-time

density information. However, even with directional and efficient flooding, this approach could still

cause too much broadcast overhead. Therefore, we propose anadaptive path selection approach

that collects real-time density data when packets are beingforwarded into the network.

ACAR first computes a route based on statistical density datafrom the pre-loaded map. It

then puts the route information into packet headers and transmits packets along this selected route.

While the packets are being forwarded to the destination, network densities of all road segments

along this path are collected simultaneously. This process, called on-the-fly density collection, is

described in the next section. After a pre-defined number of on-the-fly density collections (e.g.

10), the density information on road segments in the route can be obtained at the destination. If

the error rates of some road segments density exceed the threshold, e.g. 30%, the sink node sends

an acknowledge message to notify the source about the updated density of that road. Next, the

source node re-computes a new route based on the recently received and more accurate density

data. Eventually, the selected route will converge to an optimal route.

6.4 On-The-Fly Density Collection

As stated above, the on-the-fly density collection process is done while data packets are being

forwarded. Before transmitting data packets, every forwarder adds into the packets its local density

information, which is obtained through collecting beaconing messages. Then, the total density of

a road segment can be obtained at the end of it. When packets reach the destination, the density

data for all road segments along the path are collected.

As shown in Fig. 6.2, the data packet is composed of two parts:packet header and data

payload. At the beginning of data payload, there are some reserved fields (bytes) for on-the-fly

density collections. The first byte records how many road segments (e.g.Nr) on selected route,
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Figure 6.2: On-the-fly Density Collection Mechanism

and subsequentNr bytes record the density information of every road segment on the route. The

initial values of these fields are0. Since the source node is able to compute entire route based on

historical density data from digital maps, it is easy to get the number of road segments on the route.

We now state how a packet forwarder collects its local density information and updates the

corresponding byte in data packets. Since every node periodically beacons its location, velocity

and id to its neighbors, a node obtains the number of its one-hop neighbors. In addition, with the

neighbor’s location information, a node can determine whether a neighbor is in front of or behind

it. For example, noden2 in Fig. 6.2 infers that4 nodes (includingn1) are in front of it and5 nodes

behind. Suppose noden1 is the current packet forwarder which is at the beginning of road segment

1, andn2 is the next hop. Beforen1 sends data packets, it adds the number of nodes between itself

andn2 (including itself) to the fieldRS1 and forwards them ton2. Then,n2 follows the same

strategy and sends packets ton3. Noden3 modifiesRS1 again by add its collected local density

information, and sends out packets. Finally, packets reachthe end of this road segment at noden4.

Noden4 needs to decide if its next hop is still on the same road segment. If so, it continues the

procedure as noden3 did. Otherwise, it adds1 to RS1 because itself is also on the road segment 1,
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and forward packets to its next hop, e.g.n5 in Fig. 6.2. Consequently, noden5 adds6 to RS2 and

forward packets ton6. In the same way, when packets reach the destination, density of every road

segment on the route is collected.

After the on-the-fly density collection, the destination node needs to notify the source if there

are significant discrepancies between statistical and real-time density data. If so, source node

recalculates routes with newly collected density information; otherwise, the same route will be

used for delivering future packets.

6.5 Next Hop Selection

On each road segment in the selected route, packets may be forwarded through multiple hops

from the beginning to the end of the road segment. The next hopwill be selected using a metric

that minimizes the PER of route on each road segment. The PER of a link between two nodes can

be calculated by counting the number of successfully delivered packets and dropped ones. This is

calculated during the beaconing period and thus does not incur additional network overhead.

The original geographic routing protocols [10, 11] choose the farthest node as the next hop,

since this selection can minimize the total number of hops tothe destination. However, the link

quality to the farthest node is usually weak because PER increases as the transmission distance

increases. However, selecting next hop with a shorter distance will increase the number of hops.

As proven in [59], the data delivery ratio will decrease as the hop number increases. So there is a

trade-off between shorter transmission distance and smaller number of hops.

To address this issue, every node needs to measure the packeterror rate of all its neigh-

bors. Suppose on a road segment there are two neighboring nodena andnb, and they periodically

send their locations to each other. By counting the number ofpackets successfully delivered and

dropped, the expected transmission count (ETX) can be calculated using the approach in [60].

Then the PER fromna to nb is obtained as:

PERab = 1− 1

ETXab
(6.1)
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whereETXab is the expected transmission count from nodena to nb. In the same way,PERba

can be computed. Since the route is already known (stored in the packet header), nodena then

computes the remaining distance (denoted asDis) from itself to the next intersection. Suppose the

distance between nodena andnb is d, then the PER of the remaining route on this road segment

can be estimated by:

PER = 1− (1− PERab)
[ Dis

d
] (6.2)

We assume different parts of the same road segment have the similar communication environment,

thus the distance between nodes will be the dominant factor that affects the data delivery ratio.

So among its neighbors, nodena selects the one that minimizes the PER of the remaining path as

the next hop. The same next hop selection will be done on all following road segments aiming to

achieve the highest data delivery ratio along the whole route. However, due to frequent network

partitions in VANETs, a data forwarder may have no neighborsin the forward direction. In these

cases, we adopt the carry and forward scheme [16] that buffers packets and waits until there exists

an available next hop. Then the packet will be fetched from the buffer and forwarded again.
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Chapter 7

Simulations and Results

7.1 Mobility of Nodes

Since modeling of complex vehicle movement is important foraccurately evaluating proto-

cols, we generated the movement of nodes using VanetMobiSim[41] whose mobility patterns have

been validated against TSIS-CORSIM, a well-known and validated traffic generator. The Vanet-

MobiSim features new realistic automotive motion models atboth macroscopic and microscopic

levels, and also supports traffic lights, lane changes and speed regulations.

We compared the network connectivity model with data collected through VanetMobiSim

simulations for a set of parameters: length of road segment,average vehicle velocity and traffic

light period. Specifically, as shown in Fig.7.1, there are 7 road segments (each is1000m) in the

map, the average velocity of vehicles is10m/s and the traffic light period is 120 seconds. Those

small squares denote vehicles moving on the road, the numberbesides them are the node IDs. Our

goal is to collect the network connectivity and density information on the middle road segment

ending with two traffic lights. The simulation time is 2000 seconds and we check every second if

the network is connected. The number of times that networks are connected is denoted astc and the

probability of network connectivity can be calculated astc/2000. Similarly, the average network

density can be collected, though it may not be an integer. We repeated the same scenario 10 times

with 10 different random seeds to achieve a high confidence level. As shown in Fig.7.2-Fig.7.7,

with different road lengths, velocities and traffic light periods, the connectivity model matches the

value obtained from VanetMobiSim very well (confidence level is 95%).

In the above simulations, there is only one road segment containing two lanes in each driving

direction. We also verified the connectivity model in the cases of more lanes (e.g. 3-5 lanes), one

traffic light at the end of a road segment and routes that consist of multiple road segments. The
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Figure 7.1: A VanetMobiSim Snapshot of Connectivity Model Validations
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Figure 7.2: Validation of Connectivity Model with Road = 1000m, Velocity = 5m/s and Traffic
light = 120s

results showed our connectivity model matched the simulation results very well. However, due to

space limitation those results are omitted in this work.
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Figure 7.3: Validation of Connectivity Model with Road = 1000m, Velocity = 7.5m/s and Traffic
Light = 60s
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Figure 7.4: Validation of Connectivity Model with Road = 1000m, Velocity = 7.5m/s and Traffic
Light = 120s

7.2 Digital Maps

We used two maps in simulations to show the high performance of ACAR, and how different

network densities and vehicles velocities affect this protocol.
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Figure 7.5: Validation of Connectivity Model with Road = 1800m, Velocity = 10m/s and Traffic
Light = 60s
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Figure 7.6: Validation of Connectivity Model with Road = 1800m, Velocity = 7.5m/s and Traffic
Light = 60s

One map is illustrated in Fig 3.1, which contains 5 major roadsegments:IAIB, IAIC , IAID,

IBIC andICID. The length of each road segment and number of nodes deployedon them are the
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Figure 7.7: Validation of Connectivity Model with Road = 1800m, Velocity = 10m/s and Traffic
Light = 120s

same as we described in Chapter 3. This map is used in ScenarioI in which we evaluate the basic

network performance of ACAR such as: data delivery ratio, end-to-end delay and throughput.

In the Scenario II, we load a real map topology from the from the topologically integrated

geographic encoding and referencing (TIGER) database, which is used by the United States census

bureau to describe land attributes of U.S.. Within a1000m × 1000m area, street layout is from

a city in Tennessee, centered at latitude35162102 and longitude−84877562, has15 intersections

and 38 road segments as shown in Fig.7.8. To evaluate how differentnetwork densities affect

network performance, we double the network density of several roads which are marked with bold

black lines in Fig.7.8. We also adjust the velocity of vehicles in the network and evaluate how

network mobility affects the routing performance.
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Figure 7.8: Street Layout of the Area Centered at (35162102,−84877562) in the Tennessee State

7.3 Networking Simulation

We simulated the ACAR protocol in NS2 (ns-2.33) and comparedit with VADD [13], MOVE [17],

GPSR* and GSR*. The original GPSR [10] and GSR [11] simply drop packets when network dis-

connections occur, so we add carry-and-forward schemes in them and named them as GPSR* and

GSR*, respectively. To make fair comparisons between ACAR and other trajectory based routing

protocols, we also implemented the neighbor location predication scheme on VADD and GSR*.

Because the proper PHY/MAC modules for vehicular communications are still under devel-

opment and not available for NS2, we adopt the channel fadingmodel proposed in [56] and IEEE

802.11a as the MAC/PHY protocol. Since we are interested in network performances of different

protocols, we omit the exact simulation of lower layers but consider it in our future work when

IEEE standards for vehicular communication are finalized. Details of simulation parameters are

listed in Table 7.1.

We first simulated the Scenario I in which the basic network performances are evaluated

such as the data delivery ratio, end-to-end delay and network throughput. Then, we simulated
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Table 7.1: Simulation Set-Up Parameters for ACAR

Parameter Value
Number of lanes 2 lanes per direction
Number of nodes 40-200
Velocity 10-90 miles/hour
Period of traffic lights 60 seconds
Communication range 250 m
Beacon interval 1.0 second
Buffer size 64 KB
Packet size 512 Bytes

the Scenario II with different network densities and vehicles’ velocities and evaluated the network

performances and network overheads of the proposed protocol. In each scenario, different data

sending rates (1 to 10 pkts/s) were used. A source node is randomly selected to communicate

with a fixed destination. Given a real-time location service, ACAR works well if the destination is

mobile. However, we considered a fixed destination to model applications described in Chapter 1.

The simulation time is 2000 seconds and each scenario is repeated 20 times to achieve results with

a high level of confidence.

7.4 Data Delivery Ratio

Data delivery ratio is the number of received packets at the destination divided by the total

number of packets sent into networks. As shown in Fig. 7.9, ACAR achieves the highest data

delivery ratio (above 90%). This is because ACAR forwards packets along route on roadIAIBIC

with the highest connectivity-quality.

As shown in Fig. 7.9, GPSR* and GPSR give the second and third highest data delivery

ratios, respectively. When network partitions occur, GPSRand GPSR* utilize perimeter mode

searches to find routes, so packets may finally delivered on road IAIBIC which has the highest

connectivity-quality. However, GPSR* only successfully delivered about half of packets compared

to the performance of ACAR. This is because, after packets are forwarded on roadIAIC or IAID,
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Figure 7.9: Data Delivery Ratio in the Scenario I

it is possible that there are no connected links back to roadIAIB. So these packets are buffered and

carried by nodes moving on roadIAIC or IAID. On the other hand, wireless transmission qualities

of these two roads are very bad, so the data delivery ratio of GPSR* forwarding packets along

them is very low. Since we implemented the carry-and-forward scheme on GSPR*, it delivered

10 − 20% more packets than GPSR. So we conclude that the carry-and-forward scheme is very

helpful for routing protocols in VANET to achieve high data delivery ratios.

GSR* selects roadIAIC to forward packets, as it is the geographic shortest path to the des-

tination. According to the connectivity model in VADD, pathIAIC provides the shortest delivery

delay, so it is chosen to route packets. However, the connectivity probability of this road is just

.29, and the wireless transmission quality is even lower. Therefore, the overall data delivery ratio

of packets being routed on this road is very low. Since GSR* and VADD choose the same path for

routing, they generate very similar data delivery ratio results.

The original GSR protocol gives a lower data delivery ratio (only .02), compared to the ex-

tended version GSR*. This is because on GSR*, we implementedNLP and carry-and-forward
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mechanisms. The NLP scheme can help nodes to correctly select the next hop and the carry-and-

forward scheme can avoid packet loss due to network partitions. The data delivery ratio of GSR*

is about5 − 10 times that of GSR. Therefore, we conclude the NLP mechanism is also necessary

for VANET routing protocols to achieve high data delivery ratios.

MOVE protocol delivered the least number of packets in our simulations. In MOVE, there

are seven forwarding rules being used to select the next hop.If none of neighbors satisfies these

forwarding rules, packets will be carried by current node. So packets are more likely to be buffered

and carried by vehicles instead of being greedily sent out. As we will describe later, these packets

may be dropped due to packets expiration, weak wireless links to next hops and buffer overflows.

The number of packet loss due to these reasons is very high forMOVE, so it gives the lowest data

delivery ratio compared to others.

7.5 Reasons of Packet Loss

There are mainly three reasons of packet loss for all VANET protocols: packets expired, weak

wireless links and buffer overflow. We measured the number oflost packets due to each reason,

and then find the major cause of packet loss for each protocol.

7.5.1 Expired Packets

Since we cannot run simulations an infinite number of times, when simulations are terminated,

there might be some packets, called expired packets, still in buffers and these packets will be

dropped due to their huge delays. As shown in Fig. 7.10, the fraction of expired packets of MOVE

is almost 5-6 times that of the others. However, ACAR, VADD, GSR* and GPSR* have the similar

number of expired packets. The reason is that, in ACAR, VADD,GSR* and GPSR* protocols,

packets are greedily forwarded to the next hop; but in MOVE, if the neighbor satisfying none

of the forwarding rules (totally 7 rules), packets will be carried by the current node. Therefore,

packets will be more likely buffered in MOVE than the others.However, due to the small number

of expired packets, we conclude that packet expiration is not the dominant reason for packet loss.
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Figure 7.10: Fraction of Packets Still in Buffers After Terminating Simulations

7.5.2 Wireless Transmission Loss

Packet loss can also be caused by weak wireless links to next-hop nodes, e.g. the next hop

is too far away or even out of the communication range of current packet forwarder. As shown

in Fig. 7.11, the number of this type of packet loss is much higher than that of expired packets.

In Fig. 7.11, we note the original GSR has about 95% packets dropped due to this reason. GSR

chose nodes on roadIAIC to forward packets, but the probability of network connectivity on this

road was so low that most packets were dropped because there were no available next hops. The

original GPSR also suffers this problem because not all packets can be routed along roadIAIBIC ,

i.e. some packets were dropped on roadIAIC or IAID before they were forwarded back toIAIBIC

through perimeter searches. However, GPSR* can reduce thiskind of packet loss. Because if there

is no available next hop, packets are not simply dropped but buffered and sent until another next

hop occurs. Since GPSR* does not have the NLP mechanism, mostpackets dropping in GPSR* is

caused by the problem of out-of-date neighbors.
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Figure 7.11: Fraction of Dropped Packets Due to Weak Wireless Links

MOVE gives a fewer packet losses in this case because most packets are buffered instead of

being greedily sent out. Since NLP mechanism is implementedon both VADD and GSR*, they

have fewer packets dropped for this reason. For ACAR, besides NLP, it will carefully select every

next hop; therefore, compared with others, it gives the lowest packet loss due to weak wireless

links.

In summary, we can conclude that weak wireless link is the major reason of packet loss for

GSR, GPSR and GPSR*.

7.5.3 Buffer Overflow

Another reason of packet loss in networks is: the buffer may be overflowed so that all in-

coming packets have to be dumbed as there is no more space for them. Fig. 7.12 presents the

percentage of lost packets due to this problem. As shown in the figure, VADD and GSR dropped

more than 70% packets due to this reason. Therefore, if the size of buffer is large enough so that all

packets can be buffered and carried by vehicles, VADD and GSRcan give a similar data delivery
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Figure 7.12: Fraction of Dropped Packets Due to Buffer Overflow

ratio as that of ACAR. In other words, ACAR has a lower requirement of the capacity of buffer on

vehicles to achieve a high data delivery ratio. As we mentioned before, because of the 7 rules of

selecting next hop, most packets will be buffered by MOVE. Sowe can see from Fig. 7.12, more

than 60% packets were dropped in MOVE because it has already buffered too many packets and

had no space in buffer for those packets.

Comparing with the packet loss caused by weak wireless link,buffer overflow problem is not

a significant issue for GPSR*; but is a significant one for ACAR. Therefore, we conclude buffer

overflow is the major reason of packet loss for GSR*, VADD, MOVE and ACAR.

7.6 End-to-End Delay

The end-to-end delay is defined as the average time taken for apacket to be transmitted across

networks from source to destination. As shown in Fig. 7.13, MOVE gives the largest end-to-end

delay, which is mainly because of the long time vehicles carry packets. There are 7 forwarding

rules in MOVE which determine if packets are transmitted from current node to the next hop.
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Figure 7.13: End-to-end Network Delay in the Scenario I

Even though a neighbor is closer to the destination, it may not satisfy the forwarding rules and

thus cannot relay packets. Therefore, more packets will be put into the buffers and that results in

a larger delivery delay since the velocity of vehicles is much lower than the wireless transmission

speed.

VADD and GSR* give a similar end-to-end delay because they select the same road segment

IAIC (in Fig. 3.1) to forward packets. However, the probability of network connectivity on this

road is very low; thus, most packets are buffered as there is no next hop available. Since the

velocity of vehicles is much slower than the speed of wireless transmission, VADD and GSR*

generate a larger delay compared to ACAR and GPSR* which use connected routes onIAIBIC to

forward packets.

An interesting observation is that when the data sending rate increases from 1 to 10 pkts/s,

the end-to-end delay of MOVE decreases from about 700 to 260 seconds, and VADD or GSR*

decreases from about 400 to 100 seconds. The reason of this huge reduction is: when the data

sending rate is increased, more packets will be forwarded without being buffered. For example,
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suppose the network onIAIC is disconnected during[0.0, .5) seconds and connected within[.5, 1.0]

seconds. When the sending rate is 1 pkt/s, the first packet will be buffered. However, if the sending

rate is 10 pkts/s, the last 5 packets are delivered without being buffered. Therefore, the average

end-to-end delay of 10 pkts/s sending rate will be lower thanthat of 1 pkt/s case.

ACAR gives the lowest end-to-end delay, since packets are forwarded along the pathIAIBIC .

There are22 nodes on this road segment, so the probability its network connectivity is very high

(.84). That also means most packets are delivered to the destination without being buffered, and

thus ACAR saves the total time of delivering packets from thesource to destination. GPSR*

generates a higher end-to-end delay than that of ACAR because some packets are forwarded to

roadIAIC andIAID, then they are detoured to roadIAIBIC by perimeter searches. So the longer

delay of GPSR* is caused by the longer route. However, it still gives a lower delay compared to

VADD, GSR* and MOVE.

Unlike VADD, GSR* and MOVE, the end-to-end delay of ACAR and GPSR* increases as

the data sending rate increases, due to two reasons. Firstly, when more packets are injected into

the networks, the probability of packet collision is largerand thus the transmission delay increases.

Secondly, higher network traffic increases the queuing timeon each forwarder (vehicle) and also

the end-to-end delay.

7.7 Network Throughput

We compared the throughput of MOVE, GPSR*, GSR*, VADD and ACAR in the network

shown in Fig. 3.1. Results in Fig. 7.14 show that ACAR outperforms all the other protocols, i.e.

it achieves the highest network throughput of84 kb/s. This value is about three times that of

GPSR* which is second best protocol. Since packets are forwarded along routes with the highest

connectivity-qualities in ACAR, link quality per hop is higher than that of others. Therefore, the

data delivery ratio and end-to-end delay can be improved. Wealso note the shapes of GPSR and

GPSR* results are very similar to that of ACAR because both GPSR and GPSR* delivered most

packets along the route onIAIBIC , which is the route chosen by ACAR too.
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Figure 7.14: Network Throughput in the Scenario I

VADD and GSR* give the similar throughput as the data sendingrate increases because they

all chosen routes on the same road segment (IAIC) to deliver packets. Since the probability of

connectivity of roadIAIC is low, the throughput of VADD and GSR* is lower than that of ACAR,

GPSR* and GPSR.

An interesting observation of VADD and GSR* is that their throughput increase when the

data sending rate increases from 1 kb/s to 500 kb/s and becomestable after that. This is quite

different from ACAR and GPSR*, whose throughput decrease after reaching the peak values. As

mentioned previously, when the data sending rate increases, the chance of packets being delivered

increases and so does the network throughput. However, if the data sending rate is so high that

buffer overflows occur on nodes, the larger data sending rateis not helpful for network throughput.

At this point, every node will periodically send out one packet from its buffer when a next hop

is available. Since the time interval for periodic buffer checking is a fixed value, the network

throughput becomes stable in this situation.
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Figure 7.15: Data Delivery Ratio vs Number of Nodes in the Scenario II

GSR gives the second lowest throughput performance becausepackets will be simply dropped

when it faces network disconnections which is very common onroadIAIC . MOVE will choose

nodes onIAID andICID to forward packets, so the overall network throughput will be very low

due to low network connectivity and longer delivery path.

7.8 Impact of Network Density

To evaluate the network performance of ACAR in a more generalcase, we simulated networks

in the second map with data from the U.S. TIGER database. We evaluate how different network

densities affect the network performance, in terms of data delivery ratio and end-to-end delay. In

reality, vehicles are not evenly distributed on roads, so wemanually deploy more vehicles (70% of

the total number) on certain roads which are highlighted by bold lines in Fig. 7.8, and fewer nodes

(30%) on the others. The total number of nodes in networks varies from40 to 200.
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Figure 7.16: End-to-end Delay vs Number of Nodes in the Scenario II

Since vehicles can only move on roads instead of the entire simulation area, we definenetwork

density as the ratio between number of nodes and the total length of all road segments. The total

length of roads in the map is7878m, so the network density varies from1/197 to 1/40 nodes per

meter.

7.8.1 Data Delivery Ratio with Different Network Densities

As shown in Fig. 7.15, except for VADD and MOVE, all protocolsdeliver more packets as

the network density increases. This is because when the number of nodes increases, the expected

network connectivity probability increases too and so doesthe data delivery ratio. From Fig. 7.15,

we note that when the network density is low, 40 to 120 nodes, GPSR* and GSR* give similar

data delivery ratios. That means the perimeter search in GPSR* cannot drastically improve the

data delivery ratio when network density is low, but it does help to reduce the end-to-end delay

as shown in Fig. 7.16. However, when the number of nodes is larger than 120, the network con-

nectivity probability increases. Then, it is more likely for GPSR* to find a connected path instead
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of forwarding packets on the geographic shortest path. Therefore, it delivered more packets than

GSR* which still forwards packets on the geographic shortest road segments.

In the MOVE protocol, the larger the network density, the higher the probability of Ping-Pong

situation occurring (as described in Chapter 3). So the delivery ratio of MOVE is reduced. For

VADD, its data delivery ratio increases when network density is low (40 − 80 nodes), decreases

when network density is medium (80 − 140 nodes), and slightly increases when network density

is large (140 − 200 nodes). When the network density is low, VADD considers no connected

network on most road segments, and will forward packets along the path with higher probability of

connectivity, e.g. roads marked by bold lines in Fig. 7.8. Thus, the delivery ratio will increase when

more nodes are deployed in networks. However, when the network density becomes larger, VADD

may find there are some connected networks on other roads which are closer to the destination.

Then, VADD will forward packets along those roads. Due to thelimitation of connectivity model

in VADD, probabilities of connectivity of these roads are actually very low. So the data delivery

ratio decreases until these roads are really connected (140nodes). After that, the data delivery

ratio of VADD is similar to that of GSR* because both of them will choose the geographic shortest

path to forward packets. The delivery ratio slightly increases when more nodes are deployed on

the shortest path.

7.8.2 Network Delay with Different Network Densities

The end-to-end delay of all protocols, except for VADD, drops when network density in-

creases. This is because network connectivity probabilityincreases when more nodes are de-

ployed in networks. As shown in Fig. 7.16, ACAR and GPSR* givethe lowest and second low-

est end-to-end delay, respectively. Since ACAR forwards packets along routes with the highest

connectivity-qualities, the number of buffered packets (during network disconnections) is less than

that of GPSR*, resulting in a lower delay. On the other hand, when network disconnections oc-

cur, GPSR* in the perimeter mode can search for another connected path (e.g. the path used by

ACAR), so it also generates a small delay compared to others.
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Figure 7.17: Delay Distribution of Received Packets with 40Nodes in the Networks

GSR* only forwards packets along pre-defined routes, i.e. the geographic shortest path, so

it has no opportunity to find a better connected path as GPSR* does. Therefore, it gives a much

higher end-to-end delay. As mentioned above, in MOVE, nodeswill carry more packets in their

buffers and this will reduce the data delivery rate. Thus, MOVE gives a very high end-to-end delay.

An interesting observation of VADD’s end-to-end delay is: it decreases from 40 to 80 nodes,

and increases from 80 to 140 nodes, and decreases again from 140 to 200 nodes. The reason

is similar to that of the delivery ratio results: with the connectivity model used in VADD, some

disconnected paths are considered connected and selected as routes to forward packets. Along

those frequently-disconnected paths, packets are frequently buffered so the average end-to-end

delay of VADD is higher than GPSR* and ACAR.

7.8.3 Delay Distributions of Different Protocols

As the end-to-end delays of ACAR and GPSR* are very similar, we further investigate the de-

lay distribution of delivered packets. For example, when there are 40 nodes in networks, the delay
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Figure 7.18: Delay Distribution of Received Packets with 100 Nodes in the Networks

distribution of received packets for all protocols is shownin Fig. 7.17. The x-axis denotes indices

of the received packets, and y-axis for end-to-end delays which are measured in seconds. We order

received packets by their end-to-end delays. Dots denote the end-to-end delays of corresponding

packets.

As we can see, ACAR delivers most packets with smaller delays; while in GPSR*, some

delivered packets have very large delays (a few hundred seconds). In addition, although GPSR*

and GSR* deliver similar numbers of packets, GPSR* definitely routes packets along faster but

longer paths than those used by GSR*. Some packets (1st to 600th) in GPSR* are delivered

successfully along connected paths, while others (after 600th) are buffered and carried by vehicles.

Since paths selected by GPSR* are longer, delays of some packets circled in Fig. 7.17 are even

larger than those of GSR*. However, this situation changed when the network density is increased

to 100 nodes, as shown in Figure 7.18.

With larger network density, GPSR* can deliver more packetswith large delay to the destina-

tion. However, no matter what the network density is, given acertain delay value, ACAR delivered
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Figure 7.19: Data Delivery Ratio vs Different Velocities with 100 Nodes in the Networks

more packets than any of the others. In summary, we conclude that ACAR not only gives the lowest

average delay but also delivers more packets with smaller delays compared to other protocols.

7.9 Impact of Velocity

Since mobility of nodes may affect the performance of protocols, we simulated networks

with 100 nodes moving with different velocities. As shown inFig. 7.19, when networks become

more dynamic, the data delivery ratio decreases for all protocols. However, ACAR is only slightly

affected (reduced by 1%) by the change of node mobility. Thisis because higher velocity does not

affect our connectivity model but only the choice of each next hop. In fact, the larger the velocity,

the lower the accuracy of predicting neighbors positions.

Since we implemented NLP on VADD and GSR*, their data delivery ratios drop more slowly

than GPSR* and MOVE. For GPSR*, as no NLP algorithm is available, it may select next hops

which are already out of the communication range due to the high speed of its neighbors. The
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Figure 7.20: End-to-end Delay vs Different Velocities with100 Nodes in the Networks

situation is even worse for MOVE protocol. Unlike other protocols in which packets are routed

on either geographic shortest paths or high connectivity paths, MOVE forwards packets to nodes

moving towards the destination. However, this node may moveaway from the destination a few

seconds later. If no next hop is available, which is very common for MOVE, current forwarder

(carrying packets) will move away from the destination veryfast and so extends the total routing

path. The longer the route, the higher is the chance of wrongly selecting next hops. So the delivery

ratio of MOVE drops very fast when the velocity increases.

As shown in Fig. 7.20, the end-to-end delay of ACAR is very lowbecause ACAR forwards

packets on routes with the highest connectivity-qualities. So the delay of ACAR is mainly com-

posed of wireless transmission and protocol queuing delays, which are very small. Since GPSR*

utilizes the perimeter mode to find connected paths, its delay is also very low. However, end-to-end

delays of VADD, GSR* and MOVE are much higher and drop when thevelocity increases. Be-

cause VADD, GSR* and MOVE have no mechanisms for selecting connected paths, their delays
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Figure 7.21: Number of Packets Sent in Networks Per Delivered Packet with 100 Nodes in the
Networks

are higher due to more packets being buffered. In addition, when the velocity increases, packet

carriers can move faster to the destination and thus decrease the average end-to-end delay.

7.10 Networking Overhead

Networking overhead is defined as the number of packets sent into networks for every deliv-

ered packet. In other words, it is the ratio between the number of sent packets (beacon and data

messages) and the number of received packets. As every node sends beacon messages periodically,

e.g. every one second, this kind of packets make up the majority of networking overhead. When

the data sending rate increases, more packets will be delivered to the destination, so the overall

networking overhead decreases. The total number of sent packets for all protocols are similar, so

the networking overhead of ACAR is the lowest as it delivers more packets than others (Fig. 7.21).

In ACAR, there is an on-the-fly density collection scheme which will increase the size of

every forwarded packet. So we further evaluate the networking overhead by investigating the total

size of packets sent into networks per delivered packet. As the periodic beacon scheme is the same
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Figure 7.22: Size of Packets Sent in Networks Per Delivered Packet with 100 Nodes in the Net-
works

for all protocols, we only consider the size of data packets here. As shown in Fig. 7.22, ACAR

gives the lowest networking overhead in terms of the averagesize of data messages per delivered

packet. The major reason is that ACAR delivers more packets than others, so reduces the overall

networking overhead.
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Chapter 8

Location Privacy Protection in VANET

In previous sections, we proposed and discussed in detail the adaptive connectivity aware

routing protocol which is built upon the fundamental geographic routing. However, geographic

routing requires every vehicle to broadcast its location information to its neighboring nodes, and

this process will compromise user’s location privacy. Existing solutions to this problem can be

categorized into two groups: 1) hiding user’s location or 2)preserving user’s identification infor-

mation in routing protocols, which drastically reduce network performances. To address this issue,

we proposed a dummy-based location privacy protection (DBLPP) routing protocol, in which rout-

ing decision is made based upon the dummy distance to the destination (DOD), instead of users’

true locations. In this scheme, users’ true locations and identification information are preserved,

so the user’s location privacy is protected. Our protocol iscompared to existing solutions by sim-

ulations, results show that the DBLPP provides similar network performances as other routing

protocols, and achieves a higher level of location privacy protection on vehicles in networks.

8.1 Introduction of Location Privacy Issues in VANET

To support geographic routing in VANETs, most routing protocols require location informa-

tion of vehicles being periodically exchanged among one-hop neighbors. This broadcasting pro-

cess will release a user’s location and identification information to its neighbors in which malicious

nodes may exist. For example, by passively overhearing these beacon messages, an adversary can

easily identify the locations visited by a certain vehicle and then breach the privacy of this user.

Location privacy protection of geographic routing can be defined as: without losing the ben-

efits of geographic routing, a routing protocol should not reveal any user’s current and historical
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locations to unauthorized nodes. The unauthorized nodes may be malicious infrastructures (e.g

WiFi access points), laptops with wireless interfaces, or vehicles moving on roads.

There are several previous works on protecting user’s location privacy. They can be cat-

egorized into two groups: preservation of node identity (ID) [47, 50, 51] and geographic loca-

tion [53–55]. If a user’s identity is hidden, even though theadversary eavesdrops this user’s loca-

tions, it cannot link those locations to the user [46]. However, it is almost impossible to completely

eliminate a vehicle’s identity because ID information is critical for routing, security and billing

purposes. Therefore, randomly-changing pseudonyms are used on vehicles to replace the perma-

nent ID in VANETs [47,50,51]. However, when pseudonyms are applied on vehicles, the network

performance can be drastically affected as it was shown in [52].

Another approach is hiding vehicle’s location information[53–55] so that the adversary can

only detect an area (where a node is located) but not the node’s true location. Since location

information is the foundation of geographic routing protocols [10, 11, 13, 42], geographic routing

will fail if such information is not provided.

To avoid periodically broadcasting location information,another type of geographic routing –

contention based forwarding (CBF) [61] is proposed. In CBF,only nodes participating in routing

reveal their locations. Therefore, the location privaciesof other nodes are preserved because they

keep silent in the routing process. To further preserve the location privacies of nodes involved

in routing, we propose a dummy-based location privacy protection (DBLPP) protocol. Unlike

sending its real locations in CBF, a packet forwarder (vehicle) first sends a dummy distance to

destination (DOD) to its neighbors. After receiving the dummy DOD information, receivers com-

pete to each other and the one which is the closest to the destination will be elected as the next

hop. Packets are then sent to this node, and it will route the packets just as its last-hop node did.

The dummy DOD has to be carefully chosen so that not only the adversary is not able to infer the

forwarder’s true location, but also the geographic routinggoals are achieved.
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To measure how well a protocol protects user’s location privacy, we proposed a novel entropy

based location privacy protection metric. This metric models the entropy (in the unit of bits) re-

quired for the adversary to attach user’s location privacy.The network performance of DBLPP

protocol is compared with existing solutions by simulations. Results show that DBLPP can pro-

vide similar network performances as those of other protocols. In addition, with the new privacy

protection metric, we also discovery DBLPP achieves a higher level of location privacy protection

comparing to others.

8.2 Threat Model and Problem Statement

8.2.1 Threat Model in VANET

Geographic routing in VANETs can significantly facilitate the tracking of vehicles. Because

location information is shared among neighbors in geographic routing protocols such as [10,61,62],

attackers can easily eavesdrops on vehicle’s and location.This may cause the leakage of a driver’s

privacy, e.g. a patient at an AIDS testing clinic might not want his or her movements (or even

evidence of a visit) revealed to others.

The adversary can be external, which installs its own wireless receivers along roads and pas-

sively eavesdrops on vehicle’s communication messages. Asstated in [51, 63], by exploiting al-

ready deployed 802.11a/b/g infrastructures, it is possible to build a global adversary which eaves-

drops on the entire networks.

The attackers can also be internal, which utilize devices that are legitimate members in VANETs.

Such type of malicious nodes may passively collect data transmitted among neighboring nodes by

the pre-installed IEEE 802.11 receiver. In our work, we assume both internal and external mali-

cious nodes exist in the networks.
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8.2.2 Greedy Forwarding Model

A vehicular ad hoc networking can be represented as a directed graphG = (V, E), whereV

is the set of nodes (vehicles) andE is the set of wireless links, such that packets can be sent from

nodei to j for all (i, j) ∈ E. Nodei andj are called the origin and destination of link(i, j),

respectively,. The origin and destination of a linkl ∈ E are denotedo(l) andd(l), respectively.

We assumeo(l) 6= d(l) for ∀l ∈ E. For each nodei, we assume it has the same communication

rangeR as others. If nodei is located at(xi, yi), we define its communication area asAi which is

a circle centered ati with radius ofR.

As shown in Fig. 8.1, suppose the current packet forwarder isnodei, its neighbor setNi can

be represented as follows.

Ni = {k : d(l) = k ∧ o(l) = i, ∀l ∈ E} (8.1)

If we track all the outgoing linksl ∈ E from nodei, i.e. o(l) = i, we can find a set of nodes

k on the other sides of these links. These node denoted byk are actually the neighbors of nodei.

The purpose of greedy geographic routing is to select the neighbor which is the closest to the

destination as the next hop. Therefore, the next hop should be:

arg
∀k∈Ni

max P (i, k, d) =

{

0,
dis(i, d)− dis(k, d)

R

}

(8.2)

where functiondis(k, d) provides the distance between nodek and the destinationd. As VANET

is a dynamic mobile network, the graphG may be different from time to time. However, for a

certain time instancet, we consider it as a static graph, i.e.,G = Gt at time instancet.

8.2.3 Problem Statement of Location Privacy Protection in Greedy Forwarding

Greedy forwarding is widely used in geographic routing protocols, such as GPSR and CBF.

In GPSR, every node in networks periodically beacons its ID and location to its neighbors and
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thus cause a significant privacy issue. However, in CBF, onlythose nodes participating in routing

share their location information. The problem we are solving is to check if the ID and location

information are necessary to achieve greedy forwarding. Ifnot, we investigate how to preserve

those information so that the network performance is not significantly affected.

In CBF, nodei first broadcasts a request message to its neighbors and waitsfor replies. When

a neighbork ∈ Ni receives this packet, it sets up a timer with the interval ofT (1 − P (i, k, d))

whereT is the maximum one-hop forwarding delay. LetAd denote the circle centered at the

destination with radius ofdis(i, d), then nodes within the area of (Ai − Ad) do not set up timers

since they are farther to the destination compared to the node i. Then, the node which is the closest

to the destination, e.g.j, will first time out and reply to the senderi because of the shortest timer

interval. This reply also serves as a suppression message toother neighbors. That means nodes in

{k : o(l) = j ∧ d(l) = k, ∀k ∈ (Ai ∩Ad)} will cancel their timers.

From the above analysis, location information seems to be critical for geographic routing.

If there is a global adversary or some passive malicious nodes in networks, the driver’s location

privacy cannot be protected. Therefore, the challenging problem we exploited is to develop tech-

niques that let a user benefits from location-based geographic routing, at the same time, retains its

location privacy. The proposed protocol must satisfy the following conditions:

• User’s location information should be protected

• Greedy forwarding should be achieved, i.e., every selectednext hop must be the one which

is closest to the destination

• Not too much overhead is added to existing routing protocols

• Network performance should be similar as that of original ones

8.3 Details of DBLPP Protocol

In DBLPP, before a data packet is transmitted, a packet forwarder first sends a request to

forward (RTF) message. In such RTF message, the sender will provide a dummy DOD, instead of
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its real location. Then, the elected next hop sends pseudonyms instead of its true ID in the clear

to forward (CTF) message to reply the sender. Finally, the data packet will be transmitted from

the sender to the next hop. This process is different from theactive selection in the contention

based forwarding with active selection (so-called CBF-AS)because the DBLPP does not release

forwarder’s location or next hop’s identification.

8.3.1 Control Messages Exchange in DBLPP

In this section, we will describe how a next hop is chosen in DBLPP. As shown in Fig. 8.1,

suppose the current packet forwarder is nodei which received a packet with the sequence number

of seq# from nodem. This packet will be delivered to the destination located at(xd, yd). In the

figure, we note nodej should be the next hop as it is closer to the destination comparing to other

neighbors. Before forwarding this data packet, nodei first broadcasts a RTF message including

theseq# and(xd, yd). To illustrate the basic idea of greedy forwarding in DBLPP,we currently

do not use the dummy DOD which will be introduced later.

When a neighbor (e.g. nodek) receives this RTF, it first checks if the packet was received

before by comparing the sequence number in the RFT to those ofbuffered packets. If there is a

cache hit, nodek will simply drop the RTF because it received this RTF before.If the RTF is a

brand new message, nodek saves this RTF into its buffer and then sets up a timer with theruntime

of:

t(rk) = f(1− 1/rk) (8.3)

whererk is the DOD of nodek. According to the above equation, the runtime of timer on each

node is proportional to its DOD. Therefore, the one which is the closest to the destination will first

time out.

As shown in Fig. 8.1, nodej first times out and sends the CTF message including theseq#

and a set of pseudonyms denoted as< IDl >. Thesel pseudonyms in< IDl > are randomly

chosen from a set ofL pseudonyms which are pre-installed in each vehicle. Given arelatively large
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Figure 8.1: Dummy Based RTF/CTF Exchange Among Vehicles

value ofL andl, the probability of choosing the same pseudonym in two different CTF messages

will be extremely low.

This CTF message also serves as a suppression message for allj’s neighbors. When these

nodes (neighbors of nodej andi) receive this CTF message, they will immediately cancel their

timers because there is a better next hop selected. Since theCTF from j can only suppress its

neighbors, those nodes which are neighbors of nodei but not nodej may send duplicated CTF

messages. That means multiple CTFs may be received at the senderi.

After receiving the first CTF sent fromj, nodei immediately sends the data packet including

the pseudonyms< IDl > of previously received CTF from nodej. If node i sends the data

packet before the second CTF is received, all its neighbors are suppressed by the data message. If

a duplicated CTF message is received before the data packet is sent, nodei simply omits this CTF

because a better next hop is already chosen.
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Figure 8.2: State Machine Of Nodes in DBLPP

When a neighbor of nodei receives the data packet, if it did not send any CTF message, it

drops the data message. Otherwise, it checks whether the< IDl > in the data packet are the same

as what it sent out previously. If so, the packet are delivered; otherwise, the packet is dropped.

By exchanging one pair of RTF and CTF messages, geographic greedy forwarding is achieved

between nodei andj. The whole process of such control message exchange will be better ex-

plained by using state machine transition diagram. As shownin Fig. 8.2, when the system starts,

all nodes are in the IDLE mode. Depending on what type of message is received, a node will

change its mode as follows.

1. A node changes its mode from IDLE to SEND only if it intends to send data packets to

another node (destination) in the networks. To successfully send out a data packet, this node

(sender) first sends a RTF message to its neighbors.

2. When the sender’s neighbors receive this RTF message, they come into the TIMER mode in

which timers are set up according to the neighbors’ DODs.
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3. The node which is the closest to the destination will first time out and fire the CTF message.

That means it is elected as the next hop of the sender. After itsends out CTF, it goes into the

RECV mode which indicates it is ready to receive data packets.

4. When the sender receives this CTF message, it unicasts data to the next hop and returns to

IDLE mode.

5. If the next hop is not the destination, it will come to the SEND mode to keep forwarding the

data packet.

6. If it is the destination, it delivers the message and comesto IDLE.

7. It is possible that the next hop receives a duplicated CTF from another node as we will

discuss in Section 8.3.2. It will simply dump this duplicated CTF message.

8. Other neighbors of the sender also receive the RTF messageand set up timers as shown in

step 2. When they receive a CTF or data packet before their timers expire, they will cancel

the timers because there is a better next hop selected. In those cases, they return to IDLE

from TIMER mode.

9. When a node is in IDLE mode and receives a CTF or data packet,it will ignore those mes-

sages and keep in IDLE mode. Because it was not involved in anynetwork activities, it needs

to be silent.

8.3.2 Duplicated Responses and Location Privacy Protection

In the previous section, we notice that there may be multipleduplicated CTFs in the net-

works. These duplicated CTFs are useless for forwarding data packets but harmful for network

performance. On the other, from the length of a timer, the adversary can easily infer the DODs of

corresponding nodes. Then, it can comprise the user’s location privacy. Therefore, it is important

to set up a proper timer so that the location privacies of receivers and senders are preserved and
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the number of duplication CTFs is minimized. In this section, we will investigate how to set up a

timer to achieve those two goals.

According to Equation 8.3, when the timer of a node expires depends only on the node’s

DOD. Therefore, a simple way to set up a timer of a node with DODasr will be:

t(r) = T · (1− 1/r) (8.4)

whereT is the maximal one-hop forwarding delay. If timers are set upin this way, duplicated

responses may be generated by receivers in a certain area, called duplication area. As shown in

Fig. 8.3, suppose the best next hop is located atr1 away from the destination. Assume there is

another node with the DOD ofr such thatt(r) − t(r1) < δ, whereδ is the minimal time interval

required for successful suppression. Then, this node will send a duplication response before the

CTF from the best suited node can successfully suppress its timer. Obviously, the larger the width

of the duplication area, the more duplicated responses willbe generated.

Following Equation 8.4, the value ofT needs to be very large to achieve a reasonable small

duplication area. For example, according to Equation 8.4, the timer’s interval on the best suited

node should bet(r1) = T · (1− 1/r1). Duplicated messages can be generated from another node

with the DOD ofr satisfying the following condition:

t(r1) < t(r) < t(r1) + δ = T (1− 1

r1

) + δ (8.5)

To avoid generating duplicated messages, the node needs to set up a timer with runtime greater

than:

t(r) = T
(

1− 1

r1

)

+ δ = T



1− 1
r1T

T−δr1



 (8.6)

The width of duplication area can be computed as:

r1T

T − δr1
− r1 =

δr2
1

T − δr1
(8.7)
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Figure 8.3: Duplicated Responses and Duplication Area

Sinceδ is a fixed value, we can rewrite the maximal one-hop forwarding delayT ask · δ. To

achieve an acceptable duplication area with the width of∆, the following equation must hold:

δr2
1

T − δr1
=

r2
1

k − r1
< ∆ (8.8)

In other words, the delayT will be:

T =
r2
1 + r1∆

∆
· δ (8.9)

From the above equation, we find that the longer the DOD of a node, the larger the value ofT

will be. However, the value ofT must be very small to avoid large networking delays. To address

this issue, we modify the Equation 8.4 by considering the dummy DOD information obtained from

the last-hop node. Suppose a node (current packet forwarder) sends a RTF packet, all receivers

will set timers according to the following equation:
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Figure 8.4: Dummy DOD Selection On Packet Forwarder

t(r) = T ·
(

r − r̄f

3R

)

(8.10)

wherer is the DOD of a receiver and̄rf is the dummy DOD information from the received RTF.

The value of̄rf is randomly chosen, so the real location of last hop node is preserved. The selection

of dummy DODr̄f is shown in Fig. 8.4. We first randomly choose a point on the line between

current packet forwarder and the destination. This point must beR away but within2R from the

packet forwarder, whereR is the wireless communication range. The value ofr̄f can be computed

as:

r̄f = rf − (1 + ρ) · R (8.11)

whererf is the real DOD of the forwarder, andρ is a real number randomly chosen from(0, 1).

Since the value ofρ ranges from0 to 1, the forwarder’s real location is hidden within a range of

R. That means the difference|rf − r̄f | between the real and dummy DODs is within[R, 2R]. By

using the random variableρ, the forwarder’s location is protected.
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We also know thatr− r̄f is equal tor− rf +(1+ ρ) ·R. Since the forwarder and the receiver

are neighbors, the value ofr− rf must be within[−R, R]. Therefore, the value ofr− r̄f is within

[0, 3R]. According to Equation 8.10, the runtime of the timer on thisnode will be within[0, T ].

Therefore, the value ofT is independent upon a node’s DOD and it does not need to be verylarge

to reduce the number of duplicated CTFs.

With these equations, we calculate the width of duplicationarea as3R · δ/T . If T = k · δ, to

achieve an acceptable duplication area, we must have:

T = 3R ·∆ · δ (8.12)

We note that the one-hop maximal delay in the above equation is a fixed value. This delay is

much smaller than what is computed from Equation 8.9, and is acceptable in VANETs.

Since dummy DODs and pseudonyms can preserve the locations and identifications of ve-

hicles, the DBLPP provides a higher level of location privacy protection on vehicles in VANETs.

Meanwhile, with the active selection of every next hop, geographic routing is achieved in networks

as well. In addition, the number of duplication responses and average one-hop delay are reduced

in DBLPP comparing to the original CBF-AS.

8.4 Entropy Based Privacy Protection Measure

To evaluate a location privacy protection scheme, we need tomeasure the hardness of an ad-

versary node attacking a user’s location privacy. Therefore, we propose an entropy based location

privacy protection metric.

As we described in previous sections, the location privacy of vehicles in VANETs includes

two types of information: node’s identification and location. Previous works on location privacy

protection either focus on the preservation of node’s location or node identification. We claimed

that preservations of both ID and location are necessary because it is possible for the adversary

node to detect the node ID or location. For example, the IEEE 802.11 MAC address or IP address
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Figure 8.5: Matrix Recording Possible Node IdentificationsAnd Locations

of a vehicle can be easily captured by wireless network sniffer software. On the other hand, there

are many available wireless localization technologies which can be utilized by the adversary node

to track user’s locations.

In our work, we assume it is impossible or costly expensive for the adversary detecting both

node’s ID and location. We first model the probability of the adversary node being able to predict

a user’s ID and location information in VANETs. Because thisprobability is usually very small,

it is difficult to distinguish the difference between different privacy location protection schemes.

Therefore, we use entropy to model the overall hardness of location privacy attack on the adversary

node.

We define two matrices and denote them asIM(s, p) andLM(s, p), respectively. Each matrix

contains two dimensions: node IDs and locations. As shown inFig. 8.5, the dimension denoted

as I = I1, I2, · · · , In records all nodes IDs in networks. The other dimension denoted asL =

L1, L2, · · · , Ln is used to record node’s locations information. The initialvalue ofIM(s, p) and

LM(s, p) is 0. It will be updated by adding1 if the adversary node receives a message indicating

nodeIi is probably located atLj.
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At a certain time instancet, there will be several communications occurring between nodes.

Let’s look at the communication link between nodei andj, as shown in Fig. 8.1. Nodei first

sends out a RTF including its dummy DOD to its neighbors. Then, nodej sends a CTF contain-

ing pseudonyms to nodei. Finally, data packets are delivered fromi to j with the pseudonyms

previously received fromj.

In the first step, nodei releases its rough location to the networks by providing a dummy

DOD. Since the dummy DOD is randomly chosen, there may be other nearby nodes providing the

same DOD and those nodes can be presented as:

χi = {k : dis(k, d) > [dis(i, d)− R] ∧ dis(k, d) < [dis(i, d) + R]} (8.13)

wheredis(k, d) anddis(i, d) are the DODs of nodek andi, respectively. In this case, the adversary

node updatesLM(s, p) to LM(s, p) + 1 wherep = Lk(k ∈ χi) because any nodek ∈ χi can give

the same dummy DOD. Therefore, from this dummy DOD of nodei, the adversary node can only

predict this message was fromχi but not sure which node in the set. For example, suppose noden1

andn2 are in the set ofχi. The adversary node only knows there is a message from locationL1, L2

or Li, but has no idea about who sent this RTF. Therefore, as shown in Fig. 8.5, the adversary node

updatesLM(s, p) = LM(s, p) + 1 wheres = I1, I2, · · · , In, p = L1, L2, Li. Similarly, if the CBF

protocol is used, we need to updateLM(s, p) = LM(s, p) + 1 wheres = I1, I2, · · · , In, p = Li.

For the second step, nodej sends a set of randomly chosen pseudonyms in its CTF mes-

sage. Because every node can send the same pseudonyms, the adversary node leans nothing about

sender’s ID information from this message. In this case, it updates the matrix by changingIM(s, p)

to IM(s, p) + 1 for all s = I1, I2, · · · , In andp = L1, L2, · · · , Ln.

For the third step, since there is no more new information (identification or location) revealed

in packets, we simply omit this step in the privacy protection measurement.

If we look at the CBF-AS protocol, a packet forwarderi sends out RTF along with its location.

The next hopj sends CTF along with its ID to the previous packet sender. In the first step, we

setLM(s, p) = LM(s, p) + 1, wherep = Li, for everys = I1, I2, · · · , In. In this case, the
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adversary node only needs to predict from which node this message is sent. In the second step, we

setIM(s, p) = IM(s, p) + 1, wheres = Ij , for everyp = L1, L2, · · · , Ln. This is because the

adversary node only needs to predict where nodej is.

For a matrixM (eitherIM or LM), the value ofM(s, p) records the number of times that

nodes probably appear at locationp. The entries ofM are proportional to the joint probabilities,

which we obtain by normalization:

P (s = I0, p = L0) =
M(I0, L0)
∑

s,p
M(s, p)

(8.14)

This equation models the probability of the adversary node being able to predict that nodeI0 is

at locationL0. For example, if the adversary node receives a RTF from nodeI0, the probability of

the adversary node being able to predict nodeI0 is located atL0 will be 1/n. If the adversary node

receives one CTF, the pseudonyms provide nothing useful about node identifications. Therefore,

the probability will be1/n2 because this message can be sent from any node at any location.

If the adversary node can spoof node’s ID, the conditional probability of the nodeI0 being

located atL0 will be:

P (p = L0|s = I0) =
M(I0, L0)
∑

p
M(I0, p)

(8.15)

Therefore, the Shannon’s entropy required by the adversarynode to correctly predict that nodeI0

is located atL0 will be:

HL
I0

=
∑

p

P (p|s = I0) · log
1

P (p|s = I0)
(8.16)

Similarly, if the adversary node can detect a node’s location, the conditional probability that

at locationL0, the node must beI0 is:

P (s = I0|p = L0) =
M(I0, L0)
∑

s
M(s, L0)

(8.17)
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So we can compute the entropy of predicting that at locationL0, the node must beI0:

HI
L0

=
∑

s

P (s|p = L0) · log
1

P (s|p = L0)
(8.18)

If the adversary node can localize node’s locations easily,the uncertainty of predicting IDs of

all nodes will be cumulative entropy:

EI =
∑

s

HI
p , p = L1, L2, · · · , Ln (8.19)

where we assume the network events (e.g. sending RTF message) are independent to each other.

Therefore, cumulative entropy models the hardness of the adversary node to predict all nodes IDs.

If these events are dependent to each other, we can use the average entropy to model the hardness

of predicting only one node’s ID. This average entropy can becomputed as̄EI = EI/n.

If the adversary node can detect node’s IDs easily, the uncertainty of predicting locations of

all nodes can be modeled as cumulative entropy:

EL =
∑

s

HL
s , s = I1, I2, · · · , In (8.20)

where we also assume network events are independent to each other. Similarly, when these events

are dependent to each other, the average entropyĒL = EL/n can be used.

Suppose the costs of enabling identification spoofing and localization at the adversary node

arecI andcL, respectively. Then, we obtain the balanced cumulative entropy as:

H(M) = wI · EL + wL · EI (8.21)

wherewI = cI/(cI + cL) andwL = cL/(cI + cL). The two matricesIM andLM record events

of sending RTF and CTF messages, respectively. Therefore, the cumulative entropy required by

the adversary node will beH = H(IM) + H(LM). H(IM) is the entropy of predicting a node’s
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Table 8.1: Simulation Set-Up Parameters for DBLPP

Parameter Value
Number of lanes 2 lanes per direction
Number of nodes 100
Communication range 250 m
Max. one-hop delay T 0.1 ms
Size of pseudonyms pool 1000
Number of pseudonyms in CTF5

locations if the ID information is given. The secondH(LM) is the entropy of predicting a node’s

ID if location data are given.

From the Equation 8.21, we note that the higher the cumulative entropy, the harder it will be

for the adversary attacking user’s location privacy. In thesame way, we obtain the average entropy

as:

H̄(M) = wI · ĒL + wL · ĒI (8.22)

Accumulate or average entropy will be used to measure how well a location privacy protection

scheme works. We will use them in our simulations to quantifythe location privacy protection

measurement of DBLPP and other methods.

8.5 Simulations of DBLPP

We implement the DBLPP protocol in ns-2.29 and compare its network performance to other

two geographic routing protocols: GPSR and CBF-AS. To evaluate the location privacy protection

in DBLPP, we implement the periodic changing-pseudonym scheme which is widely used in pre-

vious works [47, 50, 51]. Therefore, by extending the GPSR and CBF-AS, we have another two

protocols with the periodic changing-pseudonym scheme: CBF-AS-ID and GPSR-ID. Details of

the simulation setup parameters are listed in Table 8.1. Themovement of vehicles in the networks

is generated by VanetMobiSim [41].
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Figure 8.6: Data Delivery Ratio Vs Data Sending Rate for DBLPP

8.5.1 Data Delivery Ratio

Data delivery ratio is defined as the number of received packets at the destination divided by

the number of sent packets from the source. As shown in Fig. 8.6, DBLPP, CBF-AS, CBF-AS-ID

and GPSR achieve similar data delivery ratios.

GPSR-ID gives the lowest data delivery ratio because chosennext hops often change their

IDs so that it cannot receive packets which supposed to be delivered to them. In GPSR, every

node selects the next hop based on the stored neighbor’s location information. Since neighbor’s

location information is updated periodically, it is possible that out-of-date neighbors exist in one’s

neighbor list. In this case, packets may be dropped because the selected next hop may be out of

communication range.

In DBLPP, the next hop will be elected through competitions and only the winner response to

the packet forwarder. Packets will then be immediately sentto this elected next hop. So the chance
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Figure 8.7: End-to-end Delay Vs Data Sending Rate for DBLPP

of forwarding packets to an out-of-date neighbor in DBLPP isvery low. This is why DBLPP

delivers more packets than GPSR.

Because the contention based forwarding scheme is used in DBLPP and CBF-AS, the data

delivery ratios of these two protocols are similar. Although periodic changing ID is applied on

CBF-AS-ID, its data delivery ratio is slightly worse than those of DBLPP and CBF-AS. This is

because after a next hop sends its ID in a CTF message, the sender immediately delivers data

packets, the time difference between those two events is toosmall to allow the next hop change its

ID.

8.5.2 End-to-end Delay

The end-to-end delay is defined as the average time taken for apacket being transmitted from

source to destination in the networks. As shown in Fig. 8.7, GPSR and GPSR-ID provide smaller

end-to-end delays compared to other protocols because GPSRand GPSR-ID do not need to set up

timer to select next hops. However, in DBLPP, CBF-AS and CBF-AS-ID, timers are used in every
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Figure 8.8: Network Throughput Vs Data Sending Rate for DBLPP

next hop selection. Therefore, the end-to-end delays of CBF-AS, CBF-AS-ID and DBLPP become

large. However, with the same contention based forwarding scheme, DBLPP generates a larger

end-to-end delay comparing to CBF-AS and CBF-AS-ID. The reason is that DBLPP generates

more duplicated responses which cause networks become morecongested and thus the end-to-end

delay increases. This delay can be further reduced by using asmaller maximal-runtime of timers,

which will be our future work.

Since frequent network disconnections occur in VANETs, carry-and-forward based geographic

routing protocols [13,14,42] are widely used in VANETs. Comparing to the huge delay caused by

carry-and-forward scheme, these generated by DBLPP can be ignored.

8.5.3 Network Throughput

Network throughput is defined as the number of packet delivered to the destination per second.

As shown in Fig. 8.8, besides GPSR-ID, all protocols give similar network throughput which
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Figure 8.9: Average Entropy of Location Privacy Protection

increases as the data sending rate increases. Because the link quality of every hop in DBLPP is

better than that of GPSR, DBLPP achieves a slightly larger network throughput than GPSR.

8.5.4 Location Privacy Protection

Entropy was first introduced inInformation Theory to quantify the uncertainty of a system.

In our work, the higher the privacy entropy value is, the moredifficult it will be for attackers

predicting user’s location. In the simulations, we trackedall communication events (RTF, CTF and

data packets) and computed the probability of predicting the location and identification information

of a node involved in routing. Based on the definition of entropy, we then calculate the average

entropy required for the adversary to predict a user’s location and identification.

As shown in Fig. 8.9, in order to attack a vehicle’s location privacy, more bits are required

in DBLPP compared to others. In GPSR, every node periodically beacons its location and ID to

neighbors, so the entropy of computing every vehicle’s location is zero. In CBF-AS, every packet

forwarder sends its location (not ID) in RTF messages to its neighbors. When the self-elected next
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hop sends a CTF message, its ID (not location) is put into the packet. Because either ID or location

information is protected in CBF-AS, it provides a higher entropy value. In DBLPP, dummy DODs

and pseudonyms are used, so it requires more bits for the adversary to attack even one node’s lo-

cation. Although the CBF-AS-ID and GPSR-ID can provide a certain degree of location privacy

protection, they are not as good as DBLPP. It is because DBLPPpreserves both identification and

location information while the random changing-pseudonymscheme only protects user’s identifi-

cation data. In summary, the location privacy protection inDBLPP is much better than others.
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Chapter 9

Future Work

In the previous chapters, we proposed and evaluated the ACARand DBLPP protocols for

efficient and privacy-protection communications in VANETs. However, it is not straightforward

to integrate those two protocols. Although ACAR is built upon regular greedy geographic routing,

it uses a unique method to select every next hop in the routingprocess. There are basically three

differences between ACAR and DBLPP in forwarding packets innetworks. First, ACAR requires

every node to broadcast periodically its location and ID information in the network. However, to

preserve user’s location privacy, such broadcasting procedure is not needed in DBLPP. Second,

DBLPP selects a next hop based on how much distance advance a neighbor can provides, i.e. the

next hop must gives the maximal distance advance. While whenACAR selects a next hop, the

maximal distance advance is not the determining factor. It also considers the EXT information

which models a link’s quality. Third, ACAR is a trajectory based routing protocol which means

packets are forwarded along a computed path (that is composed of several road segments). The

DBLPP is a location based protocol, so it does not consider any road topology information in its

routing process.

To successfully integrate ACAR and DBLPP, those three differences has to be considered. For

the first difference, as we discussed in previous chapters, broadcasting location and ID informa-

tion is not necessary for geographic routing. For the seconddifference, since a node obtains and

maintains EXT information from its neighbor’s beacon message, broadcasting seems necessary for

ACAR. There are two possible solutions for this issue: 1) adding broadcasting to DBLPP, and 2)

modeling link quality without broadcasting. If a broadcasting scheme is added to DBLPP, only

pseudonyms are sent in beacon messages to preserver user’s location privacy. In this way, a node

can easily record the qualities of links to its neighbors without revealing its own true ID. On the
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other hand, ETX is only one metric modeling link’s quality, many other metrics may be applied as

well. In this case, broadcasting is not essential for ACAR’snext hop selection. The third difference

is related to the second one, if ETX is replaced by other metrics, a new next hop selection algo-

rithm is needed for ACAR. Because DBLPP uses contention based forwarding, this new algorithm

must be able to properly set up timers so that the next hop (with the best link quality and distance

advance) will first time out and then is elected from other neighbors.

Current active selection of next hop in DBLPP generates too much network overhead. To

reduce such overhead, the DBLPP protocol can also be implemented in the RTS/CTS exchange

of 802.11 protocols. Besides the regular data in RTS and CTS packets, we will add a few more

information e.g. packet sequence number, destination location, pseudonyms. Such modification

can be easily implemented in current MAC protocol stack. Therefore, the new RTS/CTS design

can be programmed as a software library which is integrated to current 802.11 protocol stacks.

Moreover, as greedy geographic forwarding is widely used indate communication for mobile

devices, such as smart phones, PDAs and iPhones, the DBLPP protocol can be also applied to

pervasive computing to achieve a high level protection of user’s location privacy.
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Chapter 10

Conclusion

We have presented a protocol for adaptively selecting routes based on statistical and real-

time network information to avoid the influence of inaccurate statistical data. This protocol uses

a novel model of network connectivity, which combines the cell-based and cluster-based connec-

tivity models to capture the probabilistic property of network connectivity on road segments. The

connectivity model considers the uniform (cell-based) andclustered (cluster-based) movements of

vehicles, and provides a scheme to combine those two phenomena and computes network connec-

tivity. Although the model requires historical data (e.g. road length, network density and traffic

light period) from digital maps, connectivity informationcan be computed by every vehicle in a

distributed manner.

Because the selected path provides the best connectivity-quality, ACAR achieves a higher data

delivery ratio and lower end-to-end delay compared to otherprotocols. Moreover, since the route

length can be calculated before forwarding packets, every next hop is selected by minimizing the

packet error rate of the entire path. Our simulation resultsshow that ACAR is much more suitable

for VANET than other protocols because of its higher data delivery ratio, throughput and lower

networking delay. In addition, it works very well even when the statistical data of road density is

not accurate.

Since computations are performed on each vehicle, there is no additional network overhead

in ACAR compared to other protocols. Every vehicle in the network only maintains its one-hop

neighbors’ information, so ACAR is a stateless routing protocol. Because every packet forwarder

computes the best route and selects next hops individually,the implementation of ACAR algo-

rithm is distributed and scalable. In summary, due to the smaller network overhead, stateless and

distributed features, ACAR is a practical and efficient routing protocol for VANETs.
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We also designed and implemented a dummy-based location privacy protection mechanism on

geographic routing, which can be easily added to greedy geographic routing protocols. Location

information exchange among vehicles is required by all kinds of geographic routing protocols.

However, the proposed DBLPP does not need vehicles to exchange their true locations but only

dummy DODs. In addition, elected next hops respond to forwarders with a group of pseudonyms,

so the ID of a next hop is hidden as well. Simulation results show that DBLPP not only protects

user’s location privacy but also achieves similar network performances as other protocols.
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