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Abstract

Multi-hop vehicle-to-vehicle communication is useful fsupporting many vehicular appli-
cations that provide drivers with safety and conveniencevelbping multi-hop communication
in vehicular ad hoc networks (VANETS) is a challenging pewbldue to the rapidly changing
topology and frequent network disconnections, which cdasere or inefficiency in traditional
ad hoc routing protocols. We propose an adaptive conngctwiare routing (ACAR) proto-
col that addresses these problems by adaptively seleatiogtmal route with the best network
connectivity-quality (CQ) based on statistical and réaletdensity data that are gathered through
an on-the-fly density collection process. The CQ metric nsoidhe joint probability that a network
is connected and a packet is successfully delivered in gtisark. The protocol consists of two
parts: 1) select an optimal route, consisting of road segsneiith the best CQ, and 2) in each road
segment of the chosen route, select the most efficient mafiipath that will improve the deliv-
ery ratio and throughput. The optimal route is selectedgusir connectivity-quality metric that
takes into account vehicles densities and traffic lightquizito estimate the probability of network
connectivity and data delivery ratio for transmitting patsk Our simulation results show that the
proposed ACAR protocol outperforms existing VANETS rogtprotocols, e.g. the delivery ratio
of ACAR is 19% higher than VADD, the second best protocol.

ACAR is built upon geographic routing which requires eveeicle to broadcast its location
information to its neighbors, and this process will compisaruser’s location privacy. To address
this issue, we proposed a dummy-based location privacegtiion (DBLPP) protocol in VANETSs.
In DBLPP, routing decision is made based upon the dummyrdisto destination (DOD), instead
of user’s true location. In this scheme, a user’s true locatind identification information are
preserved, so the user’s location privacy is protected. uiition results show that the DBLPP

provides similar network performances as other routingquals, and achieves a higher level of



location privacy protection on vehicles in networks. Thisdtion privacy protection scheme can

be easily added to other geographic routing protocols.
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Chapter 1

Introduction

Wireless communication among moving vehicles is increggithe focus of research in both
of the academic community and automobile industry, drivethie vision that exchange of infor-
mation among vehicles can be exploited to improve the saifetycomfort of drivers and passen-
gers [1-4]. Some automobile manufacturers have equipeaditdw vehicles with global position-
ing systems (GPS), digital maps and even wireless intesfacg. Honda-ASV3. In addition, the
federal communications commission (FCC) has allocateddsbf spectrum in the 5.9GHz band
for vehicle-vehicle and vehicle-roadside communicatiailed dedicated short range communi-
cations (DSRC). IEEE is also working on the IEEE 1609 famflgtandards for wireless access in
vehicular environments (WAVE), which define an architeetand a complementary, standardized
set of services and interfaces that collectively enablarseeehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) wireless communications. Altlghul EEE 1609.3 considers the networking
layer and provides an alternative for IPv6, it does not defweead hoc routing protocol between
vehicles, and has left this issue open.

Though several technical problems need to be solved befstalling vehicular networks;
in the near future, large scale vehicular networks will bailable to provide people with more
conveniences in their driving experience. For exampl@ugh such networks, people can query
the price and services provided by gas stations in a cergiom, or remotely control their smart-
houses [5] while driving home. Drivers can even downloadedtiene traffic image from a traffic
camera located at a certain point, or connect to accessspfipairking lots to inquire the number
of available parking slots. These types of applicationddtalerate some delay, e.g. a few min-
utes. If the information could be successfully retrieveairirthe remote server, it would be very

helpful and desirable to drivers.



To realize this vision, we must first select the most appedprarchitecture. There are three
broad categories of network architectures: infrastrechased, ad hoc networks and hybrid. The
infrastructure-based architecture takes advantage abtuside infrastructure or existing cellular
networks. However, a big issue of such networking is the byggration cost. Moreover, the cellu-
lar networks have other drawbacks such as the limited badtbwand symmetric channel allocation
for up-link and down-link. Ad hoc networks do not need infrasture, so the cost of building such
network will be very low and it can even operate in the everdisésters. The hybrid architecture
is more practical which combines these two architecturesdmgidering vehicles as data relays
between roadside base-stations [6, 7]. This architectiseraquires the function of multi-hop
communication between vehicles, which is the essentialgfaxd hoc network architecture. This
work focuses on the vehicular ad hoc network (VANET) arddtitee with the flexible deployment
and self-organizing capabilities.

Due to special characteristics of VANETS, traditional rogtprotocols in wireless ad hoc
networks may not be suitable for vehicular communicatiéios.example, DSR [8] and AODV [9]
are not suitable for VANETs because of the large route maartee overhead. Therefore, some
variants of stateless geographic routing protocols, sa¢h@®@11], may be better choices. However,

even with geographic routing, many of the following chatjen still need to be addressed:

1. Dynamic and rapidly changing topologies of vehiculammeks can cause frequent commu-
nication disconnections among vehicles. As revealed iij b2 frequent network discon-

nection is the most important issue in designing protoam&ANETS.

2. Geographic forwarding protocols select the shortester@minimal number of hops) that

may suffer from a higher packet error rate due to the poordunity of each hop.

3. The uneven distribution of vehicles on the roads maketerselection more complex, e.g.
the shortest path in terms of geographic distance may expErimore frequent network

disconnections.



4. Some protocols [13,14] make use of the density informadioroads to select routes but the

inaccuracy of statistical data may cause routes to be iecthyrcomputed.

5. Because of obstacles to wireless signal by large objeas,skyscrapers in cities, commu-

nication between vehicles must have line-of-sight.

To address these problems, we propose a new routing prataltetl adaptive connectivity
aware routing (ACAR). There are three main contributionthis work. First, based on the sta-
tistical information on the road, we propose a connectivitydel that provides the probability
of network connectivity on a road segment. This connegtiribdel also takes into account the
phenomena that (red) traffic lights can block approachingckes and those nodes will move as
a platoon in the next road segment. Second, we introducede neetric, connectivity-quality
(CQ), which combines the network connectivity probabitityd data delivery ratio of packets be-
ing forwarded along a road segment. Third, as the statistata may not be accurate, an on-the-fly
information collection algorithm is developed to help ACARaptively select the best route.

Geographic routing provides superior scalability and tisusidely used in VANETs. How-
ever, it requires every vehicle to broadcast its locatidarmation to its neighboring nodes, and
this process will compromise user’s location privacy. Tdrads this issue, we proposed a dummy-
based location privacy protection (DBLPP) routing protp@o which routing decision is made
based upon the dummy distance to the destination (DOD}gansdf users’ true locations. In this
scheme, users’ true locations and identification infororatire preserved, so the user’s location
privacy is protected.

This dissertation is organized as follows: It presents #iekround and motivations for ve-
hicular networks in Chapter 2 and proposes the problemrs@teand objectives to be achieved
in Chapter 3. Chapter 4 reviews existing routing protocolsMANETS. In Chapter 5, the net-
work connectivity in VANETSs is fully investigated and an egfrated connectivity model for a
path that is composed of multiple road segments is propdShdpter 6 shows in detail how the
proposed routing protocol are designed and implemented .eValuation and analysis of the pro-

posed protocol are explored in Chapter 7. To further ingasti the location privacy protection

3



in geographic routing, a dummy based location privacy pves®n mechanism is proposed and
evaluated in Chapter 8. The integration of ACAR and DBLPPoissidered as our future work

which is described in Chapter 9. Finally, Chapter 10 conefutthis dissertation.



Chapter 2

Background and Motivations

2.1 Wireless Vehicular Ad Hoc Network

Wireless vehicular ad hoc network is a novel wireless netvioat emerges because of the
advances in wireless technologies and the automotiveindMANETSs are spontaneously formed
between moving vehicles equipped with wireless interfalbascould be of homogeneous or het-
erogeneous technologies.

VANETS are considered as one real-life application of mebhid hoc network which enables
communications among nearby vehicles as well as betweeadl@gland roadside infrastructures.
Vehicles can be either private (e.g. individuals cars) omfipublic transportation (e.g., buses and
police car).

The history of using radio and infrared communications leetavwehicles and infrastructures
is strongly tied to the evolution of intelligent transpdida systems. In 1939's World Fair, the use
of communication and control techniques to make road trafffe, efficient and environmentally
friendly were first exhibited by the General Motors. Fromrthine interest in vehicle-to-vehicle
communication continued in Japan, USA and Europe, but there not many successful projects
during this time period. Until the second half of the 1990anmimpressive projects on vehicular
networks occurred because of the rapid development of @giselechnology. For example, the
California partners for advanced transit and highways @PAR 1997, the advanced safety vehicle
(ASV) in 2000 in Japan, and the CarTalk and FleetNet projagestigated in Europe. The concept
of VANET was dramatically impacted by the advances in weslechnology and standardization
since the late 1990s.

The "game changer” occurred when the US Federal Commuaic@mmission allocated 75

MHz bandwidth of the 5.9 GHz band for vehicle-to-vehicle arthicle-to-infrastructure wireless

5



communication in 1999. The commission then establishedehgce and license rules for DSRC
Service which defines the communication service workinghenx.850-5.925 GHz band for the
public safety and private applications in vehicular netgorin 2001, the ASTM International se-
lected IEEE 802.11a as the underlying radio technology dROSThe pressure to make use of the
assigned channels and the availability of the IEEE 802.&dlartology and standard significantly
increased research and development activities. In 2084HBE started the work on the 802.11p
amendment and wireless access in vehicular environme#gE)\standards based on the ASTM
standard. From 2004 until now, wireless communication agnmoving vehicles becomes the

focus of researches in both of the academic research corynaund automobile industry.

2.2 Applications of VANETs

Vehicular network applications range from road safetyrdgd applications for vehicles or
drivers, to entertainment and commercial applicationpémsengers, making use of a plethora of
cooperating technologies.

The primary vision of vehicular networks includes real¢iand safety applications for drivers
and passengers, providing safety for the latter and givesgatial tools to decide the best path
along the way. These applications thus aim to minimize a&d&land improve traffic conditions
by providing drivers and passengers with useful informratiecluding collision warnings, road
sign alarms, and in-place traffic view.

Nowadays, vehicular networks are promising in a number efulgiriver- and passenger-
oriented services, which include Internet connectiongiiagexploiting an available infrastructure
in an on-demand fashion, electronic tolling system, andraéetaof multimedia services. Fur-
thermore, a variety of communication networks, such as 2\WWGANs IEEE 802.11a/b/g, and
WIMAX, can be exploited to enable new services designed &mspngers apart from the safety
applications, such as info-mobility and entertainmentiappons, which can rely on the vehicular

network itself.



Regarding the discussed applications’ potential, vehrcnetworks open new business op-
portunities for car manufacturers, automotive OEMSs, nétwaperators, service providers, and
integrated operators in terms of infrastructure deployinasnwell as service provision and com-
mercialization.

For safety-related applications, the network operator agsure the authentication of each
participant through playing the role of a trusted third pattat authenticates the participating
nodes, or even having the role of a certification authorgwiisg a certificate to each participant in
order to prove their authenticity later during the commatian.

On the other hand, in non-safety related applications, ortaperators and/or service providers,
besides network access and service provision, can havelthefrauthorizing service access and
billing users for the consumed services. However, one shoatice that ad hoc systems still
require a certain level of penetration and necessitate Vegiicle density for more reliable com-
munication.

The investment cost for new communication infrastructores€hicular networks will be rel-
atively high. On the other hand, cellular communicatiorteys offer a high coverage along roads
and have a reliable authentication and security mechanSamsequently, number of technical
challenges needs to be resolved in order to help the evolafieehicular networks for wide-scale

deployment.

2.3 Characteristics of VANETS

Vehicular ad hoc networks share many common characterigiith general mobile ad hoc
networks (MANET). Both VANET and MANET are self-organizimgreless ad hoc networks that
are composed of mobile nodes. However, they are differesgwieral ways. For example, vehicles
can recharge their batteries frequently which usually eabrhuch longer than batteries in regular
mobile devices. However, vehicles’ movements can be caingtil by the road topology and traffic
rules. In MANET, nodes cannot recharge their power and tleeggnefficiency is also critical in

such networks. In addition, the nodes’ movements in MANES assumed to follow unrestricted



patterns of movements. In comparison to other communicatdworks, vehicular networks come

with unigue beneficial features, as follows:

1. Unlimited transmission power: The power issue of mobéeices is usually not a significant
one in VANET as that in the classical ad hoc or sensor netwasfékicle itself can provide
continuous power to computing and communication devicesually, the car battery can

last much longer compared to those for hand-held mobilecésvi

2. Higher computational capability: Vehicles can be irethWith significant computing, com-

munication, and sensing capabilities which can be even pumserful than regular desktops.

3. Predictable mobility: Unlike conventional mobile ad hetworks in which node mobility is
hard to predict, vehicles in VANETSs tend to move in a preditdavay that is (usually) lim-
ited to street topology. Roadway information is often aaalé from navigation systems and
map-based technologies such as GPS. Given the average moimmzles, average speed,

number of lanes, the future position of a vehicle may be ptedi

However, to bring its potency to fruition, vehicular netksmave to cope with some chal-

lenging characteristics including:

1. Potentially large scale: Unlike most ad hoc networksistlith the literature that usually
assume a limited network size, vehicular networks can inggple extend over the entire

road network and so include many participants.

2. High mobility: The environment in which vehicular netwsroperate is extremely dynamic,
and includes extreme configurations: on highways, relapaeds of up to 300 km/h may
occur, while density of nodes may be 1-2 vehicles per kil@rsedn less busy roads. On the

other hand, in the city, relative speeds can reach up to 6@ lamd network density can be

very high, especially during rush hours.



3. Partitioned network: Vehicular networks will be freqtigmpartitioned. The dynamic nature
of traffic may result in large inter-vehicle gaps in spargaypulated scenarios, and hence in

several isolated clusters of nodes.

4. Network topology and connectivity: Vehicular networlesarios are very different from
classic ad hoc networks. Since vehicles are moving and amgutigeir position constantly,
scenarios are very dynamic. Therefore the network topotbgyges frequently as the links
between nodes connect and disconnect very often. Indeedgetiree to which the network
is connected is highly dependent on two factors: the rangérefess links and the fraction
of participant vehicles, where only a fraction of vehiclestlbe road could be equipped with

wireless interfaces.

2.4 Technical Challenges in VANET

VANET has special behavior and characteristics, so thers@areral challenges for vehicular
communication which greatly impact the future deploymeritsuch networks. Many challenges
need to be resolved in order to deploy vehicular networksuinreal lives such as information
dissemination, security and privacy, and Internet intégina Generally speaking, efficient wireless
communication is an important issue, so the employed potd@nd mechanisms should be robust,
reliable and scalable to numerous vehicles.

VANET differs from conventional ad hoc networks by not onkperiencing rapid changes
in wireless links, but also having to deal with differentwetk densities. For instance, vehicular
networks in urban areas are more likely to form highly densevarks during rush hour traf-
fic. However, vehicular networks are expected to experi¢meopient network disconnections in
sparsely populated rural highways or during late night kour

Moreover, VANET is expected to handle a wide range of appboa ranging from safety
to leisure. Consequently, routing algorithms should becieffit and cope to vehicular network

characteristics and applications. Until now, most of redednas focused on analyzing routing



algorithms in highly dense networks with the assumption @htgpical vehicular network is well-
connected in nature. Actually, the penetration of vehialgh wireless communication capacity
is somewhat weak. Therefore, a VANET should rely on existirfigastructure supports for wide-
scale deployment. However, VANET are expected in the futor@bserve high penetration with
lesser infrastructures, and hence it is important to cemdide disconnected network problem.

Network disconnection in VANET is a crucial research chadle for developing a reliable and

efficient routing protocol.
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Chapter 3

Problem Statement and Assumptions

Vehicular network is a dynamic mobile network in which netkwdisconnection occurs very
often, which causes most traditional routing protocolsaibif delivering packets. To address this
issue, buffer is used on each vehicle so that packets carobelstvhen network disconnection
occurs and delivered if the network re-connects. Howewuee, drawback of using buffer is that
it will cause huge network delay. Therefore, how to reducehsidelay and achieve and higher

network throughput is a non-trivial issue.

3.1 Problem Statement of Routing in VANETS

A vehicular ad hoc network can be modeled as a gi@ph {V, E'}, whereV is the set of
vehicles (nodes) anH is the set of edges that represent wireless links. The sétl change from
time to time due to vehicles’ movements. According to [15¢ @an define a set of time intervals
I'g, in which intervals are numbered &s- - -, [, - - -, I;,. Further, by constructiof, = [t,_1,1,)
(andt,_; < t,), we can define a set of time sequence. Therefore, thesspartitions the interval
[to, t) iNto h pieces. For an interval = [a,b) andr € RT, we let] @& r denote the (shifted)

interval[a + r, b + r). Then, we further define a few other variables.
e c: Ex R" — R*, wherec,, is the capacity of the edgec £ at timet

e d: Ex R" — R*, whered,, is the transmission delay of the edgat timet

b, is the storage capacity of the node

IV is the set of edges whose destination node(iscoming edges)

0" is the set of edges whose source node(sutgoing edges)

11



Because a buffer is needed to store packet when networkraisction occurs in VANETS,
we need to define the buffer capacity We also defingl as a set of messages injected into
the network from a source to a destination. For a certain agess € K, it can be denoted as
a tuple(u, v,t) where(u, v) denotes the current and next-hop nodes,the time instance when
the message is sent fromto v. The functionss(K), d(K), w(K), m(K) are used to retrieve the
source node, the destination node, the start time, and tmb&uof messages iR, respectively.

Moreover, the following definitions capture the states aadditions in the network.

° Njft is the number of messages @) occupying the buffer at nodeat timet € I'g
. Xeff[ is the number of messages transmitted (at the tail of the)edgeedge: during/ € I'g

° Rgfl is the number of messages received (at the destination @fddpe) over edge during

lelg
o KV ={k|k € K,d(k) = v} is the set of messages whose destination node is

The transmission variables (denoted By and the reception variables (denoted Byare
used together to model the transmission delay encountersehiding messages. The natural ob-
jective is to maximize the probability of message delivétgwever, since a buffer is used to store
messages while network disconnection occurs, the messaljeventually be delivered unless
the buffer overflows. Moreover, because of packets beinfgtad instead of transmitted immedi-
ately, network delay is a big issue in VANETS. In this work, feeus on minimizing the delay of
a message. So the objective function is to minimize the geedelay, which can be realized by

minimizing the sum of the delays for all messages.

min Y Y Yt —w(E) - (X RS, — 3 X)) (3.1)

vEV KEK? I,€Tg e€lv ecOv
The summation}" R%, represents the number of message&ithat are coming into the
ec]? e
nodev in the intervall,. These messages could be forwarded from other nodes oragedéry the

current node which is the source of the messages Duringtieaititervall,, a portion of messages
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may be transmitted to other nodes. This is accounted for biracting the term Zojv Xefflq. The
above difference is then multiplied by the delay of thesesagss (i.et,_1 — we(eK)) to get the
total delay suffered by that fraction of messages thatedrin the interval,, at nodev. Finally, we
sum over all the possible intervals for all messages andoalés. The objective function should

be subject to:

Z Rqu B Z Xe{{[q _ thq — thqfl +m(K)if s(K)=v,w(K) =1, (3.2
elv e€ov Nzﬁq — thqﬂ otherwise

RE; e, - X5 (3.3)

Ny < by (3.4)

XZ7, < Cetyr 1| (3.5)

NE m(K)if v=s(K),ty=w(K) (3.6)

0 otherwise

NE m(K) if v=d(K) (3.7)

U,th
0 otherwise
Equation 3.2 gives the flow constraints, i.e. the number adsages outgoing from node
plus those staying in the buffer should be equal to the nuraberessages incoming to node

During a certain time period, if nodegenerates a new message, this message needs to be added

to the buffer too.
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Equation 3.3 relates the variabl&sand R by stating that the traffic transmitted at the initial
point of e during /, is equal to the traffic received at the end poinktafuring the time interval
I, ®d.,, , (i.e. after the edge delay).

Constraints are also needed to ensure that the number ohgessthat are stored at any
node’s buffer does not exceed the specified limit, and tha gant over a link is limited by the
edge capacity over that time interval. These are capturdghoation 3.4 and Equation 3.5.

Finally, Equations 3.6 and 3.7 are the initial and the finalditons regarding the storage.
Equation 3.6 says that in the beginning, only nodes that na@gsages to send have occupied
buffers. Equation 3.7 states that at the end, only nodesatigatiestinations for messages have
occupied buffers.

We have modeled the routing problem in VANETS as a linear ianogning problem which
can be solved mathematically given the value of all definethlsbes. However, it is impossible
to obtain real-time global information of a VANET such as w#s’ positions, network links, and
link capacities. Therefore, an approximate routing protarequired. Therefore, how to design a
routing protocol to maximize the probability of messagewdel and minimize the network delay

is the major concern of this work.

3.2 Issues of Existing Solutions

The topology of VANETS has a unique characteristic — it cstssdof one or more sub-graphs
(one sub-graph if the network is fully connected) of the rosp topology. Previous researches in
wireless ad hoc networks often make an unrealistic assompti nodes mobility. For example,
with the most popular Random Way Point model, nodes canyfnexeive within a certain area
with randomly chosen velocities. However, nodes in VANEBsmbt have the ability to roam
freely without regards to obstacles and traffic regulatioles road segments containing vehicles
construct the network topology of a VANET.

Therefore, the problem of efficient routing of packets in VARs can be transformed into

selecting a route with the highest network throughput froewrbad map. A critical reason causing
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Figure 3.1: lllustration of the Issues in Existing Routingt®cols in VANETs

low network throughput is the network disconnection whiclews extremely often in VANETS.
When network partition occurs, most existing routing poots for vehicular networks will drop
packets such as GPSR [10] and GSR [11]. Although VADD [13kusery-and-forward scheme
to buffer packets if network is disconnected, the networknetivity information is not fully
investigated. We note that network connectivity is the mimgtortant information for routing in
VANETS, and then propose a connectivity aware routing paitéor VANETS.

Consider the network situation shown in Fig. 3.1, where the&& node at the bottom left
corner is trying to send packets to the destination at theigbypcorner. In this figure, the lengths of
road segmemty Iglc, Ialc, I41p andloIp are1200m, 1000m, 707m and707m, respectively. The
numbers of nodes deployed on each above-mentioned roageegre22, 9, 5 and2, respectively.

All vehicles move with the average velocity odm/s.
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With the GPSR protocol, packets will be forwarded throughutirhmop route. An example
route is depicted as dashed lines with arrows in this figuexaBse the network density on road
segment/ 4 I is very low, disconnections may occur frequently. For exi@npoden, in Fig. 3.1
fails to communicate with node, as they are out of communication range. In this case, GPSR
enters the perimeter mode and selects nodes on road se@nigrb forward packets. However,
since network partitions are very common in VANETs, GPSR fiaag other network disconnec-
tions again. For instance, because wireless signal maydo&dd by objects, e.g. skyscraper in
the city, the communication between nodeandn, may be impossible due to the absence of
line-of-sight. That implies the GPSR protocol may take mdetpours to find connected route, e.g.
on segmenf 4 Iz 1, after many perimeter mode searches. If there is no suchecteunhroute in
networks, GPSR may search through the entire networks aaity/ffail to find a route.

To make use of road map information, the geographic soungeng (GSR) protocol [11]
was proposed for VANETSs. With this approach, road segmefi will be selected to forward the
packets. Because the assumption of connected networksidbaisvays hold, the GSR may fail to
deliver packets when network partitions occur. If the cangl-forward scheme [16] is added into
GSR, packets can finally reach the destination. Howevewldeey of forwarding packets on this
road segment will be higher than routing packets aldéng; /. According to measurements in
our simulations, the network connectivity probabilitids@ad /4,1 andl,Izl- are.29 and.84,
respectively. The29 connectivity probability can be interpreted as the netwerlisconnected
71% of the time, so the network delay can be simply calculagedl x (1000/v) + .29 x (1000/c¢)
wherev is the average velocity of vehicles on road/» andc is the wireless transmission speed.
As v < ¢, the delay of forwarding packets alorig/c is delay - =~ (710/v). Similarly, the
delay of forwarding packets ohy Iz /¢ is .16 x (1200/v) + .84 x (1200/c) =~ (192/v). Therefore,
routing packets along, /31~ generates a much smaller delay than that,at..

In the motion vector (MOVE) [17] protocol, the packet carnell select the next hop that
is currently or will be closest to the destination; othewmyig will carry (buffer) the packet until

a next hop is available. It provides nine rules for currerdento select the next hop, and one of
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them states that if the current packet carrier is in AWAY estatd one neighbor is in TOWARDS
state, packets must be forwarded to this neighbor. Fornostaas shown in Fig. 3.1, nodg
(moving away from the destination) will forward packetsipas it move toward the destination.
However, ifng moves over the vertical dashed line, it enters the AWAY staité will forward
packets back to following vehicles that are in the TOWARD&Sest This situation is so-called
Ping-Pong effect which will not occur if no more followinghvieles become available. However,
this problem becomes worse when the network density is highe

To select a route with the minimal transmission delay, thkeicle-assisted data delivery
(VADD) protocol is proposed for VANETs [13]. According toehprotocol, since the network
density on road 4 is equal tol /R, the delay of forwarding packets dn/c isdac = « - lac
wherel o = 1000m is the length of road, /- anda is a constant. Similarlyj,z = o - 1000, SO
we haved s = dac. As stated in VADD, if the packet carrier (vehicle) at intst8on/, chooses
to deliver packets on roal), I 3, the expected packet delivery delay from the intersedijpto the

destination is:

1

Dap=—
AB 1 — Pup - Ppa

(dap+ Ppa-dpa+ Ppa - Pac - dac + Ppc - dpc) (3.8)

where P, is the probability that the packet is forwarded througlis at intersection’ 4, which
is smaller than 1. SincB4p - Pga < 1, we haveD g > (dap + Ppa - dpa + Ppa - Pac - dac +
Ppc-dpc), S0Dap > dap. Onthe other hand, sindesc = dac = dap, We obtainD g > D 4¢.
Therefore, road 4/ will be chosen by VADD to forward packets as it has the sma#&pected
delivery delay. However, the delay of sending packets atoad /4151 is actually the lowest.

In summary, to select the best route in VANETS, a proper mofiile network connectivity
is very important and it is determined by several factorqhisagnetwork density, road length and
number of lanes on roads. For a certain road segment, itoriet@nnectivity will be affected by
many factors including network density, road segment lerterage vehicle velocity, number of

lanes and traffic light periods. Even if the probability otwerk connectivity of a road segment
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is modeled, the network connectivity of a route that cossidtseveral road segments is still a
challenging problem. We cannot simply use the product optiedabilities of all road segments
on the route because these probabilities are not indepeatieach others. In this work, we first
model the network connectivity and then propose an apprtzashlect the optimal route that can

achieve the highest network throughput.

3.3 Assumptions

As GPS and navigation systems are becoming standard equipmeehicles, we assume
every vehicle obtains its current location. We also assueécles are installed with a pre-loaded
digital map, such as the commercial map provided by MapMeicsawhich not only describes
the land attribute such as road topology and traffic lightqaebut also is accompanied by traffic
statistics such as traffic density and average velocity attaio time of the day. These digital maps
with statistical data are derived from billions of GPS samdpboints from vehicles on the move.
Similar digital maps can also be found from the Internet, gadnoo.com. We expect more accurate
and detailed digital maps to be invented and equipped orcheshin the future. We also assume

the vehicles are of similar sizes and each vehicle is eqdipp an 802.11 wireless interface.
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Chapter 4
Related Work

There exist several routing protocols that can be applieéhicular ad hoc networks as sum-
marized in [18—-20]. They can be grouped into two categotig¢shose that assume the networks

are always connected and 2) those that focus on internmittesrinected networks.

4.1 Routing Protocols in Connected Networks

Protocols in the first category are suitable for the urbah hasir scenarios, where vehicles are
densely packed and locating a node for forwarding a messaggically not an issue. However,
traditional ad hoc routing protocols (e.g., AODV [9] and DR provide poor route convergence
and low communication throughput because they are adyeaffelcted by the highly dynamic
nature of node mobility as shown by the results in [21].

Since GPS devices will be standard components in futurecleshimore position-based rout-
ing protocols have been proposed for VANETSs [10, 11, 22—-Z&)sition-based approaches use
geographic coordinates information or relative positioh:iodes to generate an efficient route
through the network. For example, the greedy perimeteelstd routing (GPSR) [10] protocol
may be a good choice because it is stateless and performdesgiite high mobility in VANETS.
However, GPSR may encounter the problems of selectingr@aconext hops due to out-of-date
neighbor’s information, routing loop and too many (detdwps as stated in [11]. In [11], packets
are forwarded along theijkstra shortest path as calculated from road maps.

Similarly, in MDDV [24], the forwarding trajectory of a meage is determined as the tra-
jectory that minimizes the sum of weights on that graph betwidae source and a vertex in the
destination region. Moreover, the authors [25] developedogols that disseminate information

to a set of target zones, rather than specific destinatioasiothey utilize a propagation function
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Table 4.1: Summary of Unicast Routing Protocols Assumingr@ated VANETs

Characteristics | GPSR| GSR | A-STAR | MDDV | MURU | CAR
Position Based vV vV vV vV vV v
Greedy Forwarding Vv V Vv Vv V
Predictive vV vV v
Buffering (Carry-and-forward vV vV v
Street Aware vV vV vV vV Vv
Traffic Aware (Probabilistic) vV vV

Traffic Aware (Real-Time) V

whose value is minimized over the target zones. Unlike ogineedy position-based unicast rout-
ing protocols, anchor-based street and traffic aware rgARSTAR) [26] utilizes city bus routes
as a strategy to find routes with a high probability for deljyve

All the above protocols omit the problem of network discastien. The authors in [22]
introduced a new metric, expected disconnection degre®JFEI0 evaluate the probability that a
candidate route would be broken. By broadcasting the RRESyagye, the path with the smallest
EDD will be selected as the route. To handle the problem ofila@mnd nodes (source or sink),
CAR [23] adopts the idea of guards which automatically adjne connectivity path when end
nodes change their speeds and/or directions. HowevestihBeds to broadcast the route discovery
request to the entire network to find a proper route, causitegssive networking overhead even
with some optimization schemes.

In summary, all these approaches basically require nesatorke fully connected; otherwise,
the route discovery phase will fail, rendering the subsatjumiting strategy useless. A summary

of those protocols in terms of different features is listedable 4.1.

4.2 Routing Protocols in Intermittent Connected Networks

As concluded in [12], network partitions in VANETSs are vergduent. Therefore, it is bet-

ter to consider a VANET is not always connected. With thisiag®tion another group of routing
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protocols are proposed in the literature [7,13,14,17,9F-Phese routing protocols can be consid-
ered as the delay tolerant protocols and the carry-andai@hfl6] scheme is used when network
disconnection occurs. Network disconnections occur featjy in rural highway situations and in
cities at night where fewer vehicles are running, makingldghing end-to-end routes impossible.
Even in densely-populated urban scenarios, sparse sulpikstcan also be prevalent.

To route a message from a vehicle to a roadside unit, the metotor (MOVE) routing
algorithm [17] uses knowledge of neighboring vehicles gities and trajectories to predict which
vehicle will physically travel closest to the fixed destinat Another knowledge-based scheme,
scalable knowledge-based routing (SKVR) algorithm [27jags the relatively predictable nature
of public transport routes and schedules. The SKVR worksvimlevels: the top level is inter-
domain routing, where a source and destination are on diftdsus routes, while the bottom level
consists of intra-domain routing within the same bus route.

Another algorithm in the delay-tolerant network categdtgxProp [30] utilizes carry-and-
forward and packet prioritization techniques to maximizssage delivery in a network with lim-
ited transfer opportunities between nodes. MaxProp isemphted in a real network where it is
deployed on buses, allowing each bus to communicate ittidecand performance information to
wireless access points or other buses as they are encalintere

When network infrastructures are available at intersasti@ static node assisted adaptive
routing protocol (SADV) has been proposed [7] for vehiculatworks. When disconnected, each
static node has the capability to store a message until ficzarard the message to a node traveling
on the optimal path. Optimal paths are determined based oaypd gbstracted from a static road
map and weighted with expected path forwarding delays fratalay matrix.

Similar to other routing algorithms designed for delayetaht networks, the geographical
opportunistic routing protocol (GeOpps) [28] uses navage! information to route packets effi-
ciently. GeOpps assumes that each vehicle has a naviggstensthat provides a suggested route

to a destination. Each neighbor vehicle will use a utilitpdtion built into the navigation system
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Table 4.2: Summary of VANET Unicast Routing Protocols faeehmittent Connected Networks

Characteristics | MOVE | MaxProp | SKVR | SADV | GeOpps| VADD
Position Based v v V V v
Greedy Forwarding Vi V v
Predictive v Vi v v
Buffering (Carry-and-forward v v v Vi vV V
Street Aware vV Vv V
Traffic Aware (Probabilistic) Vv v
Traffic Aware (Real-Time) vV

to calculate the amount of time required to reach the negtést point. The vehicle that can de-
liver the packet fastest or closest to the destination wltbosen as the next hop for the message.
Those protocols either require infrastructure at intdreas or vehicles following the navigation
system, but these assumptions may not be true in reality.

Assuming a pure vehicular ad hoc network architecture, tiel¥[13] protocol is proposed.
When wireless connectivity is not available, the carry-émavard strategy is used to transfer
packets along vehicles on the fastest roads available.e S#lticles may deviate from predicted
paths, the routing path should be recomputed continuouslgglthe forwarding process. To aid in
this process, VADD uses a street graph weighted with exgexeket delivery delays. However, a
drawback is that when the average distance between velidksse to the communication range,
the transmission delay will be much longer than the expeatedused in VADD. Unlike VADD, a
delay-bounded routing protocol [29] is introduced for VAIRE The goal of this routing algorithm
is to select an optimal path that not only has the least treassom cost but also meet the delay
requirement given by the application. However, the delaylehaised in [29] still has a similar
problem as VADD. Table 4.2 summarizes the differences dladlve-mentioned routing protocols

with the carry-and-forward mechanism.
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4.3 Network Connectivity Models

Existing VANETS routing protocols omit the connectivityfammation in highly dynamic net-
works, though mobility can increase the capacity of ad haeless networks [31]. Obviously,
mobility is the distinguishing feature of vehicular netksy affecting the evolution of network
connectivity over space and time in a unique way.

The mathematical connectivity model in ad hoc networks legnistudied in [32,33] with the
assumption that nodes follow the Poisson distribution. el@vr, node movement in VANETSs can
be affected by multiple factors such as the traffic lightbeotvehicles in the vicinity and speed
limits. Therefore, instead of using traditional mobilityonrels, researchers proposed several mo-
bility models for VANETSs [34, 35]. Observing the clusterippgenomena in a highway vehicle
network, the network connectivity of highway VANET is moddlin [34] and then the opportunis-
tic packet relaying protocol (OPERA) is proposed. This madko assumes a Poisson distribution
of vehicles and do not consider VANETS in a city scenario whezhicles’ distribution can be
significantly affected by traffic light, number of lanes arahicle velocity.

With the Percolation theory, a critical phase of connettivi wireless network is investigated
in [35]. The authors claim that an ad hoc network is fully cected after a certain network density
is reached. However, this model can only be applied on acstativork with the assumption of
Poisson distributions of nodes.

The above mentioned models look at network connectivitgnfeomacroscopic level. There
are also several models that address the problem at a mdgiosdgew such as [36—39]. In the
constant speed motion (CSM) model [37], a generic vehislenovement is constrained on a
given road topology, and its speed is set{& v, + (Vimar — Umin) X o Wherea is a uniformly
distributed random variable in [0, 1].

The fluid traffic motion (FTM) model [36] adopts a traffic stneapproach on a microscopic
level. It describes speed as a monotonically decreasingtitmof vehicular density, forcing a

lower bound on speed when the traffic congestion reachetiGatstate.
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Then based on the intelligent driver model (IDM) [38], IDMttviintersection management
(IDM-IM) and IDM with lane changing (IDM-LC) models were goosed in [39]. The IDM-IM is
a flows-interaction model which adds intersection handiiridpe car-to-car interaction description
provided by IDM; the IDM-LC further extends the flows-inteten description of IDM-IM, by
adding overtaking capability to vehicles. To the best of knwwledge, the IDM-based mobility
models are the most accurate ones for VANETS. A detailedyaisabf those IDM-based models
is described in [40], and a simulator, VanetMobiSim [41]séd on these models is developed by
the authors.

Although there exist some efforts to create accurate nighiiodels, such as the IDM with
lane changing model [39], most of these models are too caatelil to be used in the networking
protocol design. Instead of microscopic mobility modelg, ok at VANETS in a macroscopic
way and try to reveal the statistical property of networkrexctivity. In the design of the ACAR
protocol, this information is used to select the route wit highest probability of connection and

thus the network throughput is increased.

4.4 Location Privacy Protection in VANET

Geographic routing has been widely used in vehicular ad kogarks (VANETS) to achieve
vehicle-to-vehicle and vehicle-to-roadside commun@aai[11, 13, 14, 22, 24, 42]. By exploiting
location information, geographic ad hoc routing providepesior scalability compared to tradi-
tional reactive routing protocols. However, location ségibecomes an important issue in achiev-
ing high network performance [43-45]. Even though locaseanurity can be protected, location
information exchange among neighbors compromise locatimacy as well.

The location privacy issue in MANETS is first addressed in],[46 which the authors de-
fined the location privacy problem, threat model and appbecaframework. In VANETS system,
vehicle’s location privacy issue is addressed in [47-49].

Location privacy issue can be solved in two different waysting the information of who

send the data and the information of where this data come. fiean the first methods, although
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node’s location information is released, the adversarmotlink the location to a certain user, thus
protecting user’s location privacy [46,47,50,51]. Thoppraaches usually require periodically
changing user’s ID and such schedule is initialized or na@ed by a third-party trustworthy
infrastructure. The potential threat of this frameworlhatt the infrastructure component may not
always be available and itself may be subject to securityigapy problems. Moreover, changing
identifiers has detrimental effects on routing efficiencg arctreases packet loss as shown in [52].

In the second method, packet forwarders will send out a sétimimy locations which hides
the true locations. For instance, a node will send packessractangle or circular area in which
there exist at least othér— 1 nodes [53]. Thusk-anonymity is achieved since an adversary can
only identify a user’s location with the probability of nogier thanl /%. Unlike the k-anonymity
methods, dummy-based location privacy-protection allgors were proposed [54, 55]. In [54],
the network user generates several false position dath @mé that contains the true position
information) sent to the service provider. Because theiseprovider cannot distinguish the true
position data from the dummies, the user’s location privagyotected. Similarly, authors in [55]
hid user’s real location by sending a set of dummy positiohgckvare deliberately generated
according to either a virtual grid or circle. In the aboventigned methods, user’s true location
information is fully hidden within either an area or a set ofmnies, so traditional geographic
routing protocols will have a big problem in making routingctsion as location information is not
available.

Unlike previous works, we investigate user’s location aciyissue through 1) replacing user’s
location information by dummy distance to destination (DQiDring routing and 2) generating
pseudonyms to preserve user’s identification informatidaspite these changes, the geographic
routing protocol will still work, with a slight modificationBoth identification and location infor-
mation of users is preserved in our dummy based locatiomgyiprotection (DBLPP) protocols,

so it can achieve a higher level of location privacy protatin VANETS.
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Chapter 5
Connectivity-Quality Model in VANETSs

The connectivity-quality models of road segment, inteisacand route that is consists of
multiple road segments and intersections are investigatetds chapter. We first propose the cell
based connectivity model in Section 5.1 for vehicles mowiithin road segments, and the cluster
based connectivity model in Section 5.2 for vehicles aroumersections. Then, an integrated
connectivity model and the connectivity model of route argaduced in Section 5.3 and 5.4,
respectively. Considering the transmission quality of @e&dan a connected network, we propose
a novel metric connectivity-quality (CQ) in Section 5.5 wfimodels both network connectivity

and quality information.

5.1 Cell Based Connectivity Model

We first consider the model for the one-lane case and latargkre it to multiple lanes. In
the one-lane scenario, we divide the road segment equédlyrircells so that each cell can contain
at most one vehicle and each vehicle can occupy only oneTeadl.length of celll can be set as
the average length of vehicles, efgn. It will be fairly common that a vehicle partially occupies
two adjacent cells. In this case, the cell containing theonitgj part of this vehicle is considered
occupied. Since the distance between occupied cells wilsled to compute the distance between
vehicles in these cells, we found that there would be an éatanostsm) in the distance compu-
tation. However, compared to the large wireless commuioicaange, e.g250m in 802.11b and
1000m in DSRC, this error can be ignored. Therefore, the probletesient of finding probability
of connectivity of networks can be formulated as follows:

Sub-problem Statement 1: If there aren vehicles (also called nodes) on a road segment, what
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is the probability that the distance of any two neighboring rodes is less than the communica-
tion range R = ng - d, i.e. there are no more thann, successive empty cells on the road.

In one-lane scenarios, the number of empty cells is alwaysn; but in the case of multiple
lanes, the number of empty cells will range frem— n tom — [n/n'| wheren’ is the number of
lanes. For multiple lanes, each cell in the road may contaymamber of nodes withif0, n’]. So
in the extreme case, if every occupied cell contains onlyroae, the number of empty cells is
m —n. On the other hand, if each occupied cell hasodes, the number will become— [n/n’].

For instance, suppose 5 vehicles are deployed into a rodd5agells and 3 lanes. Let cells be
ordered geographically such that cglis at the leftmost and, is at the rightmost position. It may
occur that 3 vehicles are located in cgjland the other two in celt,. So the number of empty
cells in this case is 3. Intuitively, if the number of emptyieé is equal or less than,, then the
network must be connected. #f> n, the network may be connected or disconnected depending
on how the empty cells are distributed.

We denoteP,;; and P.,,, = 1 — Py, as the probability of network being disconnected and
connected, respectively. Since it is not easy to compute we first calculate’y;,. To obtain this
probability, two other probabilities are required: 1) pabbity P1 that there exist exactly empty
cells ifn nodes were deployed inta cells, denoted aB1 = P {u(n, m) = k}, and 2) probability
P2 that there exist more tham, successive empty cells given exactlyempty cells on the road
segment, which is denoted &2 = P {¢(m, k) > ny}. Then the probability that the network is

disconnected becomes:

maz(m—[n/n'|,no)
k=maz(m—n,ng)

5.1.1 Empty-Cell Probability P1

To drive safely on roads (with one lane), a driver need to lkeeegrtain distance from the front

or rear vehicles, thus the occupancy of one cell is deperutetite adjacent cells. Considering
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multiple lanes cases, since traffic flows on different lamesradlependent of each other, the depen-
dency of occupied cells is broken. If vehicles move in twadiions on a road, the occupied cells
will be more randomly distributed. Therefore, we first assuhat vehicles are uniformly deployed
on roads. Then, we adjust our model to take into account tietering (platoon) phenomena of
vehicles.

Assuming uniform node distribution, we investigate thelyadaility that there exist exactly
empty cells on the road. Suppose thereamodes deployed on the road with cells. LetA;
be the event that th&h cell is empty, and letd; be the event complementary #y (ith cell is

occupied). Then we have:

P{ptn,m)=ky= > P{A, - AA, A (5.2)

1<i1 << <m

Where{jl,jg, .. ,]m—k} = {1, 2, s m} — {’il,’ig, cee Zk} P {Azl s Aiijl .- 'ij—k} is the
probability that theth to i, th cells are empty and thgth to j,,_.th cells are occupied by nodes.
Since every term on the right side of the above equation isdihee, the total number of terms is

C* . Moreover, we can rewrite the term as:

P{Ail"'Ai Ajl...zjm%} IP{Ail~"Az'k}‘P{Zj1"'ij7k \Ail"'z‘lzk} (5.3)

arn s - . .
whereP {4;, --- A, } = %72 is the probability that there exist at ledsempty cells on this

road, andP {Zjl c Ay A -Aik} is actually the probability of® {y(n,m — k) = 0}. So

we obtain the following recursive formula:

Pt m) = K} = €l S p = 1) = 0) (5.4

Notice that the probability that there exists at least onptgroell is:

P{u(n,m)>0}:P<6Ai>:ZP( =Y P(A4A)+ > P(A4AA) -+ (5.5)

i=1 1<J i<j<h
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So the probability that all cells are occupied is:

n

P {jaln,m) = 0 = 321, - (-1 Sl 56)

n
=0 Cm-n’

By substituting Equation 5.6 into 5.4, the probability tHatre exist exactly empty cells can be

computed.

5.1.2 Successive Empty-Cell Probability P2

P{p(m,k) > ng} denotes the probability that there exist more thgnsuccessive empty
cells on the road given that there were exaétlgmpty cells. Since the number of occupied cells
ism — k, we are able to formulate this problem as:

Sub-problem Statement 2: Consider throwingk items into N = m — k + 1 bags and each bag
can contain any number of items0, 1, - - - , k, then what is the probability that at least one bag
contains at least(ny + 1) items.

Since it is hard to directly compute this probability, wetfiexamine the case where all bags
satisfy the condition:

C1: Every bag contains at most, items.
We denoteNum/(k, N) as the number of possible deployments that satisfy Then it can

be rewritten as:

Num(k,N) = Num(k, N—1)+ Num(k—1, N—1)+ Num(k—2, N—1)+- - -+ Num(ng, N—1)
(5.7)

The proof of Equation 5.7 is stated as follows. Let us consideertain bagp;, that may contain

0,1,---,ng items. Suppose it containsitems, then the number of deployment that satSlyis

Num(k — j, N — 1). By summing up all the possible we obtain:

k—no

Num(k,N)= > Num(k—j, N —1) (5.8)
j=0
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Each term in the right part of Equation 5.8 can be expanded as

k—j—no

Num(k —j,N —=1)= Y Num(k —j—I,N —2) (5.9)
=0
After expanding each term, Equation 5.8 becomes:
[0Vt Num(k, 1) + c[1]V - Num(k —1,1) + -+ + c[k]V ™' - Num(0, 1) (5.10)
whereNum(z, 1) refers to the number of possible deployments of puttititgms into one bag.

Num(z.1) 0, z>ngorxz<max{0,k—ng-(N—1)} (5.11)
1, max {0,k —ng- (N —1)} <z <ny
This number will be) if x > ngorx < k —ng - (N — 1), sinceC1 does not hold in these cases.
If z < 0, it means putting negative number of items into bagsyson(z, 1) is also0; otherwise,
Num(z,1) = 1.
Then the number of deployments meeti@d will be the sum of coefficients of all terms

whose value are 1, i.e.

min{k,(N—1)no} min{%,t-ng}
SO ity ) (5.12)
i=k—ng j=max{0,i—no}

wherec[i]' =1 (i =0,1,- -, ng). Since the total number of all possible deploymentsfis . _, =

Ck | the probabilityP2 is:

min{k,(m—k)-ng} )
cfz]
i=k—ng
P{o(m,k) >nog} =1— oF (5.13)

m—k

Substituting Equation 5.4 and 5.13 into Equation 5.1, weazdoulate the probability of the net-
work being disconnected or connected on a certain roadeiingtwork density information is

known.
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Figure 5.1: lllustration of Traffic Lights Affecting the Cagactivity Model

5.2 Cluster Based Connectivity Model

Since traffic lights (red signal) can block approaching gkds, these vehicles will form a
cluster (or convoy) on the road. Therefore, the proposedectvity model that assumes uniform
node distribution needs to be modified by adjusting the netwensity information.

As shown in Fig. 5.1, suppose on road segment A, theresareodes moving toward the
intersection. Assume the length of Alig, the average velocity of vehicles moving on Avjsand
time period of red traffic light i$,. Then the expected number of vehicles stopped by every red

light on road A is:

navats (y, o t,) <
A= i (varta) <la (5.14)

ny, otherwise

If (va-t4) > L4, thenthe red signal periad is long enough so that all vehicles on A are blocked.
When the light turns green, stopped vehicles will resumeingpand those moving in the same

direction will be very close to each other since usually elsvprefer to follow the traffic flow. As

a result, we can assume those vehicles move as a cluster am Wie networks are connected.

Therefore, the number of nodes on the road needs to be moblideadise the clustered nodes will

be considered as one node.
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Since those nodes in the same cluster cannot be fitted inteelhdhey may spread over
several cells. For example, suppose thereg:aredes in a cluster and they are uniformly distributed
on each lane of a road. Then the total number of cells on tlad waill be reduced fromn to
m—|n/n'|-(ds/d), whered, is the safety distance between vehicléss the length of cell and’
is the number of lanes. If nodes are uniformly deployed ot éaree,[7/n'] will be the maximal
number of nodes on each lane, dridn’| - (ds/d) the maximal number of cells occupied by this

cluster. The safety distance between vehicles can be sicafiiylated by:
dy=v-t, +v?/(2b) +d (5.15)

wherev is the average velocity of vehicles,is the reaction time anldis the deceleration value of
comfortable braking.

Next, we investigate how to compute the number of nodes ih elrster. Suppose the num-
bers of nodes moving toward the intersection on each roadeeil, B, C' andD aren g, ng, nc

andnp, respectively. Then for each vehicle dnthe probability that it moves t® will be:

np
Pip=—"—"-——— 5.16
ap = P (5.16)

Suppose at a certain tintethere aren’, nodes blocked on road, then the expected number of

nodes moving from road to D is:

—1
_¢ nA *Np
Ayp=—""" 5.17
AD ng —|—nc +TLD ( )

In the same way, we can gel;,, andnl,. If the traffic light controlling the north-south
traffic turns green, as shown in Fig.5.1(a), it will gener@tg, + 1’3, nodes moving as a cluster
on roadD. If the traffic light controlling the east-west traffic turgeeen, as shown in Fig.5.1(b),

there will be a cluster ofi’., nodes moving on road. During each period of traffic light, two
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clusters will be produced. Therefore, the number of clgsbarroadD is:

P-lﬂ, Ip > (T -vp)

vp-T

Np = (5.18)

1, otherwise

whereT is the period of traffic light at this intersection. Whian> (T - vp), it means before the
first cluster moves out of roaB), more clusters will be generated. Then the number of clsisser
[f}%} that is the upper bound of the actual number of clusters oth foarherefore, the number

of nodes on road will be reduced to:

Np

np = 3 (Wap + pp + Ngp — 2)
ND ND ND
=np — t; nhp — tgl nhp — El ntp +2Np (5.19)

~np— Np - (hap +npp + nep +2)

wheren ,p, npp andngp can be obtained from Equation 5.14 and 5.17. If there are tavaimg
directions on road), a similar modification needs to be done for the other dioectis well. By
combining this new method for determining the number of sodéh the connectivity model
proposed in Section 5.1, we can compute the probability nheotivity of each road segment. By
adjusting the number of clusters, the proposed connectivddel can also be used for one-way

roads or roads with only one traffic light at the end.

5.3 Integrated Connectivity Model of Road Segment

We have proposed the cell-based connectivity model whedesianove on roads without
clustering and the cluster-based connectivity model inctvhiiaffic lights block vehicles to form
clusters around intersections. Now, we describe how tgrate those two models to compute the
connectivity of road segment.

Vehicles form a cluster when they are blocked by the traffjbtlin an intersection. However,

the cluster will exist only for a period of time. After thahdse vehicles will merge into the traffic
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flow of roads they are moving on. In other words, vehicles ogplent on a road segment changes
periodically between cluster-based and cell-based modes.

Suppose there is only one cluster on a road segment, e.godddesegment A as shown in
Fig. 5.1. Nodes in this cluster are geographically labetefd 2, - - -, 7, where nodd is the closest
one to the intersection artdis the furthest one. Therefore, the size of this cluster. i®\ssume
these nodes will move into another road, and the density afatiy of this road arel andv,
respectively. We defing as the time for a node(i € [1,7]) to move out of the cluster, i.e. after
t? seconds, nodewill merge into the traffic flow of a road segment (e.g. D in FhglL).

To compute the time’ of nodei, we first investigate the one-lane one-cluster case, amd the
generalize it to multiple-lane multiple-cluster casesthivi one lane, a vehicle cannot accelerate
freely as its movement is restricted by many factors: théadie to the preceding vehicle, ve-
locities of the preceding vehicle and itself. This phenoanenrepresented by the car following

model [38], in which the acceleration rate of nods time instance is:

duvt o\ s\
o= :a[1—<v—;> —<S—>] (5.20)

whereuv! is the velocity of node at timet, « is the maximum acceleration rate asjds the distance

between node and its preceding node:’ is the desired speed, which is equakti this case.

Distances; is calleddesired dynamical distance [38] and is computed by:

vf - Avt
F=s0+ (viT+ ——=1 5.21
R (“" 2@) 521

It is a function of the minimum bumper-to-bumper distangethe minimum safe time head-
way 7, the velocity difference with respect to front vehicle! = (v! — v!_,) and the maximum
acceleration and deceleration valuesndb. For nodel in the cluster, its distance to the preceding
node iss; = 1/d; because in the cell-based model, vehicles are assumedeteehy distributed
on road segments. The distance nodeves from timed to t is I} = g L. at - #2dt, so the value of

2
st willbe (It_, —1Y).
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Therefore, we obtain the tim# that nodei needs to reach the speedioflt is computed by

solving the integral equation:
t=t?

/ at - tdt = (5.22)

t=0
During time periodt’_,, %], there are only(n — i + 1) nodes remaining in the cluster. Ac-
cording to Section 5.2, we can compute the new number of artisthe connectivity probability
during time period oft®_,, ]. Then, the overall connectivity probability of the road semt can

be computed as:

T— max{tb

} Z Pcluster —1+ 1) '

b=t

Pcell T

(5.23)

wheret} = 0, T = [/ is the time a vehicle needs to move from one end to the otheoénd
the road segmentP.,.; is the probability of connectivity computed by the cell-edsnodel, and
P.usier(n — i+ 1) is the probability of connectivity obtained through thestkr-based model with
a cluster of(n — i+ 1) nodes. If there aré/. clusters and the size of each clustet jsj € [1, N],
the connectivity probability of road segment is:

—

+ 3 3 Patnster(y — i +1) - == (5.24)

7j=1 =1

jivc Py - —T max{tj TR t]
j=1
wheret! is the timet? that node needs to move out of thgh cluster.

In multiple lane cases, we assume clustered vehicles ardyedistributed on each lane be-
cause it is natural for drivers to change lanes if the curoemt is too congested. We apply the
calculation of the single lane case to each lane and can dertiivalue of! for everyi € [1, ;]
andj € [1, N,]. Note that, the value of eachwill change, and so dods — ¢/ ;). However, with
Equation 5.24, we can compute the probability of conndgtiof road segment for multiple lane

and multiple cluster cases.
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5.4 Connectivity Model of Route

So far, we modeled the network connectivity of a road segrbaséd on the information of
road length, number of vehicles, period of traffic light, awkrage velocity. In this section, we
investigate the network connectivity of a route (path) gatsists of multiple road segments. In
other words, we will compute the probability that there &xis connected network on a certain
route.

Suppose there is a route that consists odad segments which are sequentially numbered as
1,2,---,n. We denote the connectivity probability of each segmen®ds = 1,2,---,n). Then,
the connectivity of a route will bgf[1 (P; x P;j) wherej =i+ 1andP;; = 1 wheni = n. P; is
the network connectivity of the i:tersection between raaghsent and;.

To address the dependency issue of connectivity probabilitf adjacent road segments, we
need to understand the movement of vehicles around intemssc Due to the traffic light at a
intersection, vehicles may be stopped by the red signalreftwe, the connectivity of network
around the intersection will be higher than other parts efrthad. In this section, we will investi-
gate the connectivity probabilities of two types of netwsorkirst, we look at the network with cars
stopped around intersection areas by traffic lights. Secardconsider the case where no car is
stopped by traffic lights. Finally, the expected networkroectivity probability of an intersection

is computed.

5.4.1 \ehicle’'s Distribution around Intersections

As shown in Fig. 5.2, when the traffic light turns to red forteasst direction, there may be
several approaching cars, suchrgsandns, stopped by the red signal. Therefore, the uniform
distribution of vehicles on road segmetiis broken. In other words, more cars are being blocked
in front of the traffic light, so less vehicles will be movingy eoad segmenf’. On the other
hand, because the traffic signal for road segmdrasd B are green, vehicles on these two roads
follow uniform distribution. In this case, the network caumtivity of roadC' is lower but the

connectivity probability of road is higher than normal. If the traffic light becomes green for
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Figure 5.2: Network Connectivity around Intersectiondwv8topped Vehicles

east-west direction, the network connectivity®ill be lower but that ofC' is higher. Therefore,
we note that the connectivity probabilities of two adjacerad segments are not independent due
to traffic lights.

Now, we investigate the network connectivity of the intetsmn between road’ and B. We
first defineP3 as the probability that no car is stopped by the traffic light. = 1 — P3 denotes
the probability that at least one car is stopped by the trafffld. When cars are blocked by the
traffic light, there are two possibilities of their future w@ments: 1) stop at the intersection, or 2)
move (right turn) to another road segment. Consideringethee cases, we further defidél’ as
the probability that all stopped cars move away from therggetion. This probability is usually
very small because even if there is only one car stopped ahtéesection, all approaching cars
has to stop and stay at the intersection too. Complemerddry't we denote?4” = P4 — P4’ as

the probability that at least one car stopped at the intéosec
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Figure 5.3: Network Connectivity around Intersectiondwiit Stopped Vehicles

5.4.2 Connectivity Probability Without Stopped Vehicles B

Even though there is a traffic light in an intersection, itasgible that the red signal does not
stop any approaching vehicles which are too far away frontrtféc light. As shown in Fig. 5.3,
cars are moving towards the traffic light on ra@énd before they reach the intersection, the signal
turns to green from red. This case occurs with the probglmfitP3:

cr?

CgLBB

P3 (5.25)

UBXt>
l

, <m39 =mp —
wherevg, np andm g are the average vehicle velocity, number of vehicles andhaurof cells on
road segmenB, respectively. andt are the size of cell and the period of red signal. The above
equation models the probability that no car is stopped bydhbesignal. Because the north-south
traffic is not affected by the traffic light, we can consideifanm distributions of vehicles on road

C andB. In this case, the network disconnects only if there is nmoammadB andC' around the

intersection area. As shown in Fig. 5.4, we are interestéddarareas ot andy on road segment
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Figure 5.4: Network Disconnection around IntersectiorthaiUniform Node Distribution

C and B, respectively. The value of andy must satisfy the following conditiof®? = 2 + y?
whereR is the communication range.

The value ofz, number of empty cells, will be ranging from Ot@n{ny, (mc —nc)}, where
ng, nc andmg are the communication range (in number of cells), and numirerdes and number
of cells on road segmenit. The value ofr must be smaller or equal tg because of the equation
R? = z? +y%. On the other hand, it has to be smaller tfian: — nc). Otherwise, there must be at
least one car being deployed in the area ofue to the pigeonhole principle. Similarly, the value
of y is within [0, min{nyg, (mp — np)}] whereng andmg are the number of nodes and number of
cells on road segmet. If there is no car in the areas ofandy, the network disconnects around

the intersection. We denote the probability of this evertodng asPz- which can be computed

by:
o N o/
Ppe = (c ﬁi% ) « %ggw (5.26)

Since the value range afandy are known, we can easily compute expected Vi€ ).
This value is considered as the probability of network dis@xtion with uniform distribution of

nodes on road? andC'. Therefore, the network connectivity probability in these is:

39



i s
|
|
|
i
|
|
1
|
e
L
C _________. g D
nsli
L
% |
N |
|
ol
4
II
l’l()A

Figure 5.5: All Stopped Vehicles Move Away from Interseatio

5.4.3 Connectivity Probability With Stopped Vehicles P4

Complementary td’3, we can compute the probability 614 = 1 — P3. In this case, there
is at least one car stopped in front of the intersection duaeatraffic light. According to the
Equation 5.14, we can compute the number of vehicles stoppedadC. We denote this value
asnc. For those stopped vehicles, the probability of each oneimgdvom roadC' to A can be
obtained by Equation 5.16. We denote this probability’ag. We first look at the probability

(P4) that all stopped vehicles move away from r@ado A:

P4 = (Poy)™e (5.28)

Since all stopped vehicles on roadmove to roadA, the nodes on road' follow uniform
distribution. As shown in Fig. 5.5, there may be some vekiol®ving to road” from other road
segments, such as from A andns; from B. However, they will not break the uniform distribution
of nodes on road’. Then, the number of nodes @hchange towc — n¢ + npc + nac Where

npc andn o denote the number of nodes moving to raadrom B and A. According to the
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Equation 5.26, we can compute the probability of networkalimection as’s- with the new
number of nodes on road and B. Therefore, the probability of existing connected network
this case will be:

P4 x [1 — E(Pge)] (5.29)

Finally, we look at the case where there is at least one stbypgigicle at the intersection. The
probability P4” can be obtained b4 — P4’. As we defined previously, the network connectivity
of a road segment is considered as the probability that #wasts a connected network from one
end to the other end of the road segment. If there is a car etbjpfront of the intersection, we
can consider there is always a node at the eastern end of’foatiich satisfies the definition of
network connectivity of a road segment. In other words, tbBvork around intersection area is
always connected in this case.

Therefore, the network connectivity of the intersectiotwsen roadB andC can be com-
puted as:

P3 x [1 — E(Pge)] + P4’ x [1 — E(Pge)] + P47 (5.30)

Until now, we have modeled the connectivities of networksaad segments and around intersec-
tions. Then, the connectivity probability of a path (that@nposed of multiple road segments)
can be computed as the product of probabilities of those $egthents and adjacent intersections.
For a given path starting from road segmemnd ending at, we denote and; as two adjacent
road segments?; as the connectivity probability of road segmeénand P;; as the connectivity
probability of the intersection between road segmiemtd;j. Thus, the connectivity probability of

this path can be obtained from the following equation:

Pls,e) = [ (P x Py), (G=i+1) (5.31)

=5

whereP,; = 1 when: = e. The above equation can be used to compute the connectivibabpility

of a given route that consists of several road segments.

41



5.5 Connectivity-Quality of Route

For two road segments with similar network connectivity abilities, their transmission
gualities may be quite different. In other words, the praabsonnectivity probability model needs
to be adjusted by considering the transmission quality afuder. To meet this goal, we propose
a novel metric, called connectivity-quality, which comésnthe information of both network con-
nectivity and transmission quality of a route. For a routd th consists of several road segments,

its CQ can be computed &5(C'Q); x CQ;;) wherei and;j are adjacent road segments.

5.5.1 Date Delivery Ratio of Road Segment

Considering a road segment with connected networks, wenficgtel the packet error rate
(PER) of a single hop. Then, we model the PER of a multi-hopero&inally, the average PER
of all possible routes within a road segment is used to coenhé data delivery ratio of this road
segment.

To model the path loss of a single hop between any two nodescases need to be consid-
ered: the line-of-sight (LOS) and non-line-of-sight (NLJO&here there is at least one neighbor
between these two nodes. Because of the popularity and |meer of IEEE 802.11 devices, the
physical layer in VANETSs (the DSRC/IEEE 802.11p PHY) will bevariation of the orthogonal
frequency-division multiplexing (OFDM) based on the IEE@28L1a standard. So the channel

fading model of determining the received signal power lavéhe case of LOS is [56]:

2
h = [1 +n? + 2ncos (%)] (5.32)

P=—"—
(47)2 (%)

where P, is the transmit power{ is the distance between the transmitter and receivés, the

wavelength of propagating signaljs the reflection coefficient of the ground surfagés the path
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loss factor and is the antenna height. The model of NLOS is expressed as:

2
PG,G, (X)) (d<1m
=0 """ (4”>2( ) (5.33)

Taking into account the effect introduced by the cyclicafprattached to each OFDM sym-

bol, the signal to interference plus noise ratio (SINR) $titne reduced by a factor of:

Iz

NinT

SINR = a - 10logy, (5.34)

wherec is 0.8 according to [56]F is the background noise, ari® ., is the interference from
neighborn;.

Suppose on a certain road segment, as shown in Fig. 5.6, modesending packets ta,
and the distance between themijs. From the perspective of,, there will beden x (R;nr —
2R — d,;,) potential interfering nodes around it. In whidk,and R,y are the communication and
interference ranges af,, andden is the network density of this road.

In the IEEE 802.11 protocols, before each communicatioRF®/CTS (request to send/clear
to send) packets need to be transmitted between sender @gidereto reduce frame collisions
introduced by the hidden terminal problem. After that, dgrthe communication between,
andn,, nodes within their communication ranges are not allowetlansmit packets. Thus, the
potential interfering nodes must be in the area that is datdie communication rangesaf and
ny but inside their interference ranges. Within these areasa tircle with a radius of R, there is

at most one transmission that can interfere with the paeeations at,,. Therefore, there are at

RinTt—R

mostH R

] + [R“VT;iIf‘%H transmissions that interfere with nogdgsimultaneously.
The receive power” . of each interference transmission can be computed throggh-E
tion 5.32 or 5.33 wherd is the distance between and the center of each segment labeledas

in Fig. 5.6. For cases withi, < 2R) and(d, < 2R), (3R + dp/2) and(3R + dg, + d,/2) are the
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Figure 5.6: lllustration of the Number of Potential Intenfigg Nodes

distances of interference transmissiongjrandd,, respectively. If node, is in a nearby inter-
section area, there will be more potential for interferirgles. Similarly, for roads with different
network densities joined at an intersection, we can caleule numbeN; y7.

In Equation 5.34, we use the maximum number of interferinggmissions with the commu-
nication betweem, andn,;, thus the worst case of SINR fay, is obtained. In simulations, we
found this lower bound value was very close to the real ones,tve use it to further calculate the
bit error rate and packet error rate of a single hop transariss

Suppose the binary phase shift keying (BPSK) scheme is oseddulate the signal, the bit

error rate (BER) is:

BER = Q (V2-SINR) (5.35)

whereQ(x) = 0.5 — 0.5 x erf(%) ander f(-) is the error function. Because of retransmissions

in the link layer, the frame error rate (FER) can be compuged a

N
FERyu=1-> (1- FER)FER' (5.36)

1=0

where FER = 1 — (1 — BER)*, L is the length in bits of each frame aid is the number of

retransmission times. Suppose every packet is composddavhes, the PER is computed by:

PER=1— (1 — FERuw)' (5.37)
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Given the communication distance and number of neighboescan model the PER of a
single hop. Therefore, if the node deployment of a netwok®wn, it is possible to compute the
PER of every hop.

Next, we discuss how to model the PER of a certain road segfdenoted as° £'R,.;). On
a certain road segment, suppose there is a routé; that is composed of hops with PER at
every hop ofPER; (I = 1,2,-- -, h), then the PER of forwarding packets along this rattete;
can be computed as:

PER,oue; =1 — ﬁ (1-PER)) (5.38)
=1
This equation is valid only if the PER is independent from &g to the next; but due to the
wireless communication environment there could be interfee which violates this assumption.
However, in this work, we use this equation as the first-oaggroximation of the PER of for-
warding packets on a certain route.

Since different routes (that are composed of different hgpe different PERS, we consider a
routing algorithm that minimizes PER, so the problem is ttedaine the minimal expected PER.
If there aren nodes and’ empty cells on the road, for a certain distribution of thesg#y cells, the
minimal PER of this road segment is denotedus{ PE R, ..., }. To compute this value, we need
to know how the nodes (and empty cells) are deployed in thearkt However, it is impossible
to obtain such information because vehicles are alwaysmgovio address this issue, we average
these minimal PERs and obtain the PER of this road segmdntids, = Emin{ PE R,oute, }]-

This value can be easily determined because we can com@uREIR of every route. There-

fore, the expected value ¢fF R, can be calculated as:
E|PER}| = By |E |PER;, |K = k|| (5.39)

which can further be rewritten as:
m—[n/n'] C 4

PER.= Y 3 & PERL-P{u(n,m)=k} (5.40)

k=m—-n i=1 —m
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wherem andn’ are the number of cells and number of lanes on this road sdgnmespectively.
Thus we usd),, = 1 — PE R, to model the data delivery ratio (transmission quality) ckaain

road segment.

5.5.2 Connectivity-Quality Metric

Data delivery ratio and packet error rate (PER) are usuakduo evaluate the transmission
guality of a route in networks. When we use these two metwesalways assume that the network
is fully connected because otherwise the delivery ratid gl zero. Therefore, delivery ratio is
considered a useful metric with the condition that netwaniesconnected.

In the previous section, we model the PER and data delivéoyafa road segment. However,
that data delivery ratid,.; is actually the probability”(D|C) where the evenb means a packet

is successfully delivered artd denotes the event of network being connected. Theref{rB|C)

gives the probability of a packet being successfully deéidewith the condition that networks are
connected. If we multiply?(D|C) by the network connectivity probability(C'), we will have
the following equation:

P(D,C) = P(D|C) x P(C) (5.41)

In other words P(D, C') gives the joint probability that a packet is successfulljvéeed in a
connected network. If we apply this probability to a roadmsegt, it will become the connectivity-
guality (CQ) metric which will be introduced later.

According to our connectivity model, the larger the netwdénsity, the higher the network
connectivity probability will be. However, higher densiican cause larger interferences (more
nodes in interference ranges), and thus reduce the padketrgieatio. On the other hand, it is
possible that a road segment has a low network connectikalygbility. However, if the network
on it becomes connected, the delivery ratio may be very tigh {o low interferences). Therefore,
both network connectivity and data delivery ratio are im@ot in selecting routes.

If we investigate the probability’(D, C'), it contains two probabilitie$?(D|C) and P(C).

For a certain road segment, these two probabilities can-beiten asD,, and P, ,, respectively.
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Therefore, we define a novel metric, connectivity-qual@g)), in this way:

CQTS = Drs X Prs (542)

We can interpret the Equation 5.42 as a weighted connegcpwitbability of a road segment. The
weight is the data delivery ratio of this road segment (wdhreected networks). The CQ metric is
not only useful for VANETSs but any other intermittent-cooted networks because it models both
network transmission quality and network connectivity mabile network with frequent network
disconnections.

As in the computation of’Q,.,, it is easy to compute the CQ of networks around an inter-
section. The network connectivity of an intersection hasnbaiscussed previously. To compute
the data delivery ratio of networks around an intersecti@aawe can still use the PER models
proposed in Section 5.5.1. The only difference is that tialidoe only single hop communication
around intersection areas, so computing CQ for an intecseshould be easier than that for a road
segment.

For a given path starting from road segmerdnd ending at, we denotel and j as two
adjacent road segments(); as the CQ of road segmentandC'Q);; as the CQ of the intersection
between road segmeidind;. Then, the CQ value of the entire path is obtained from tHeviohg

equation:

CQ(s,e) = H (CQ; x CQij), (1=1i+1) (5.43)
whereC'Q);; = 1 wheni = e. As it will be shown in Chapter 7, since the ACAR protocol ckes
routes with the highest connectivity-qualities, the dag¢évery ratio and network throughput of

ACAR are drastically increased compared to other protocols

a7



Chapter 6

Adaptive Connectivity Aware Routing Algorithm

The ACAR protocol includes two essential elements: 1) ablyeselecting an optimal route
that consists of road segments with the best connectiuigfiy, and 2) efficiently forwarding
packets hop-by-hop through each road segment in the selemtée. To eliminate the impact of
inaccurate statistical density data, we developed an méapiute selection algorithm that collects
real-time density information on-the-fly while forwardipgckets. In each road segment in the
selected route, the next hop is selected using a metric timniaes the packet error rate (PER)
of the entire route based on measured PERs at each node. itioddarry-and-forward [16]

mechanism is adopted to handle frequent network partitoNANETS.

6.1 Selection of Route with the Highest Connectivity-Quaty

According to the proposed connectivity model and CQ me&inpde can compute a route
with the best connectivity-quality. We consider this as ¢iptimal route which will be used to
forward packets. Required information includes netwonksikes, road segment lengths, average
velocities, number of lanes and traffic light periods whick provided in pre-installed digital
maps. Therefore, every packet forwarder (vehicle) canlipcampute and find the optimal route
to deliver packets.

Based on the classidijkstra algorithm, we propose an algorithm to find the optimal route
with the best connectivity-quality. As shown in Algorithm the inputs of the FIND() function
include: the road topology maf, the sources and destinationl. In the mapG, vertices are
intersections and edge are road segments between intensedsiven the location of source and
destination nodes, the output of the FIND() function is ausege of intersections that are used to

construct the final route.
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Algorithm 1 FIND (G, s, d)
1: Add s andd as vertices into grapt¥

2. G — s

3G—G-—s

4: while G is not emptydo

5 m+«0

6: for each vertex. € G' do

7 for everyu’s neighborv € G do
8: if maz{CQ(s,v)} > m then
9 m «— CQ(s,v)
10: v —
11: u —u
12: end if
13: end for
14:  end for

15:  pre[v] «— o/
16: if o' = dthen

17: return pre]
18: end if

19: G G+
200 G —G—-1

21: end while

For each vertex € G, if itis on the optimal route, its parent node (also on thaedis stored
in pre[v]. If v is not on the route, itgre[v] = NULL. Therefore, from the destinatiah we can
trace backward to the soureeand construct the route. The gragh which is a tree that saves
the optimal path from the source to the destination. Forneredeu € G’, we will check all its
neighbors in graphG. Therefore, lines — 12 will find a new nodev € G which is the neighbor
of u € G’ where the following property holds.

Property 1: If a new nodev is added toG’, the connectivity-quality from s to v is the largest
compared with any other remaining nodes inG.

In line 8, mazx{CQ(s,v)} denotes the highest connectivity-quality of a route froto v in
graphG’. Itis possible there are more than one path fraimo in graphG’, so we need to compute
everyC'Q)(s,v) and select the path with the highest CQ. To obtain &a¢his, v), we need to use

equations in Section 5.5. Based on the above descriptiohawe the second property:
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Figure 6.1: lllustration of Route Selection Algorithm

Property 2: For every nodev € G, only the path from s to v with the largest connectivity-
quality will be added into G'.

Due to these two properties, we could easily proof the pregp@dgorithm satisfies the prop-
erty of optimality. Now, we will use an example to illustrdatew this algorithm works. As shown
in Fig. 6.1(a). The lengths of road segments i3, roq andry,; are 1000m, 800m, 1000m and
800m, respectively. There ai), 16, 20 and8 nodes on road segments, 12, 724 andr,,, respec-
tively. Then, we can compute the CQsigf, r12, 124 andr,, as.85, .90, .85 and.57, respectively.
According to our FIND() algorithm, node is first moved toG’. Then, as shown in Fig. 6.1(b),
nodel will be added ta’ as it provides a higher connectivity-quality than that ofled. Since
the connectivity-quality’'Q,1» = .78, node2 is moved toG’ as shown in Fig. 6.1(c). Finally, as
shown in Fig. 6.1(d), node was added td-" with the connectivity-quality’'(Q),124 = .69 which is

still larger thanC'Q),;, = .57. Therefore, the route,;5; will be considered as the optimal route for

forwarding packets.
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After receiving a packet, a node calculates the optimalkrantd selects the next hop which is
closer to the next intersection. For the example shown in&:iy vehicles on road segments
or 1, can compute the same routg,, to forward packets.

When packets are routed around an intersection, the ches¢haop will be the one which is
closest to the next intersection along the optimal routeutiRg policies such as location first, di-
rection first and hybrid probes in [13] can be adopted in ACARutther improve its performance,

which are considered as our future works.

6.2 Velocity Compensated Neighbor Location Prediction

In geographic routing, every vehicle periodically broastsgbeacons) its current location in-
formation to its neighbors. However, since the broadcasbgeannot be too small, the neighbor’s
information may be out-of-date and thus affects the nextdedction in geographic routings.

To address the issue of out-of-date neighbors, many neigbbation prediction (NLP) al-
gorithm are proposed [11,21,57,58]. The basic idea is b&dtre selecting the next hop, a node
needs to predict all its neighbors’ locations based on fhasition and velocity information broad-
casted in the last time interval. In the ACAR protocol, we giynadopt the NLP scheme used
in [58].

After predicting neighbors’ locations, nodeselects the next hop only through those still
within the communication range. Although the NLP algorithsed in ACAR is very simple, it
does help improve the network performance as shown in owlatian results. In some cases,
a node cannot find another neighbor to forward packets (iretleat of network partition), then
these packets will be saved into its buffer and carried [1ij ¥he vehicle as it moves towards a

next node to which it can forward the packet again.

6.3 Adaptive Route Selection

If the density information on each road segment is corréet,optimal route will be the one

with the highest connectivity-quality. However, in reglihere may be some errors in the statistical
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density data. For example, suppose on rdathere arel00 nodes (on average) in the afternoon,
then it is possible that the network density between 2:0@p@0pm is50 and from 4:00pm to
6:00pm is150.

One possible solution to this problem is to flood the entirevoek to collect the real-time
density information. However, even with directional anficggnt flooding, this approach could still
cause too much broadcast overhead. Therefore, we propcsdaptive path selection approach
that collects real-time density data when packets are Weimgarded into the network.

ACAR first computes a route based on statistical density ftata the pre-loaded map. It
then puts the route information into packet headers andrmnéa packets along this selected route.
While the packets are being forwarded to the destinatiotwork densities of all road segments
along this path are collected simultaneously. This prqaested on-the-fly density collection, is
described in the next section. After a pre-defined numbemethe-fly density collections (e.g.
10), the density information on road segments in the route ealtained at the destination. If
the error rates of some road segments density exceed tlshdidee.g. 30%, the sink node sends
an acknowledge message to notify the source about the updatesity of that road. Next, the
source node re-computes a new route based on the recerglya@@nd more accurate density

data. Eventually, the selected route will converge to amugdtroute.

6.4 On-The-Fly Density Collection

As stated above, the on-the-fly density collection procedene while data packets are being
forwarded. Before transmitting data packets, every fod@aadds into the packets its local density
information, which is obtained through collecting beacgnmessages. Then, the total density of
a road segment can be obtained at the end of it. When pacleets tiee destination, the density
data for all road segments along the path are collected.

As shown in Fig. 6.2, the data packet is composed of two paréEket header and data
payload. At the beginning of data payload, there are sonexved fields (bytes) for on-the-fly

density collections. The first byte records how many roadrssds (e.g./V,) on selected route,
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Figure 6.2: On-the-fly Density Collection Mechanism

and subsequenY, bytes record the density information of every road segmaerihe route. The
initial values of these fields afe Since the source node is able to compute entire route based o
historical density data from digital maps, it is easy to getritumber of road segments on the route.
We now state how a packet forwarder collects its local dgnsformation and updates the
corresponding byte in data packets. Since every node peaibdbeacons its location, velocity
and id to its neighbors, a node obtains the number of its apereighbors. In addition, with the
neighbor’s location information, a node can determine Ww&e&a neighbor is in front of or behind
it. For example, node; in Fig. 6.2 infers that nodes (including:,) are in front of it and> nodes
behind. Suppose nodg is the current packet forwarder which is at the beginningpafirsegment
1, andn, is the next hop. Before, sends data packets, it adds the number of nodes betwedn itsel
andn; (including itself) to the fieldRS; and forwards them ta,. Then,n, follows the same
strategy and sends packetsitp Nodens; modifiesRS; again by add its collected local density
information, and sends out packets. Finally, packets rdaeknd of this road segment at node
Noden, needs to decide if its next hop is still on the same road segrfeo, it continues the

procedure as node; did. Otherwise, it add$ to RS, because itself is also on the road segment 1,
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and forward packets to its next hop, exg.in Fig. 6.2. Consequently, nodg adds6 to RS, and
forward packets tag. In the same way, when packets reach the destination, gerigvery road
segment on the route is collected.

After the on-the-fly density collection, the destinatiomemeeds to notify the source if there
are significant discrepancies between statistical andtireal density data. If so, source node
recalculates routes with newly collected density infoiogt otherwise, the same route will be

used for delivering future packets.

6.5 Next Hop Selection

On each road segment in the selected route, packets mawieerdied through multiple hops
from the beginning to the end of the road segment. The nexihibpe selected using a metric
that minimizes the PER of route on each road segment. The PERnk between two nodes can
be calculated by counting the number of successfully dedtv@ackets and dropped ones. This is
calculated during the beaconing period and thus does not additional network overhead.

The original geographic routing protocols [10, 11] chodse farthest node as the next hop,
since this selection can minimize the total number of hophéodestination. However, the link
quality to the farthest node is usually weak because PERa&sess as the transmission distance
increases. However, selecting next hop with a shorterrtistavill increase the number of hops.
As proven in [59], the data delivery ratio will decrease aslibp number increases. So there is a
trade-off between shorter transmission distance and snralimber of hops.

To address this issue, every node needs to measure the packetate of all its neigh-
bors. Suppose on a road segment there are two neighborimg:p@hdn,, and they periodically
send their locations to each other. By counting the numbgaokets successfully delivered and
dropped, the expected transmission count (ETX) can be leddcliusing the approach in [60].

Then the PER from, to n, is obtained as:

1

PER, =1—
Ba ETX,,

(6.1)
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where E'T X ,;, is the expected transmission count from negdo n,. In the same wayPFE Ry,

can be computed. Since the route is already known (stordaeipacket header), node then
computes the remaining distance (denote®ag from itself to the next intersection. Suppose the
distance between nodg, andn, is d, then the PER of the remaining route on this road segment
can be estimated by:

Dis

PER=1— (1 — PER)5 (6.2)

We assume different parts of the same road segment havertha siommunication environment,
thus the distance between nodes will be the dominant fabtdrdffects the data delivery ratio.
So among its neighbors, nodg selects the one that minimizes the PER of the remaining gath a
the next hop. The same next hop selection will be done on lkd\Miong road segments aiming to
achieve the highest data delivery ratio along the wholeerottowever, due to frequent network
partitions in VANETS, a data forwarder may have no neighliotse forward direction. In these
cases, we adopt the carry and forward scheme [16] that Byfeekets and waits until there exists

an available next hop. Then the packet will be fetched froenatiffer and forwarded again.
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Chapter 7

Simulations and Results

7.1 Mobility of Nodes

Since modeling of complex vehicle movement is importantafocurately evaluating proto-
cols, we generated the movement of nodes using VanetMolpBEivhose mobility patterns have
been validated against TSIS-CORSIM, a well-known and eadid traffic generator. The Vanet-
MobiSim features new realistic automotive motion modelb@h macroscopic and microscopic
levels, and also supports traffic lights, lane changes aeeldspegulations.

We compared the network connectivity model with data ctdléchrough VanetMobiSim
simulations for a set of parameters: length of road segnasetage vehicle velocity and traffic
light period. Specifically, as shown in Fig.7.1, there ar®@ddrsegments (each i800m) in the
map, the average velocity of vehiclesli&n /s and the traffic light period is 120 seconds. Those
small squares denote vehicles moving on the road, the nupelsates them are the node IDs. Our
goal is to collect the network connectivity and density mfiation on the middle road segment
ending with two traffic lights. The simulation time is 200@sads and we check every second if
the network is connected. The number of times that netwagkesa@nnected is denotedasnd the
probability of network connectivity can be calculatedtg®000. Similarly, the average network
density can be collected, though it may not be an integer.&ffeated the same scenario 10 times
with 10 different random seeds to achieve a high confidenad.lé\s shown in Fig.7.2-Fig.7.7,
with different road lengths, velocities and traffic lightrjpels, the connectivity model matches the
value obtained from VanetMobiSim very well (confidence les®5%).

In the above simulations, there is only one road segmenaaong two lanes in each driving
direction. We also verified the connectivity model in theesasf more lanes (e.g. 3-5 lanes), one

traffic light at the end of a road segment and routes that sbo§imultiple road segments. The
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results showed our connectivity model matched the sinaratsults very well. However, due to

space limitation those results are omitted in this work.
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Figure 7.4: Validation of Connectivity Model with Road = X0, Velocity = 7.5m/s and Traffic
Light =120s

7.2 Digital Maps

We used two maps in simulations to show the high performah&€aR, and how different

network densities and vehicles velocities affect thisgrot.
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One map is illustrated in Fig 3.1, which contains 5 major reedmentsi gz, I4lc, I41p,

Igl- andicIp. The length of each road segment and number of nodes depboydetm are the
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Figure 7.7: Validation of Connectivity Model with Road = 188, Velocity = 10m/s and Traffic
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same as we described in Chapter 3. This map is used in Sceiramdich we evaluate the basic
network performance of ACAR such as: data delivery ratid-emend delay and throughput.

In the Scenario Il, we load a real map topology from the from tibpologically integrated
geographic encoding and referencing (TIGER) databasehaiused by the United States census
bureau to describe land attributes of U.S.. Withih0a0m x 1000m area, street layout is from
a city in Tennessee, centered at latitidé62102 and longitude-84877562, has15 intersections
and 38 road segments as shown in Fig.7.8. To evaluate how differetwork densities affect
network performance, we double the network density of s#veads which are marked with bold
black lines in Fig.7.8. We also adjust the velocity of vebégin the network and evaluate how

network mobility affects the routing performance.
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Figure 7.8: Street Layout of the Area Centered3at (2102,—84877562) in the Tennessee State

7.3 Networking Simulation

We simulated the ACAR protocol in NS2 (ns-2.33) and compénedh VADD [13], MOVE [17],
GPSR* and GSR*. The original GPSR [10] and GSR [11] simplypdpackets when network dis-
connections occur, so we add carry-and-forward schemé&m aind named them as GPSR* and
GSR*, respectively. To make fair comparisons between ACAR @ther trajectory based routing
protocols, we also implemented the neighbor location pegtin scheme on VADD and GSR*.

Because the proper PHY/MAC modules for vehicular commuiuna are still under devel-
opment and not available for NS2, we adopt the channel fadiodel proposed in [56] and IEEE
802.11a as the MAC/PHY protocol. Since we are intereste@iwaork performances of different
protocols, we omit the exact simulation of lower layers boigider it in our future work when
IEEE standards for vehicular communication are finalize@talds of simulation parameters are
listed in Table 7.1.

We first simulated the Scenario | in which the basic networgsmances are evaluated

such as the data delivery ratio, end-to-end delay and nktiwoughput. Then, we simulated
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Table 7.1: Simulation Set-Up Parameters for ACAR

Parameter | Value

Number of lanes 2 lanes per direction
Number of nodes 40-200

Velocity 10-90 miles/hour

Period of traffic lights| 60 seconds
Communication range 250 m

Beacon interval 1.0 second
Buffer size 64 KB
Packet size 512 Bytes

the Scenario Il with different network densities and vedstlelocities and evaluated the network
performances and network overheads of the proposed ptotbteach scenario, different data
sending rates (1 to 10 pkts/s) were used. A source node i®migdselected to communicate
with a fixed destination. Given a real-time location seryi€AR works well if the destination is

mobile. However, we considered a fixed destination to mopleglieations described in Chapter 1.
The simulation time is 2000 seconds and each scenario iatexp20 times to achieve results with

a high level of confidence.

7.4 Data Delivery Ratio

Data delivery ratio is the number of received packets at geiation divided by the total
number of packets sent into networks. As shown in Fig. 7.9ARGchieves the highest data
delivery ratio (above 90%). This is because ACAR forwardskpés along route on roalh Iz /-
with the highest connectivity-quality.

As shown in Fig. 7.9, GPSR* and GPSR give the second and thgloekt data delivery
ratios, respectively. When network partitions occur, GRHid GPSR* utilize perimeter mode
searches to find routes, so packets may finally delivered ad ¥/ 31~ which has the highest
connectivity-quality. However, GPSR* only successfulglidered about half of packets compared

to the performance of ACAR. This is because, after packet$aawarded on road, /- or I41p,
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Figure 7.9: Data Delivery Ratio in the Scenario |

it is possible that there are no connected links back to fqéd. So these packets are buffered and
carried by nodes moving on roddI. or I 41p. On the other hand, wireless transmission qualities
of these two roads are very bad, so the data delivery ratioRBR¥ forwarding packets along
them is very low. Since we implemented the carry-and-fodasotheme on GSPR*, it delivered
10 — 20% more packets than GPSR. So we conclude that the carryeswaifd scheme is very
helpful for routing protocols in VANET to achieve high dateligery ratios.

GSR* selects road, I to forward packets, as it is the geographic shortest pathealés-
tination. According to the connectivity model in VADD, pathl- provides the shortest delivery
delay, so it is chosen to route packets. However, the coivitggbrobability of this road is just
.29, and the wireless transmission quality is even lower. Tioeeethe overall data delivery ratio
of packets being routed on this road is very low. Since GSR*\&DD choose the same path for
routing, they generate very similar data delivery ratiauhess

The original GSR protocol gives a lower data delivery rataly .02), compared to the ex-

tended version GSR*. This is because on GSR*, we implemeNid® and carry-and-forward
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mechanisms. The NLP scheme can help nodes to correctlyt sedegext hop and the carry-and-
forward scheme can avoid packet loss due to network pamsitidhe data delivery ratio of GSR*
is about5 — 10 times that of GSR. Therefore, we conclude the NLP mecharssaiso necessary
for VANET routing protocols to achieve high data deliveryioa.

MOVE protocol delivered the least number of packets in omusations. In MOVE, there
are seven forwarding rules being used to select the next iione of neighbors satisfies these
forwarding rules, packets will be carried by current node p&ckets are more likely to be buffered
and carried by vehicles instead of being greedily sent oatwA will describe later, these packets
may be dropped due to packets expiration, weak wireless tmkext hops and buffer overflows.
The number of packet loss due to these reasons is very high®ME, so it gives the lowest data

delivery ratio compared to others.

7.5 Reasons of Packet Loss

There are mainly three reasons of packet loss for all VANEIqmols: packets expired, weak
wireless links and buffer overflow. We measured the numbdosifpackets due to each reason,

and then find the major cause of packet loss for each protocol.

7.5.1 Expired Packets

Since we cannot run simulations an infinite number of timégmsimulations are terminated,
there might be some packets, called expired packets, sthuffers and these packets will be
dropped due to their huge delays. As shown in Fig. 7.10, tatibn of expired packets of MOVE
is almost 5-6 times that of the others. However, ACAR, VADISR and GPSR* have the similar
number of expired packets. The reason is that, in ACAR, VABIBR* and GPSR* protocols,
packets are greedily forwarded to the next hop; but in MOV Eheé neighbor satisfying none
of the forwarding rules (totally 7 rules), packets will beroad by the current node. Therefore,
packets will be more likely buffered in MOVE than the othddawever, due to the small number

of expired packets, we conclude that packet expiration ishredominant reason for packet loss.
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Figure 7.10: Fraction of Packets Still in Buffers After Tenaiting Simulations

7.5.2 Wireless Transmission Loss

Packet loss can also be caused by weak wireless links tohogxttodes, e.g. the next hop
is too far away or even out of the communication range of cuirpacket forwarder. As shown
in Fig. 7.11, the number of this type of packet loss is muclhéighan that of expired packets.
In Fig. 7.11, we note the original GSR has about 95% packeigped due to this reason. GSR
chose nodes on road /- to forward packets, but the probability of network connattion this
road was so low that most packets were dropped because tbezenw available next hops. The
original GPSR also suffers this problem because not allgtaatan be routed along road/z I,
i.e. some packets were dropped on réad- or I 1, before they were forwarded backt@/z I~
through perimeter searches. However, GPSR* can reduckitli®f packet loss. Because if there
is no available next hop, packets are not simply dropped bif¢ted and sent until another next
hop occurs. Since GPSR* does not have the NLP mechanism padstts dropping in GPSR* is

caused by the problem of out-of-date neighbors.
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Figure 7.11: Fraction of Dropped Packets Due to Weak Wisdl@sks

MOVE gives a fewer packet losses in this case because mdsttgaare buffered instead of
being greedily sent out. Since NLP mechanism is implemeaotedoth VADD and GSR*, they
have fewer packets dropped for this reason. For ACAR, bedildé, it will carefully select every
next hop; therefore, compared with others, it gives the &ivpacket loss due to weak wireless
links.

In summary, we can conclude that weak wireless link is theonrgason of packet loss for

GSR, GPSR and GPSR*.

7.5.3 Buffer Overflow

Another reason of packet loss in networks is: the buffer maywerflowed so that all in-
coming packets have to be dumbed as there is no more spadeefar tFig. 7.12 presents the
percentage of lost packets due to this problem. As showrerigire, VADD and GSR dropped
more than 70% packets due to this reason. Therefore, if teeo$buffer is large enough so that all

packets can be buffered and carried by vehicles, VADD and G8Ryive a similar data delivery
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Figure 7.12: Fraction of Dropped Packets Due to Buffer Owerfl

ratio as that of ACAR. In other words, ACAR has a lower requieat of the capacity of buffer on
vehicles to achieve a high data delivery ratio. As we memwtibibefore, because of the 7 rules of
selecting next hop, most packets will be buffered by MOVEwg&ocan see from Fig. 7.12, more
than 60% packets were dropped in MOVE because it has alra#thrdd too many packets and
had no space in buffer for those packets.

Comparing with the packet loss caused by weak wirelesslhiafter overflow problem is not
a significant issue for GPSR*; but is a significant one for ACARerefore, we conclude buffer

overflow is the major reason of packet loss for GSR*, VADD, M®shd ACAR.

7.6 End-to-End Delay

The end-to-end delay is defined as the average time takerpfmiet to be transmitted across
networks from source to destination. As shown in Fig. 7.18\WkE gives the largest end-to-end
delay, which is mainly because of the long time vehiclesycpackets. There are 7 forwarding

rules in MOVE which determine if packets are transmittedrfrourrent node to the next hop.
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Even though a neighbor is closer to the destination, it maysatsfy the forwarding rules and
thus cannot relay packets. Therefore, more packets willubénpo the buffers and that results in
a larger delivery delay since the velocity of vehicles is mlower than the wireless transmission
speed.

VADD and GSR* give a similar end-to-end delay because théacséhe same road segment
I,1- (in Fig. 3.1) to forward packets. However, the probabilifynetwork connectivity on this
road is very low; thus, most packets are buffered as ther® isext hop available. Since the
velocity of vehicles is much slower than the speed of wirelgansmission, VADD and GSR*
generate a larger delay compared to ACAR and GPSR* whicharseected routes ohy Iz to
forward packets.

An interesting observation is that when the data sendirgiretreases from 1 to 10 pkts/s,
the end-to-end delay of MOVE decreases from about 700 to 260nsls, and VADD or GSR*
decreases from about 400 to 100 seconds. The reason of tisrbduction is: when the data

sending rate is increased, more packets will be forwardeldowt being buffered. For example,
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suppose the network dn I is disconnected durin@.0, .5) seconds and connected withib, 1.0]
seconds. When the sending rate is 1 pkt/s, the first packdievduffered. However, if the sending
rate is 10 pkts/s, the last 5 packets are delivered withougheuffered. Therefore, the average
end-to-end delay of 10 pkts/s sending rate will be lower tinan of 1 pkt/s case.

ACAR gives the lowest end-to-end delay, since packets aveasfaled along the path Iz 1.
There are22 nodes on this road segment, so the probability its netwonkectivity is very high
(.84). That also means most packets are delivered to the destingithout being buffered, and
thus ACAR saves the total time of delivering packets from sbarce to destination. GPSR*
generates a higher end-to-end delay than that of ACAR becsarse packets are forwarded to
roadl I~ andl,Ip, then they are detoured to rodgd/zI- by perimeter searches. So the longer
delay of GPSR* is caused by the longer route. However, itgities a lower delay compared to
VADD, GSR* and MOVE.

Unlike VADD, GSR* and MOVE, the end-to-end delay of ACAR andP&R* increases as
the data sending rate increases, due to two reasons. Fivkiiyn more packets are injected into
the networks, the probability of packet collision is larged thus the transmission delay increases.
Secondly, higher network traffic increases the queuing tnmeach forwarder (vehicle) and also

the end-to-end delay.

7.7 Network Throughput

We compared the throughput of MOVE, GPSR*, GSR*, VADD and ATh the network
shown in Fig. 3.1. Results in Fig. 7.14 show that ACAR outperts all the other protocols, i.e.
it achieves the highest network throughput8df kb/s. This value is about three times that of
GPSR* which is second best protocol. Since packets are fdedaalong routes with the highest
connectivity-qualities in ACAR, link quality per hop is Higr than that of others. Therefore, the
data delivery ratio and end-to-end delay can be improvedaM note the shapes of GPSR and
GPSR* results are very similar to that of ACAR because botiSBRnd GPSR* delivered most

packets along the route dn/z/-, which is the route chosen by ACAR too.
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VADD and GSR* give the similar throughput as the data senditg increases because they
all chosen routes on the same road segmeénk) to deliver packets. Since the probability of
connectivity of road 4 I is low, the throughput of VADD and GSR* is lower than that of AR,
GPSR* and GPSR.

An interesting observation of VADD and GSR* is that theirahghput increase when the
data sending rate increases from 1 kb/s to 500 kb/s and bestabke after that. This is quite
different from ACAR and GPSR*, whose throughput decreater aéaching the peak values. As
mentioned previously, when the data sending rate incretiseshance of packets being delivered
increases and so does the network throughput. However ifltila sending rate is so high that
buffer overflows occur on nodes, the larger data sendinggaiet helpful for network throughput.
At this point, every node will periodically send out one paickom its buffer when a next hop
is available. Since the time interval for periodic bufferecking is a fixed value, the network

throughput becomes stable in this situation.
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GSR gives the second lowest throughput performance bepaagets will be simply dropped
when it faces network disconnections which is very commomoaa / , /. MOVE will choose
nodes onl4Ip andI-1p to forward packets, so the overall network throughput wallvery low

due to low network connectivity and longer delivery path.

7.8 Impact of Network Density

To evaluate the network performance of ACAR in a more geroase, we simulated networks
in the second map with data from the U.S. TIGER database. \Ale&e how different network
densities affect the network performance, in terms of dateely ratio and end-to-end delay. In
reality, vehicles are not evenly distributed on roads, sanaaually deploy more vehicles (70% of
the total number) on certain roads which are highlightedddg bnes in Fig. 7.8, and fewer nodes

(30%) on the others. The total number of nodes in networkes&roma40 to 200.
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Since vehicles can only move on roads instead of the entimelation area, we defingetwork
density as the ratio between number of nodes and the total length daad segments. The total
length of roads in the map &78m, so the network density varies froni197 to 1/40 nodes per

meter.

7.8.1 Data Delivery Ratio with Different Network Densities

As shown in Fig. 7.15, except for VADD and MOVE, all protocdlsliver more packets as
the network density increases. This is because when the eunhinodes increases, the expected
network connectivity probability increases too and so dbheglata delivery ratio. From Fig. 7.15,
we note that when the network density is low, 40 to 120 nod€sSK and GSR* give similar
data delivery ratios. That means the perimeter search inR&[8nnot drastically improve the
data delivery ratio when network density is low, but it doefphto reduce the end-to-end delay
as shown in Fig. 7.16. However, when the number of nodesgeldhan 120, the network con-

nectivity probability increases. Then, it is more likely 8PSR* to find a connected path instead
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of forwarding packets on the geographic shortest path. efbes, it delivered more packets than
GSR* which still forwards packets on the geographic shortesd segments.

In the MOVE protocol, the larger the network density, thengigthe probability of Ping-Pong
situation occurring (as described in Chapter 3). So thevesliratio of MOVE is reduced. For
VADD, its data delivery ratio increases when network dgnisitiow (40 — 80 nodes), decreases
when network density is mediuns(( — 140 nodes), and slightly increases when network density
is large (40 — 200 nodes). When the network density is low, VADD considers nonazted
network on most road segments, and will forward packetsglioa path with higher probability of
connectivity, e.g. roads marked by bold lines in Fig. 7.8ug;the delivery ratio will increase when
more nodes are deployed in networks. However, when the mettémsity becomes larger, VADD
may find there are some connected networks on other road$ \aheéccloser to the destination.
Then, VADD will forward packets along those roads. Due tolthitation of connectivity model
in VADD, probabilities of connectivity of these roads arduadly very low. So the data delivery
ratio decreases until these roads are really connectedrn(@dé€s). After that, the data delivery
ratio of VADD is similar to that of GSR* because both of themlwhoose the geographic shortest
path to forward packets. The delivery ratio slightly in@es when more nodes are deployed on

the shortest path.

7.8.2 Network Delay with Different Network Densities

The end-to-end delay of all protocols, except for VADD, dsaphen network density in-
creases. This is because network connectivity probabilityeases when more nodes are de-
ployed in networks. As shown in Fig. 7.16, ACAR and GPSR* give lowest and second low-
est end-to-end delay, respectively. Since ACAR forwardske® along routes with the highest
connectivity-qualities, the number of buffered packetgifty network disconnections) is less than
that of GPSR*, resulting in a lower delay. On the other hanldenvnetwork disconnections oc-
cur, GPSR* in the perimeter mode can search for another ctexhgath (e.g. the path used by

ACAR), so it also generates a small delay compared to others.
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GSR* only forwards packets along pre-defined routes, i.e.g#ographic shortest path, so
it has no opportunity to find a better connected path as GP®RS$.dTherefore, it gives a much
higher end-to-end delay. As mentioned above, in MOVE, nad#ésarry more packets in their
buffers and this will reduce the data delivery rate. Thus \NE@ives a very high end-to-end delay.

An interesting observation of VADD'’s end-to-end delay tsdécreases from 40 to 80 nodes,
and increases from 80 to 140 nodes, and decreases again #@io 200 nodes. The reason
is similar to that of the delivery ratio results: with the ometivity model used in VADD, some
disconnected paths are considered connected and selactedtas to forward packets. Along
those frequently-disconnected paths, packets are frdguemfered so the average end-to-end

delay of VADD is higher than GPSR* and ACAR.

7.8.3 Delay Distributions of Different Protocols

As the end-to-end delays of ACAR and GPSR* are very similarfurther investigate the de-

lay distribution of delivered packets. For example, whesréhare 40 nodes in networks, the delay
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distribution of received packets for all protocols is shawikig. 7.17. The x-axis denotes indices

of the received packets, and y-axis for end-to-end delayshndre measured in seconds. We order
received packets by their end-to-end delays. Dots deneternll-to-end delays of corresponding

packets.

As we can see, ACAR delivers most packets with smaller detaysle in GPSR*, some
delivered packets have very large delays (a few hundrechgegoIn addition, although GPSR*
and GSR* deliver similar numbers of packets, GPSR* defipitelites packets along faster but
longer paths than those used by GSR*. Some packets (1st th)GD0GPSR* are delivered
successfully along connected paths, while others (aftettj@re buffered and carried by vehicles.
Since paths selected by GPSR* are longer, delays of somefsacikcled in Fig. 7.17 are even
larger than those of GSR*. However, this situation changkdmthe network density is increased
to 100 nodes, as shown in Figure 7.18.

With larger network density, GPSR* can deliver more paclets large delay to the destina-

tion. However, no matter what the network density is, giveerain delay value, ACAR delivered
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more packets than any of the others. In summary, we condhad&CAR not only gives the lowest

average delay but also delivers more packets with smallaysleompared to other protocols.

7.9 Impact of Velocity

Since mobility of nodes may affect the performance of prolcwe simulated networks
with 100 nodes moving with different velocities. As showrFig. 7.19, when networks become
more dynamic, the data delivery ratio decreases for albgas. However, ACAR is only slightly
affected (reduced by 1%) by the change of node mobility. lhieecause higher velocity does not
affect our connectivity model but only the choice of eachtri®p. In fact, the larger the velocity,
the lower the accuracy of predicting neighbors positions.

Since we implemented NLP on VADD and GSR*, their data dejivatios drop more slowly
than GPSR* and MOVE. For GPSR*, as no NLP algorithm is avélailb may select next hops

which are already out of the communication range due to tgh bBpeed of its neighbors. The
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situation is even worse for MOVE protocol. Unlike other mraatls in which packets are routed
on either geographic shortest paths or high connectivitgg9aMOVE forwards packets to nodes
moving towards the destination. However, this node may naovay from the destination a few
seconds later. If no next hop is available, which is very camrfor MOVE, current forwarder
(carrying packets) will move away from the destination viast and so extends the total routing
path. The longer the route, the higher is the chance of wyosglecting next hops. So the delivery
ratio of MOVE drops very fast when the velocity increases.

As shown in Fig. 7.20, the end-to-end delay of ACAR is very loecause ACAR forwards
packets on routes with the highest connectivity-qualiti®s the delay of ACAR is mainly com-
posed of wireless transmission and protocol queuing delalyieh are very small. Since GPSR*
utilizes the perimeter mode to find connected paths, its/dslalso very low. However, end-to-end
delays of VADD, GSR* and MOVE are much higher and drop whenulecity increases. Be-

cause VADD, GSR* and MOVE have no mechanisms for selectimpected paths, their delays
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are higher due to more packets being buffered. In additidrenathe velocity increases, packet

carriers can move faster to the destination and thus dextbasverage end-to-end delay.

7.10 Networking Overhead

Networking overhead is defined as the number of packets senhetworks for every deliv-
ered packet. In other words, it is the ratio between the nurabsent packets (beacon and data
messages) and the number of received packets. As every eodelseacon messages periodically,
e.g. every one second, this kind of packets make up the magrnetworking overhead. When
the data sending rate increases, more packets will be detivte the destination, so the overall
networking overhead decreases. The total number of sekéfsaior all protocols are similar, so
the networking overhead of ACAR is the lowest as it delivess@rpackets than others (Fig. 7.21).

In ACAR, there is an on-the-fly density collection scheme ahihivill increase the size of
every forwarded packet. So we further evaluate the netwgriverhead by investigating the total

size of packets sent into networks per delivered packeth@&geriodic beacon scheme is the same
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for all protocols, we only consider the size of data packet®h As shown in Fig. 7.22, ACAR

gives the lowest networking overhead in terms of the avesageof data messages per delivered

packet. The major reason is that ACAR delivers more packets others, so reduces the overall

networking overhead.
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Chapter 8

Location Privacy Protection in VANET

In previous sections, we proposed and discussed in dewihdlaptive connectivity aware
routing protocol which is built upon the fundamental geqinia routing. However, geographic
routing requires every vehicle to broadcast its locatidarimation to its neighboring nodes, and
this process will compromise user’s location privacy. ERig solutions to this problem can be
categorized into two groups: 1) hiding user’s location opserving user’s identification infor-
mation in routing protocols, which drastically reduce netkvperformances. To address this issue,
we proposed a dummy-based location privacy protection (BBLrouting protocol, in which rout-
ing decision is made based upon the dummy distance to thimalkesh (DOD), instead of users’
true locations. In this scheme, users’ true locations ardtitication information are preserved,
so the user’s location privacy is protected. Our protoccobisipared to existing solutions by sim-
ulations, results show that the DBLPP provides similar oekwperformances as other routing

protocols, and achieves a higher level of location privaotgrtion on vehicles in networks.

8.1 Introduction of Location Privacy Issues in VANET

To support geographic routing in VANETS, most routing pomtis require location informa-
tion of vehicles being periodically exchanged among one+ieighbors. This broadcasting pro-
cess will release a user’s location and identification imfation to its neighbors in which malicious
nodes may exist. For example, by passively overhearingtheacon messages, an adversary can
easily identify the locations visited by a certain vehiahel@hen breach the privacy of this user.

Location privacy protection of geographic routing can bérel as: without losing the ben-

efits of geographic routing, a routing protocol should neeed any user’s current and historical
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locations to unauthorized nodes. The unauthorized nodgshmanalicious infrastructures (e.g
WiFi access points), laptops with wireless interfaces,ameles moving on roads.

There are several previous works on protecting user’s imtgirivacy. They can be cat-
egorized into two groups: preservation of node identity) (J®7, 50, 51] and geographic loca-
tion [53-55]. If a user’s identity is hidden, even though #uversary eavesdrops this user’s loca-
tions, it cannot link those locations to the user [46]. Hoarelt is almost impossible to completely
eliminate a vehicle’s identity because ID information igical for routing, security and billing
purposes. Therefore, randomly-changing pseudonyms arkarsvehicles to replace the perma-
nent ID in VANETS [47,50,51]. However, when pseudonyms g@iad on vehicles, the network
performance can be drastically affected as it was showrzh [5

Another approach is hiding vehicle’s location informat{68-55] so that the adversary can
only detect an area (where a node is located) but not the siddes location. Since location
information is the foundation of geographic routing pratisd10, 11, 13, 42], geographic routing
will fail if such information is not provided.

To avoid periodically broadcasting location informatianpther type of geographic routing —
contention based forwarding (CBF) [61] is proposed. In C&Hy nodes participating in routing
reveal their locations. Therefore, the location privaciEsther nodes are preserved because they
keep silent in the routing process. To further preserve dkation privacies of nodes involved
in routing, we propose a dummy-based location privacy ptme (DBLPP) protocol. Unlike
sending its real locations in CBF, a packet forwarder (Mehifirst sends a dummy distance to
destination (DOD) to its neighbors. After receiving the daynDOD information, receivers com-
pete to each other and the one which is the closest to thendash will be elected as the next
hop. Packets are then sent to this node, and it will route Hiokeis just as its last-hop node did.
The dummy DOD has to be carefully chosen so that not only thieradry is not able to infer the

forwarder’s true location, but also the geographic rougngls are achieved.
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To measure how well a protocol protects user’s locatiorgasrywe proposed a novel entropy
based location privacy protection metric. This metric msdee entropy (in the unit of bits) re-
quired for the adversary to attach user’s location privatlye network performance of DBLPP
protocol is compared with existing solutions by simulasoiResults show that DBLPP can pro-
vide similar network performances as those of other prdsoda addition, with the new privacy
protection metric, we also discovery DBLPP achieves a hifgwel of location privacy protection

comparing to others.

8.2 Threat Model and Problem Statement

8.2.1 Threat Model in VANET

Geographic routing in VANETS can significantly facilitateettracking of vehicles. Because
location information is shared among neighbors in geogcapluting protocols such as [10,61,62],
attackers can easily eavesdrops on vehicle’s and locafitie.may cause the leakage of a driver’s
privacy, e.g. a patient at an AIDS testing clinic might notnivlis or her movements (or even
evidence of a visit) revealed to others.

The adversary can be external, which installs its own waleceivers along roads and pas-
sively eavesdrops on vehicle’s communication messagestadsd in [51, 63], by exploiting al-
ready deployed 802.11a/b/g infrastructures, it is posegibbuild a global adversary which eaves-
drops on the entire networks.

The attackers can also be internal, which utilize devicatare legitimate members in VANETSs.
Such type of malicious nodes may passively collect datastngited among neighboring nodes by
the pre-installed IEEE 802.11 receiver. In our work, we assioth internal and external mali-

cious nodes exist in the networks.
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8.2.2 Greedy Forwarding Model

A vehicular ad hoc networking can be represented as a difecephG = (V, E), whereV
is the set of nodes (vehicles) aidis the set of wireless links, such that packets can be semt fro
node: to j for all (i,7) € E. Node: andj are called the origin and destination of lifik j),
respectively,. The origin and destination of a link E are denoted(l) andd(l), respectively.
We assume(l) # d(l) for VI € E. For each node, we assume it has the same communication
rangeR as others. If nodeis located atz;, y;), we define its communication area.dswhich is
a circle centered dtwith radius ofR.

As shown in Fig. 8.1, suppose the current packet forwardeode:, its neighbor sefV; can

be represented as follows.

Ny ={k:d(l) =kAo(l) =iVl e E} (8.1)

If we track all the outgoing linké € E from node, i.e. o(l) = i, we can find a set of nodes
k on the other sides of these links. These node denotéddg actually the neighbors of node
The purpose of greedy geographic routing is to select thghber which is the closest to the

destination as the next hop. Therefore, the next hop shauld b

s(i, d) — dis(k, d
arg max P(i, k, d) = {0, dis(i, d) — dis(k, )} (8.2)
VkEN; R

where functiondis(k, d) provides the distance between nddand the destinatiod. As VANET
is a dynamic mobile network, the grajgh may be different from time to time. However, for a
certain time instancg we consider it as a static graph, i.€.= G; at time instance.

8.2.3 Problem Statement of Location Privacy Protection in Geedy Forwarding

Greedy forwarding is widely used in geographic routing peots, such as GPSR and CBF.

In GPSR, every node in networks periodically beacons its D lcation to its neighbors and
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thus cause a significant privacy issue. However, in CBF, tmdge nodes participating in routing
share their location information. The problem we are s@\to check if the ID and location
information are necessary to achieve greedy forwardingiotf we investigate how to preserve
those information so that the network performance is natiBgantly affected.

In CBF, nodei first broadcasts a request message to its neighbors andovaiplies. When
a neighbork € N, receives this packet, it sets up a timer with the interval'6f — P(i, k, d))
whereT' is the maximum one-hop forwarding delay. L&} denote the circle centered at the
destination with radius afis(i, d), then nodes within the area ofl{ — A;) do not set up timers
since they are farther to the destination compared to the ndthen, the node which is the closest
to the destination, e.gj, will first time out and reply to the sendébecause of the shortest timer
interval. This reply also serves as a suppression messaglegoneighbors. That means nodes in
{k:o(l) =75 Nd(l) = k,Yk € (A; N Ag)} will cancel their timers.

From the above analysis, location information seems to liealrfor geographic routing.
If there is a global adversary or some passive malicious sigdeetworks, the driver’s location
privacy cannot be protected. Therefore, the challenginglpm we exploited is to develop tech-
niques that let a user benefits from location-based geogramiiting, at the same time, retains its

location privacy. The proposed protocol must satisfy tHiewdang conditions:

e User’s location information should be protected

e Greedy forwarding should be achieved, i.e., every selematihop must be the one which

is closest to the destination
e Not too much overhead is added to existing routing protocols

e Network performance should be similar as that of originason

8.3 Details of DBLPP Protocol

In DBLPP, before a data packet is transmitted, a packet falgvafirst sends a request to

forward (RTF) message. In such RTF message, the senderanide a dummy DOD, instead of
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its real location. Then, the elected next hop sends pseua®itystead of its true ID in the clear
to forward (CTF) message to reply the sender. Finally, tha gacket will be transmitted from
the sender to the next hop. This process is different fromatitize selection in the contention
based forwarding with active selection (so-called CBF-A8gause the DBLPP does not release

forwarder’s location or next hop’s identification.

8.3.1 Control Messages Exchange in DBLPP

In this section, we will describe how a next hop is chosen iLLBB. As shown in Fig. 8.1,
suppose the current packet forwarder is noddich received a packet with the sequence number
of seq# from nodem. This packet will be delivered to the destination locatehaty,). In the
figure, we note nodg¢ should be the next hop as it is closer to the destination cangp#o other
neighbors. Before forwarding this data packet, nofiest broadcasts a RTF message including
the seq# and (z4,y4). To illustrate the basic idea of greedy forwarding in DBLR#, currently
do not use the dummy DOD which will be introduced later.

When a neighbor (e.g. nodg receives this RTF, it first checks if the packet was received
before by comparing the sequence number in the RFT to thobefigred packets. If there is a
cache hit, nodé& will simply drop the RTF because it received this RTF befdfehe RTF is a
brand new message, noklsaves this RTF into its buffer and then sets up a timer withidhéme

of:

t(ry) = f(1=1/ry) (8.3)

wherer; is the DOD of node:. According to the above equation, the runtime of timer orheac
node is proportional to its DOD. Therefore, the one whiclhesdlosest to the destination will first
time out.

As shown in Fig. 8.1, nodg first times out and sends the CTF message includingdig
and a set of pseudonyms denoted<as D; >. Thesel pseudonyms i< 1D, > are randomly

chosen from a set df pseudonyms which are pre-installed in each vehicle. Givetasively large
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Destination

1. RTF+{seg#, DOD;, <x4 v/}

2. CTF+{seg#, <pseudonym >}

3. Data+{<pseudonym >}

Figure 8.1: Dummy Based RTF/CTF Exchange Among Vehicles

value of L andl, the probability of choosing the same pseudonym in two ifie CTF messages
will be extremely low.

This CTF message also serves as a suppression messagejfemaighbors. When these
nodes (neighbors of nodeand:) receive this CTF message, they will immediately cancelthe
timers because there is a better next hop selected. Sindge@Tthdrom j can only suppress its
neighbors, those nodes which are neighbors of nda& not node; may send duplicated CTF
messages. That means multiple CTFs may be received at ttiersen

After receiving the first CTF sent fron node; immediately sends the data packet including
the pseudonyms: ID; > of previously received CTF from nodg If nodei sends the data
packet before the second CTF is received, all its neighlyerswgppressed by the data message. If
a duplicated CTF message is received before the data packent, node simply omits this CTF

because a better next hop is already chosen.
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Figure 8.2: State Machine Of Nodes in DBLPP

When a neighbor of nodereceives the data packet, if it did not send any CTF messhage, i
drops the data message. Otherwise, it checks whether the, > in the data packet are the same
as what it sent out previously. If so, the packet are deltyeptherwise, the packet is dropped.

By exchanging one pair of RTF and CTF messages, geogragadygforwarding is achieved
between node andj. The whole process of such control message exchange wiletiertex-
plained by using state machine transition diagram. As shaviAig. 8.2, when the system starts,
all nodes are in the IDLE mode. Depending on what type of ngessareceived, a node will

change its mode as follows.

1. A node changes its mode from IDLE to SEND only if it intendssend data packets to
another node (destination) in the networks. To succegs$aiid out a data packet, this node

(sender) first sends a RTF message to its neighbors.

2. When the sender’s neighbors receive this RTF messagegtiee into the TIMER mode in

which timers are set up according to the neighbors’ DODs.
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3. The node which is the closest to the destination will fireetout and fire the CTF message.
That means it is elected as the next hop of the sender. Atends out CTF, it goes into the

RECV mode which indicates it is ready to receive data packets

4. When the sender receives this CTF message, it unicastsaltite next hop and returns to

IDLE mode.

5. If the next hop is not the destination, it will come to theNEEmode to keep forwarding the

data packet.
6. Ifitis the destination, it delivers the message and caiméSLE.

7. It is possible that the next hop receives a duplicated Gdm fanother node as we will

discuss in Section 8.3.2. It will simply dump this duplicht€TF message.

8. Other neighbors of the sender also receive the RTF messabset up timers as shown in
step 2. When they receive a CTF or data packet before the@rsiexpire, they will cancel
the timers because there is a better next hop selected. s$e ttases, they return to IDLE

from TIMER mode.

9. When a node is in IDLE mode and receives a CTF or data patketl, ignore those mes-
sages and keep in IDLE mode. Because it was not involved imetwork activities, it needs

to be silent.

8.3.2 Duplicated Responses and Location Privacy Protectio

In the previous section, we notice that there may be multjiglicated CTFs in the net-
works. These duplicated CTFs are useless for forwarding platkets but harmful for network
performance. On the other, from the length of a timer, theeeshry can easily infer the DODs of
corresponding nodes. Then, it can comprise the user’sitocptivacy. Therefore, it is important

to set up a proper timer so that the location privacies ofivece and senders are preserved and
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the number of duplication CTFs is minimized. In this sectiae will investigate how to set up a
timer to achieve those two goals.
According to Equation 8.3, when the timer of a node expirgsedds only on the node’s

DOD. Therefore, a simple way to set up a timer of a node with &8P will be:

t(ry=T-(1-1/r) (8.4)

whereT is the maximal one-hop forwarding delay. If timers are sefruthis way, duplicated
responses may be generated by receivers in a certain aliea, daplication area. As shown in
Fig. 8.3, suppose the best next hop is located, away from the destination. Assume there is
another node with the DOD ofsuch that(r) — ¢(r;) < ¢, whered is the minimal time interval
required for successful suppression. Then, this node efitisa duplication response before the
CTF from the best suited node can successfully suppressigs. tObviously, the larger the width
of the duplication area, the more duplicated responsedwifjenerated.

Following Equation 8.4, the value @f needs to be very large to achieve a reasonable small
duplication area. For example, according to Equation &4 timer’s interval on the best suited
node should be(r;) = T'- (1 — 1/r;). Duplicated messages can be generated from another node
with the DOD ofr satisfying the following condition:

Hm) < #(r) < ) +6 = T(1 — =) + 5 (8.5)

™
To avoid generating duplicated messages, the node neegtafo & timer with runtime greater

than:

t(r):T(l—%)jL(S:T(l—i) (8.6)

T—6r1

The width of duplication area can be computed as:

T or?
—ry =
T—6r, ' T—on

(8.7)
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Figure 8.3: Duplicated Responses and Duplication Area

Sinced is a fixed value, we can rewrite the maximal one-hop forwaydielay7” ask - §. To

achieve an acceptable duplication area with the width ahe following equation must hold:

or? r?
= A 8.8
T — 5’/“1 k— 1 < ( )
In other words, the delay will be:
2

ri +riA
_ ) 8.9
T 0 (8.9)

From the above equation, we find that the longer the DOD of & nibe larger the value af
will be. However, the value df’ must be very small to avoid large networking delays. To asklre
this issue, we modify the Equation 8.4 by considering themyr®OD information obtained from
the last-hop node. Suppose a node (current packet forWasdeds a RTF packet, all receivers

will set timers according to the following equation:
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Figure 8.4: Dummy DOD Selection On Packet Forwarder

W) =T- (T ;Rff ) (8.10)

wherer is the DOD of a receiver ang) is the dummy DOD information from the received RTF.
The value of; is randomly chosen, so the real location of last hop nodeesisgived. The selection
of dummy DOD7; is shown in Fig. 8.4. We first randomly choose a point on the between
current packet forwarder and the destination. This poingtrbe R away but within2 R from the

packet forwarder, wherg is the wireless communication range. The value,adan be computed

as:

Fr=r;—(1+p)-R (8.11)

wherer; is the real DOD of the forwarder, andis a real number randomly chosen frdm 1).
Since the value op ranges fron to 1, the forwarder’s real location is hidden within a range of
R. That means the differen¢e; — 7¢| between the real and dummy DODs is withif 2R]. By

using the random variable the forwarder’s location is protected.
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We also know that — 7 is equal tor —r; 4 (1 + p) - R. Since the forwarder and the receiver
are neighbors, the value of- r; must be withif— R, R]. Therefore, the value of — 7 is within
[0,3R]. According to Equation 8.10, the runtime of the timer on tiisle will be within[0, T7].
Therefore, the value df is independent upon a node’s DOD and it does not need to bdargey
to reduce the number of duplicated CTFs.

With these equations, we calculate the width of duplicaticea asR - /7. If T =k -6, to

achieve an acceptable duplication area, we must have:

T=3R-A-§ (8.12)

We note that the one-hop maximal delay in the above equatiarfiked value. This delay is
much smaller than what is computed from Equation 8.9, anddstable in VANETSs.

Since dummy DODs and pseudonyms can preserve the locatohglantifications of ve-
hicles, the DBLPP provides a higher level of location privacotection on vehicles in VANETS.
Meanwhile, with the active selection of every next hop, gapgic routing is achieved in networks
as well. In addition, the number of duplication responsatarerage one-hop delay are reduced

in DBLPP comparing to the original CBF-AS.

8.4 Entropy Based Privacy Protection Measure

To evaluate a location privacy protection scheme, we neetetasure the hardness of an ad-
versary node attacking a user’s location privacy. Theegfae propose an entropy based location
privacy protection metric.

As we described in previous sections, the location privdoyeticles in VANETS includes
two types of information: node’s identification and locatidPrevious works on location privacy
protection either focus on the preservation of node’s locabr node identification. We claimed
that preservations of both ID and location are necessargusecit is possible for the adversary

node to detect the node ID or location. For example, the IEEEXB. MAC address or IP address
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Li| 1 1 1 0
L1 1 1 0
L1 1 1 0
L1 1 -+ 1 0

Figure 8.5: Matrix Recording Possible Node Identificatiéimsl Locations

of a vehicle can be easily captured by wireless networkengbftware. On the other hand, there
are many available wireless localization technologiescivisian be utilized by the adversary node
to track user’s locations.

In our work, we assume it is impossible or costly expensivetie adversary detecting both
node’s ID and location. We first model the probability of tliva@rsary node being able to predict
a user’s ID and location information in VANETS. Because thrigbability is usually very small,
it is difficult to distinguish the difference between di#et privacy location protection schemes.
Therefore, we use entropy to model the overall hardnes<safitn privacy attack on the adversary
node.

We define two matrices and denote thend &&(s, p) andL M (s, p), respectively. Each matrix
contains two dimensions: node IDs and locations. As showkign8.5, the dimension denoted
asl = I,,1,,---, 1, records all nodes IDs in networks. The other dimension dghatl =
Ly, Ls, -+, L, is used to record node’s locations information. The inwialue of I M (s, p) and
LM(s,p)is 0. It will be updated by adding if the adversary node receives a message indicating

nodel; is probably located at ;.
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At a certain time instancg there will be several communications occurring betweeaheso
Let's look at the communication link between nodand j, as shown in Fig. 8.1. Nodefirst
sends out a RTF including its dummy DOD to its neighbors. Timenle; sends a CTF contain-
ing pseudonyms to node Finally, data packets are delivered franto j with the pseudonyms
previously received from.

In the first step, node releases its rough location to the networks by providing @nrmy
DOD. Since the dummy DOD is randomly chosen, there may be ateaby nodes providing the

same DOD and those nodes can be presented as:

Xi = {k : dis(k,d) > [dis(i,d) — R] A dis(k,d) < [dis(i, d) + R]} (8.13)

wheredis(k, d) anddis(i, d) are the DODs of nodk andi, respectively. In this case, the adversary
node update& M (s, p) to LM (s,p) + 1 wherep = L, (k € x;) because any nodec y; can give
the same dummy DOD. Therefore, from this dummy DOD of nqdlee adversary node can only
predict this message was froppbut not sure which node in the set. For example, supposemode
andn, are in the set of;. The adversary node only knows there is a message fromadodatj L.

or L;, but has no idea about who sent this RTF. Therefore, as sholig.i 8.5, the adversary node
updated.M(s,p) = LM (s,p) + 1 wheres = Iy, I5,-- -, I,,,p = L1, Lo, L;. Similarly, if the CBF
protocol is used, we need to upddte/(s,p) = LM (s,p) + 1 wheres = Iy, I5, -+, I,,p = L;.

For the second step, nogesends a set of randomly chosen pseudonyms in its CTF mes-
sage. Because every node can send the same pseudonymseitsagdnode leans nothing about
sender’s ID information from this message. In this cas@diates the matrix by changidd/ (s, p)
tolM(s,p)+ 1foralls =1, 15,---,1,andp = Ly, Lo, - - -, Ly,.

For the third step, since there is no more new informatioer(idication or location) revealed
in packets, we simply omit this step in the privacy protattweasurement.

If we look at the CBF-AS protocol, a packet forwardesends out RTF along with its location.
The next hopj sends CTF along with its ID to the previous packet senderhénfitst step, we

setLM(s,p) = LM(s,p) + 1, wherep = L;, for everys = I, 1I,,---,I,. In this case, the
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adversary node only needs to predict from which node thisaggsis sent. In the second step, we
set/M(s,p) = IM(s,p) + 1, wheres = I;, for everyp = Ly, Lo, - - -, L,. This is because the
adversary node only needs to predict where npide

For a matrixM (eitherM or LM), the value ofM (s, p) records the number of times that
nodes probably appear at locatign The entries of\/ are proportional to the joint probabilities,

which we obtain by normalization:

M (I, Lo)

P(Szfo,p:[/o):i
M (s,
by (s,p)

(8.14)

This equation models the probability of the adversary nadedhable to predict that nodgis
at locationZ,. For example, if the adversary node receives a RTF from dgdbe probability of
the adversary node being able to predict nfgis located af, will be 1/n. If the adversary node
receives one CTF, the pseudonyms provide nothing usefultalmzle identifications. Therefore,
the probability will bel /n? because this message can be sent from any node at any location

If the adversary node can spoof node’s ID, the conditionabgbility of the nodel, being
located atl, will be:

M (I, Lo)

P(p = Lo|s = Ip) = S M(Io.p) (8.15)

Therefore, the Shannon’s entropy required by the adversaatg to correctly predict that nodg
is located atL, will be:

1
Hp =Y P(p|s =I,) - log 5 (8.16)
p

(pls = Io)
Similarly, if the adversary node can detect a node’s locatibe conditional probability that

at locationL, the node must b, is:

P(s = Iylp = L) = % (8.17)
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So we can compute the entropy of predicting that at locatigrthe node must bé&,:

Hj =Y P(slp=Lo) -log 5 (8.18)

-
(s|p = Lo)

If the adversary node can localize node’s locations edbiéyuncertainty of predicting IDs of

all nodes will be cumulative entropy:
Er=Y Hl p=1Ly Ly, Ly (8.19)

where we assume the network events (e.g. sending RTF méssagadependent to each other.
Therefore, cumulative entropy models the hardness of theradry node to predict all nodes IDs.
If these events are dependent to each other, we can use tagawentropy to model the hardness
of predicting only one node’s ID. This average entropy cacdraputed a&s; = E;/n.

If the adversary node can detect node’s IDs easily, the taiogy of predicting locations of

all nodes can be modeled as cumulative entropy:
Er=Y Hfs=1II-,I, (8.20)

where we also assume network events are independent to gech®imilarly, when these events
are dependent to each other, the average entippy E/n can be used.
Suppose the costs of enabling identification spoofing anailation at the adversary node

arecy andcy,, respectively. Then, we obtain the balanced cumulativepptas:
H(M):w1~EL+wL~E1 (821)

wherew; = ¢;/(¢; + ¢) andwy, = ¢ /(¢ + ¢1). The two matriced M and LM record events
of sending RTF and CTF messages, respectively. Therefugesumulative entropy required by

the adversary node will bH = H(IM) + H(LM). H(IM) is the entropy of predicting a node’s
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Table 8.1: Simulation Set-Up Parameters for DBLPP

Parameter | Value

Number of lanes 2 lanes per direction
Number of nodes 100

Communication range 250 m

Max. one-hop delay T 0.1 ms

Size of pseudonyms pool 1000

Number of pseudonyms in CTF5

locations if the ID information is given. The secoit] LM ) is the entropy of predicting a node’s
ID if location data are given.

From the Equation 8.21, we note that the higher the cumel@&imntropy, the harder it will be
for the adversary attacking user’s location privacy. Ingame way, we obtain the average entropy
as:

Accumulate or average entropy will be used to measure howamMelcation privacy protection
scheme works. We will use them in our simulations to quarttify location privacy protection

measurement of DBLPP and other methods.

8.5 Simulations of DBLPP

We implement the DBLPP protocol in ns-2.29 and compare iwaork performance to other
two geographic routing protocols: GPSR and CBF-AS. To eatalthe location privacy protection
in DBLPP, we implement the periodic changing-pseudonyneswhwhich is widely used in pre-
vious works [47,50, 51]. Therefore, by extending the GPSR @BF-AS, we have another two
protocols with the periodic changing-pseudonym scheme=-8B-1D and GPSR-ID. Details of
the simulation setup parameters are listed in Table 8.1 mMdweement of vehicles in the networks

is generated by VanetMobiSim [41].
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Figure 8.6: Data Delivery Ratio Vs Data Sending Rate for DBLP

8.5.1 Data Delivery Ratio

Data delivery ratio is defined as the number of received pgackethe destination divided by
the number of sent packets from the source. As shown in Fog CBLPP, CBF-AS, CBF-AS-ID
and GPSR achieve similar data delivery ratios.

GPSR-ID gives the lowest data delivery ratio because chosghhops often change their
IDs so that it cannot receive packets which supposed to beededl to them. In GPSR, every
node selects the next hop based on the stored neighborilodaformation. Since neighbor’s
location information is updated periodically, it is podsithat out-of-date neighbors exist in one’s
neighbor list. In this case, packets may be dropped bechessetected next hop may be out of
communication range.

In DBLPP, the next hop will be elected through competitiond anly the winner response to

the packet forwarder. Packets will then be immediately setitis elected next hop. So the chance
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Figure 8.7: End-to-end Delay Vs Data Sending Rate for DBLPP

of forwarding packets to an out-of-date neighbor in DBLPR@sy low. This is why DBLPP
delivers more packets than GPSR.

Because the contention based forwarding scheme is used lifPBnd CBF-AS, the data
delivery ratios of these two protocols are similar. Althbygeriodic changing ID is applied on
CBF-AS-ID, its data delivery ratio is slightly worse tharoie of DBLPP and CBF-AS. This is
because after a next hop sends its ID in a CTF message, therdemdediately delivers data
packets, the time difference between those two events ismadl to allow the next hop change its

ID.

8.5.2 End-to-end Delay

The end-to-end delay is defined as the average time takempfmriat being transmitted from
source to destination in the networks. As shown in Fig. 8FS& and GPSR-ID provide smaller
end-to-end delays compared to other protocols because GREEBPSR-ID do not need to set up

timer to select next hops. However, in DBLPP, CBF-AS and Gf8-1D, timers are used in every
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Figure 8.8: Network Throughput Vs Data Sending Rate for DBLP

next hop selection. Therefore, the end-to-end delays of-BBFCBF-AS-ID and DBLPP become
large. However, with the same contention based forwardimgse, DBLPP generates a larger
end-to-end delay comparing to CBF-AS and CBF-AS-ID. Thesoeais that DBLPP generates
more duplicated responses which cause networks becomecongested and thus the end-to-end
delay increases. This delay can be further reduced by ussnggdler maximal-runtime of timers,
which will be our future work.

Since frequent network disconnections occur in VANETspecand-forward based geographic
routing protocols [13,14,42] are widely used in VANETSs. Cuaring to the huge delay caused by

carry-and-forward scheme, these generated by DBLPP cagnbesd.

8.5.3 Network Throughput

Network throughput is defined as the number of packet deld/&y the destination per second.

As shown in Fig. 8.8, besides GPSR-ID, all protocols giveilsimmetwork throughput which
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Figure 8.9: Average Entropy of Location Privacy Protection

increases as the data sending rate increases. Becausektiyediity of every hop in DBLPP is

better than that of GPSR, DBLPP achieves a slightly largevark throughput than GPSR.

8.5.4 Location Privacy Protection

Entropy was first introduced imformation Theory to quantify the uncertainty of a system.
In our work, the higher the privacy entropy value is, the mdiféicult it will be for attackers
predicting user’s location. In the simulations, we tracktdommunication events (RTF, CTF and
data packets) and computed the probability of predictieddbation and identification information
of a node involved in routing. Based on the definition of epytave then calculate the average
entropy required for the adversary to predict a user’s lonatnd identification.

As shown in Fig. 8.9, in order to attack a vehicle’s locatisivgcy, more bits are required
in DBLPP compared to others. In GPSR, every node periogitahacons its location and ID to
neighbors, so the entropy of computing every vehicle’stiocas zero. In CBF-AS, every packet

forwarder sends its location (not ID) in RTF messages todtghhors. When the self-elected next
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hop sends a CTF message, its ID (not location) is put into dlc&egt. Because either ID or location
information is protected in CBF-AS, it provides a higherrepy value. In DBLPP, dummy DODs
and pseudonyms are used, so it requires more bits for thesadydo attack even one node’s lo-
cation. Although the CBF-AS-ID and GPSR-ID can provide d@aiardegree of location privacy
protection, they are not as good as DBLPP. It is because DRIt$erves both identification and
location information while the random changing-pseudomsgimeme only protects user’s identifi-

cation data. In summary, the location privacy protectioBBLPP is much better than others.
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Chapter 9
Future Work

In the previous chapters, we proposed and evaluated the A&ARRDBLPP protocols for
efficient and privacy-protection communications in VANETHowever, it is not straightforward
to integrate those two protocols. Although ACAR is built npegular greedy geographic routing,
it uses a unique method to select every next hop in the roptiogess. There are basically three
differences between ACAR and DBLPP in forwarding packetsdatworks. First, ACAR requires
every node to broadcast periodically its location and Iinfation in the network. However, to
preserve user’s location privacy, such broadcasting pireeis not needed in DBLPP. Second,
DBLPP selects a next hop based on how much distance advamgighdaor can provides, i.e. the
next hop must gives the maximal distance advance. While wit@&hR selects a next hop, the
maximal distance advance is not the determining factorlsti aonsiders the EXT information
which models a link’s quality. Third, ACAR is a trajectory s routing protocol which means
packets are forwarded along a computed path (that is cordprfsseveral road segments). The
DBLPP is a location based protocol, so it does not considgra@ad topology information in its
routing process.

To successfully integrate ACAR and DBLPP, those three iiffees has to be considered. For
the first difference, as we discussed in previous chapteosdoasting location and ID informa-
tion is not necessary for geographic routing. For the sechifiekence, since a node obtains and
maintains EXT information from its neighbor’s beacon megss&roadcasting seems necessary for
ACAR. There are two possible solutions for this issue: l)irglthroadcasting to DBLPP, and 2)
modeling link quality without broadcasting. If a broaddagtscheme is added to DBLPP, only
pseudonyms are sent in beacon messages to preserver asatisr privacy. In this way, a node

can easily record the qualities of links to its neighborshwitt revealing its own true ID. On the
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other hand, ETX is only one metric modeling link’s qualityany other metrics may be applied as
well. In this case, broadcasting is not essential for ACARst hop selection. The third difference
is related to the second one, if ETX is replaced by other m&ta new next hop selection algo-
rithm is needed for ACAR. Because DBLPP uses contentiondfasearding, this new algorithm
must be able to properly set up timers so that the next hog ¢hé best link quality and distance
advance) will first time out and then is elected from otheghbors.

Current active selection of next hop in DBLPP generates taochmetwork overhead. To
reduce such overhead, the DBLPP protocol can also be implechén the RTS/CTS exchange
of 802.11 protocols. Besides the regular data in RTS and Gt&gts, we will add a few more
information e.g. packet sequence number, destinatioitoggpseudonyms. Such modification
can be easily implemented in current MAC protocol stack. réfuge, the new RTS/CTS design
can be programmed as a software library which is integraieditrent 802.11 protocol stacks.
Moreover, as greedy geographic forwarding is widely useddte communication for mobile
devices, such as smart phones, PDAs and iPhones, the DBIdgtqrcan be also applied to

pervasive computing to achieve a high level protection ef'adocation privacy.
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Chapter 10

Conclusion

We have presented a protocol for adaptively selecting sobéesed on statistical and real-
time network information to avoid the influence of inaccaratatistical data. This protocol uses
a novel model of network connectivity, which combines thik-lbased and cluster-based connec-
tivity models to capture the probabilistic property of netkvconnectivity on road segments. The
connectivity model considers the uniform (cell-based) elndtered (cluster-based) movements of
vehicles, and provides a scheme to combine those two phereoamel computes network connec-
tivity. Although the model requires historical data (e.gad length, network density and traffic
light period) from digital maps, connectivity informati@man be computed by every vehicle in a
distributed manner.

Because the selected path provides the best connectivithyty ACAR achieves a higher data
delivery ratio and lower end-to-end delay compared to gpinetocols. Moreover, since the route
length can be calculated before forwarding packets, evexy mop is selected by minimizing the
packet error rate of the entire path. Our simulation reslitsv that ACAR is much more suitable
for VANET than other protocols because of its higher datavde} ratio, throughput and lower
networking delay. In addition, it works very well even whére tstatistical data of road density is
not accurate.

Since computations are performed on each vehicle, there &lditional network overhead
in ACAR compared to other protocols. Every vehicle in theamek only maintains its one-hop
neighbors’ information, so ACAR is a stateless routing pcot. Because every packet forwarder
computes the best route and selects next hops individub#yimplementation of ACAR algo-
rithm is distributed and scalable. In summary, due to thellemaetwork overhead, stateless and

distributed features, ACAR is a practical and efficient nogipprotocol for VANETS.
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We also designed and implemented a dummy-based locati@acgprotection mechanism on
geographic routing, which can be easily added to greedyrgebdg routing protocols. Location
information exchange among vehicles is required by all &inflgeographic routing protocols.
However, the proposed DBLPP does not need vehicles to egehdweir true locations but only
dummy DODs. In addition, elected next hops respond to faesar with a group of pseudonyms,
so the ID of a next hop is hidden as well. Simulation resultsasthat DBLPP not only protects

user’s location privacy but also achieves similar netwaig@rmances as other protocols.
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