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Abstract

We have investigated in detail the 4-body continuum state produced wiefiotized neon
undergoes Double-AugepD4) decay, using COLd Target Recoil lon Momentum Spectroscopy
(coLTrIMS). We conducted the experiment at the Lawrence Berkeley Nationalratdrg's Ad-
vanced Light SourceLBNL-ALS) beamline 110.2. The synchrotron operated in 2-bunch mode and
outputted an elliptically polarized, pulsed photon bedw=8729¢V), sufficient to K-shell ionize
neon just above threshold.

Our analysis supports research showing that Auger electrons tendretergy asymmetri-
cally. We qualitatively compared this result to Photo-Double lonizatan)(of helium. Further, we
confirm research that shows how Auger electrons that share esyargyetrically can be modeled
by the elastic-like knock-out process plus Post-Collision Interactian) gffects.

New observations include the angular correlation between the photoesleetd each respec-
tive Auger electron, for specific ranges of energy sharing. We ideatifroad feature in the asym-
metric case that shows a level of interaction between electrons that umtiithechas disagreed
with theory. Additionally, we consider the angular correlation between tlogopélectron and the
momentum sum of the Auger electrons. We observe that the angular tomrdiatween this sum
and the photo-electron in the highly asymmetric case is nearly identical to tredatimn between
just the fast-Auger and the photo-electron - as expected. In the cagenaietric energy sharing,
the sum momentum vector appears to be isotropic, particularly for small asfgtesraction.

Finally, we acknowledge two novel methods of calibration. The first, usdkkmnown line-

energies to calibrate the spectrometer. These lines correspond to theebanaels of core-excited

neon,Ne(1s~13p). The second, describes a method to statistically weight list-mode data in order to

calibrate it to well known physical features (e.qg., isotropic distributions).
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Chapter 1

INTRODUCTION

The Auger decay process has been the subject of extensiveaesear since it became the
namesake of its discoverer in 1925. ulh this atomic process, a bound electron undergoes an
exoergic transition, which results in the placement of a second electron etmtiiinuum. Con-
servation requires that the energy of an Auger electron represeesfisative element. This identi-
fying characteristic has been exploited in various techniques such as Elggtron Spectroscopy
(AES), Scanning Auger Microscopysfm) and X-ray Photo-electron Spectroscopyp §)[8]. Of
course, a further understanding of the Auger decay process is tio¢ exclusive benefit of the
applied physics community; it additionally affords researchers conidenmsight into the inner-
shell structure of atoms - as evidenced by the experimental and theoretiaié which have been
gathered over the decades since Pierre Auger first submitted his fifd]f@]ELO][L1][L2][13][40]

We begin this chapter by considering the decay channels that resultngberis core-excited
to the P state (EgLIl). Of particular interest is the rich spectrum of line energi¢srtiake up
the Ne*™ charge staté.[21][34] Despite our initial interest in the angular correldtitween these
emitted electrons, we later realized that the series of line energies could bedutikza precise
means of spectrometer calibration. Accordingly, we briefly introduce sdrfe@ertinent details
that lead us to this new method.

Next, attention turns to the decay channels that relate to the core-ionizateomfjust above
threshold (E.1]2). We compare theoretical channels with experimental\Wathriefly comment
on each charge state and its role within this body of research. Specidgiattengiven to the

single Auger decay mechanism that is associated withi#& charge state since these details have

IWhile the credit of discovery goes to Auger, it was Lise Meitner who fibsteoved this process in 1922.



provided much of the motivation for this work.[40] Further, we provide mprehensive review of
published results that pertains to the single-Auger decay mechanisri{Z6][2R][36][37][40]

The details of single-Auger physics lead into a discussion of the Doubig#ADA decay
mechanism. We present an overview of published work on the subjecifisakly with regard to
the angular correlation between continuum electrohs[2][3][5][IA]9][20][24][27][25][29][39]
A comparison is drawn between tima decay of core ionized neon and the seemingly different
phenomenon, the Photo Double lonizatiep, of helium.[23][30][33][22]

Having identified the decay channels of interest, we investigate specifiatiela dynamics
that are associated with the core-ionized target. We discuss Post-Collisgpaction,pci, which
is later observed in the many-body Coulomb break-up of the target atof35] 8jdditionally, we
provide calculations that describe the method we used to select the phergy ehthe beamline.
The chapter concludes with a description of the shake-off model anchthekiout picturel[9][39]
Each of these topics are used within the Atomic Molecular & Optisaid) physics community to
facilitate the communication of specific quantum mechanical details, associiteitievaforemen-

tioned atomic processes.

1.1 The Decay Channels of K-Excited Neon

Over the course of eight days (0B/09— 03/11/09), a small battery of COLd Target Recoll
lon Momentum Spectroscopg OLTRIMS) experiments were conducted at ttenL-ALS beamline
11.0.2. While the primary objective throughout the beam time was to investigate theikatamn of
neon, we also collected a few smaller, tangential data sets; it has becomardtpractice among
group members to probe around a bit on side projects in order to betteareriep future beam
times. It was in this spirit that a small data set was recorded ga1)89. The pulsed photon

energy at the beamline was specified to produce the inigiatate,

Ne+ y(867eV) — Ne(1s2s?2p°®3p) (1.1)



The subsequent decay of this state produces numerous channelpufitshed work shown in
Figure[1.1 reveals the spectrum of lines that results when the initial statesd2i \We show later
in Chapter 3 how these lines can be used to calibrate our spectrometenvisavewill provide a

short summary of this published work.

—
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Intensity (arb. units)

0.0

Kinetic energy (eV)

Figure 1.1: A segment of the second-step Auger spectrum that resufiglie transition between
the initial Ne(1s~*3p) state and finaNe?* states. The two curves are representative of the recorded
angle relative to the photon polarization axis. Each curve was normalizékdebghoton beam
intensity. We use this span of line energies to calibrate the spectrometer.

1.1.1 Specifics on the Line Energies

The cited work by Yoshidat al. was conducted at SPring-8 (Japan), during two-bunch mode
operation[2]l]. A photon energy of 867eV was specified in order talad® neon to the 3core-
excited state. The method of experiment incorporated two angle-resal@ingpectrometers. The
analyzers were mounted inside a rotating chamber, in a plane that wasgierper to the pulsed

beam. This setup allowed for the precise measurement of both the kinetgyered direction

3



of electron emission. The enumerated peaks shown in Higure 1.1 are ideintifree table below

(Tabl1.2).

Table 1.1: Selected Transition Energies as Reported by Yoshida
Line No. Transition KE (eV)

1 22p°(3P)3p — 25°2p*(*D,) 126
2 2°2p8(19)3p — 2st2p°(tP) 136
3 2512p°(3P)3p — 28%2p*(°P) 15.7
4 612p°(3P)4p — 2522p*(1Dy) 174
5 2P2p8(19)4p — 2st2p°(*P) 187
6 2512p°(3P)4p — 2522p*(3P) 20.6
7 2512p5(1P)3p — 2522p*(*D,) 226
8 25°2p6(19)3p — 2s12p°(3P) 24.1
9 25'2p°(*P)3p — 25°2p*(3P) 25.7
10 x12p°(P)4p — 2822p*(*D,) 278
11 202p5(19)4p — 2s'2p°(3P) 29.1
12 212p5(1P)4p — 2522p*(3P) 30.9

Table 1.2: The enumerated transition energies correspond to the peaks ishFigure 1.IL. Also
provided is the kinetic energy of the respective electron.[21].

1.1.2 A Novel Method of Calibration

As mentioned earlier, we first considered investigating the rich spectrumeazy channels
that result from the core-excitation Bie?* out of an interest in furthering our understanding of the
respective electron-electron correlations. While our preliminary analigisot indicate this to be a
fruitful pursuit, we did recognize a use for the data set. Refering to Elifidr, we note the range of
energy shown spans thirty electron-volts! We take advantage of thid baval feature to calibrate
the spectrometﬁ.

The design of & OLTRIMS-style spectrometer enables us to measure the Time-Of-Fligi (

of a charged particle. We can determine the momentum of such a particleguavécan measure

2Details of the spectrometer are provided in Chapter 2 and the calibrationdristiescribed in detail in Chapter 3.
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the magnitude of the applied electric field and the distance the particle travelsh@.éength of

the acceleration region). It is these parameters that are related twothef the particle (i.e.,
the particle is influenced by these parameters). As will be shown in Chaptiee Bhagnitude of
electric field isdirectly proportional to therorF whereas, the length of the acceleration region is
inversely proportional to thaor. Therefore, we can use these well known lihes[21] to calibrate the
spectrometer; lines of high-energy are used to calibrate the electric filthas of low-energy, to
calibrate the length of the acceleration region (Eig.1.1). We can then cagg ffarameters over to

the next analysis (K-ionization of neon), confident of their accuracy.

1.2 The Decay Channels of K-lonized Neon

While a small data set was taken with regard to the K-excitation of neon, theitpajoineam
time was devoted to investigating the isrization of neon. Specifically, we were interested in
observing the angular correlation between electrons that are laundbettiéncontinuum by way
of DA decay. The motivation for such work is rooted in questions that arisef@usimilar, single-
Auger decay analysis. In each case we begin with the same initial statergfewe-ionized just

above threshold:

Ne+ y(8729eV) — Ne(1s2s°2p°)* +¢, (1.2)

Many decay channels can be calculated from this initial state. Higure Iesmays a diagram
of the energetically allowed stags.This representation was particularly useful in ruling out a
cascade effect for the production of the>* charge state (i.e., it is energetically forbidden for
the initial state to intermediately decay ink&?" on its way toNe*"). Therefore, single photon
interactions that lead tNe*" by way of 1s core-ionizationmustbe due taA decay.

We also observe that decay channels within a specific charge stateffaciersily close in

energy to be resolved by our spectrometer. Therefore, we must eornbl overall contribution

3Special thanks goes to M. Pindzola for his calculation oftle®s decay channels.
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Figure 1.2: Theory predicts the following decay channels are possible witbré-ionized neon.
Note, it is energetically forbidden to arrive lde®+ usingNe?t as an intermediate step.

each decay channel makes to the charge state of interest. We will comntbig paint once more

in Chapter 6 when we look at the energy sharing characteristios efectrons.

1.3 Products of the Initial State

When we conducted our experiment at beamlin®.2] we observed five charge states associ-
ated with the decay of the intial state [Eq]1.1. Additionally, three naturally dogusotopes were

revealed in their respective abundances [Fi§.1.3). We briefly disiceiss charge states below.
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Figure 1.3: The charge states acquired during the experiment are sNotathe dominanie?"
channel associated with single Auger decay. We also note smaller distribofitie®" andNe**.
Each of the three naturally occurring isotopes is labeled, where applicable

1.3.1 The Radiative Decay Channel

The ® decay channel of interest is the radiative decay channel. While thgyenéthe
2p — 1stransition tends to transfer to one or more valence electrons, it is possiigi |less likely,
for this transition energy to manifest itself as a photon. The decay chaasssisiated wittNe™ are
shown in below,

Direct lonization/Recapture

Ne(1s?2s?2p°) +hv(8729eV) —  Ne' + € 4

}
Ne(1s1)* +e, (1.7eV) — Ne(2p ') " +¢, +y

Radiative Decay



We can use Figurle_1.3 to identify the radiative decay channel. It is seemasow central spike
within the Ne™ distribution (Fig.1.B). As will be discussed in Chapter 4, this narrow distribution
reflects a minimum in momentum transfer to the recoil ion. This can only be riddntwe
consider that the low-momentum photo-electron is the only electronic emissiorctw during

the event. Given the required electronic relaxation that subsequentlysptiis transition energy
must manifest itself as a photon (to minimize recoil momentum). By comparison, tioeust that
surrounds the central spike shows a much higher recoil momentum. Wetichata this to either
the direct ionization of the valence shell or an Auger decay which oceapidly enough to allow

the residuaNe?* ion to recapture the photo-electron, a process to be explained in morelaketail

1.3.2 Angular Correlation of the Single Auger Decay Channel in Neon

The motivation to conduct research on the angular correlation betweimwem electrons,
emitted in theDA decay of neon roots in a discrepancy between experiment and theoy. U
recentl;H the model that was used to calculate the angular correlation between aifpstélectron
and a slow photo-electron predicted a greater interaction between pattiates/as observed.[40]

Consider the most prominent decay channel that represents the singés-decay mechanism

(Fig1l.2):

Ne(1s2s22p8) " 4+~ e, — Ne(1s22522p*)%" +-ea+ €, (1.3)

We apply the “two-step” model to describe single Auger decay: 1) the beaupliaton core-
ionizes the target atom, placing a slow photo-electron into the continuum, Bsacguent electronic
transition takes place within the recoil ion, launching the fast Auger eletitorthe continuum. If
the Auger electron is fired in the same direction as the photo-electron, ané @gect a Coulomb
collision to occur (i.e, the photo-electron would simply be “pushed” out ofvihg). In this plot

we take the Auger electron of each event and declare it to co-incide widb#wssa (this amounts

4At the time of writing this document, modifications were made to the theory wiaek resulted in agreement with
experiment.
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Figure 1.4: (a) The opening af hdicates that the emitted Auger electron never takes the same
trajectory as the photo-electron. The lack of intensity (or “pile-up”) atbtihe opening of the “C”
implies that the classical notion of Coulomb scattering does not adequatédyretkie phenomenon.

(b) A quantum mechanical Monte Carlo Simulation shows disagreement wigtimgntal results.
Here, a pile-up of event flux is present in the vicinity of the opening.

to a co-ordinate rotation of the axes). The perpendicular componertiatbglectron momen-
tum is plotted along the ordinate, the parallel component, along the abschsasotropy shown
throughout the majority of the plot is unsurprising; it simply corresponds tireles which travel
in differing directions. We also notice an opening along the abscissa oflah¢hat is also un-
surprising; it corresponds to electrons traveling co-incidently. Theesacy is found the region
that borders the opening. While the theoretical calculation shows an secof@vents (relative to
the isotropic background), the experimental result shows no suchnn'd)ém/en@. The discovery
challenged theorists to reconsider their models and motivated experimentalstisdnly revisit
the experiment, but to consider other experiments which could provide addititsight into the

phenomenon (e.gbA decay).

5In a later plot style the term “pile-up” will be replaced by the term, “splash.”



1.3.3 Double Auger Decay

First observed nearly 50 years ago, the aptly named double-Augay geacess differs from
single Auger decay in thdwo electrons are placed into the continuum subsequent to the photo-
electron[[3]. Figuré_1]5 schematically illustrates decay as a two-step process. First, an incident
photon core-ionizes the ground state neon atom; the low energy photmelecshown in red. A
valance electron (shown in green) fills thehible within its Auger lifetime { ~ 1fs orl’ =270meV).

Two additional valance electrons (shown in blue) absorb the transitiogyeneading to the triply

charged ionic state.

@cx

2p
2s

1s .u

(a) (b)
Ne(ls 1) +e, — Ne(2p~3)3" + e, +ea +en

Figure 1.5: We consider a two step representatiorofordecay in Neon. Pairta) represents the
initial K-ionized state of the target atom. P&y illustrates the exoergic transition (in green) that
ultimately places two g electrons into the continuum.

1.3.4 Photo-Double lonization of Helium

We compare the features pA decay to those of Photo-Double lonizatiarDf) (of helium)
since each represent a three-body process, whereby two eleatptaced into the continuum
as a result of a single energy excharige.[23][33] A recent studyrapget al.furthered the un-

derstanding of the mechanisms that dominate the non-sequential prquasfically, the angular

10



correlation between emitted electrons. The referenced experimentirpedat the LBNL, utilized
aCoOLTRIMS setup. Two photon energies were consideEgos 179eV andE, = 529eV leading to
energies in excess of the double ionization threshold of 100eV and 4B&péctively. In addition

to the experiment, Knapet al. provided calculations of the final state of helium (with two electrons
in the continuum).[33] In Chapter 6, we directly compare the angular ctioelanalyses ofDI of

helium andbA decay of neon.

Splash Effect Corrected
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Figure 1.6: The lack of events surroundi@gs(6) ~ 1 illustrate the highlighted feature in the
angular correlation between electrons in single Auger decay.

1.3.5 Higher Charge States

We also acknowledge the presence of higher charge states shown ie[Ei@unamelNe*t

and perhap®e>". It is suspected that the former is the result of triple-Auger decay. Ndtieg
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possible decay channels available to the initial state[(Fig.1.2), it is energetarbligden to cascade
to Ne**. Perhaps this will someday be a topic of interest, particularly, if the expetimeaver
repeated (preferably with improved chamber pressure, to minimize the calle¢tiandom events

not associated with the interaction region of the target).

1.4 Plot-Style and Statistics

It should be mentioned at this time that the analyses that make up the body afsi@gation

are statistically limited relative to tHée?t decay channel (Tatilel.3).

Table 1.3: Relative Charge State Distribution
Charge Staté Relative Abundance (%)

Nelt 4.65
Ne2t 89.47
Ne3t 5.55
Ne*t 0.31
Ne>* 0.02

* Based on thé°Ne isotope.

Further, the method of displaying the angular correlation as shown in Elgdiie not optimum for
showcasing the physics of these more statistically limited analyses. To estabasleguate basis
of comparison between charge states, we introduce a few alternativefylets

The first plot-type considers the cosine between electrons as the absctsphoto-electron
energy as the ordinate (Hig.lL.6). The second plot style takes eventotredpond to a specified
range of energy (from the¥1plot and projects them onto the abscissa [Fig.1.7). This represents
the distribution of Auger events as a function of the angle between the elsecikmte how this is
nearly isotropic (flat) except in the region nedyi0e., there is no pile-up, or “splash” of events). The
third plot (Figl1.8) is simply a convenient polar representation of the angalaelation between

electrons (¥ plot style); the opening at’ds shown as a “divot.”

12



Angular Distribution of Auger Events
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Figure 1.7: The trend of this histogram maintains isotropy except for thermegoundCos(6) ~ 1.
The “splash” predicted by theory is not present in these experimestdise

13



x10
700

600
500
400
300
200
100 P

ot 180 -

150 ./

210

Figure 1.8: Once more, the trend of this histogram maintains isotropy exwepid region sur-
roundingCos(0) ~ 1.
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1.5 Neon Relaxation Dynamics

1.5.1 Accounting for Post-Collision-Interactionpcl

Having briefly explored the charge states that result from the relaxticdheoinitial state
(Eq[1.2), we describe the relaxation dynamics associated with these sgecdsor the purpose
of this discussion, we shall consider the single-Auger decay channel.

As the highly energetic Auger electron is launched into the continuum, it cahdoght to
“suddenly” overtake the radial position of the photo-electron. As altethe low-energy photo-
electron experiences a shift ofrlof its total energy due to this step-like change in potential. If
the final energy of the photo-electron is negatii®, (< 0), the electron is recaptured into an excit-
ed/Rydberg statdye(1s?2s?2p*nl) . If the final electron energy is positiveE4, > 0) the electron
simply escapes into the continuum with less eneM(1s?2s’2p*)?" + e, +€,. The probabil-
ity that the photo-electron will escape into the continuum depends on the Wittike ds vacancy,

[ =270meV.

The pcI between the photo-electron and recoil ion is most dramatically emphasizddtby p
ting the photo-electron energy distribution fde*, Ne?t andNe3t (Fig. [1.9). These effects are
particularly noticeable in the trailing edge of the photo-electron distributiantlii® higher charge

states).

1.5.2 Observation of Post Collision Effects

The photo-electron distribution in tée' radiative decay channel (Fig.1.9) is represented by
a convolution of a Lorentzian and Gaussian function.[18] The formeichwtelates to the lifetime
of the Ishole (T ~ 1fs), affects the natural Gaussian-like distribution of photo-electrerggn This
convolution function, formally termed “Voigt” overlays the measured phd¢oteon distribution in
Figure[1.9. The theoretical curve shows excellent agreement withimegudr The parameters that
dictate such a fit are as follows: = 270meV, resolutios 0.37meV. The latter is related to the

optical settings at the beamline. We relBt® 1 below.
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T=_— (1.4)

When one considers tide?t decay channel, the photo-electron distribution not only broadens
but shifts to a lower energy. This is a direct effect of Post Collision &uigon PcCi). After all, it is
the departing Auger electron (due to the-2 1stransition) that measurably affects the local (recoil)
potential surface to which the photo-electron interacts. Due to the relaffeeetce in electron
velocity, the Auger electron has a minimal time in which it can influence the pHetiren. The
change fronNet to Ne?t requires the photo-electron transfer some of its kinetic energy to remain
in the continuum. The quantity of energy exchanged is of course, depteadon the time required
for the recoil to undergo a2— 1s transition since the potential energy is inversely proportional
to the separation distance between charges. We observe that for ¢hevtoare the target atom
undergoe®A decay, thercl effects are evemorepronounced.

If the Auger decay takes place sufficiently fast, resulting in the recapfuhe photo-electron,
it becomes possible for the photo-electron to later be re-emitted. If the amgataentum of the
Ne?t core changes from Ne?t(1s°25°2p* D) to a Ne?™ (1s728°2p* 3P) core, the recaptured
Rydberg electron will be placed back into the continuum with approximat@g\0 We observe

this feature in théde?t distribution shown in Figurg_11.9.

1.5.3 Photon Energy and Relaxation Dynamics

We specified the photon energy at the beamline to bed&X2just 20eV above the K-ionization
threshold. The selection of the photon energy near threshold was aobiaary decision. On the
contrary, it was selected in an effort to maximize the correlation betweenhitt®-electron and
Auger electron(s) while simultaneously minimizing the chances of photo-eter#t@apture. Had
we chosen a higher photon energy for the experiment, we would have diedhilse probability of

interaction between the emitted Auger electron(s) and the photo-electron.
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Figure 1.9: The photo-electron distributions represeriiiag, Ne’* andNe*+ are shown from right
to left. The increased potential subsequent to the electronic relaxatioa trtfet atom results in a
shift of the photo-electron energy. The small feature 30 in theNe?t data represents recaptured
electrons that are re-emitted subsequent to a change in angular momentum.

1.5.4 The Lifetime of thels Vacancy

Consider a statistical ensemble of neon atoms, which upon core-absapgigmoton launch
a photo-electron into the continuum with enerly,. The subsequent Auger decay of the ensemble

is given by the following exponential expression:

N = Noel~¥/7) (1.5)
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where, N, is the initial populationN is the population of ions that Auger decays at tih@and

T represents the decay constant. Since the energy of the Auger elemtrexcéeds that of the
photo-electron, Ea >> Eg ), one may treat the Auger process as instantaneous. In other words,
we shall use the sudden approximation to claim that the photo-electrori theesew potential
energy associated with thée?* at the instant the ion undergoes Auger decay. Ultimately, we seek
to graphically represent the recapture/escape probability versugyeraative to the 4ionization

of neon. The energy of the photo-electron is given in atomic units,

v o1
Ee, = 57 (1.6)
To determine the distance between the photo-electron and the point-like iomegeate,
dr
V= pm a.7)
dr 1
Fri 2<Eey+r> (1.8)
v r dr
[a-[ % 19
o2
1+Eel’
O (1.10)

V2 \ Epy /B, + 2

The above expression indicates the timeequired for a photo-electron of given energy to travel a
distancey’ from the point-like ion. It is at this time the electronic transition occurs, laurgchm
Auger electron into the continuum. The energy of the photo-electron bes;ome

B V22
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Substituting the velocity of the particle (at the instant of Auger decay) werdete the new total
energy of the photo-electron:
1. 2

=)== (1.12)

E, = (E
V(ey+r r

1
Ey =Eq,— (1.13)

Since the largest for recapture takes place wh&p = 0, the original photo-electron energy must

be no greater than,

1
Ee, = = (1.14)
1
r'=_— (1.15)
Ee,
Substituting this into the previous expression for time yields,
t' = Eo,%/? (1.16)

The calculated time serves as a marker to distinguish between a photo-elbetras captured
and one that escapes into the continuum. To determine the curve thaergprie probability of
recapture for a given photo-electron energy, we begin by taking gsewarder the curveé,>t’ and

normalize it as shown in Hq.117,

[ el i
hit] = 7%0 FETr (1.17)
hit] = et/ (1.18)

Noting thatt’ = 4.166 and using = 1.22fs, we arrive at
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_3
_Ey’

OB =€ "7 (1.19)

Equation 1.IP represents the probability of escape/recapture vs. @leotmsn energy relative to
the 1s threshold of neon and is illustrated graphically in Figure11.10. The regideruhe curve
represents the regime where photo-electrons will escape, while thelereathe curve represents
the electron recapture regime.

Escape Prob
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Electron is
Recaptured

0.8

0.6
i Electron Escapes

04l Energy Shifts AE=1/r

02]

— e b1 Bnergy eV
0.0 0.5 1.0 1.5 2.0 2.5 3.0

Figure 1.10: The curve represents the escape probability for the pleston, pending the occur-
rence of single-Auger decay.

1.5.5 Selection of Photon Energy for Double Auger Decay

Selection of the photon energy to optimize the statistiascoflecay is a bit more complicated.
Let us once again consider the photo-ionization and subsegueti¢cay of neon as a “two-step”
process. Further, we consider such an event where the Augeelestinare the2— 1s energy
symmetrically. If we assume the sudden approximation is valid, despite havidgdihe transition
energy in two, the photo-electron loses 2f its total energy. In this case, the photo-electron “sees”
the residuaNe®" ion and is more likely to be recaptured than in the case of single Auger diecay (

a specified photon energy).
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The situation changes entirely when we consider Auger electrons thateergy asymmet-
rically. In this case, the interaction between the fast-Auger electron aotb-ghectron closely
resembles single Auger decay since the slow-Auger has not had suffioie to distance itself
from the residual ion. Classically, we can envision a Gaussian sunf@ateseng the recoil and slow
Auger electron. Whether or not the slow-Auger ever overtakes themlectron depends on the
energy sharing characteristics of the decay. Regardless, it is clédah¢hsudden approximation
is no longer valid for this slower electron. Therefore, we select the phetergy according to
whichever case is more prevalent: symmetric or asymmetric energy shatimgen®A electrons.

With a priori knowledge thabAa electrons tend to share energy asymmetrically we select the photon
energy based upon the results of single-Auger decay as it is ourgg@sixémation to the majority

of DA events.

1.5.6 The Two-Step Model

Throughout Chapters (5&6), we use the two-step model to describe therAecay process
in core-ionized neon. We have already briefly considered the modeliiioasgction; namely, we
consider the % step of this model to have taken place whesal&ctron absorbs a photon (sufficient
to ionize). In the X step, a valence electron “falls” to fill this vacancy, transferring its energne
or more valence electrons. Here, we consider two physics models useddobg specific cases
within the two-step model, shake-off and knock-out. As an example, cartsid core-ionization of

aneon atomNe(1s™)™. Let us assume the subsequent electronic relaxation resultsArdacay.

1.5.7 The Shake-Off Model

The shake-off model has been used with success to describe thespbifyhighly asymmet-
ric energy sharing between electrons emitted inbeof helium.[23][33] Shake-off is a process

whereby the electronic transition determines an initial state, which subsgqusaxes onto the
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new eigenstates. We express electron shake-off in the context ofddersapproximation. Con-
sider how an electron may be placed into the continuum by a “sudden” ehiatige central poten-
tial (e.g., an Auger decay resulting from @ 2> 1s transition); accordingly, the Hamiltonian that
describes the system changes “instantaneously” [5]. The probabilityathalectron with initial
wave functionW; will be found in the final staté¥; is given by the complex square of the overlap

integral,

P — ' [wiwar (1.20)

1.5.8 The Knock-Out Model

Contrary to the shake-off model, the knock-out picture has been ssfatén describing the
physics of highly symmetric energy sharing between electrons emitted in bothatldecay of
atoms (e.g., neon and argon) as well asrtbeof helium.[23][24][25][33] is a classical model that
can be used to describe the elastic-like collision between Auger electroissefiect is particularly
noticeable in the case where the electrons shareghe 2stransition energy, symmetrically. This
is not to say that the model does not apply to events of asymmetric enenmgygshRather, it is
the physics of shake-off that are improbable for symmetric energy sharitimately giving us a
clearer view of the physics ithis regime.

To illustrate the knock-out model, we consider the billiard ball picture showfigore[1.11.
Assuming the masses are equal, conservation of momentum dictates the otrigjerigries of the
masses be 9(part. As will be shown in Chapter 6, we observe an interior angle betpaatioles
that is greater than 90These findings compliment previous researcibardecay [25].

If we return to the billiard ball model, we can begin to understand the mechah&mesults
in this opening of the interior angle. Consider an unlevel billiard ball table (eere one end is
elevated above the other). Given an elastic collision where the respéeigetory of each ball

begins to ascend the incline, we expect the component of gravity, paalieé surface, to act
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@é .> 0=90°
Figure 1.11: The knock-out picture can be used to model the interacttare&e Auger electrons

as an elastic collision. We must also consider this interaction in the context @fith the residual
ion, which effectively opens the expected®@hgle between the outgoing trajectories.

on each ball, ultimately opening the ®angle that was initially between them. Hence, the Auger

electrons are affected mci effects from the residual ion.
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Chapter 2

THE EXPERIMENT

2.1 Introduction

Scientists the world over view the Lawrence Berkeley National Laborgi®yL) to be a
hallowed ground of physics. Located near the harbor of the San iEmrisa)El the laboratory
claims 11 Nobel prize laureate, ranging from Ernest Orlando Lawrésrchis invention of the
cyclotron, to current U.S. Department of Energy Secretary, Stevenf@hhis work on the laser
cooling of atoms. At the heart of this facility is the Advanced Light Souwes], home of a

third-generation synchrotron that is located upon the site of Lawreadgisal 184 inch cyclotron.

e BB

el i EE

S, - 1o

Figure 2.1: TheaLs (shown left) is located on the periphery of Berkeley, CA, overlooking the
scenic San Francisco Bay.

The statistics boasted by thes are impressive indeed. Thanks to the integration of electron
undulators, the beam line scientists can produce photons with brig?HmsbeALs that is one
billion times that of the sun. This brightness is utilized by researchers to [stakistically rare
phenomence that otherwise, would not be possible. We had the privilédgeducting research at

this facility through a grant by the Department of Enetgy.

limage and beam line facts, compliments of http://www-als.|bl.gov/indeXaplopit-the-als/quick-facts.html
2Brightness is defined as the density of photons in 6D phase space, r{plsemrmrad/0.1%BW)
3Supported by Department of Energy, Basic Energy Sciemoess program under grant DE-FG02-10ER16146
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In the pages to follow, we describe some of the pertinent details regardirgetim line set-
tings as well as the design of the COLd Target Recoil lon Momentum Sigecpy COLTRIMS)
experiment. It should be mentioned at this time, while the experimental details lydre are suf-
ficient to reproduce the conditions of the or(iﬂinal experiment, they arénterided to serve as a

comprehensive report on tli®LTRIMS metho

2.2 The Advanced Light Source

TheALs atLBNL has a number of beam lines, each of which provide to the user a spetific se
of optical features. Beam line 112 is configured to receive photons from an elliptically polarizing
undulator with a 5cm period [31]. Given the operating energy ofah® to be 19GeV, this pro-
vides us with a broad range (752150eV) of available photon energiés|[38]. The multi-chromatic
beam is next focused onto a plane-grating monochromator (with two avagedtiegs, 150 and
1200 lines per millimeter)[38]. Two toroidal focus mirrors are available taabe light from the
monochromator.[31] The focused light passes through the 4-jaw slits (Biguad is further focused

(for use in the experiment) by a pair of Kikpatrick-Baea] mirrors[38].

KB mirror
Vertical deflection
Horizontal deflection

M212 /
Bend 1,Bend2 J

m211 Spectro slits @ ""@' |4
Spectro mirror width, height @
shield wall R mono body Vertical deflection l— M213
Horizontal deflection _—N Bend 1 Bend 2
’ L ) | end 1, Ben 2
mono grating ) N .
N l=H— ty Rotating
b N .
R ~M221 Micro slits 1 endstations
4-jaw \":”m mimor width, height /
] ertical deflection
slits Horizontal deflection STXM
mono mirror Spocko d
mirror Location of the
electrons vessel Experiment
EPU gap
EPU Z
Polarization

Figure 2.2: Schematic of theLs beam line 110.2.

4For an exhaustive description 0bLTRIMS, refer to www.atom.uni-frankfurt.de or www.roentek.de.
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For the experiment considered here, we specified a source of moneatic (8729eV), cir-

cularly polarized light. This placed us within th&armonic at a photon flux of 5-102s1 as

shown in Figuré_2]B. However, this value of flux represents what is available in continuous bea

mode. We configured the experiment to operate in “two-bunch” mode withdfipWe briefly

discuss each off these terms below.

1.0E+14 -

10E+13 4

1.0E+12 4

Photon Flux |:5'1}

1.0E+11

1.0E+10

Beamline 11.0.2 Photon Flux for E/AE=3000

e J200) i 15t ha rmonic
e 1200 'mim 2rd harmonic
e 1200 Wi Sth harmaonic
e 450 'rmm 45t harmonic

o

00 000 500 2000
Photon Energy [eV]

Figure 2.3: At 872eV, we are within the "8 harmonic of the beamline. The available flux is

~5.10%s71,

The ALS operates in continuous beam mode for approximately forty-eight weeksf dhe

year. In this mode, all electron buckets that are associated with the cychredilled with elec-

trons and accelerated to .999996% the speed of light. The result is a pulsed beam of photon

flux (photons/sec) with a bunchspacing of a just 2ns. This setup is darticadvantageous to

5Image courtesy of http://beamline1102.als.lbl.gov/
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researchers who perform experiments that require high flux and notivetse (e.g., X-ray crys-
talography). However, scientists who useLTRIMS require a beam with greater bunchspacing in
order to fully distiguish one physical event from another (i.e., a timing styatedBeam scientists
address this need, switching to “two-bunch” mode for the remaining foeksvef the year.

In two-bunch mode, only two buckets (one being the back azimuth of the)aheffilled,
which results is a substantially longer photon bunch spacing 2288s). Of course, running in two-
bunch mode reduces the photon flux that is ordinarily available at the beamlise, regardless
of mode, losses occur during the acceleration of the electrons throughdiéators, which further
diminish the flux over time. While we are forced to accept the former issuenlb@ascientists
have developed the “top off’ mode to address the latter. As the electrdetsucevolve” about the
cyclotron, additional electrons are, with great precision, deposited ietsghcified buckets, thus

maintaining typical electron levels(7.5 billion electrons/bunch).

2.3 An Overview of thecoOLTRIMS Apparatus

The cOLTRIMS apparatus we assembled at ties (FiglﬂH was specifically designed to
measure the constituents of core-ionized neon. A finely columnated jebohdsstate neon was
introduced into a two-stage vacuum chamber, the latter of which was maintained - 108
Torr (with theLN, trap filled). The jet intersected a pulsed beam of.8@¥ photons, forming an
interaction region. The constituents of the core-ionized atom (born withimtheaction region)
were measured by two detectors (recoil & electron), located at the dniti® apectrometer as
shown. The rate of data acquisition was approximateDkHz for the recoils and.8kHz for the
electrons. The detectors were each comprised of a stack of MicrorR€hBlates §iCcP) that were
coupled to a delay line anode. The detectors measured the 2D-position andhatanassociated
with the constituents of the target atom. The corresponding signals weradeelcby Time to

Digital Converter tpcC) card

6This image is a modified version of the one shownror of helium.[33]
’Tpc cards were provided by Cronologic.
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Spectrometer Fields
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Figure 2.4: An overview of theoLTRIMS design. Shown is the point of entry of the neon (jet),
its passage through two-stages of skimming and intersection with the longitadisalf the spec-
trometer, forming the interaction region. The constituents of the ionized targelirected to their
respective detectors by way of an electric and magnetic field. Note alsdettteostatic lens (E-
lens) used in conjunction with a long drift tube, used to improve resolutioneretoil sider of the
detector.

From the 2D position and time data, we were able to determine the respectivtefsamo-
mentum. This can be achieved by two different methods. The first calctiat®alue directly from
the particle’s position and time data. The second indirectly calculates the vatoglfe conserva-
tion of momentum. Of course, to perform the latter, we must measure all ottiedgmwithin the

event.
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2.3.1 Spectrometer Details

A schematic of the spectrometer that was used throughout the experimbowis & Figure
[2.3. As previously mentioned, an external electric and magnetic field dirgmtecbnstituents of
the ionized target gas to their respective detectors — through data anakygisecisely determined
these valuea posteriori to be, 224V/cm & 3.8G, respectively. The recoil detector was comprised
of a delay-line-anode and an 80mm chevron-stacked. The electron detector utilized a more
sophisticated hex anode that was also coupled to an 80mm chevron sﬂﬂd{% Additionally,
we used a long drift tubé~ 1m) in conjunction with an electrostatic lens on the recoil side of the

spectrometer to improve momentum resolution.
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Figure 2.5: Schematic of@oLTRIM-Spectrometer). Shown are the dimensions, field strengths and
resistor values used.

The Helmholtz Coils & Solid Angle Collection

In order to maximize the solid angle collection of the high-energy electrons wigxzessively
compromising resolution, we designed the electron side of the spectrometaret@ mather short
acceleration region (we precisely determined this value talbe42.7 mm). While the design of

the spectrometer ensured the collection of all recoil ions, thealid angle collection for electrons

8The hex anode was selected in order to better distinguish multiple electronithits avgiven event.
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was limited to energies no greater than 5 eV. The solid angle collection is goMeyrtbe external
magnetic field that is applied to the spectrometer by way of the Helmholtz coils. Hiintods,
such as the one shown in Figure]2.6 are designed to be separated aediktdris equal to their
radius. If aligned properly, the region bounded by the coils (i.e., the megitere we place the
chamber with our spectrometer) produce a uniform magnetic field.

The applied uniform magnetic field @) was oriented anti-parallel to the electric fielf,
and was included for two reasons. First, the field served to shield thetalstéom random elec-
trons; these primarily resulted from the interaction between the pulsed phedomand the residual
background gas in the chambey - 108 Torr). Second and more importantly, the magnetic field
confined the electrons of interest by way of Larmor precession, kgépém within the bore of the
spectrometer. As will be shown later in Chapter 6, in order to investigate théarcorrelation be-
tween electrons emitted ima decay, we must have some appreciation for the solid angle collection

that is available to the spectrometer.

Figure 2.6: This shows theoLTRIMS setup including the Helmholtz coils (yellow) and the drift
tube extending toward the viewer (along the longitudinal axis formed by thalttdtz coils).
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2.3.2 Calculating the Solid Angle Collection of Electrons

We begin by considering an electron that is launched into the continuum vethye# = ”EZVZL :

wherev, is the electron velocity that is perpendicular to both the uniform external etiagireld,
B = Bo(I) and the uniform external electric fiel,= E,(—i). Taking the interaction between the

emitted electron and residual ion to be negligible, the equation of motion is elegpentar

\2
mﬁ =q(v.By) (2.1)

Through algebraic manipulation, we arrive at the familiar cyclotron (Lamadius) equation,

_ MeV
gBo

re (2.2)

Taking the initial position of the electron to be at the interaction region (i.e, peeific point along
the longitudinal axis of the spectrometer), we note the maximum cyclotron rémdiuis allowed is,

20mm.

PL =qBorL

Substituting appropriate values, we arrive at the maximum electron enenghith we can be

assured # solid angle collection,
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(qBorL)2

(9@ pu—
2me
B (1.6-10*19C*3.75-1(T4T*20~10*3m)2 /1.6.10-1°/eV
N 2%9.108-10-3kg '
~ 5eV (2.3)

2.3.3 Dirift Tube & Electrostatic Lens

A drift tube was used in conjunction with an electrostatic lens in order to impghaveesolution
on the recoil side of the detector. A brief look into the energetics of thdlriecoprovides insight
into why we incorporated this piece of apparatus intodkmeTRIMS setup. Consider an event of

direct ionization (i.e., a two-body breakup of the target atom),

Ne+ y(8729)eV — Ne(2p )" + e~ (2.4)

Noting the £ ionization potential of neon is 28eV[7], the energy shared between the electron and

recoil is, 8513eV. The energy divides according to the mass ratios:

P _ (20%1834+9
electron— (20* 1834)—{—9—}—1
Erecoil = L

recol = {20+ 1834 + 9+ 1

x8513eV~ 85127eV

x8513eV~ 0.03eV

The drift tube & 1m in length) ultimately increases the flight time of the recoil ions. This allows
them to diverge, thus improving resolution (i.e., the ions spread acrosstegarea of theicp). It
will be shown in Chapter 3 that an imperfect control over the gradienti@&llectric lens results in

a small degree of optical abberation.

32



2.4 The Detector

2.4.1 Themcp

Figure[2.Y represents a schematic of the&r stack (in a chevron configuration). In this exam-
ple, we apply a large negative volta§kont to the front side of the stack, and ground the back side.
When an electron of sufficient energ§y e impacts the front side of the plate, it ricochets off the
inner wall of a micro-channel. The collision liberatéselectrons from the wall in accordance with

the work function g of the material (E§.215).

Sddec — @

S (2.5)

K.E-(avg) =

The electric field established by the applied voltage accelerates this groNpetdctrons through
the respective micro-channel. Each electron’s successive impact witthdmnel wall, in turn,
produces an additional group of electrons, provided the averagéckaneergy,K.E. 4, of the

electrons is sufficiently large. The rationale for arranging the plates imaah pattern is simply
to increase the number of collisions within a channel wall. The charge ctawd,of detectable
magnitude emerges from the back side of the plate and electrically interacts witleldyy line

anode.

-2000 V

holder

ground
Figure 2.7: A side view schematic ofsacP stack in a chevron configuration. Note the applied

voltage produces an acceleration region between the plates, enablina¢kecs behave as an
electron multiplier.
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2.4.2 The Delay Line Anode

The charge cloud that emerges from the back side ofittrestack induces a pulse (signal) on
the wires that make up the delay line anode. In measuring the recoil ionsgdeauiwo layer, square
anode. Each anode layer is made up of a pair of closely spaced wirels arei¢ightly wrapped
about insulating spools (Fig.2.8); one wire is labeled “signal,” the other islddb‘reference.”
The left panel shows the orthogonal orientation between layers (i.elagaehas wires running
vertically, the other, horizontally). The wire pairs are in fact, waveguiddaspropagate the electric
pulse from the “hit” location at theicp to theTpc card. With knowledge of the timing for photon
pulses (i.e., the bunch marker), we are able to measure the propagation tirgeeatd wire pair.
Moreover, we measure these values redundantly, noting that we méasprése (in nano-seconds)
along each end of the wire pair. For example& u, would represent the pulses measured from
each end of the wire pair on thelayer. The sum of the measured puls&,-£ uy) represents the
time required to propagate the entire length of the anode wire. This turns batacuseful fact

when we set out to computationally sort the data in Chapter 3.

Figure 2.8: The left panel shows a two-layer, delay line anode used otetieetion of recoil ions.
An mcP stack is connected. The right panel shows a three-layer, hex anatdie thsed to detect
electrons. Image courtesy of Roentdek: http://www.roentdek.com
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A hex anode was used on the electron side of the detector (Fig.2.8) to intheogequisition
of events that had multiple electron hits. The anode is comprised of thres, layeandw oriented
at 6@ intervals. The location of a particle can be determined using any combinattao ddyers.
The built-in redundancy of having d%3ayer enables us to to sort out multiple hits that are closely
separated by time. The details of interpreting hit data from the hex anogeaided in Chapter
3, specifically with regard to the “resort routine.”

An array of plots is shown in Figute 2.9. In the proceeding chapterss ttegs will be refined

to bring out specific details pertaining to the physics of K-ionized neon.
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Figure 2.9: The top panels represent the measured TOF of the eleatrbregail ions, respectively.
The middle panels show the raw position of the electron and recoil, resplgciihe bottom panels
show the position versusor for the electron and recoil, respectively (note, the recoil plot only
considers the time range fdie?+ events). The3&ree distributions in the lower right are the isotopes
of neon.



Chapter 3

COLTRIMS SPECTROMETERCALIBRATION

In this chapter we describe in detail a series of calibration techniques teiseugh-in” the
spectrometeﬂ. At the conclusion of this procedure-like list we describe the procesdigriiag
our line-energy spectrum with the published results of Yoshida([2[L][Z8]is step leads to the
accurate determination of both the spectrometer’s electric field strengthlassviee length of the

acceleration region for electrons.

3.1 The Reconstruction Routine

Obstacles such as random hits on the detector, cross talk between #&als, ®tc., adversely
affect the data recording process. Some of these obstacles may be minanizegh overcome

by way of increased control over the experiment (e.g., reducing bbackd gas pressure, utilizing
electronic decoupling devices, etc.). However, it is not possible to emscomplete acquisition of

hit data. For example, an unavoidable loss of hit data results from the libetmm efficiency of

the Micro-Channel PlateMcP) - the ratio of open to closed area on the plates. When dealing with
multi-electron co-incidence measurements, two additional limiting scenarios @hiedirst relates

to the “dead-time shadow” of the detector (i.e., the minimum recovery time redujréee detector

in order to measure a subsequent hit). The second relates to swappethhiie., data that has

been incorrectly read-in by the Time to Digital Cardmarc).

1in an effort to facilitate the adoption of this calibration process by other beesnof the COLd Target Recoil lon
Momentum Spectroscopg OLTRIMS) community, we have described these techniques in the order theyréoenped
in the analysis.
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The Dead-Time Shadow

While the detector is capable of collecting more than one electron hit (pulsevpat, if
the time difference between two hits is sufficiently short, or if the respectgéipn difference is
sufficiently small, one of the two hits may go undetected. Whenever this othamnissed electron
is said to be within the “dead-time shadow” of the detector (i.e., a period of timeizhwHne system
is electrically unable to process another hit). To properly illustrate this, wetduthe K-ionization
data set (as it provides greater statistics) and computationally selectai@” ‘gn) events where
three electrons are recorded in co-incidence withed™ recoil ion. Figurd 3.1l plots the time and
position difference associated with the second and third hit electronspldteeveals a triangular
shaped feature between«0r)ns and (G- 7)mm, thus quantifying the dead time shadow for this

particular detector.
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Figure 3.1: A small triangular void has been circled, highlighting the bougidme (0— 7)ns and
(0—7)mm. This represents the temporal and spatial limit to resolving succegisioa lthe detector.
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Swapped Hit Data

Another scenario (outside of the dead time shadow of the detector) ostns theTpcC
records a ® hit in advance of the< (i.e., the initial hit is headed off at the pass by the subse-
quent hit). To illustrate, let us consider an event where thaif.corresponds to detector position
(40mmp) - in polar co-ordinates. The signal propagates along an anode viirgsag thev layer)
in both directions. Thabc is configured to record the signals from each end of the anode wire as
v; andv,, respectively. Given the highly asymmetric position of the hit with respectdaattode
wire length, thev; pulse will reach therpc far sooner than the, pulse. The longer travel time
associated with the, pulse results in an increased chance fof%tt, say at position (40mm,0),
to reach thedc in advance of the initial hit. In this case, a swap occurs between the twolindtsva
on the “long” end of the wire, while thebc correctly records the values on the “short” end.

If left as is, mishandled events (relating to legitimate target gas events) anemouseful to
the analysis than the randoms. Furthermore, since this obstacle is diredibyl telahe physics of
ionization, it cannot be eliminated through improvements in experimental teehriRgther, it must
be managed by computational means during the analysis process. Téeagascare particularly
common in the case of K-ionized neon undergairgdecay. Published results show a tendency to-
ward asymmetric energy sharing between Auger electrons. Conseqeaetlgy of the low-energy
Auger electron is often on the order of the emitted photo-electron and hewggeres computational
sorting. It should be noted that this particular issue is common to experimehta¢hgure more
than one electron in co-incidence.

Single electron experiments typically do not require such computational gor@onsider
the measurement of a recoil in co-incidence with jost electron. As there are fewer ways to
interrupt an anode signal (there dcesn’t exist a subseqlfehit2o head off the ¥ hit), the number
of mishandled events drops to an acceptably small percentage of the totah@yeare simply
discarded along with the randoms). However, when measumang than one electron hit per event
(as is the situation in this experiment), the percentage of mishandled eveetssiesito a level that

makes it unacceptably wasteful to simply discard them.
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A sorting algorithm was developed in proprietary fashion by Achim ngmeconstruct
populations of mishandled events. The “resort routine” as it has come kadyen follows two
prerequisite calibrations: the correction sum table, and the auto-calitﬂdﬁonthe sake of clarity,

we shall describe the “resort routine” in advance of our discussidhase prerequisite calibrations.

The Resort Routine

Execution of the resort routine must be preceded by two methods of calibratowever,
before delving into the details of these methods, it is instructive to first pressubset of the
techniques employed by the resort routine. The enumerated list shows kedoesents some of

the primary features of this algorithm.

1. When a particle such as an electron encountersittre it produces a signal that is closely
followed by its respective anode signhals. The resort routine looks ¢orr@lation between

these signals.

2. The algorithm calculates the position of a hit by measuring the anode sigitlalespect to
the mcp signal. This position must verify the particle made contact with the surfaceeof th

McPp. If the combination of signals imply otherwise, it will be rejected by the algorithm.

3. The hex anode is made up of three layerss & w. The routine needs only a single pair of
anode layers to calculate the position of a hil& ), (v&w) and (v&u). The algorithm uses
this built-in redundancy to flag misplaced data within an event or in some casesstruct

a missing datum.

4. We measure the time required for a hit to propagate along a layer’s an@d@t both ends)
with respect to theicp signal (e.g.fy, & ty,). The sum of these time measurements is con-

stant, reflecting the fixed length of the anode wire (&,0+ ty, = twm O L ). The algorithm

3Special thanks to Achim Czasch for his development and subseguganation of his reconstruction algorithm —
Institute for Nuclear Physics, University of Frankfurt, Germany. watem.uni-frankfurt.de

4The description of the resort routine is presented under the assumpgiogattier is familiar with the details of the
detector; these details can be found in Chapter 2.
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uses this systematic redundancy to reconstruct missing signals (i.e., wdearap, jrby cal-

culating ¢sum —tu,)). As a result, the algorithm is able to reconstruct “missing” signals.

5. The algorithm will not reconstruct more than two signals that are outselelé¢ad-time

shadow of a real signal; a combination such as this will be rejected.

A Brief Example

Using figurd_3.P as a reference, we explore the methods used to recbnsishandled data within
a given event. The rows enumerate the physical hits on the detector, whitelthmns correspond
to the various signals. The routine begins by scanning each layer pagfeement with its prede-
termined time sum - correct layer pairs are shown in boxes. Neighboringreitalso scanned in
an effort to identify misplaced data within a given hit. The data pointhif,:v,] & [ ~®hits:v,] are
quickly identified as “swapped” via a comparison to the time sum. However, tiyshy itself is

unable to identify the datum located afhit,:u;] as misplaced. More information is required.

S e
iy L )
B sy B Q C—
“®hity —O O O O O O O—

Figure 3.2: For a given event, data pertaining to a specific hit may be eigtarimisassigned to a
different event. It is the role of the resort routine to reallocate data er inéltogether.
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Figure 3.3: The left panel shows the time sum versus position plot bgbptieation of the correc-
tion table. The right panel show the corrected version.

The algorithm next calculates each hit position using the three combinatidagesfpairs:
u&v, v&w andu&w. The algorithm uses this redundancy in conjunction with the time sum scan
to flag inappropriate data points. Layer pairs that have already be@mdiboagree with their
respective time sums are used to infer information about mismatched layenpiairs this way the
routine identifies the data point,®hit,:u;] as misplaced, relocating it to tHie®hit;:u;| placeholder

(shown by the arrow).

The Correction Table

The “correction table” is a built-in calibration technique used to improve botlatkaracy of
the reconstruction process as well as detector resolution. Its reletatieeresort routine is due to
a non-linearity inherent to the anode signals. A plot of an anode layer tim@esisus the respective
position shown in Figute3.3 reveals a non-linearity (i.e., the time sum is not eeatipstant!) This
is problematic since the algorithm uses the time sum to reconstruct missimgignals. To correct

this problem (i.e., to “straighten” out this non-linearity), we must generateraction table.
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The algorithm begins by building up three internal histograms correspgmalithe time sum

versus position data. After determining each respective maximum, the algduititels up a cor-
rection table for the position itself. Each delay line anode possesses addgybe of non-linearity.
For example, if one were to apply a fine wire mask to the front side ofittie one would expect
these lines to appear in the position picture. Instead, upon closer inspecteowill see that these
lines are not entirely straight. It should be noted that the non-linearity @layer is independent
of the others. Ergo, all that is necessary to correct for the non-litgezfrthe hex anode is three
position correction tables (one for each layer).

In summary, we now have six correction tables: three time correction tablas fooeach
set of time sums (e.g. fdg, +ty,) and three position correction tables — one for each anode layer
(e.g. ty, —ty,)d The algorithm transforms these six correction tables into six tables specific to
the individual parametersi, Uy, Vi, V2, Wy, Wo. The result is a significant improvement on both

position and timing resolution for all reconstructed hits.

The Automatic Calibration

The “automatic calibration” is the second built-in calibration feature of thengicoction rou-
tine. The positions are first calculated using the time data fronutRev layers. The process is
repeated for the & w layers. The algorithm calculates the time-to-position coefficients such that
they minimize the deviation between anode solutions. The free parametessfaliews: fy, fw &
Wortser WWE USE parameten,qse:to match the centers of the anode layers. Anode layer hit positions

are calculated as follows:

5Note that these correction tables are orthogonal to one another.
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u= (tul _tUZ) * fu
V= (t\/l _tVZ) * fV

w= (th —tw, + Woffset) * Tw

Anode Wire Discussion

As mentioned in Chapter 2, each anode layer is comprised of both a sighadfarence wire,
tightly wrapped around spools (Fig._2.8). Together, they form a wadeguwhen an electronic
pulse interacts with an anode layer, the pulse begins to propagate alon@ibguide. Since
we directly infer the detector position from the anode timing signals, it is eskémtcurately
determine the time required for a pulse to travel one winding over. This iswkepdependent
on the velocity of propagation, the spacing between windings and the lehtjik wire required
to make a winding. While we shall assume for the time being that all the windingsdhgtrise
an anode layer are identical (i.e., the time to distance ratio is constant), thegatiesally differ
between anode layers.

The resort routine uses apriori estimate of the time to distance ratio for théayer to gen-
erate the relative ratios for th&w layers. After all, it has been mentioned that each pair of layers
redundantly calculates the position on the detector. The routine minimizes thepdiscy between
calculations by adjusting the time to distance ratios relative tatlager. This can be verified by
plotting thex—y electron position for a specified slice of tine,TOFyin <t < el TOFRyax (Fig[3.4).

If the routine is working properly, the distribution should be circular. Otligg, we can modify the
ratios we use to convert the acquired timing signals of the pulses to positianRkftare moving
on, we fist need to define what is meant)bgosition,y position andz position. Tablé 3]1 relates

these axial directions to the laboratory frame.
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Table 3.1: Spectrometer Axes Guide
Direction Physical Assignment

x-dir TOF-axis
y-dir jet-axis
z-dir beam-axis

It should be noted, the geometry of thdayer is taken to be known as is the active diameter
of the MmcP. Taking the propagation speed to bec, the time to distance ratio can be calculated.
If for example, the diameter is in reality 79mm, the error will be accounted foveawviddle the
values for the acceleration region of electrons and electric field. Imesswe produce a virtual
experiment withvcp diameter 80mm that possesses the resolution inherent to the 79mm diameter
experiment.

Up to this point, only the resort routine with its associated set of calibratioves een em-
ployed. While the effect of these calibrations has to a large extent imptbeexlerall resolution of
our data, the primary achievement was the salvaging of data to improve stafisticsext series of
techniques will be discussed in an effort to further improve resolutioraandracy of the physical
data. We begin by describing the process of presorting the reconsteweats; a process whereby

data are grouped according to charge state as well as isotope.

3.2 Correction to The Power Supply Drift

Given the lengthy duration of the data acquisition process, it was deencedsaey that we
evaluate the constancy of the power supply that produced the spectrareégetric field. Using
the statistically abundamet? charge sta@ we evaluated the dependence of the reto# on the
event count& The left panel shown in Figufe 3.5 reveals the unsteady behavior oétlod TOF

and further, shows its functional dependence on real-time.

6t should be noted that this figure was generated using the “above Kaimtizthreshold” data set. The (3
excitation” data set did not require this method of calibration since the lbvetarding time was comparably short
(i.e. there was insufficient time to incur a noticeable power supply drift).

"The term “event counter” refers to the chronological enumerationeits collected in the laboratory.
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Figure 3.4: Shown is a plot of the electron position for a slice ofrthedata (44< e; o < 48ns). A
proper conversion of the signal-time data to position-data are confirmec pyésence of circular
distributions.

We corrected for fluctuations in the recaibr by subdividing the distribution (Fig.3.5, left)
into fifty columns. TheroF values along the top and bottom edge of each column were recorded.
The average of these respective pairs was used to gener&terdér polynomial correction func-
tion. The correction was implemented by redefining the reooif according to equatidn 3.1. The
corresponding effect is shown in the right panel of Figuré 3.5.

Our motivation for using the recoiloF (Fig.[3.5) to correct the power supply drift was due to
its direct relationship to the electric field. Consider two ions, each born withrmementum — one
at the start and one at the end of a data recording session. Assumegtiederecording time is
sufficiently long as to allow for the development of a small drift in the specttenpower supply.

We can write the kinematic equations that describe each respective pastioles:
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These equations reduce to,

E, ([t 2
Er \b
The ratio of the electric field is shown to be proportional to the square of teesa ratio of the

recoil TOF. We plot the power supply fluctuation in the left panel of Fiduré 3.5. Netfitthe data

with a function,l". We use this function to calibrate the recodr,

I center
r:I-tof = r:I-tof>l< < ) ’

. (3.1)

wherer cenrerrepresents the average value determined from the first bin of data.ofiteeted plot
is shown in the right hand panel of Figulrel3.5.
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Figure 3.5: The left panel shows the drift of the power supply as aifumof data acquisition. A
function was fit to match the profile of the drift. The corrected data are slwthe panel, right.
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3.3 Wiggles Spectrum

The previous section describes the first step toward the accurate detéomof the spectrom-
eter’s electric field. We now turn our attention to the applied magnetic field infart & make a
similar first step. While we can estimate the magnetic field strength by monitoring thenaiafo
current we deliver to the Helmholtz coils, this is an inaccurate approadam t@knonitoring the
level of voltage we apply to the spectrometer via the power supply. A far amrerate approach
involves the analysis of what has come to be known as a “wiggles” specttwshould be noted
that this technique requires a special data set that is typically generatédkinca of aCOLTRIMS
experiment. For this special case, we lower the spectrometer voltage alltveirdectrons suffi-
cient time to execute numerous cyclotron gyrations before hitting the detdétisrconfiguration
allows us to generate a wiggles spectrum. In order to maximize the solid angletiocollef the
high-energy electrons without excessively compromising resolution,esred the electron side
of the spectrometer to have a rather short acceleration regioe®2. 7mm). While the design of the
spectrometer ensured the collection of all recoil ions, thiedlid angle collection for electrons was
limited to energies no greater than 5 eV. The solid angle collection is goveyrtbe lexternal mag-
netic field that is applied to the spectrometer by way of the Helmholtz coils. A “wijglegectrum
is a plot of the electron’s radial position versus its correspondarg Recently, this convention has
evolved into a modified version where we plot either xhar y-direction with respect to theoFr.
This “modern” form is depicted in the left panel of Figlrel3.6. We identifiezl giiration nodes
and plotted them in the right panel of Figlirel3.6. The slope of the linear fiesepts the gyration
period, T for the electrons. The relationship between the gyration period and theetiafiald

strength is derived below using Newton®2aw and the Lorentz force equation,
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where the empirically determined gyration peridd= 95.406 ns was used to determiBg. A
comment should be made at this time — the calculation of the magnetic field strengtimigaied

on the assumption th&, = 0. While great care is taken in the experimental setup to ensure that
the E andB fields are anti-parallel to one another, perfect alignment is atypical, asodh be
evidenced in the next section. The question then becomes, is it the eleatragoetic field that is
misaligned with respect to the spectrometer? The short answer is, it is theTagddelmholtz coils

are much more prone to mis-alignment than the spectrometer, which is boltedaawrecisely
machined platform. In summary, the electric field may be regarded as beimgttpaligned with
respect to the spectrometer (and the beamline for that matter); we are singplitsamagnitude.

The magnetic field on the other hand, will require a small correction.

3.4 Calibration of Electron Position Data

We designed the Helmholtz coils to produce a uniform magnetic field in the reditreo
spectrometer. An effort was made to ensure the field was oriented aaliepéo the spectrome-
ter's electric field (it is assumed that the electric field is already in alignment wétkaxfs of the
spectrometer). Despite these efforts however, the Helmholtz coils wend fowbe slightly askew

during data acquisition as evidenced by way of a siatlB term for the eIectror@.This section

8The effect this drift term has on the trajectory of the more massiveltieos is negligible.
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Wiggles Linear Fit
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Figure 3.6: The nodes of the wiggles spectrum are identified in the left.pEime slope of the line
that fits the nodes represents the gyration period [ns] of the electrois alirectly related to the
strength of the magnetic field.

begins by describing the method used to identify this drift. It concludes withilsef the linear
correction to offset the misalignment of the magnetic field.

The most effective method for checking the field alignment is by way of la”‘ﬁk)t Aptly
named for its resemblance to the aquatic animal, this histogram shows the réligtibasveen
[electron] position andoF (Fig[3.4). Since this plot is in actuality, a 3D surface that has been
projected onto a 2D histogram, it is necessary to slice or “fillet” the plot inrommeeveal the
structure inside. Figure—3.8 shows such a fillet — the slice was taken suclgtia< 1.0. The
resulting plot contains events that take place within a 2 mm slice of the origihdisB. Both a
node and an anti-node are revealed in Figure 38 a0OF= 93.6ns & 468ns, respectively. The
node is produced by electrons that are “born” in the interaction regitwelem the beam and the
jet and have sufficient time to complete a full gyration. If the magnetic field wéiaenwith the
spectrometer, both the node and anti-node points would be found artldine. Instead, we find
these points to be off-axis, a result of thex B drift. We correct for this drift by applying a linear

correction to the electron position.

19The fish plot is equivalent to a wiggles plot, except the former is gerteratder conditions of a stronger applied
electric field.
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Figure 3.7: This plot shows the relationship between detector positiom@ntbr electrons asso-
ciated with the?®Ne?* distribution. While a node is visible at 95 ns, much of the structure of the
plot is obscured as it is a 3D surface projected onto a 2D histogram.

While it is entirely possible for misaligned Helmholtz coils to produce curvilinedd fines
in the spectrometer region, the radius of curvature of such a field is takenvery large R — ),
hence, justifying the use of a linear correction to offset the drift. Takimegettuation of the line

defined by these two points and subtracting it from each position datum point,

&1 = 6q — (Mror +b).

we correct for the misalignment of the magnetic field. The correctiegh plot is shown in Fig 318.

We repeat the process for tidish plot.
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Figure 3.8: The left plot shows how slicing the 3D fish plot reveals thexif-placement of an anti-
node at~ 46.8 ns and node at 93.6 ns. We establish a linear correction to offset Ehe B drift
associated with the misalignment of the magnetic field. The right panel repsdkes correction.

3.5 Electron Momentum in the Time of Flight Direction

Taking the position data to be sufficiently calibrated, we next turn our attetdidime mo-
mentum of the electrons. From kinematics, the component of momentum along thef titigét
direction is as follows:

d E
= rne ° - q?t*rop (32)

~ tror
This implies that energy4 = %) is dependent on two parameters: electron acceleration lesgth,
and spectrometer field strength, Note, the former is inversely proportional to the time of flight;
whereas, the latter is directly proportional. This is problematic if calibrating togdesline energy.
For example, a line of high energy corresponds to electrons possassiogt time of flight. Conse-
guently, the first term in equatién 3.2 dominates the second. This uncertathty ébectric field, if
carried throughout an analysis would lead to erroneous results ind&edéfore, to ensure proper
calibration of the spectrometer requires multiple line energies which spanceptable range of
energy. Before we proceed to the final stage of calibration, we first nake of the transverse

components of electron momentum.
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3.6 Electron Momentum in the Transverse Direction

In addition to determining the component of momentum in tioe direction, we need to
accurately measure the transverse components as well. Granted, thisispetific method of
calibration, but it is relevant to the energy calibration method discussed @atculating these
components is a bit more complicated than finding the component of momentum in theftime

flight direction. There is after all, a coaxial external magnetic field pte$en(3.9)[32]).

4y

Figure 3.9: The electron momentum that is perpendicular to the magnetic gieljll execute
circular motion in this plane. We calculate the inital momentum components with tésghe lab
axes analytically.
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The electron’s position on the detector depends on both the initial momentuwn gditticle as
well as the time available for the particle to gyrate about a field line [32]. Usangrgetry and the

Larmor radius equation (Eq.2.2), we can relate the parameters of Eigiae RBows:

r

R= 2/Sn(at/2)]

(3.3)

¢:a—%, (3.4)

Knowledge of the perpendicular component of momentum (from the Laratius) and the emis-
sion angle,¢ allows one to determine the transverse components of momentum relative to the

cartesian axes.

3.7 A Comparison of Line Energies to Published Results

Our investigation into the core-excitation of neon has serendipitouslylesl/&aus an excel-
lent method of spectrometer calibration. A pulsed photon beam (867eV3ealasted to promote
core (k) electrons to the B excited state (Eg.3.5). The subsequent electronic relaxation of this
initial state produced among others, a populatioNet". An analysis of this charge state revealed

numerous channels that involve a two-step shake-off process.

Ne+ y — Ne(1s2522p°3p) (3.5)

The line energies of interest are shown in Fidure13.10. Table 3.3 prodeesfication of the
enumerated lines in this plot and the respective energiés.[21]. We usestiegjies as a benchmark,
to calibrate the electron acceleration length and electric field of the spectroRetlling, there

are two terms in Equatidn_3.2 - a term that is proportional to time with the electric figldgth
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acting as a coefficient, the other term is inversely proportional to time with ttelexation length
of the spectrometer acting as a coefficient. We used low-energy lines toatalthe electric field
coefficient and high-energy lines to calibrate the acceleration lengtimetea \We provide mea-
sured values of the line energies in theeblumn of Tablé 313 as well as the percent difference with

published values.[21]
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Figure 3.10: A part of the second-step auger spectrum resulting fetnathsition between the ini-
tial Ne(1s~13p) and finaINe?* states. The top panel represents our data, the lower panel represents
published results [21]

Through a short iterative process, the line energies obtained thrawgbxperiment were

aligned with published data (Fid._3]10b). The parameters used to corvertiese lines were
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Table 3.2: A Comparison of Our Line Energies to Published Results

Line No. Transition KEpubiished(€V) KEmeasured€V) % Difference
1 2s'12p°(3P)3p — 25°2p*(1D,) 12.6 12.5 0.80
2 25°2p°(1S)3p — 2s'2p°(*Py) 136 13.5 0.73
3 2512p5(3P)3p — 222p*(3P) 15.7 15.6 0.64
4 2512p°(3P)4p — 2822p*(1Dy) 17.4 17.5 0.57
5 2P2p8(19)4p — 2s12p°(XPy) 18.7 18.7 0.00
6 2512p°(3P)4p — 2522p*(3P) 20.6 20.7 0.48
7 2s'12p°(1P)3p — 2822p*(1D,) 22.6 22.6 0.00
8 2502p5(15)3p — 2512p%(3P) 24.1 - .

9 25'2p°(*P)3p — 2522p*(°P) 25.7 26.0 1.16
10 212p°(1P)4p — 2822p*(1Dy) 27.8 27.5 1.08
11 202p5(19)4p — 2s12p°(3P) 29.1 - .
12 x2p°(1P)4p — 2522p*(3P) 309 30.9 0.00

Table 3.3: The enumerated transition energies correspond to the peaks ishbottom panel of
Figure[3.10. We also provide published and measured values for thectiesgine energies. We
include the percent difference to show the level of agreement betwedwdrspectrum (Fig.3.10).

of course, the electric fieldE| and the electron acceleration regiol, The values were found to

be 224 V/m and 427 mm respectivel

3.8 Recoil Momentum Calculation with Electrostatic Lens Calibration

Due to the mass of the recoil ion, we found it necessary to incorporatéeaimostatic lens
on the recoil side of the spectrometer to improve the resolution of the distribWbiie the exact
profile of the electric field in this region is unknown, it is only necessarytferprofile to be axially
symmetric in order to accurately calculate the recoil momentum alongdiredirection. From

kinematics we find that two particles with equal and opposite momentum along theftitighb

10The acceleration lengthe was recorded (as accurately as possible by hands-on means) inahetdap book to be
41.5mm.
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direction differ only by the turn around time of the particle whose momentum is iniialiiyparallel

to theE-field of the spectrometer.

Aside

Consider two identical particles possessing mom@giand — po;, respectively. From kine-
matics, the difference between the thoF measurements is the turnaround time of the anti-parallel

ion,

Pr = Po — QEt
0 == poz - th
E
Poz = q7tturn (3.6)

wherety,n = 2t. From the recoifror histogram (Fig[L13 found on pa@k 7), one can determine the

maximum and minimuntor for a given charge state. Then Eq.]13.6 becomes,

E
Poz = q?(tmx—tmin)- (3-7)

Equatior 3.V is the maximummomentum for a given charge state. Next, we need to assign values
to all events which occur foftyin <t < tmax). Recognizing that momentum is a linear function of
time, we first defind, as the center of theor distribution. We then assign a momentum based on

the time relative to this centdg,

tmax —To

0= % () g (3.8)

By symmetry, the(%) reduces to 2,
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p(t) = gE(t —to) (3.9)

Whent = t, the equation for momentum becomes,

p(t) = GE (tmax — to) (3.10)

which is equivalent to Eq._3.7.

Using the Momentum Sum

If there exists a sufficient number of events that are “fully” measured @edirectly measure
the momentum o&ll constituents within an event), we can plot the corresponding momentum sum
of these patrticles. Conservation of momentum requires that this total behlumvever, this does
not happen due to resolution effects. While there will be some width to the disonb it should
be centered about zero. Adjustments to the offset parameters assedtatédue electrostatic lens

can be made with a Gaussian fit on the sum-momentum distribution.
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Chapter 4

DETECTORRESOLUTION IN THE CONTEXT OF RADIATIVE DECAY
4.1 The Decay Channels oNe"

In this chapter, we identify and isolate events that correspond to the vadigitay channel of
Net. We shall see that the images associated with this channel press the limits efeb®dres-
olution. Noting these limitations, we set out to quantify the detector resolutioxt, We calculate
the momentum vector of the photon in order to investigate its correlation with the-glectron.
Additionally, we briefly investigate the non-radiative decay channéll@f in the context of the
newly quantified detector resolution. As a final point of interest, we censidhovel concept of
scattering between the emitted photon and photo-electron.

Direct lonization/Recapture
Ne(1s?25?2pf) +-hv(8729eV) —  Ne' + €4

v
Ne(1s1)* +¢, (1.7eV) — Ne(2p 1) " +¢, +y

Radiative Decay

4.1.1 Identifying the Radiative Decay Channel - Recoil lon Distribuion

As mentioned earlier in Chapter 1, we can identify the radiative decay eh&tom the recoll
Time-Of-Flight (TOF) plot (Fid.1B found on pa@é 7). The histogranvegras a concise record
of the measured charge states as well as their respective ratios ofaabendach distribution has
been identified accordingly. Focusing on #iBlet distribution, we observe a unique structure: two

broad peaks that surround a narrow central spike.
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The recoil ions within the central spike possess a minimum momentum relativede didhe

surrounding peaks}Rphoton ~ 0.23 au (associated with the emitted photon). By comparison, the

structure surrounding the central spike implies a much higher recoil momeduenrtp either the
direct ionization of the valance sI‘&tbr via Auger decay in conjunction with the recapture of the
photo-electron.

To gain an appreciation for the rarity of the radiative decay channel aleglate the relative
charge state abundances (Tdblé 4.1). This was accomplished by ditidingmber of events for a
given charge state by the respective total (Fig.1.3 found on[ﬁ%é’ﬂe.charge state ratios depend
upon the incident photon energy (which is assumed to be in excess of ith&zétion threshold

value) and the lifetime of theslvacancy, [ = 270 meV) both of which affects these percentages.

Table 4.1: Relative Charge State Distribution
Charge Staté Relative Abundance (%)

Nel*+ 4.65
Ne?t 89.47
Ne3* 5.55
Ne*+ 0.31
Ne>*+ 0.02

* Based on thé®Neisotope.

While the Ne' distribution accounts for only.85% of the collected events and noting that the
aforementioned central spike represents a subset of these eveststigtees available for such an

analysis are small indeed.

4.1.2 Identifying the Radiative Decay Channel - Electron Distributian

Evidence of the radiative decay channel also appears in the elactrotiata (Fid.4.1.2). We

observe a small distribution of hits at approximatelfLrs, implying the Micro-Channel Plates

1The ® ionization potential of neon is 236 eV ([7]) which results in recoil momentulfrecil | ~ 7.9 au. We show
in a later section that our detector cannot resolve this channel apartimAuger/recapture channel.
2The2%Neisotope represents the only complete set of charge state distributions.
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(McP) are sufficiently sensitive to measure energetic photons. It should bigsomeshthat the statis-
tics asssociated with measuring the photon are low; and the resolution thedcsadesd with such
low TOF values is poor. Yet, it is worthwhile to mention this interesting yet accidentabdisy

- the COLTRIMS system is capable of measuriagl constituents of a radiative event (i.e., we can

directly measure the momentum vector of an individual photon!).

Electron TOF Ne *

10°F Entries 393736

- Underflow 0

C Overflow 0
10° =
102 =
10

1 | I | | | ‘ | | | ‘ | | | ‘ | | | ‘ | | | I |

0 20 40 60 80 100

TOF [ns]

Figure 4.1: A small distribution of electron hits is apparent near 1ns. Thiegmonds to a direct
measurement of photons, an interesting feature ottherrims system. Direct ionization/recap-
ture is observed at approximately 3ns whereas the photo-electrons makmuch broader peak
(25— 75ns).

4.2 Quantifying Detector Resolution

To improve both statistics and overall resolution, we consider events wesraeasure the

photo-electron ( hit) in co-incidence with the recoil ion. Next, we invoke the conservation of
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momentum to infer the momentum vector of the photon. An array of momentum defisyis
shown in Figuré 4]2. The top row represents slices of the photo-electroremdm sphere. The
structure of the photo-electron distribution is observable with the detectoluteon at this fixed
energy. The middle row represents slices of the recoil ion momentum spAsr&ill soon be
shown, these slices should be nearly identical to that of the photo-elet¢tiamever, the inferior
resolution at these energies made it clear that they are not. In fact, itecassary to pan out
to a wider range in order to observe all the recoil hits. Finally, the bottomrepresents slices
of the photon momentum sphere. The distribution is inferred via the conggre momentum;
therefore, it reflects the resolution of the other constituents of the evefter @ll, the photon
distribution should be isotropic as it derives from the-2 1stransition. Regardless, nearly 70k of

radiative decay events have been successfully recorded witbdhisrIMS system.

4.2.1 Expected Values

At first glance, it appears that theF axis possesses superior resolution to the spatial dimen-
sions (Fid.4.R). As a means of testing this claim, we turn to established valueg,tbs well
knownL; ionization potential of neon and the calibrated beam-line energy (Chaptiec8jculate
the expected radii of the momentum distributions (in this temporal direction)n Teeenergy of

the photo-electron is as follows:

Esynch - 872.9€V

E., = 8709eV
E, = 2.0eV
k, = 0.383au (4.1)

This value, which corresponds to a momentum.8Bau agrees well with the data shown along

the TOF axis in the top left panel of Figufe 4.2. Consequently, we can take sonfideoce in the
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Figure 4.2: The width of each distribution along the time-axis agrees well watligited values,
showing superior resolution to that of the spatial dimensions. The slicesoddp momentum in
the bottom row confirm the successful measurement of the the radiatag deannel oNe™.
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temporal resolution for electrons in this energy range. Of course, thigiher specific statement
on behalf of the electron detector. Later, we will quantify how the resolli@raves as a function
of particle energy.

Upon core ionizing the target gas, a valence electron “falls” to fill teevdcancy. If the
transition energy manifests itself as a photon, the recoil ion experieneg®adssmaller “kick” of
momentum. Given the transition energy from th@walence shell to theslvacancy is 84%5eV

(citePindzola), this value of photon momentum can be quantified as follows:

hv = —
Phv = =

849,65
(27.212)(137)

=0.228au

(4.2)

If we consider the case where the photon is emitted in the same direction asthesfdttron,
then we can arrive at the total momentum that can be transferred to thldaador this channel of

decay.

Precoil = 0.383+0.228

=0.611lau (4.3)

We observe that this value is also in good agreement with Figure 4.3. Addlyich& comparison
between calculated values and experiment serves to instill confidenceaodingate results that are
associated with the recoil detector, at least for this value of momentum.

Up until now, we have compared the predicted momenta of the target gagwems to the

experimental results shown in th& tolumn of Figuré 4.2, particularly along the time-axis. Having
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concluded that the resolution is superior along tlos axis, we note the lack of agreement between

the values and the spatial dimensions (beam & jet axes).

Resolution Effects fromNe"

Referring to Figuré_ 412, we note how the resolution differs not only betvedectrons with
differing flight times, but also with regard to whether the momentum deri@s Bpatial or tem-
poral coordinates. A more consice record of the behavior of tempodaspatial resolution can be

viewed in Figuré 4.3.
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Figure 4.3: The left panel represents the direct measurement of theakassociated witNe™.
The right panel shows the direct measurement of the correspondioijicans. At this scale, these
plots should be perfect mirrors of one another. However, the resolakianges as a function of
particle energy and depends on what type of particle is being considered

The left panel shows the resolution from the direct measurement ofthi¢ électron. The low
energy electrons can be associated with the radiative decay chagi&l(Evhile the high energy
electrons represent the direct ionization (or Auger/recapture) ehaiiine right panel represents
the measured recoil ions associated with each of these decay chanoéds.at\this scale, these
images should be perfect mirrors of one another (regardless of whethet a photon was emitted).
At lower momenta, the electron side of the spectrometer shows superiduti@so At higher

momenta, the recoil side of the spectrometer shows superior resolution utattriio the profile of
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the electrostatic lens. It is appropriate at this time to quantify these transitioesafution. For
clarity throughout the subsequent calculations, we recall how the axesldeen defined (Chapter
2),

Table 4.2: Spectometer Axes Guide
Direction Physical Assignment

x-dir TOF-axis
y-dir jet-axis
z-dir beam-axis

4.2.2 Quantifying the Electron Temporal Resolution

To quantify the resolution along theoF axis, we take the partial derivative of the respective

momentum equation (Eg.3.2) with respect to tiine.

mAX ek
S it
=173
meAX ek
Apy = |——= — == (At
pe= |- -
9.108-1031%1.103 1.6-10194222
Ap, = 5.1019/1.99.10°%
( (50.1092 T 2 ) /
~ 0.0l1au

The equation above estimates the temporal resolution for photo-electrbasgag, the equation

below represents an estimate of the temporal resolution for Auger electrons

<9.108- 1031%1-103 1.6-1019%222
Apy =

.10-10 10-24
Giosz 5 )5 10719/1.99.10

~ 0.034au

3In this rough estimate we neglect the contribution of other smaller ordemiar
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Regardless of energy, the resolution alongthe axis is sufficient to analyze either channel that
arises fromNe". However, the same cannot be said of the spatial dimensions, particukarkcibil

ions.

4.2.3 Quantifying the Recoil Spatial Resolution

When considering the spatial resolution of the recoil ions, we cannot thalessumption that,
Apy ~ Apy as we did when calculating the resolution of the electrons. In fact, we calitagively
observe a difference between the two spatial dimensions shown in Eidlit€ldarly the resolution
along the beam-axis surpasses that of the jet-axis. This difference issthle af the way in which
the target gas is introduced into the chamber. As the gas travels from thke tmthe lower floor
of the chamber, the spread of the thermal distribution causes the jet tgaliv&éhis spread has
been anticipated by the designers of the experiment and prior to enterickhahder the jet passes
through a skimmer. Not only does the skimmer eliminate what would otherwise jppehlematic
background gas pressure in the chamber, but it also truncates the ltiestnizution in the direction
perpendicular to the jet velocity. Therefore, by the time the target gakesdloe interaction region
with the beam, the thermal spread is narrower in the beam axis direction aswaip the jet

velocity direction.

4.3 Analyzing the Non-Radiative Channel(s)

Here we apply the newfound knowledge regarding detector resolutioretodh-radiative
decay channel oNe™. Two channels are considered. The first occurs when the photoresoniz
the valence shell of the target atom. The second can be representgdhesitwo-step model.
Subsequent to K-shell photo-ionization, an Auger decay occurstiftescale of the second step
must be sufficient to allow the ion to recapture the photo-ele&rdn.this latter case, the recaoll

receives a momentum “kick” from the Auger that is considerably larger that of the radiative

4In the sudden approximation, the photo-electron “sees” a potentiatjetfesm—1/r to —2/r

67



Auger Electron Momentum

x10
— 10 - Entries 643316
3 C 0
o 8F ;
< 6
© C
Law) 4 —
2
o
-2 }
4
- 4
-6F
8- — 2

- 1 11 ‘ 1 11 ‘ 1 11 ‘ 1 11 ‘ 1 11 ‘ 1 11 ‘ 1 11 ‘ 1 11 ‘ 1 11 ‘ 1 11
l-C?LO 8 6 4 -2 0 2 4 6 8 10 0
Beam-Axis [au]

Figure 4.4: Shown is the calculated Auger momentum (which incorporatepétialsresolution
differences of the recoil ion distribution). Note the spread in the jet dinegsigreater than that of
the beam direction, the difference being attributed to the variation in therntabdigons.

decay channel. However, the energy difference between these twiadiative decay channels is

observed by comparing the respective final states,

Ne(1s?25?2p°) " +hv — Ne(1s?28°2p°np) " + e~

Ne(1s'2s°2p°)* + €, — Ne(1s°25°2p°np) * + €,

The only means we have to resolve these two similarly energetic final stateserth svithin the

recoil distribution. Figuré 413 shows that we cannot resolve lines of detil.
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4.4 Scattering by way of the Radiative Decay Channel

A personal motivation for investigating tide™ radiative decay channel is to observe the an-
gular correlation between the emitted photo-electron and the photon. Salggifin interest was
taken in determining whether or not it was possible to observe this unigoedbCompton scat-
tering (i.e., the emitted photon scatters off the photo-electron, both of whichraitted from the
same source). Depending on the time frame in which the photon is emitted, thereeniragr-
esting physics associated with such a scattering mechanism. If the photerseattered by the
photo-electron, this would potentially appear in the angular correlation betthe constituents. In
essence, the mechanism would be analogous to the angular correlatiesheflkonized neon that
results in Auger decay.

The primary motivation for the investigation of the aforementioned scatterirgsereed when
comparing the photo-electron energy distribution&" with the Voigt fit (Figl4.5). It should be
noted that we centered the Voigt curve (shown in red)%&\ﬂ There exists very good agreement
for all but the leading edge of the distribution. Here the deviation showsagrnumber of hits than
predicted by theory. At the time, it was considered plausible that a scafibotd-electron would
end up in this region of the distribution. However, this notion was later dismisked'effect”
observed is nothing more than an artifact of the resolution, which asibedaarlier, diminishes
as energy increases.

Additionally, we plot the angular correlation between the photon and pHetiren (Fid.4.7).
We observe isotropy across the angular range[(Fig.4.6). Given this, iess clear that no observed
scattering occured between the photo-electron and the emitted photon.

There is still one feature/artifact that has gone unidentified. ReferriRytoe 4.8, we observe
what appears to be at least one line energy that cannot be attributedrmartic of the beam-line,

a Zionization event, or any other electronic cascade that would prodNes-don. The feature is

INote, from the calibration chapter, we determined the beam-line photomgyeioebe 872eV, resulting in an accurate
measurement of theslonization potential for neutral neon: 8B@&V.
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Figure 4.5: A Voigt fit is shown to fit well with théle* data. The slight deviation on the leading
edge, initially thought to be electrons that had increased energy duetterscpwith the photon,
has been dismissed as nothing more than a diminishing resolution effect.

also present in Figuie 4.7 which represents the energy of the electoriated with all events that

measure &e' recoil ion. Itis an unanswered question as to what is causing this linedétarke.
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Figure 4.6: The angular correlation between the photo-electron and de@pshows isotropy. This
is in agreement with the negligible cross section available, considering the lifetitme 1s vacancy
for radiative decay and the photo-electron energy.
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Figure 4.7: A low-energy photo-electron peak is prominant in the figure. Perbmadly shaped
high-energy peak is also observed, corresponding to the directimmiracapture channel. A third,
unexplained feature is also present. Intermediate electron hits are visibke jothand resemble
low-energy lines.
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Chapter 5

REVISITING THE PHYSICS OFSINGLE AUGER DECAY FROM K-SHELL |ONIZED NEON
5.1 Introduction

In this chapter, we use the physics associated with the single-Auger déd¢éaghell ion-
ized neon to quantify the elliptical polarization of light used throughouttherrims experiment.
From this determination, we describe a technique that computationally calibvateslarization to
suit a two-dimensional version of the experiment. Additionally, we discussitas computational
technique that may be used to calibrate the respective Auger electronudistriNext, we extrapo-
late elements of this calibration proceedure to develop a more statistically tbteestdimensional
version. Finally, we present new angular correlation results thatsmorel to the followingNe?*"

decay channels:

Ne(1s°25°2p*)*" + e, + ey,
Ne(1s2s’2p°) " + &, = { Ne(15°25'2p°)%" +e, +e;, (5.1)

Ne(1s?252p°np)** + €, + €
5.2 Quantifying the Ellipticity of Light

Recall that the primary motivation for conducting theLTRIMS experiment was to measure
the angular correlation of electrons associated with the double-Augay déK-shell ionized neon.
To reach this end, we required that circularly polarized light be useddtoghnize the target gas.
However, we can show conclusively that the light from the beam-line wasircularly polarized,
as previously thought. Rather, a non-negligible ellipticity is shown to have pessent throughout

the experiment - a fact that adds an angular bias to our results. Inanteficorrect for the lack
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of polarization control at the beam-line, we developed a computational matabdorrects for the
bias.

Physics dictates that the photo-electron distribution be symmetric about timedeés While
linearly polarized light gives way to a p-wave photo-electron momentum disiwily circularly po-
larized light essentially rotates this p-wave about the beam axis, prodataugus-like distribution.

Consequently, an elliptically polarized beam appears as an asymmetricallytegeigurus-like dis-

tribution (Fig[5.2).
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Figure 5.1: The photo-electron distribution§6< E, < 2.5eV) shows uneven weighting suggesting
elliptically polarized light was used at the beam-line. Note that the orientatioreah#jor-axis of
polarization is not orthogonal to the co-ordinate system.

Clearly, the density of events in this plot is not isotropic. Rather, we obsaditional weighting
along theToF axis. Further, the axis of symmetry of this distribution is not orthogonal to the co
ordinate axes, rather it is offset by a few degrees. While the asymmesrphgerved early in the

analysis, it was disregarded pending the completion of the exhaustivé d¢islitrations described
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in Chapter 3. Only after we applied this battery of calibration techniques werable to deduce
that the asymmetry was in fact, due to elliptically polarized light, and the offseh@sthe major-

axis of elliptical polarization relative to the lab frame. Accordingly, a poininéérest among the
group members was to quantify the polarization to prepare for future bears-tifine remainder

of this section describes the process used to identify and quantify the ellipdicese of the light.

Selecting an Appropriate Subset of Data

In order to determine whether or not the angular distribution of photo-elexts isotropic, we
first take a planar slice of the data. However, we must exercise cautien séiecting the subset
of events to analyze. Consider the way in whichdme TRIMS system acquires data during the ex-
periment. We recorded two varieties of events that corresponded to-gingkr decay, “complete”

and “incomplete.”

Table 5.1: Data Acquisition Chart

Type Recoil e Hitl e Hit2 Calc.
Complete Event X X X X

Incomplete Event X X - X
Incomplete Event X - X X

* Calculated for Improved Resolution

Referring to Tabl€5]1, a “complete” event occurs when we measure ger&lectron (2 hit) and
photo-electron (# hit) in co-incidence with a recoil ion. An “incomplete” event occurs when we
collect only a low-energy photo-electron®(br 2" hit) with a recoil ion (i.e., we regard the Auger
electron “missed”). Given the limited solid angle collection of the high-energgeh electrons,
we find it statistically advantageous to focus on incomplete events, wherefevethe “missed”
Auger via conservation of momentum. Moreover, for the purposes aftiqyag the ellipticity of

the light, we do not fold in the “complete” events, since the detector collectiaiesfcy changes

when we require the co-incident measuremertiaf electrons.
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Confining the Photo-Electron Momentum Distribution to 2D

To quantify the ellipticity of the light, we apply a wide-angle conical gate to thessubf
events we regard as “incompleteCds(6,) < 0.15). This results in a planar slice of the photo-
electron distribution, defined by the jet andF axes (Fid.5.2). The functional form of the angular
distribution confirms the group’s earlier suspicion that the polarization dfgheat the beam-line

was not circular but rather, it was elliptical.

Photo-Electron Momentum
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Figure 5.2: We restrict the subset NE°" events to a plane. The resulting slice of the photo-
electron momentum (B < E, < 2.5eV) further reveals the anisotropic distribution we attribute to
elliptically polarized light. The axis of symmetry is associated with the major-axi®lairization

for the elliptical light.

We fit a function that quantifies the ellipticity in Figure b.2. It should be notetitteacurve
does not match the data well-ail8°. Additionally, the troughs of the data are unequal. We do not

attribute these lesser effects to the polarization; instead, they are assodidt®ther artifacts of
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the experiment. We address these effects in the next section when aegstnd two-dimensional

method of analysis in greater detail.

Events

« Ne” Photoelectrons 1
f(4) = 1278+378*c0s(2¢) |

T T T T T T T T T T T
-120 -60 0 60 120 180

150

180

270

Figure 5.3: We use the angular distribution of the 2D subset of photo-@heetrents to quantify
the ellipticity of the light at the beam-line. The top panel shows good agredmetméen the fitted
function, f (@) and the data. The lower panel represents the data in polar form.

To summarize, we have applied a wide-angle conical gate to the subsetni$ eggarded as
“incomplete” (Tabld 5.11). This results in a planar slice of the photo-electismitlition that can
be used to reveal the elliptical nature of the light at the beam-line. The fandtip) (Fig5.2)

guantifies the deviation from circularly polarized light. Having concludedaiheof this section,
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we turn to the next section, to consider what potential benefits may be dléaneanalyzing data

with this two-dimensional method.

5.3 The 2D Experiment - A Novel Feature of COLTRIMS

Having quantified the ellipticity of the light (FIg.5.2), we next turn our attentiotht® two-
dimensional method ofoLTRIMS analysis that made it possible. Recall that in order to observe
the anisotropy of the photo-electron distribution, we required the applicafiarwide-angle gate
(Cos(6,) < 0.15) to the events (i.e., we consider only those target gas constituents whicbra
fined to a plane). This in essence, recasts the experiment in two-dimensiakiag it possible to
directly compare results to fixed-in-space spectrometry methods.

In the prior section, as we determined the function that best quantifies theallipature of the
light at the beam-line, we also noted regions where the two-termed functiorotliid the data well.

We attributed these unassigned mismatches to artifacts of the experimentggprdtather than
calibrate the light usind (@), we instead opt to calibrate the photo-electron distribution to isotropy
using a Fourier weighting function. This approach removes any contriblgishe aforementioned
experimental artifacts.

Defining the statistical weighting function as the ratio of the isotropic averatieetealue of
the Fourier function evaluated at the point of interest, we refill our histogrd he top row of Figure
shows the contrast between the uncalibrated and calibrated phdtomekogular distribution.
The bottom row represents the respective photo-electron momentum delossty We carry this
weighting function throughout the subsequent 2D analysis to ensur@tifatts assoicated with the
correction are not influencing the physics. Another interesting featatattses from the statistical
weighting of the histograms is that we are able to shape the photo-electraputistr to match any

variety of polarization (e.g., linear).
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5.3.1 Isotropy of the Auger Electron Distribution

In addition to calibrating the two-dimensional photo-electron distribution to ipginee can
perform a similar proceedure with the Auger electron distribution. After alempect to observe an
s-wave distribution of Auger electrons as a result of the filling of theatancy of the target atom.
Using the same subset of 2D data, we can fit a many-termed Fourier futatiba distribution,
weighting the data in similar fashion to the photo-electron distribution. The top fégare[5.5
shows the contrast between the uncalibrated and calibrated Augeoelangular distribution. The
bottom row represents the respective Auger-electron momentum densgyAsan the case of the
photo-electron calibration, we carry this weighting function throughoutubsexquent 2D analysis

to ensure that the artifacts assoicated with this correction do not influeaghyisics.

Planar Angular Correlation of Electrons

Having calibrated both the photo-electron and Auger electron distributiomsotmpy, we
analyze the data set. Of particular interest is the angular correlation etheeemitted electrons
of K-ionized neon (E@.511). Taking the angle between the Auger momentatarvend theTor
axis as@, and the angle of the photo-electron with the same axigasie defineg, — @ > 0 as
belonging to the range: (018%°) and¢ — @ < 0 belonging to the range: (18036(°). We do this
as a precaution (i.e., we may be able to better identify a systematic error,ehpreshe resulting
polar plot is shown in Figule 5.3.1. The characteristic divot is clearlygmtaghereas the remainder
of the plot is isotropic.

Upon comparison with the (red) circle that overlays the data, one will notitiglat deviation
from isotropy, broadly occuring at (86 6 < 90°). With a posterioriknowledge, this splash is the
result of physics and moreover, is in good agreement with theory. Thdsdef this splash will be
investigated in greater detail in the next section. However, it should bel tlodé at the time the
results were first observed, the splash was flagged as being theafesnlartifact associated with

the two-dimensional experiment.
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5.3.2 The Small Angle Approximation Applied to the 2D Method

While the calibration proceedures described above are useful feidprg a basis of com-
parison to experiments which are conducted in a plane (or some arrangehfe®d-in-space
spectrometers), there existeaveatworthy of mention. The two-dimensional analysis is in actual-
ity, only quasi-2D. In order to have sufficient statistics to perform arukmgorrelation, we have
opened the angle of acceptance to approximat& 8Vhile the momentum component of thi§' 3
dimension is small, it is nevertheless, non-zero. As a result, the two-dimahaioalysis becomes

a bit of a balancing act between statistics and the error incurred by thptaoce angle.

Table 5.2: Relative Charge State Distribution
Charge Staté Relative Abundance (%)

Nel* 4.65
Next 89.47
Nedt 5.55
Nett 0.31
Ne>* 0.02

* Based on thé°Ne isotope.

Given the relative rarity of th&le3t channel (Tab.5]2), we look for an alternative to calibrate the
photo-electron distribution. We extrapolate the notion of statistically weightindpigtegrams in
three-dimensions. The remaining section will describe the method employetbttwatly preserves
statistics, but additionally yields new results that pertain to the single Augay@é&-shell ionized

neon.

5.4 Extrapolating the Polarization Calibration to 3D

Consider the torus-like distribution of the photo-electrons once more. é&eitimensions,
two weighting functions may be considered. The first takes into accouanipgar distribution of
events in the plane defined by the jet ark axes. The second considers the angular distribution of
events in the plane defined by the jet and the beam axes. We shall degigarad® as the angles

a photo-electron hit makes with respect to tter and beam axes, respectively. The top row of
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Figure5.7 shows the difference between the uncalibrated and calibfaitamtglectron angular dis-
tributions forg only. The bottom row represents the respective photo-electron momeetsityd
plots.

Next, we can iteratively perform a similar calibration for tBedirection. Using the same
Fourier series weighting function technique as described in the two-dinmahgimcedure, we can
force the distribution shown in Figule 5.7 to be isotropic (i.e., we turn the tideskstribution into
a spherical distribution). By re-weighting the photo-electron distributiarn $bat it is spherically
symmetric, we can eliminate any angular bias originally present in the distribuliothe case
of Ne?* this is not a necessary correction as we infer the Auger electron with alvittusolid
angle of collection. However, when considering the caseroflecay, it will play a much larger
role. Referring to the top row of Figuke 5.7, we observe the differemt@den the uncalibrated and
calibrated photo-electron angular distributions ébonly. The bottom row represents the photo-
electron momentum density plots with only tpecorrection applied.

Additionally, we consider the distribution of Auger electrons in three-dimessas we did
the photo-electrons. Applying a Fourier series to each of the two anguiges, we can calibrate
the Auger electrons. Referring to the top row of Figurg 5.8, we obsepselifference between
the uncalibrated and calibrated Auger-electron angular distributiong farly. The middle row
represents thé correction for the Auger electrons. The bottom row represents the jgthettron

momentum density plots with both photo-electron and Auger electron correction

5.4.1 The Physics of Single Auger Decay

Having successfully calibrated both the photo-electron and Auger etedistributions to
isotropy, we are assured there exist no angular biases in subsemadysis. Accordingly, we
consider the angular correlation between the emitted electrons in decayethahEquatiof 5]1.
Figure[5.10 represents the photo-electron energy plotted as a functiba ahgle between elec-
trons. At first glance it appears the distribution is isotropic for all angtesgt in the vicinity of 0.

Recall from the previous section that while the characteristic divot wesept in (Fig.5.311), we
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observed a broad splash. As it was unclear if this splash was physsasply an artifact arising
from an overreaching application of the small angle approximation, we tuhe three-dimensional
analysis to probe the data further.

Taking thin slices of the photo-electron distribution (Eig.5.10), we prodota plots that rep-
resent the angular correlation between these specific energy photmeseand their corresponding
Auger electron. The ranges considered were as follow8:«(1.4)eV, (14— 1.8)eV, (18— 2.2)eV
and are shown in Figute 5]10. In the lowest energy slice, we obsermdivot present without
any noticeable splash. In the intermediate slice (where the bulk of everjisesent), the divot re-
sembles published data (i.e., it is a more pronounced divot and lackindpsplde highest energy

slice shows a broad splash effect at 30C°.

5.5 Final Remarks

After a thorough analysis of the data, we determined the light from the beamviis not
circularly polarized, but rather, it was elliptical. The preceding secti@ve Iserved to describe an
accurate means of quantifying the ellipticity as well as segue into a unique mathaodlysis. The
procedure outlined above describes how to recastthaRriMS experiment in two dimensions and
calibrate both the electron distributions to isotropy. Fidure 5.3.1 represensgiular correlation
between electrons in polar form. Of course, we require that suffictatistics be present at the

onset of such an analysis in order to consider physical trends that within the plane.
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Figure 5.4: The top-left panel shows a lack of isotropy in the photo-eleddistribution. A many-
termed Fourier function calibrates the distribution to isotropy as shown in thegbppanel. The
lower panels represent the photo-electron momentum density plots befdrafter calibration,

respectively.
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2000

2000

- Entries 132129 - Entries 132129
C Underflow 0 C Underflow 0
1800 = Overflow 0 1800 - Overflow 0
1600 1600
1400F- 1400
T I
1200F 1200F
1000 1000
800F 800F
600~ 600
400F 4001
200F 200F
P P A A Y R P S D B T R N
-150 -100 -50 0 50 100 150 -150 -100 -50 0 50 100 150
Oror Bror
Auger Electron Momentum Auger Electron Momentum Corrected
—_ 10¢ [Entries 132129 —_ 10¢ [ Entries 132129
g C [ 0 i [ 0| 0 % r [ 0| 0| 0
o O B 120 raa 120
< eF < e[
5 4 100 L 100
2k 30 2r 80
oF o
C 60 L 60
-2 -2
-4 40 -4 40
= -6~
C 20 [ 20
-8 -8
| S D BTN PO PR DU BT UTRE U [ N T T DU PR U PO U DU BT ST P N
Q078 % 4 2 0 2 46 8 10 9078 %6 4 2 0 2 46 8 10
Time-Axis [au] Time-Axis [au]

Figure 5.5: The top-left panel shows a lack of isotropy in the Augetr@edalistribution. A many-
termed Fourier function calibrates the distribution to isotropy as shown in thegbppanel. The
lower panels represent the Auger-electron momentum density plots keeidrafter calibration,
respectively.
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Figure 5.6: We use the calibrated data set to generate the angular conrptaiio plot. The char-
acteristic divot is present, as is a broad splash betweén-{(90°).
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Figure 5.7: The top-row shows the photo-electron distribution beforeafted calibration. The

lower panel reveals the profile of photo-electron distribution that cpomds to its torus-like shape.
We choose not to calibrate this distribution to isotropy as it does not contib#e angular bias
among the decay channels of interest.
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row: Auger electron distribution&-direction) before and after calibration.
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Figure 5.9: The panels in the top row represent the photo-electron momeansitydplots before
and after calibration, respectively. The panels in the bottom row reptréserespective Auger elec-
tron momentum density plots. The calibrated Auger plot has been sliced to higthlegdifference
in spatial and temporal resolution present in the experiment.
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Figure 5.10: The top panel shows a lack of isotropy at small angles mlaton. The polar plots
below represent the angular correlation in polar form for slices of tlitopblectron energy. Note
that a broad splash is visible for the range8(1 2.2)eV.
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Chapter 6

ANGULAR CORRELATION BETWEEN ELECTRONS INCORE IONIZED NEON

The investigation intdNe’* has brought forth many questions, a number of which cannot be
answered by the experimental research that engendered [them [#@arti@ular interest is the
behavior of continuum electrons associated with single Auger decayciyparly when we vary
the time difference between the ionization and subsequent Auger dagdylFfound on p§.90).
Therefore, attention turns to the more complex, Double-Aupej) flecay channel, in an effort to
further investigate the Auger decay phenomenon. Specifically, we arested in analyzing the

following decay channels,

Ne(1s°2p°)%" +-€, + €, +€),
Ne(1s25’2p°) " +&, = { Ne(15%2s'2p*)3" +e, + &, +€y (6.1)

Ne(1s°25°2p%)%" + e, + €, +€j,

We begin the chapter with a look at the position data forNle&" channel. Next, we consider
the events obA decay from the perspective of momentum space. It is here we identifytbatal
for angular bias. Accordingly, we discuss the strategy used to calibratehibto-electron distri-
bution to isotropy. Pending the implementation of the calibration process, we @pthe results
of the angular correlation analysis. Here, we catergorize the datadéwgdo the energy sharing
characteristics of theA electrons. Three specific ranges of Auger energy sharing arédeoed:
“highly asymmetric,” “intermediate” and “highly symmetric.” We present theseadations in the
context of the shake-off and knock-out models described in Chapt®veladditionally consider
(where applicable) similar features betweea decay and the Photo-Double-lonizaticrD() of

helium.
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6.1 Identifying Sources of Angular Bias

Elliptically Polarized Light

When considering the angular correlation of electrons involved irptheecay process, we
must take caution to minimize the introduction of angular bias into the analysis. lpréf®us
chapter, we showed evidence that the light used at the beam-line was dlligi@arized (rather
than circularly polarized). We quantified the ellipticity by fitting the photo-electtata with a two-
termed function (Fi§.512) found on pgl78. Moreover, we determined thailiberved anisotropy
would ultimately superimpose an angular bias onto the subsequent correlagilysis. To prevent
such an angular bias from obscuring these important results, we tgtheraveighting function
to use in calibrating the data. We attributed the lack of agreement betweennttte@fu(based
upon Ed.6.P) and the data to additional experimental artifacts (e.g, inhoeitgsmf the detector
collection efficiency). Further, by calibrating the photo-electron data tawostermed weighting
function, we were only able to control the ellipticity of the light at the beamlineidtebt enable

for any control of the residual artifacts that were unrelated to the light.

f () = 1278+ 378+ cos(2¢) (6.2)

Experimental Artifacts

Consider the position of the recoil hit data associated witiNig& channel (Figur&6l1). We
observe a dead-spot on the detector at coordinate pogifi6y8)mm. While this particular defect
is small and quite possibly, negligible with regard to its impact on data acquisitinayértheless
is representative of a greater issue, the inhomogeneity of the detector.

Experimental artifacts which arise due to an inhomogeneots for example have the potential
to further alter the representation of the physics (i.e., these effects ogmooad the angular bias

that results from the use of elliptically polarized light). Fortunately, we canlsmeously correct
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Figure 6.1: The density plots reveal dead-spots onmbe (e.g., (168)mm). These detector in-
homogeneities adversely affect the physics of the experiment. Later inhidyiser we correct for
these anomolies with a many-termed Fourier weighting function.

all of these effects (identified or otherwise) by means of a many-termetFeteighting function,

provided we have a clear undersanding of how these distribution ouglikdeay. isotropic).

Angular Bias due to Solid Angle Collection

We can identify a third source of angular bias by considering the way inhth&data streams
into theTDC. This topic relates to the solid angle collection of the spectrometer. Since this isff

most easily observed in momentum space, the topic will be deferred until then.

6.2 Position Data

Given the relative rarity of directly measuriag the constituents of aA event, we only con-
sider “incomplete” events (Tab.6.1), where the fast-Auger and phottrelehave been measured
directly, in co-incidence with the recoil ion. The remaining, “missed” Audecteon is inferred via
the conservation of momentum.

We use the collection of plots shown in Figlirel6.2,6.3&6.4 to illustrate some of thedésa
of these “Incomplete” events. The first panel of Figlre 6.2 shows a sgikabout 5ns, which
corresponds to high-energy Auger electrons. However, upon aamgphe trailing edge of this

distribution to theNe?t panel directly to the right of it, we catch a glimpse of how energy is shared
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Table 6.1: Data Acquisition Chart

Type Recoil e Hitl e Hit2 e Hit3 Calc.
Complete Event X X X X X
Incomplete Event X X X - X
Incomplete Event - X X X X
Incomplete Event X - X X X

* Calculated for Improved Resolution

between the two Auger electronsm decay. The broadening of the trailing edge implies that the
fast-Auger electron can possess a value of energy that is less tha2pthel§) transition energy
(shown as the Auger distribution in the lower panel). Of course, we attribigenergy difference

to the second, slower Auger electron. Therefore, noting the shape &uper distribution, we
can qualitatively determine that Auger electrons associated mtlilecay tend to share energy

asymmetrically.
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Figure 6.2: The left and right panels represents thel&ctron hit data, foNe*t andNe?*, respec-
tively. We note the spike at approx 5ns is broader at the trailing ediye’dfas compared tble?*.
This broadening can be attributed to the energy sharing that occursdretihve Auger electrons
emitted in theDA process.

In Figurd 6.8, we observe a prominent photo-electron peak betweer/@@ms. Upon compar-

ison with the panel belowNe?t) the peak of the leading edge is shifted right (slightly), relative to
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the correspondinijle’™ peak. This is due to a greatec! effect between the electron and the resid-
ual ion. These are unsurprising results having already observe@ oeffects the photo-electron

energy distribution for various charge states (Fid.1.9 found dn pg.17).
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Figure 6.3: The left and right panels represents tMeefectron hit data, foNe®* andNe?*, re-
spectively. The diminished spike at approx 5ns is the result of a rantiarnan which triggers the
McP ahead of the Auger. We also note a slight shift in the leading edge dfefie photo-electron
peak relative tdNe2+, attributing it to the greaterci effects incurred by thale3t recoil ion.

The left panel in the Figure_8.3 shows a much smaller fast-Auger peak.rdsemce was
initially attributed to two mechanisms: the direct measurement of photons ir'thé {observed
at approximately 1ns), and the measurement of random electrons (attribuke background gas)
in advance of the of Auger. However, this peak of Auger electrons &téacwithin the dead-time
shadow that was quantified (in Chapter 3) to be 7ns, rendering it impossitiiee photon to be
measured in co-incidence with such a high-energy electron. Thersfereonclude that only the
latter process is able to generate such a populatioffdfiefast Auger electrons; the corresponding
photo-electron is measured in thé Bit as shown.

Another plausible scenerio of event acquisition is the measurementohi Auger electron
in co-incidence with a8 hit photo-electron (i.e., a random electron triggers tA& 1t on the
detector). It is difficult to identify such a case from the individual plotig$f6.2&6.4); however

if we plot the respective distributions, one versus the other, we can ldblk @orrelation between
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Figure 6.4: The left and right panels represents tHeeBectron hit data, foNe3t andNe?t, re-
spectively. The diminished photo-electron distribution results from a rarelectron triggering the
McP in either the ¥ or 2 hit.
these electron hits (FIg.6.5). Here, we can quickly assess the statisticahtdlof each of these
types of “incomplete” events (Tab.6.1).

The first column of panels shows the correlation between electrons thespond to the three
different combinations of “incomplete” events, respectively. The secmumn of panels shows
the correlations with a computational gate, restricting the energy of therpeegsphoto-electron to

be,Ey < 2.5eV. It should be noted that this range of energy was determined frodataeshown in

Figure[1.9 (found on pg.17).

Physics of the Fish Plot

As a final point of interest, we consider the position of the electrons witherdgo theirroF,
also known as the “fish” plot (Fig.6.6). Here, we can visually inspect éselts of the E x B)
correction, described in Chapter 3 by noting the alignment of the node ratinrdcale along the
TOF axis. Turning to the physics of the fish plot, we observe a broadeningditiger “line” (as
compared with thée?* fish plot below). Once again, this broadening effect is due to the energy

sharing between the two Auger electrons. As a final point of interestoieeanhalo that surrounds
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Figure 6.5: The correlation between theand 29 hits are shown in the first panel. Since a gate has
been applied to the"® hit which restricts its energy to less thas&V, we are assured the prominent
stripe in the first panel represents the correlation between the fast Andé¢he photo-electron. The
correlation between all combinations of electron hits is shown, accordingly.
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Figure 6.6: The node and anti-node of te** fish plots (top row) align well with theoF axis,
an indication of a well calibrated spectrometer. THe&* plots (bottom row) serve to contrast the
physics of the plots above. Note, the broadening of the fast-Auger limeekhss the slow-Auger
halo that surrounds the photo-electron distribution.

the photo-electron distribution. This halo represents the slow-Auger @fscassociated withA

decay, which have been directly measured by the detector.

6.3 A View of Momentum & Energy Space

In this section, we investigate the physicaf decay by means of analyzing the constituent’s
respective momentum distributions. We also use this section to segue into ssehscregarding

the calibration of the anisotropic photo-electron distribution.
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Electron Momentum Analysis

We begin with a short analysis of the electron momentum slices shown in Figlireting
that all three types of “incomplete” events (Tahl6.1) are used to geneeatedimentum plots. The
top row represents the measured Auger electron that is measured agtetiror 2" hit on
the detector. Regardless of event type, we computationally restrict therot@esured hit (in the
“‘incomplete” event) to b&, < 2.5eV (in accordance with the right column of plots shown in Figure
[6.8). In this way, we ensure the plotted electron is indeed an Auger eledirdact, upon closer
inspection, we notice that the lowest-energy electrons do not possess-dilte structure as would
be expected from a photo-electron distribution (i.e., from elliptically polarizgd).

Note also from this % row of plots how the solid angle collection diminishes with increasing
measured Auger momentum (ffigl6.7). In the most restrictive case, the oglerisapproximately
45° with respect to the@oF axis. Yet, at electron energies less than 5eV{ bk 0.61 au), we main-
tain 4rt solid angle collection. The mixing of solid angle collection within hit data can inttedu
an angular bias to subsequent results. To prevent this from occurngpply a conical gate to the
distribution, ensuring that all measured Auger electrons used in thecgudeanalysis have the
same (limited) solid angle collection.

The 29 row of momentum slices (Fig.8.7) represents the photo-electron distributioeseT
plots have the familar dipole-like feature that results from the use of ellipticallsrrized light
at the beamline (first described in Chapter 5). As noted earlier, this apgowill introduce an
unacceptable bias unless corrective action is taken. We address thidiigily in the next section.

The 39 row represents the calculated electron momentum. Unsurprisingly, wevelzsdistri-
bution that is dominated by low-momentum events, the profile of which alludes ém#rgy sharing
characteristics obA decay (i.e., Auger electrons tend to share energy asymmetrically in analogou
fashion to the energy sharing between electrons that result frorptlred helium).[23][30][33][22]

The reported angular correlation analyses between the two emitted elefdrdi®eV and

450eV above double ionization threshold are shown in Figure (refp@i?l,&espectively.
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Figure 6.7: The % row of plots represents the fast-Auger electron, ther@w represents the photo-
electron and the'8 row represents the calculated Auger electron. Given that solid angtesffy
is dependent on electron energy, we applied a conical gate té*th@nplots to prevent improper
statistical weighting in the analysis.
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Figure 6.8: Slices of the recoil momentum associated wittbthef neon. Note the anisotropy of
the distribution which is due to the angular bias imposed by the limited solid angletapilet the
fast-Auger electron.

Aside - Resolution and Multi-Electron Co-Incidence Measurement

From a resolution stand-point, it would be ideal to consider the direct merasat of Auger
electrons at energies near that of the subsequently measured plattoreléHowever, due to the
dead-time shadow of the detector, many of these photo-electrons coubé metasured, thus in-
troducing an angular bias to the results. Therefore, we must limit the slayerAthreshold to a

conservative 10eV or greater.

Recoil Momentum Analysis

The recoil momentum slices are shown in Figurd 6.8. The lack of isotropy & thiets is
an artifact of the solid angle limitations inherent to the measurement of an elewitto energy,
Ea > 5eV. Since the Auger must be launched in the direction of the detector intorte directly
measured, the conservation of momentum dictates that the recoil mirrir this bias.

Included in Figuré 6]9 are the energy distributions for the respective@bscassociated with
DA decay. As can be observed in the measured Auger plot (left), theredadiaal transition between
electrons of low and high energy. This is yet another glimpse into the esbaging characteristics
between the Auger electrons. The second plot (middle) resembles the pfdfie photo-electron

distribution previously shown in Figufe1.9 (found on pagk 17). The digtdb of hits in the final
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Figure 6.9: This array represents the energy plots for the three eledtranare associated with a
DA event.

plot (right) provides additional evidence of asymmetric energy sharibhgdesm Auger electrons.
Having exhausted the features of the momentum plots, we turn attention to thticsiatisighting

scheme used in calibrating the photo-electron momentum distribution (shownl@#yig

6.4 Statistically Weighting the Photo-Electron Distribution

Inthe previous section, we mentioned how the photo-electron momentum distmitaudipole-
like due to the elliptically polarized light used at the beamline. We also recogthiegatesence of
detector artifacts that result in a mismatch between the two-termed functio? Bad the photo-
electron distribution. Consequently, we must be careful to minimize the intioduaf angular bias
into the subsequemA angular correlation analysis. With this in mind, we consider the profile of
the photo-electron distribution as well as an appropriate method to calibrate it.

Note that if circularly polarized light had been used at the beamline, thétingsphoto-
electron distribution would have resembled a torus; elliptically polarized lightlgiagided sta-
tistical weight along an arbitrary axis of the distribution. Yet, a toroidal shayhile geometrically
symmetric about a number of axesnist spherical. Hence, even the use of a photo-electron distri-
bution that has been produced with circularly polarized light requires titatisseighting in order

to prevent the inclusion of an angular bias in the ensuing angular corretatalysis. We begin by

101



measuring the density of events across two angular ranges in order tddaltyibe the distribution

of events. These angular directions are defined as follows:

@ = atan < Kie > (6.3)
ktoF
. Kbeam
0 = atan <kmagnitude> (6.4)

The primary objective is to calibrate the photo-electron distribution in two iteratages, which
accordingly yield a pair of independent weighting functions. In the fitp,swe calibrate the
distribution in @, establishing an isotropic torus-like shape. In the second step, we talthea
distribution in6. The subsequent application of these weighting functions has the effgltaping
the isotropic torus into an isotropgphere

In each step of the calibration, we used a many-termed Fourier serigmfutwfit the corre-
sponding angular distribution. We then applied a corresponding weightiragién, as described in
the previous chapter. The results of the first step in the calibration graceshown in the top right
panel of Figuré 6.10. Similarly, the results of the second step of the calibyatozess are shown
in the bottom right panel.

The format of this section is of close resemblance to that of the previopsecthblowever, we
should point out that an important distinction arises between the two chatge when considering
the Auger electrons. Since the Auger electrons associatecbwittecay are correlated, we cannot
statistically weight either distribution as we do not knavwpriori what these angular distributions
ought to look like. Therefore, we are forced to accept any experirhartiiact that may be present
(e.g., aninhomogeneous detector collection efficiency). We apply thectie weighting functions

to the photo-electron data, and show the corresponding momentum plots ie[Bidd.
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Figure 6.10: The top left panel represents the uncalibrated anguldbuiigtn of photo-electrons
(phi-direction). The top-right panel represents the same distribution pbistateon. The bottom
left panel shows the uncalibrated angular distribution of photo-electrotige 6-direction. The
lower right panel shows how the Fourier series weighting function btimgdistribution to isotropy.
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Figure 6.11: A two-step calibration of the photo-electron distribution shéq@eanisotropic torus-
like photo-electron distribution into an isotropic spherical distribution.

6.5 The Angular Correlation Analysis

Earlier, we noted how the fast-Auger distribution (Eigl6.2) was broadéneatrailing edge
in comparison to th&e?* case. While this provided a good qualitative impression of the energy
sharing characteristics betwebna Auger electrons (i.e., that the electrons tended to share energy
asymmetrically), we can generate a much better picture of this relationship.eyie oy identi-
fying the signature obaA decay by plotting the energy of the calculated Auger electron versus the

measured Auger electron energy.

6.6 Energy Sharing Between Auger Electrons

6.6.1 The Double-Auger Stripe

Figure[6.12 represents an electron-electron co-incidence map thaesgonds to théNe3*
charge state. The plot reveals a prominant diagonal band, whichsagittethe three respective
theoretical line energies (688}, 71744 and 7434¢eV). While the spectrometer is unable to re-
solve these lines individually (for details about detector resolution, sept€h4), we are able to
use computational gates to isolate eventdet™. The result is a plot that is free of background

contaminants such as water and serves as a compliment to the accuraté iefkaus [25].
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Energy Sharing (Fast Electrons)

Entries = - 62978

10°

Calculated Electron [eV]
(o2}
o
o

0 100 200 300 400 500 600 700 800 900
Measured First Hit Electron [eV]

Figure 6.12: The diagonal stripe indicates the collection of DA events. @teeshows agreement
with the theoretical Auger line energies, (688, 71744 and 7434¢eV).

Events corresponding A decay were selected by placing a computational gate on the diag-
onal stripe shown in Figuie 6.112; the energy sum was required to be withiatige of 640 to 780
eV. These events were then projected onto the measured electron axis.tt&rexperiment was
best suited to resolve low-energy electrons (Chapter 4) we generagutdiection by mirroring
the results that corresponded to “low” energy electrons: 370 eV. Figurd 6.13 is a plot of the
energy sharing characteristics between the Auger electrons.
The plot clearly shows a tendency for Auger electrons to share emssgymetrically. The plot

agrees with previous experimental and theoretical work [L5], [25)itethe latter being calculated
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for the Ne2s=22p~1 final states only. Additionally, the distribution bears resemblance to the pub-
lished results from theDi of helium; a result that further links two phenomena by which a single

energy transition results in the emission of two electrons into the continuum.

6.6.2 The “Smile” Plot

Previous research on tim®1 of helium shows the energy sharing characterisitcs between elec-
trons to be preferably asymmetric [23][20][33][22] . This curve, whiesembles a “smile” is a
clear representation of the data and will be used as a basis of comparigw @¢oergy sharing
characteristics oba decay. To produce the respective energy sharing plot for neogateeon the
prominentdA stripe shown in Figure 6.12 and next, project the stripe onto the abscissa/é jglot
the measured electrons associated withthestripe). The results are shown in the left panel of
Figure[6.18. We include the respective plot of helium for comparison. Sitigarity between the
two seemingly different phenomenoa motivates a further investigation intntindaa correlation

between the respective electrons.

6.6.3 Angular Correlation Plots

Having determined that the Auger electrons that emmanate from the targebtehdre the
(2p — 1s) transition energy asymmetrically, we accordingly, partition the subseaungniar corre-
lation analysis into the following catergories: The asymmetric case, the geyasiR@etric case and
the symmetric case. In this way, we are able to compare the results directly Wiibhmd work

pertaining not only taA decay[25] but to theD1 of helium as well[[2B][30][33][22]

Energy Sharing between Auger Electrons

While the Auger electrons emitted in tin& decay process tend to share the fixed electronic
transition energy asymmetrically, they do so in arbitrary fashion (i.e., therem@udiscrete line

energies present).
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Photo-Double-lonization of Helium

We have compared the featureDef decay to those of Photo Double lonizatiem().[23][30][33][22]
In this analogous process, a single photon with energy above ionizateshtid is incident on an
atom (in the cited case, helium), resulting in the emission of two electrons. iRke$es shown that
the electrons associated witlpl also tend to share energy asymmetrically and are modeled quite
well by the shake-off process. Likewise, events of symmetric energyrghbehave according to

the elastic-like knock-out process [23].

Angular Correlation Between Auger Electrons

We have conducted an angular correlation analysis for the emitted Augetroake of DA
decay. Figuré€ 6.14 shows a density plot of the measured Auger ele@rsasvthe cosine of the
angle between the electrons. At low energy, the angular correlatioraegppe be isotropic, as
indicated by the uniform distribution of events along the horizontal axis. iBhisopic behavor
is in accordance with the shake-off model, where we collect only the |l@wggrelectron of the
asymmetric pair. At greater energies, a broad peak is realized atP. This represents an elastic-

like knock-out model in conjunction with PCI effects from the residual ion.
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Figure 6.13: The number of events corresponding to a measured eleotagy illustrate the tran-
sition from asymmetric to symmetric energy sharing between Auger electrons.
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Figure 6.14: The energy of an Auger electron is plotted versus the dosimeen the Augers.
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Figure 6.18: Symmetric Auger / Auger Correlation
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Figure 6.20: Intermediate fast-Auger / Photo-Electron Correlation
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Figure 6.21: Symmetric fast-Auger / Photo-Electron Correlation

116



Slow Auger
400 4 180 =

=4

270
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Figure 6.23: Intermediate Slow-Auger / Photo-Electron Correlation
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Appendix - Source Code

footnotesize

1 file type to read (0 = read .ImfFile, 1 = read
root—file)

1 print .Imf-Headerinfo (0 = no, 1 = yes)

1 use all CPUs (enable multicore support) (0 = no,
1 = yes)

1 Anti—Moire (0 = no, 1 = yes)

0 Calibration run— Wiggles (0 = no, 1 = yes)

0 write new listmode (.Imf) file including sorted

TDC data (0 = no, 1 = yes)

0 demix channel (0 = no, 1 = yes)

0 channel to demix (channels are counted starting
from "0")

0 number of channel to write the demixed to

0 number of channels (if 0 then number of channels

in original LMF is used)

0 number of hits (if 0 then number of hits in
original LMF is used)

1000. demix region (times after this time belong to
next channel)

5000000 number of events to write to new root file
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57

90

91

100

101

102
103
104
105
106
107
108
109
110
111
112
113
114

0 start new file when number of events is (
parameter[56]) (0 = no, 1 = yes)

7 channel number for bunchmarker / pulser /
photodiode

15 channel number bunch cleaning

0 DLD/HEX (O=none; 1=DLD; 2=HEX) PROJECT
| L E — detector

0 common mode (O=start, l=stop) for PROJECHLE
detector

9 channel number for projectile ul

12 channel number for projectile u2

7 channel number for projectile vl

5 channel number for projectile v2

0 channel number for projectile wl

0 channel number for projectile w2

1 channel number for projectile MCP

1 use MCPsignal (0 = no, 1 = yes)

0.7 conversion factor for «ayer [mm/ns]

0.7 conversion factor for Mayer [mm/ns]

0.7 conversion factor for wayer [mm/ns]

37.6 offset for timesum u [ns]

42.5 offset for timesum v [ns]
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115 0. offset for timesum w [ns]

116 0. position offset wlayer [ns]

117 5. width of timesum u [ns] (half width at bottom)

118 5. width of timesum v [ns] (half width at bottom)

119 5. width of timesum w [ns] (half width at bottom)

120 20. deadtime anode [ns]

121 20. deadtime MCP [ns]

122 25. MCRradius [mm] (choose always bigger than real
radius)

123 43. runtime [ns] (max. runtime on largest layer)

126 0 auto calibration (0 = no, 1 = yes)

127 0 use resort routine (reconstruction) (0 = no, 1 =
yes)

128 0 use sum correction (0 = no, 1 = yes)

200 1 DLD/HEX (O=none; 1=DLD; 2=HEX) RECOI L-
detector

201 0 common mode (O=start, 1l=stop) for RECOHetector

202 4 channel number for Recoil ul

203 11 channel number for Recoil u2

204 2 channel number for Recoil v1

205 9 channel number for Recoil v2

206 0 channel number for Recoil wl
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207 0 channel number for Recoil w2

208 0 channel number for Recoil MCP

209 1 Use MCRSignal (0 = no, 1 = yes)

210 0.563 conversion factor for—-dayer [mm/ns] 0.58

211 0.509 conversion factor for—layer [mMm/ns] 0.488

212 -1.0 conversion factor for wlayer [mm/ns]

213 —-63.3 offset for timesum u [ns]

214 —-68.3 offset for timesum v [ns]

215 0 offset for timesum w [ns]

216 0. position offset wlayer [ns]

217 3 width of timesum u [ns] (half width at bottom)

218 3. width of timesum v [ns] (half width at bottom)

219 20. width of timesum w [ns] (half width at bottom)

220 10. deadtime anode [ns]

221 10. deadtime MCP [ns]

222 45, MCRradius [mm] (choose always bigger than real
radius)

223 85. runtime [ns] (max. runtime on largest layer)

224 0. shift detector to center—direction

225 0. shift detector to center—direction

226 0 auto calibration (0 = no, 1 = yes)

227 1 use resort routine (reconstruction) (0 = no, 1
yes)

228 1 use sum correction (0 = no, 1 = yes)
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300 2 DLD/HEX (O0=none; 1=DLD; 2=HEX) ELECTRO

N — detector

301 0 common mode (O=start, 1l=stop) fr ELECTRON
detector

302 10 channel number for Electron ul

303 13 channel number for Electron u2

304 12 channel number for Electron vl

305 5 channel number for Electron v2

306 14 channel number for Electron wl

307 6 channel number for Electron w2

308 1 channel number for Electron MCP

309 1 use MCPSignal (0 = no, 1 = yes)

310 0.5807 conversion factor for—ayer [mm/ns] 0.537

311 0.5675 conversion factor for—tayer [mm/ns] 0.52475

312 0.5656 conversion factor for-wayer [mm/ns] 0.523

313 —66.9 offset for timesum u [ns]

314 —70.7 offset for timesum v [ns]

315 —-72.7 offset for timesum w [ns]

316 —1.725 position offset wlayer [ns]

317 5. width of timesum u [ns] (half width at bottom)

318 5. width of timesum v [ns] (half width at bottom)

319 5. width of timesum w [ns] (half width at bottom)

320 10. deadtime anode [ns]

321 10. deadtime MCP [ns]

322 45, MCPradius [mm] (choose always bigger than real
radius)
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323 85. runtime [ns] (max. runtime on largest layer)
324 0. shift detector to center—direction

325 0. shift detector to center—direction

326 0 auto calibration (0 = no, 1 = yes)

327 1 use resort routine (reconstruction) (0 = no, 1 =
yes)

328 1 Use sum correction (0 = no, 1 = yes)

1100 44053 TOF for first Recoil [ns] (20 Neon 1+)
1101 625. half width TOF peak first Recoil [ns]
1105 31149. TOF for second Recoil [ns] (20 Neon 2+)
1106 400. half width TOF peak second Recoil [ns]
1110 25422. TOF for third Recoil [ns] (20 Neon 3+)
1111 300. half width TOF peak third Recoil [ns]
1115 22022. TOF for fourth Recoil [ns] (20 Neon 4+)

1116 150. half width TOF peak fourth Recoil [ns]

1150 55. TOF for electron [ns]

1151 56. half width TOF peak electron [ns]

1200 2.22 Electric Field electron side [V/cm]

1201 42.7 Acceleration Region electron side [mm]

1205 93.6 Gyration period [ns]

1206 1.99e 17 Momentum Conversion from [kg cm/ns] to |
au|

1207 9.108e-31 Mass of electron [kg]

1208 5.3 Length of MCP acceleration region [m]
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1210 —4.337
1211 0.418

1212 —4.1865
1213 —0.0179
mm/ ns]

1214 0.063
mm/ ns |

1215  —60.
[deg]

1310 0.41
1311 0.40
1315 —3.58
1316 -5.8
1318 1.6e-19

1320 0.584
1321 0.558
1325 -4.9
1326 —4.25
1328 3.2e-19

1330 0.745
1331 0.68
1335 —6.65
1336 -3.2

TOF offset electron side [ns]

XOffset [mm]

Y¥-Offset [mm]

X position shift with time (EB-drift) [

Y position shift with time E—drift) [

Rotation of detector (adjust accordingly)

Ne 1+ stretch z [au/mm]
Ne 1+ stretch y [au/mm]
Ne 1+ offset z [au]

Ne 1+ offset y [au]

Ne 1+ charge [C]

Ne 2+ stretch z [au/mm]
Ne 2+ stretch y [au/mm]
Ne 2+ offset z [au]

Ne 2+ offset y [au]

Ne 2+ charge [C]

Ne 3+ stretch z [au/mm]
Ne 3+ stretch y [au/mm]
Ne 3+ offset z [au]

Ne 3+ offset y [au]

132



1338 4.8e-19 Ne 3+ charge [C]

1340 0.826 Ne 4+ stretch z [au/mm]

1341 0.86 Ne 4+ stretch y [au/mm]

1345 —-7.12 Ne 4+ offset z [au]

1346 —-2.8 Ne 4+ offset y [au]

1348 6.4e-19 Ne 4+ charge [C]

1350 0.9235 Ne 5+ stretch z [au/mm] Not Calibrated

1351 0.9615 Ne 5+ stretch y [au/mm] Not Calibrated

1355 0. Ne 5+ offset z [au] Not
Calibrated

1356 0. Ne 5+ offset y [au] Not
Calibrated

1358 8.0e-19 Ne 5+ charge [C] Not Calibrated

1400 80.0 Actual size of electron detector

1401 80.0 Actual size of recoil detector

1500 0.1 Kslice VI

1501 110.2 Augslice 1|, 1l & 11l

1502 110.2 Aslice IV, V & VI

1503 110.2 Rslice 4VI

1601 200.0 Inverted sine function limit

1700 1321.29 FlatlandNe2 Photo-electron (xy-plane)
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1701 16.95 FlatlandNe3 Phote-electron (xy-plane)

1710 11310.5 Isotropy Ne2 Auger X
1711 11310.5 Isotropy Ne2 Auger y
1712 11310.5 Isotropy Ne2 Auger z
1800 2000 photon Targe Value x
1801 2000 photon Targe Value x
1802 2000 photon Targe Value x
1850 44854 .4 Ne2+ 3D correction photo
1851 12815.5 Ne2+ 3D correction Auger
1900 421.36 3D photo correction Ne3+
2000 312.2 Correction Allen

2001 333.58 pweightalt parameter
10000 0. Endof_Parameterlist

0 Numberof_correctionpoints_.layer.U on proj
0 Numberof_correctionpoints_layer.V on proj
0 Numberof_correctionpoints_.layerW on proj
49 Numberof_correctionpoints_.layer.U on rec

—86.000000 0.000000
—82.416667 0.000000
—78.833333 0.000000
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—75.250000 0.000000
—71.666667 0.000000
—68.083333 0.000000
—64.500000 0.188747
—60.916667 —0.234777
—57.333333 -0.355000
—53.750000 —0.276999
—50.166667 —0.330029
—46.583333 —-0.285952
—43.000000 —0.385225
—39.416667 —0.371540
—35.833333 -0.396742
—32.250000 -0.412039
—28.666667 —0.421806
—25.083333 -0.424680
—21.500000 —0.184504
—17.916667 —0.407309
—14.333333 -0.468332
—10.750000 —0.473574
—7.166667 —0.488326
—3.583333 -0.508999
0.000000 —0.482357
3.583333 -0.523395
7.166667 —0.550112
10.750000 —0.537453
14.333333 -0.551077
17.916667 —0.565501
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21.500000 —0.548726
25.083333 -0.555373
28.666667 —0.544827
32.250000 —0.535412
35.833333 -0.524436
39.416667 —0.505988
43.000000 —0.394978
46.583333 —-0.288033
50.166667 —0.356207
53.750000 -0.387402
57.333333 —-0.346250
60.916667 —0.405000
64.500000 0.046780
68.083333 —0.322316
71.666667 —0.599510
75.250000 —0.199208
78.833333 0.000000
82.416667 0.000000
86.000000 0.000000

49 Numberof_correctionpoints_layer.V on rec
—86.000000 0.000000
—82.416667 0.000000
—78.833333 0.000000
—75.250000 0.000000
—71.666667 —0.071858
—68.083333 0.000000

136



—64.500000 —0.377654
—60.916667 —0.492276
—57.333333 -0.724993
—53.750000 —-0.777680
—50.166667 —0.819016
—46.583333 -0.904202
—43.000000 —0.927977
—39.416667 —0.963715
—35.833333 -1.052879
—32.250000 —1.061507
—28.666667 —1.004137
—25.083333 —-1.056513
—21.500000 —1.136054
—17.916667 —1.027699
—14.333333 -1.007540
—10.750000 —1.047681
—7.166667 —1.074868
—3.583333 —-1.014290
0.000000 —0.872650

3.583333 -0.787101

7.166667 —0.720500

10.750000 —0.696835
14.333333 -0.561116
17.916667 —0.455743
21.500000 —0.272314
25.083333 —-0.150744
28.666667 0.033582
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32.250000 0.169143
35.833333 0.276871
39.416667 0.352328
43.000000 0.402248
46.583333 0.518194
50.166667 0.423812
53.750000 0.395351
57.333333 0.286683
60.916667 0.193656
64.500000 0.105697

68.083333 —-0.068587
71.666667 —0.042879
75.250000 —0.173446
78.833333 0.000000
82.416667 0.000000
86.000000 0.000000

0 Numberof_correctionpoints_.layer W on rec

49 Numberof_correctionpoints_layer .U on elec
—86.000000 0.000000
—82.416667 0.000000
—78.833333 6.202897
—75.250000 0.012791
—71.666667 0.000000
—68.083333 0.012692
—64.500000 0.000000
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—60.916667
—57.333333
—53.750000
—50.166667
—46.583333
—43.000000
—39.416667
—35.833333
—32.250000
—28.666667
—25.083333
—21.500000
—17.916667
—14.333333
—10.750000

0
0
0
0
0
0
0
0.
0
0
0
0
0
0
0

.012829
.117904
.169613
.168290
167141
.182672
.171865

149663

.154224
.132125
.120293
.125345
.106971
.075896
.092161

—7.166667 0.077828

—3.583333 0.046141

0.000000 0.028098

3.583333 —-0.001570

7.166667 —0.059828

10.750000 —0.152513

14.333333 —-0.202574

17.916667 —0.239445

21.500000 —0.306548

25.083333 -0.372353

28.666667 —0.398875

32.250000 —-0.431910
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35.833333 -0.541047
39.416667 —0.600743
43.000000 —0.682319
46.583333 -0.4
50.166667 —0.4
53.750000 —-0.2
57.333333 -0.2
60.916667 —0.200000
64.500000 0.0
68.083333 0.000000
71.666667 0.000000
75.250000 0.000000
78.833333 0.000000
82.416667 0.000000
86.000000 0.000000

49 Numberof_correctionpoints_layer.V on elec
—86.000000 0.000000
—82.416667 0.000000
—78.833333 0.000000
—75.250000 2.052897
—71.666667 —0.823750
—68.083333 —0.593520
—64.500000 —0.589489
—60.916667 —0.774071
—57.333333 —-0.857069
—53.750000 —0.908023
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—50.166667 —0.957812
—46.583333 -0.980213
—43.000000 —0.969901
—39.416667 —0.938994
—35.833333 -0.907156
—32.250000 —0.889880
—28.666667 —0.845304
—25.083333 -0.801016
—21.500000 —-0.726426
—17.916667 —0.643592
—14.333333 —-0.559422
—10.750000 —0.431799
—7.166667 —0.342607
—3.583333 -0.198731
0.000000 —0.056163
3.583333 0.019399
7.166667 0.118002
10.750000 0.226812
14.333333 0.315267
17.916667 0.385726

21.500000 0.444863
25.083333 0.475918
28.666667 0.530699
32.250000 0.568945
35.833333 0.572452
39.416667 0.598802
43.000000 0.580508
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46.583333 0.589724
50.166667 0.574297
53.750000 0.546745
57.333333 0.583300
60.916667 0.500630
64.500000 0.672850
68.083333 0.974768
71.666667 0.013036
75.250000 0.013392
78.833333 0.000000
82.416667 0.000000
86.000000 0.000000
49 Numberof_correctionpoints_layer W on elec
—86.000000 0.000000

—82.416667 4.853323

—78.833333 0.395393
—75.250000 0.451647
—71.666667 0.553766
—68.083333 0.357297
—60.916667 0.441907
—57.333333 0.469281
—53.750000 0.460319
—50.166667 0.449475

—46.583333

0

4

0

0

0

0
—64.500000 0.405882

0

0

0

0

0.424904

0

—43.000000 0.412802
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—39.416667
—35.833333
—32.250000
—28.666667

—21.500000
—17.916667
—14.333333
—10.750000

0
0
0
0
—25.083333 0.287657
0
0
0
0

406881
.391470
.362464
.334760

.251015
.219105
.178532
.098633

—7.166667 0.037846

—3.583333 —-0.005279

0.000000 —0.074243

3.583333 -0.226551

7.166667 —0.394598

10.
14.
17.

21

25.
28.
32.
35.

39

43.
46.
50.
53.

750000 —0.533549
333333 -0.685846
916667 —0.883491

.500000 —1.099899

083333 —1.284736
666667 —1.464083
250000 —-1.606950
833333 —-1.722440

416667 —1.828752

000000 —1.882496
583333 —-1.904131
166667 —1.887992
750000 —1.849591
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57.333333 —1.755475

60.916667 —1.919790
64.500000 —2.479800
68.083333 0.012348

71.666667 2.152584

75.250000 0.000000

78.833333 0.000000

82.416667 0.000000

86.000000 0.000000
Ne_872_1_analysis
Ne_872.1 _process.root

ende

Ne_872.1 process

C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872

C:\ ALS_DataMarch.2009\080309 Ne_RC_872.

C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
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de\.
dleV..
leV..
de\.
leV..
leV..
le\..
leV..
leV.
de\.
leV..
de\.

Imf00000
Imf00001
Imf00002
Imf00003
Imf00004
Imf00005
Imf00006
Imf00007
Imf00008
Imf00009
Imf00010
ImfO0011



C:\ ALS_DataMarch.2009\080309 Ne_RC_872

C:\ ALS DataMarch.2009\080309 Ne_ RC_872.

C:\ALS_DataMarch.2009\080309, Ne_.RC_872

C:\ ALS_DataMarch.2009\080309 Ne_RC_872.

C:\ ALS DataMarch.2009\080309 Ne_RC_872
C:\ALS_DataMarch.2009\080309, Ne_.RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS DataMarch.2009\080309 Ne_ RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872

C:\ ALS DataMarch.2009\080309 Ne_ RC_872.

C:\ ALS_DataMarch.2009\080309 Ne_RC_872

C:\ ALS_DataMarch.2009\080309 Ne_RC_872.

C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ ALS DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872

C:\ ALS_DataMarch.2009\080309 Ne_RC_872.

C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
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C:\ ALS_DataMarch.2009\080309 Ne_.RC_872

C:\ ALS DataMarch.2009\080309 Ne_ RC_872.

C:\ALS_DataMarch.2009\080309, Ne_.RC_872

C:\ ALS_DataMarch.2009\080309 Ne_RC_872.

C:\ ALS DataMarch.2009\080309 Ne_RC_872
C:\ALS_DataMarch.2009\080309, Ne_.RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS DataMarch.2009\080309 Ne_ RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_RC_872

C:\ ALS DataMarch.2009\080309 Ne_ RC_872.

C:\ ALS_DataMarch.2009\080309 Ne_RC_872

C:\ ALS_DataMarch.2009\080309 Ne_RC_872.

C:\ ALS_DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ ALS DataMarch.2009\080309 Ne_RC_872
C:\ ALS_DataMarch.2009\080309 Ne_.RC_872
C:\ALS_DataMarch.2009\080309 Ne_.RC_872
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footnotesize
#pragma warning(disable 4800)
#include "RootVersion.h”
#include "TCanvas.h”
#include "TH1D.h”

#include "TH2D.h”
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Imf00041
Imf00042
Imf00043
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Imf00051
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#include "TFile.h”
#include "TTree.h”
#include "TNtupleD.h”
#include <math.h>
#include “"rootstuff.h”
#include "histo.h”
#include "TF1.h”
#include "TMinuit.h”

#include "functions.h”
#include "weights.h”

#include "Ueberstruct.h”

#include "linear .h” /Il all these four to make linear
fits

#include "iostream”

#include “iomanip”

#include "TApplication.h”

using namespace std;

[/#include "resort64c.h”

FEEEEEEEErr bbb i b r b r bbb r e rrrrrrrrrn

int analysis(unsigned__int64 eventcounter, double parameter]],

rootstuff « rt, TTree x Data, Ueberstructx Ueber)
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FEEEEEEEErrr bbb bbb bbb bbb rrrrrrrrd

{

!/l read

Histo * Hist

double

=-111111111,;

root data file

Ueber—>Hist;

in here (adjust variables and array es)iz

rix=—111111.,r1y=-1111111.,r1tof=11111111.,r1flag

double elx=-222222.,ely=2222222.,eltof=22222222.,elflag

=—-222222222.,

double e2x=-333333.,e2y=3333333.,e2t0f=33333333.,e2flag

=—-333333333,;

double e3x=444444.,e3y=4444444. e3tof=44444444. e3flag

=—444444444

double bunchcleaning=0.0; double pi

double NTupleData[17];

/1 BOOLEAN

bool WriteNTuple =

bool
bool
bool

bool

Neonl
Neon2
Neon3

Neon4

false;
false;
false ;

false;

’

3

Initialization Section

false

// condition on
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bool Elecl = false; //condition on electron hit number
bool Elec2 = false;

bool Elec3 = false;

bool Psuml = false; //condition on momenutm sum
bool Psum2 = false;

bool Psum3 = false;

bool Conel = false; //condition on solid angle
bool Cone2 = false;

bool Cone3 = false;
// END BOOLEAN Initialization Section

if(eventcounter == 0){
Ueber—>EntriesinFile =

0;
Ueber—eventswritten = O;

}

if (Ueber—EntriesinFile == 0){
Data—>SetBranchAddress ("r1x”,&r1x);
Data—>SetBranchAddress ("rly”,&rly);
Data—>SetBranchAddress ("rltof”,&rltof);
Data—>SetBranchAddress ("rl1flag”,&rlflag);
Data—>SetBranchAddress ("elx”,&elx);
Data—>SetBranchAddress ("ely”,&ely);
Data—>SetBranchAddress (" eltof”,&eltof);
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Data—>SetBranchAddress (" elflag”,&elflag);
Data—>SetBranchAddress ("e2x",&e2x) ;
Data—>SetBranchAddress ("e2y”,&e2y);
Data—>SetBranchAddress ("e2tof”,&e2tof);
Data—>SetBranchAddress (" e2flag”,&e2flag);
Data—>SetBranchAddress ("e3x”,&e3x);
Data—>SetBranchAddress ("e3y”,&e3y);
Data—>SetBranchAddress ("e3tof”,&e3tof);
Data—>SetBranchAddress (" e3flag”,&e3flag);
Data—>SetBranchAddress ("buncltcleaning”,&bunchcleaning);

// O=inactive; l=active

Data—>GetEntry (Ueber>EntriesinFile);

if (Ueber—~EntriesIinFile < Data—>GetEntries ()-1) {
Ueber—EntriesInFile ++;

} else {

Ueber—>EntriesInFile = 0;

}

/! Recoil TOF Plot
Hist—filll (99,”Recoil_ TOF”,rltof ,1.,” Recoil TOF
”,2000,-10.,47000.,"TOF [ns]");

/! BooLeaN SeCTioN
if (( ritof < ( parameter[1100]+parameter[1101] )) & ( rltof>

( parameter[1100} parameter[1101] ))) Neonl = true;

150



if (( ritof < ( parameter[1105]+parameter[1106] )) && ( rltof>
( parameter[1105} parameter[1106] ))) Neon2 = true;

if (( rltof < ( parameter[1110]+parameter[1111] )) & ( rltof>
( parameter[1110} parameter[1111] ))) Neon3 = true;

if (( ritof < ( parameter[1115]+parameter[1116] )) & ( rltof>

( parameter[1115} parameter[1116] ))) Neon4 = true;

if (eltof > —1.) Elecl = true;

if (e2tof > 1.) Elec2 true;

if (e3tof > 1.) Elec3 = true;

double x=eventcounter;

FECEEEEEEE bbb bbb e r bbb rrrrrrd

111l

DRIFTING PoWeR SuPPLY CoRReCTioN SeCTioN

111
FECEEEEEEEr bbb bbb bbb e e bbb rrrrrd

// Data points were taken from the plot below used to generate a

5th order polynomial correction function for all rltof
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if (Neon2) Hist—fill2 (100,”
Counterrltof_Neon2large_bins_uncorrected”,eventcounter ,rltof
,1.,”Countervs_rtof”,50,0.,7000000.,” Counter
”,400,30850.,31451.,"r1tof [ns]”,”powesupply”);

ritof = rltof = 31148.1598/(31148.1598 + (2.744468)xx —
(2.15274e-12)xxxx + (1.06409e-18)xxxxxX — (1.74009e-25)*X*X*Xx
X + (9.12425e-33)kxXkXxXxXxX) ;

if (Neon2) Hist—fill2 (101, Counter.rltof_Neon2”,
eventcounter ,rltof ,1.,” Countevs_rtof”,400,0.,7000000.,”
Counter”,400,30850.,31451.,"r1tof [ns]”,”powesupply”);

FECLEEEEEEr bbb bbb b r bbb rrrrrrrrr

11111
aNaLYSiS oF NeoN iN CoNFiGuRaTioN SPaCe

Iy
FEEELEEEEEEr bbb bbb bbb bbb

// Recoil Fish Plots

Hist—fill2 (102 ,"rec_xfish1”,rlx,rltof ,1.,” Recoil xfishl
",400,—-20.,30.,"%xpos [mMm]”,400,43450.,44650.,"TOF [ns]");

Hist—fill2 (103 ,"rec_xfish2”,rlx,rltof ,1.,” Recoil xfish2
",400,-20.,30.,"%pos [mm]”,400,30850.,31450.,"TOF [ns]");

Hist—fill2 (104 ,”rec_xfish3”,rlx,rltof ,1.,” Recoil %xfish3
",400,-20.,30.,"%pos [mm]”,400,25200.,25660.,"TOF [ns]”);
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Hist—fill2 (105,"rec_xfish4 ", ri1x,rltof ,1.,” Recoil xfish4

" 400,-20.,30.,"%pos [mm]”,400,21800.,22300.,”TOF [ns]");
Hist—fill2 (106 ,”rec_xfish5”,rlx,rltof ,1.,” Recoil xfish5

" 400,-20.,30.,"%pos [mm]”,400,19400.,20000.,”TOF [ns]");

FEEEEEEEEEr bbb e bbb rrrrrrd

11111
eLeCTRoN FiSH CaLiBRaTioN SeCTioN

1111
FECELEEEEEEr bbb bbb bbb

/l Histogram used to identify the node and anrtiode.
if (Neon2 & fabs(ely)<1.0) Hist—fill2 (107, filet_o_xfish_Neon2—
uncorrected”,eltof ,elx,1.,”Uncorrected Fillet O-Kish Ne2+

",400,0.,100.,"TOF [ns]",400+-40.,40.,"%pos [mm]”");

/I Calculate TOF Information (offset, gyration periode, greetic
field and shifts)

/Il This corrects for the small (ExB) drift present in the
experiment.

elx = elx— eltofxparameter[1213]- parameter[1211];

e2x = e2x— e2tofxparameter[1213]- parameter[1211];

e3x e3x— e3tofkxparameter[1213]- parameter[1211];

ely ely— eltofsxparameter[1l214]- parameter[1212];
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ey
e3dy

e2y— e2tofxparameter[l1214]—- parameter[1212];

edy— e3tofkxparameter[1214]- parameter[1212];

FEEEEEEEErrr it bbbt r bbb rr b rrrrrr g

Iy

MoMeNTuM SPaCe x=time dir., y=jet dir
., z=prop. dir. 11111

FECEEEEEEEr bbb bbb bbb rrrrrrrr

/1
/1

/1

/1

DeCLaRaTioN SeCTioN

Measured electron momentum components are catergoribgdhit
number (i.e. epxl)

Calculated electron momentum components are catergedizfirst
by the ehit number(s) used in the calculation (i.e. kpx1l2 =
—(epx1l + epx2 + rlpx)).

Calculated momentum sum components indicate the eleg{()

used to infer the quantity (i.e. kpxl =(epx1l + r3px)).

double epx1=55555555.0, epyl=66666666.0, epzl=77777777.0, eprl

=—-88888888.0, eE1=99999999.0;

double epx2=55555555.0, epy2=66666666.0, epz2=77777777.0, epr2

=-88888888.0, eE2=99999999.0;

double epx3=55555555.0, epy3=66666666.0, epz3=77777777.0, epr3

=—-88888888.0, eE3=99999999.0;
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double rlpx=55555555.0, rlpy=66666666.0, rlpz=77777777.0, rlpr
=—-88888888.0, r1E=99999999.0;

double r2px=55555555.0, r2py=66666666.0, r2pz=77777777.0, r2pr
=—-88888888.0, r2E=99999999.0;

double r3px=55555555.0, r3py=66666666.0, r3pz=77777777.0, r3pr
=—-88888888.0, r3E=99999999.0;

double r4px=-55555555.0, rdpy=66666666.0, rdpz=77777777.0, rdpr
=-88888888.0, r4E=99999999.0;

double kpx1=-55555555.0, kpyl=66666666.0, kpz1=77777777.0, kprl
=-88888888.0, kE1=99999999.0;

double kpx2=-55555555.0, kpy2=66666666.0, kpz2=77777777.0, kpr2
=-88888888.0, kE2=99999999.0;

double kpx3=-55555555.0, kpy3=66666666.0, kpz3=77777777.0, kpr3
=-88888888.0, kE3=99999999.0;

double kpx12=-55555555.0, kpyl2=66666666.0, kpz12=77777777.0,
kprl2=—88888888.0, kE12=99999999.0;

double kpx23=55555555.0, kpy23=66666666.0, kpz23=77777777.0,
kpr23=—88888888.0, kE23=99999999.0;

double kpx13=55555555.0, kpyl3=66666666.0, kpz13=77777777.0,
kpri3=—88888888.0, kE13=99999999.0;

double kpx123=55555555.0, kpyl23=66666666.0, kpz123

=—77777777.0, kpr123=88888888.0, kE123=99999999.0; //Used

exclusively for Neon 4+
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double ppx1=55555555.0, ppyl=55555555.0, ppz1l=55555555.0, pprl
=—-55555555.0, pE1=55555555.0; // photon in Neon 1+ radiative

channel

double spx=55555555.0, spy=66666666.0, spz=77777777.0, spr
=—-888888888.0;

double costhetx1=0.0, costhetyl=0.0, costhetz1=0.0;
double costhetx2=0.0, costhety2=0.0, costhetz2=0.0;
double costhetx3=0.0, costhety3=0.0, costhetz3=0.0;

if (Elecl){// Measured electron momenta for 1st hit
epzl = elec2Zmomx(elx, ely, eltof, parameter[1205], parteme
[1215]);

epyl = elec2Zmomy(elx, ely, eltof, parameter[1205], partane

[1215]);
epxl = tof2Zmom(eltof, parameter[1201], parameter[12001].0);
eprl = sqrt(epxkepxl + epykepyl + epzkepzl);
eEl = (eprkeprl) /2. x 27.212;
}

if (Elec2){// Measured electron momenta for 2nd hit

epz2 = elec2Zmomx(e2x, e2y, e2tof, parameter[1205], pareeme
[1215]);

epy2 = elec2momy(e2x, e2y, e2tof, parameter[1205], partane
[1215]);

epx2 = tof2mom(e2tof, parameter[1201], parameter[1200].0);
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epr2 = sqrt(epx2epx2 + epyzepy2 + epzzxepz2);
eE2 = (eprzepr2) /2. x 27.212;
}

if (Elec3){// Measured electron momenta for 3rd hit
epz3 = elec2momx(e3x, e3y, e3tof, parameter[1205], pareeme
[1215]);

epy3 = elec2momy(e3x, e3dy, e3tof, parameter[1205], partane

[1215]);
epx3 = tof2Zmom(e3tof, parameter[1201], parameter[1200].0);
epr3 = sqrt(epx3epx3 + epyIepy3+ epz3epz3);
eE3 = (eprXepr3) /2. x 27.212;
}

/I Recoil Momentum Neon 1+

if (Neonl) {// Recoil Momentum Neon 1+

ripz = rlx = parameter[1310]« parameter[1100]/rltof + parameter
[1315];

rilpy = rly %= parameter[1311]« parameter[1100]/rltof + parameter
[1316];

ripx = (parameter[1l318&]parameter[1200]/parameter[12064(rltof—
parameter[1100]); //charge state —Held, converstion factor ,
center of tof dist.

ripr = sqrt(rlpxrlpx + rlpyxrlpy + rlpzrlpz);

r1E = (rlpr«rlpr)/(2.0420.0«1836.0) x 27.212;

}
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/I Recoil Momentum Neon 2+

if (Neon2) {// Recoil Momentum Neon 2+

r2pz = rlx = parameter[1320]« parameter[1105]/rltof + parameter
[1325];

r2py = rly = parameter[1321]« parameter[1105]/rl1tof + parameter
[1326];

r2px = (parameter[1328&]parameter[1200]/parameter[12064(rlitof—
parameter[1105]); //charge state —Held , converstion factor,
center of tof dist.

r2pr = sqrt(r2pxr2px + r2pyxr2py + r2pzr2pz);

r2E = (r2pr«r2pr)/(2.0420.0+1836.0) % 27.212;

}

/I Recoil Momentum Neon 3+

if (Neon3) {// Recoil Momentum Neon 3+

r3pz = rlx = parameter[1330]«x parameter[1110]/rltof + parameter
[1335];

r3py = rly x= parameter[1331]x parameter[1110]/rltof + parameter
[1336];

r3px = (parameter[133&]parameter[1200]/parameter[12064(ritof—
parameter[1110]); //charge state —Held, converstion factor,
center of tof dist.

r3pr = sqrt(r3px%r3px + r3py«xr3py + r3pzr3pz);

r3E = (r3pr«r3pr)/(2.0¢«20.0«1836.0) x 27.212;

}

/! Recoil Momentum Neon 4+
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if (Neon4) {// Recoil Momentum Neon 4+

rdpz = rlx = parameter[1340]x parameter[1115]/rltof + parameter
[1345];

rdpy = rly = parameter[1341]« parameter[1115]/rltof + parameter
[1346];

rdpx = (parameter[134&]parameter[1200]/parameter[12064(ritof—
parameter[1115]); //charge state —Held, converstion factor ,

center of tof dist.

rdpr = sqrt(rdpxrdpx + rdpyxrdpy + rdpzrdpz);

r4E = (r4pr«rdpr)/(2.0¢20.0«1836.0) x 27.212;

¥

FEEEEEEEEErr bbb bbb bbb rrrr i rrrrrird

11111
CalLCulLaTeD eLeCTRoN MoMeNTuM SeCTioN

Iy

FEEEEEEEErrr bbb bbb bbb bbb rrrrr i rrrrrrrrd

//***************************
// oNe eLeCTRon CalCuLaTioNS

T 55 5% % ok sk sk ok ok ok sk sk ok ok ok ok sk ok ok ok ok ok ok o ok % ok

/!l Nel+ Recapture/Direct lonization Channel
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if (Neonl) {//The recoil detector has better

electrons
kpx1l = —(rlpx);
kpyl = —(rlpy);

kpzl = —(r1pz);

kprl
KE1l = (kprl«kprl) [/ 2. x 27.212;
¥

/I Nel+ Radiative Decay Photons
if (Neonl & Elecl) {//calculated Photon

ppxl = —(rlpx+epxl);

ppyl = —(rlpy+epyl);

ppzl = —(rlpz+epzl);

pprl = sqrt(ppxkppxl + ppylppyl + ppzkppzl);
pPE1 = pprl /2.7e-4,

}

/I Ne2+ Calculated Auger Electron
if (Neon2 & Elecl) {//1st Hit Electron

kpxl = —(epx1l + r2px);

kpyl = —(epyl + r2py);
kpzl = —(epzl + r2pz);
kpril

KEl = (kprl«kprl) / 2. x 27.212;
}
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sqrt (kpxkkpxl + kpylskpyl + kpzlxkpzl);

sqrt (kpxkkpxl + kpylskpyl + kpzlxkpzl);

resolution

than fast



/I Ne2+ Calculated Auger Electron

if (Neon2 & Elec2) {//2nd Hit Electron

kpx2
kpy2
kpz2
kpr2
KE2
¥

—(epx2 + r2px);
—(epy2 + r2py);
—(epz2 + r2pz);
sqrt (kpxZkpx2 + kpy2«kpy2 + kpz2ckpz2);
(kpr2xkpr2) [/ 2. x 27.212;

/I Ne2+ Calculated Auger Electron (negligible contribution)

if (Neon2 & Elec3) {//3rd Hit Electron

kpx3
kpy3
kpz3
kpr3
KE3
}

—(epx3 + r2px);
—(epy3 + r2py);
—(epz3 + r2pz);
sqrt (kpx3kpx3 + kpy3xkpy3 + kpz3«kpz3);
(kpr3«kpr3) / 2. x 27.212;

/I Ne3+ Calculated Auger Sum

if (Neon3 & Elecl) {// 1st hit is assumed to be a photoelectron.

kpx1
kpyl
kpzl
kpril
KE1
}

—(epx1 + r3px);
—(epyl + r3py);
—(epzl + r3pz);
sqrt (kpxkkpxl + kpylskpyl + kpzlxkpzl);
(kprl«kprl) / 2. x 27.212;
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/I Ne3+ Calculated Auger Sum

if (Neon3 & Elec2) {// 2nd hit is assumed to be a photoelectron.

kpx2
kpy2
kpz2
kpr2
KE2
¥

—(epx2 + r3px);
—(epy2 + r3py);
—(epz2 + r3pz);
sqrt (kpxZkpx2 + kpy2xkpy2 + kpz2ckpz2);
(kpr2xkpr2) [/ 2. x 27.212;

/I Ne3+ Calculated Auger Electron

if (Neon3 & Elec3) {//3rd Hit Photo-Electron

kpx3
kpy3
kpz3
kpr3
KE3
¥

—(epx3 + r3px);
—(epy3 + r3py);
—(epz3 + r3pz);
sqrt (kpx3kpx3 + kpy3xkpy3 + kpz3«kpz3);
(kpr3«xkpr3) / 2. x 27.212;

/I Ne4+ Calculated Auger Sum

if (Neon4 & Elecl) {// 1st hit is assumed to be a photoelectron.

kpx1
kpyl
kpzl
kpril
KE1
}

—(epx1 + r3px);
—(epyl + r3py);
—(epzl + r3pz);
sqrt (kpxkkpxl + kpylskpyl + kpzlxkpzl);
(kprl«kprl) / 2. x 27.212;
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[/l Ned+ Calculated Auger Sum

if (Neond4 & Elec2) {// 1st hit is assumed to be a photoelectron.

kpx2 = —(epx2 + r3px);
kpy2 = —(epy2 + r3py);
kpz2 = —(epz2 + r3pz);
kpr2 = sqrt(kpxZkpx2 + kpy2cxkpy2 + kpz2«kpz2);

kE2 = (kpr2«kpr2) [/ 2. x 27.212;
¥

//***************************
/!l TWo eLeCTRon CalCulLaTioNS

T 5% sk sk sk sk sk sk sk sk sk sk sk ok sk ok sk ok sk ok ok ok sk ok ok ok sk ok

/!l Ne3+ Calculated Auger

if (Neon3 & Elecl & Elec2) {//1st hit = photoelectron, 2nd hit
= slow Auger

kpx12 = —(epx1l + epx2 + r3px);

kpyl2 = —(epyl + epy2 + r3py);

kpz1l2 = —(epzl + epz2 + r3pz);

kprl2 sqrt (kpx12kpx12 + kpylZkpyl2 + kpzlzkpzl2);

KE12 = (kprikprl2) / 2. % 27.212;
t

/! Using Neon3 and 2nd hit electron
if (Neon3 & Elec2 && Elec3) {//2nd hit = photoelectron, 3rd hit
= slow Auger

kpx23 = —(epx2 + epx3 + r3px);

163



kpy23
kpz23
kpr23
kE23 =

}

—(epy2 + epy3 + r3py);
—(epz2 + epz3 + r3pz);

(

sqrt (kpx23kpx23 + kpy23kpy23 + kpz23Xkpz23);
kpr23«kpr23) [ 2. x 27.212;

/I Using Neon3 and 2nd hit electron

if (Neon3 & Elecl & Elec3) {//3rd hit = photoelectron, 1st

= Auger
kpx13 = —(epx1l + epx3 + r3px);
kpyl3 = —(epyl + epy3 + r3py);
kpz13 = —(epzl + epz3 + r3pz);
kprl3 = sqrt(kpx13kpx1l3 + kpyl3xkpyl3 + kpzl3kpzl3);
KE13 = (kprl3«kprl3) / 2. % 27.212;
}

//*****************************

/! THRee eLeCTRon CalCuLaTioNS

//*>l<*>k>i<************************

/!l Ned+ Calculated Auger

if (Neon4 & Elecl && Elec2 & Elec3) {

kpx123
kpyl123
kpz123
kprl23
KE123

—(epx1l + epx2 + epx3 + rdpx);

—(epyl + epy2 + epy3 + rdpy);

—(epzl + epz2 + epz3 + rdpz);

sqrt(kpx123kpx123 + kpyl23kpyl23 + kpz1l23kpz123);
(kprl23kprl23) / 2. x 27.212;
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if (epx1/eprl>0.707) Conel=true; //These gates restrict a single
hit to a fixed solid angle collection

if (epx2/epr2>0.707) Cone2=true;

if (epx3/epr3>0.707) Cone3=true;
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// Sum Neon 1+
if (Neonl & Elecl) {

spx = (rlpx + epxl);

(rlpy + epyl);
(rlpz + epzl);

Spy

spz

Spr = (Spzspz + SPYSPy + SPXsSpX);
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Hist—fill2 (127,01 _spx.spy-Neonl”,spx,spy,l.,”Electron momentum
spx spy Neonl”,400+10.,10.,"spx [au]",400,10.,10.,"spy [au
1”,"Psuml”);

Hist—fill2 (128,03 _spzspx_.Neonl”,spz,spx,1l.,” Electron momentum
spz spx Neonl”,400+10.,10.,"spz [au]”,400+10.,10.,"spx [au
1" ,"Psuml”);

Hist—fill2 (129,"05_spzspy_-Neonl”,spz,spy,l.,” Electron momentum
spz spy Neonl”,400+10.,10.,"spz [au]”,400+10.,10.,"spy [au
]1”,"Psuml”);

if (spr<1.25) Psuml=true;

if (Psuml){

Hist—fill2 (130,702 _spx.spy_-Neonl”,spx,spy,1l.,” Electron momentum
spx spy Neonl”,400+10.,10.,"spx [au]",400-10.,10.,"spy [au
1”,"Psum1”);

Hist—fill2 (131,704 _spzspx.Neonl”,spz,spx,1l.,” Electron momentum
spz spx Neonl”,400+10.,10.,"spz [au]”,400,10.,10.,"spx [au
1”,"Psuml1”);

Hist—fill2 (132,06 _spz.spy_-Neonl”,spz,spy,l.,” Electron momentum
spz spy Neonl”,400+10.,10.,"spz [au]”,400,10.,10.,"spy [au
1”,"Psuml1”);

// Sum Neon 2+

if (Neon2 & Elecl & Elec2) {
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spx = (r2px + epxl + epx2);
spy = (r2py + epyl + epy2);
spz = (r2pz + epzl + epz2);
spr = (sSpzxspz + SpPWSPYy + SpPXSpx);

Hist—fill2 (227,01 _spx_.spy_-Neon2”,spx,spy,1l.,”Electron momentum
spx spy Neon2”,400+10.,10.,"spx [au]”,400+~10.,10.,"spy [au
1","Psum2”) ;

Hist—fill2 (228,03 _spz.spx_.Neon2",spz,spx,1.,”Electron momentum
spz spx Neon2”,400-510.,10.,"spz [au]”,400+10.,10.,"spx [au
]17,"Psum2”);

Hist—fill2 (229,"05_spz.spy_-Neon2",spz,spy,l.,” Electron momentum
spz spy Neon2”,400-+10.,10.,"spz [au]”,400+10.,10.,”spy [au
17,"Psum2”) ;

if (spr<3.0) Psum2=true;

if (Psum2){

Hist—fill2 (230,”02 _spx.spy-Psum2Neon2”,spx,spy,1.,”Electron
momentum spx spy Neon2”,400-10.,10.,”spx [au]”,400~10.,10.,”
spy [au]”,”Psum2”);

Hist—fill2 (231,704 _spzspx.Psum2Neon2”,spz,spx,1.,” Electron
momentum spz spx Neon2”,400-10.,10.,”spz [au]”,400-10.,10.,”
spx [au]”,”Psum2”);

Hist—fill2 (232,"06 _spzspy-Psum2Neon2”,spz,spy,1l.,” Electron
momentum spz spy Neon2”,400-10.,10.,”spz [au]”,400-10.,10.,”
spy [au]”,”Psum2”);
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// Sum Neon 3+
if (Neon3 & Elecl && Elec2 & Elec3) {

spx = (r3px + epxl + epx2 + epx3);

spy = (r3py + epyl + epy2 + epy3);
spz = (r3pz + epzl + epz2 + epz3);

(Spzspz + Spyspy + SpxSpX);

spr

Hist—fill2 (327 ,"01 _spx.spy_.Psum3Neon3”,spx,spy,1.,”Electron
momentum spx spy Neon3”,400-10.,10.,”spx [au]”,400+~10.,10.,”
spy [au]”,”Psum3”);

Hist—fill2 (328,"03 _spzspx. Psum3Neon3”,spz,spx,1.,”Electron
momentum spz spx Neon3”,400-10.,10.,”spz [au]”,400-10.,10.,”
spx [au]”,”Psum3”);

Hist—fill2 (329,”05 _spzspy_.Psum3Neon3”,spz,spy,1l.,” Electron
momentum spz spy Neon3”,400-10.,10.,”spz [au]”,400-10.,10.,”

spy [au]”,”Psum3”);

if (spr <3.0) Psum3=true;

if (Psum3){

Hist—fill2 (330,"02 _spx_.spy_.Psum3Neon3”,spx,spy,1.,”Electron

momentum spx spy Neon3”,400-10.,10.,”spx [au]”,400~10.,10.,”

spy [au]”,”Psum3”);
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Hist—fill2 (331,"04 _spzspx.Psum3Neon3”,spz,spx,1.,” Electron
momentum spz spx Neon3”,4006-,10.,10.,”spz [au]”,400,10.,10.,”
spx [au]”,”Psum3”);

Hist—fill2 (332,"06 _spzspy-Psum3Neon3”,spz,spy,1l.,” Electron
momentum spz spy Neon3”,406-,10.,10.,”spz [au]”,400,10.,10.,”

spy [au]”,”Psum3”);

FEEEEEEEErrr bbbt bbb bbb bbb rr b rrrrrrrrd
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double parl=123456., parlr=123456., parla=123456., parlb
=—123456., parlc=123456.,par2=123456., par3=12345., par3a
=—-123456., par3b=123456., par3c=123456., pard=123456.,
parda=—123456., par5=123456., par6=123456.;

double perpl=123456., perplr=123456., perpla=123456., perplb
=—123456., perplc=123456.,perp2=123456., perp3=12345.,
perp3a=123456., perp3b=123456., perp3c=123456., perp4
=—123456., perpd4a=123456., perp5=123456., perp6=123456.;
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double sininvl=-2., sin.invlr=-2., sin.invlia=-2., sin.invlb=-2.,
sin_invlc=-2., sin.inv2=-2., sin.inv3=—2., sin.inv3a=-2.,
sin_inv3b=-2., sin.inv3c=-2., sin.inv4d=-2., sin.invda=-2.,

sin_invb=-2., sin.inve=-2.;

//Used in Nel+ Radiative Decay Analysis

parlr=(ppxkepxl + ppykepyl + ppzkepzl)/pprl;

perplr=sqrt ((ppykepzl-ppzlrepyl)x(ppylrepzl-ppzlxepyl) + (ppzk
epxl-ppxlxepzl)«(ppzlxepxl-ppxlxepzl) + (ppxkepyl-ppylxepxl)
x(ppxlxepyl-ppylxepxl))/pprl;

sin_invlr=eprl/perplr;

/I'Used in Ne2+ "GPlot” (1st Hit=Photo-Electron)

parl=(kpxlxepxl + kpylkxepyl + kpzkepzl)/kprl;

perpl=sqrt ((kpykepzl-kpzlxepyl)x(kpylxepzl-kpzlxepyl) + (kpzk
epxl-kpxlxepzl)«(kpzlxepxl-kpxlxepzl) + (kpxkepyl-kpylxepxl)
x(kpx1lxepyl-kpylxepxl))/kprl;

sin_invl=eprl/perpl;

//Used in Ne2+ PSUM analysis (both electrons are measuredYsed
in Ne3+ (measured Auger) analyses

parla=(epx2epxl + epyzepyl + epzZepzl)/eprl;

perpla=sqrt ((epylepz2-epzlxepy2)«(epylrepz2-epzlrepy2) + (epzk
epx2—epxlxepz2)«x(epzlxrepx2—epxlxepz2) + (epxkepy2-epylxepx2)
x(epxlxepy2—epylxepx2))/eprl;

sin_invla=epr2/perpla;
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/IUsed in Ne2+ PSUM analysis (both electrons are measuredYsgd
in Ne3+ (measured Auger) analyses

parlb=(epx3epx2 + epyZepy2 + epz3Iepz2)/epr2;

perplb=sqrt ((epyRepz3-epz2«epy3)x(epy2xepz3-epz2«epy3) + (epzz
epx3-epx2«epz3)«x(epz2xepx3—epx2«epz3) + (epxzepy3-epy2xepx3)
x(epx2xepy3—epy2xepx3))/epr2;

sin_invlb=epr3/perplb;

//Used in Ne2+ PSUM analysis (both electrons are measuredYsed
in Ne3+ (measured Auger) analyses

parlc=(epx3epxl + epyZepyl + epz3Iepzl)/eprl;

perplc=sqrt ((epyiepz3-epzlxepy3)«(epylrepz3-epzlrepy3) + (epzk
epx3-epxltepz3)«(epzlrepx3—epxltepz3) + (epxkepy3—epyltepx3)
x(epxlxepy3—epylxepx3))/eprl;

sin_invlc=epr3/perplc;

//Used in Ne2+ "G Plot” (2nd Hit=Photo-Electron) & Used in Ne3+
kSum Analysis

par2=(kpx2epx2 + kpyZepy2 + kpzzZepz2)/kpr2;

perp2=sqrt ((kpy2epz2—kpz2«epy2)«(kpy2«epz2—kpz2«epy2) + (kpzZ
epx2—kpx2xepz2)x(kpz2xepx2—kpx2xepz2) + (kpxzepy2-kpy2xepx2)
x(kpx2xepy2—kpy2xepx2))/kpr2;

sin_inv2=epr2/perp2;

/IUsed in Ne2+ "GPlot” (3rd Hit=Photo-Electron) & Used in Ne3+
kSum Analysis— (negligible contribution)

par3=(epx3Xkpx3 + epy3kpy3 + epz3kpz3)/kpr3;
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perp3=sqrt ((kpy3epz3-kpz3xepy3)x(kpy3«xepz3-kpz3xepy3) + (kpz
epx3-kpx3xepz3)«x(kpz3xepx3—kpx3xepz3) + (kpxZxepy3-—kpy3xepx3)
*(kpx3xepy3-kpy3xepx3))/kpr3;

sin_inv3=epr3/perp3;

//Used in Ne3+ AugerAuger analysis

par3a=(kpxlZepxl + kpylzepyl + kpzlzZepzl)/kprl2; //Assumes
kel2 is fast

perp3a=sqrt ((kpylRepzl-kpzl2xepyl)«(kpyl2xepzl-kpzl2xepyl) + (
kpzl2«epxl-kpxl2«epzl)«(kpzl2xepxl-kpxl2xepzl) + (kpxlZepyl-—
kpyl2xepxl)*(kpxl2xepyl-kpyl2xepxl1l))/kprl2;

sin_inv3a=eprl/perp3a;

//Used in Ne3+ AugerAuger analysis

par3b=(kpxlZepxl + kpylZepyl + kpzlZepzl)/eprl; //Assumes el
is fast

perp3b=sqrt ((kpyl2epzl-kpzl2xepyl)x(kpyl2xepzl-kpzl2xepyl) + (
kpzl2«epxl-kpx1l2«epzl)x(kpzl2«epxl-kpx1l2xepzl) + (kpxlZepyl—
kpyl2«epxl)«(kpxl2xepyl-kpyl2«epxl))/eprl;

sin_inv3b=kprl2/perp3b;

/I'Used in Ne3+ AugerAuger analysis

par3c=(kpx1l%epxl + kpylZepyl + kpzlxepzl)/eprl; //Assumes el
is fast

perp3c=sqrt ((kpyl8epzl-kpzl3«xepyl)x(kpyl3«xepzl-kpz1l3«xepyl) + (
kpz1l3xepxl-kpx1l3xepzl)x(kpzl3xepxl-kpx1l3xepzl) + (kpx1l3epyl-
kpyl3xepxl)x(kpx1l3«epyl-kpyl3xepxl))/eprl;
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sin_inv3c=kprl3/perp3c;

//Used in Ne3+ AugerPhoto Analysis

pard=(kpxlZepx2 + kpylZepy2 + kpzlzepz2)/kprl2; //Assumes k12
is fast

perpd=sqrt ((kpyl2epz2-kpzl2xepy2)x(kpyl2«epz2-kpzl2xepy2) + (
kpzl2xepx2—kpxl2«epz2)«(kpzl2xepx2—kpxl2xepz2) + (kpxlZepy2—
kpyl2«epx2)*(kpxl2xepy2-kpyl2xepx2))/kprl2;

sin_invd=epr2/perp4;

/I Used in Ne3+ AugerPhoto Analysis

parda=(kpx13epx3 + kpylZepy3 + kpzlxepz3)/kprl3; //Assumes k12
is fast

perpda=sqrt ((kpyl8epz3-kpzl3xepy3)x(kpyl3xepz3-kpz1l3xepy3) + (
kpz1l3xepx3—kpx1l3xepz3)x(kpzl3xepx3—kpx1l3xepz3) + (kpx1l3epy3-
kpyl3xepx3)*(kpx1l3xepy3-kpyl3xepx3))/kprl3;

sin_inv4a=epr3/perp4da;

/I Used in Ne3+ Correlation Analysis

par5=(kpx23epx2 + kpy23epy2 + kpz23epz2)/epz2,

perp5=sqrt ((kpy23epz2-kpz23xepy2)x(kpy23xepz2-kpz23xepy2) + (
kpz23xepx2—kpx23xepz2)x(kpz23xepx2—kpx23xepz2) + (kpx2xepy2—
kpy23xepx2)x(kpx23«epy2—kpy23xepx2))/epz2;

sin_inv5=kpr23/perp5;

//Used in Ne3+ and Ne4+ AugeiPhoto Analysis
par6=(kpx23%epx3 + kpy23xepy3 + kpz23epz3)/kpr23;
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perp6=sqrt ((kpy23epz3-kpz23xepy3)x(kpy23xepz3-kpz23xepy3) + (
kpz23xepx3—-kpx23xepz3)*(kpz23+xepx3—kpx23xepz3) + (kpx2Zepy3-
kpy23xepx3)x(kpx23«xepy3-kpy23«epx3))/kpr23;
sin_inve=epr3/perp6;
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double g1=10.0, g2=110., g3=280., g4=380.;
int binl1=25, bin2=25, bin3=25;

//double g1=7.5, g2=175., g3=290., g4=380.;
/l'int bin1=30, bin2=50, bin3=30;

double cosAx1=1234., funcAx1=12345., cosAx2=1234., funcAx2
=—-12345.;

double cosAyl1=1234., funcAyl1=12345., cosAy2=1234., funcAy2
=—-12345;

double cosAz1=1234., funcAz1=12345., cosAz2=1234., funcAz2
=—-12345;

cosAx1l=kpx1/kprl;

cosAx2=kpx2/kpr2;
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cosAyl=kpyl/kprl;

cosAy2=kpy2/kpr2;

cosAzl=kpzl/kprl;

cosAz2=kpz2/kpr2;

/1

Neon 1+

(Neon1){

(Elecl) Hist—fill1(111,"01 _etof_.Neonl”,eltof,1.,” Electron TOF
Ne“{+}”,1200,-10.,110.,”TOF [ns]”,”Neonlraw”);

(Elec2) Hist—fill1(111,’01 etof_.Neonl”,e2tof,1.,” Electron TOF
Ne"{+}”,1200,-10.,110.,"TOF [ns]”,”Neonlraw”);

(Elec3) Hist—fill1(113,"03 _e3tof_.Elec3.Neonl”,e3tof,1.,”
Electron TOF Neon 1+ (3rd eHit)”,2000,0.,100.,”TOF [ns]”,

Neonlraw”);

(Elecl) Hist—fill2(114,’04 _rxy_Elecl1.Neonl”,rlx,rly, 1.,”
Recoil Position Neon 1+ (1st eHit)”,400550.,50.,"xposition |
mm]”,400,—-50.,50.,"yposition [mm]”,”Neonlraw”);

(Elec2) Hist—fill2(115,"05_rxy_Elec2.Neonl”,rlx,rly,1.,”
Recoil Position Neon 1+ (2nd eHit)”,400550.,50.,"xposition |
mm]”,400,—-50.,50.,"yposition [mm]”,”Neonlraw”);

(Elec3) Hist—fill2(116,"06_rxy_Elec3.Neonl”,rlx,rly,1.,”
Recoil Position Neon 1+ (3rd eHit)”,400550.,50.,"x-position [

mm]”,400,—-50.,50.,"yposition [mm]”,”Neonlraw”);

2D TOF Histograms
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/1

/11

(Elecl && Elec2) Hist—fill2(117,"07
_eltof_.e2tof_.Elecl.Elec2_.Neonl”,eltof,e2tof ,1.,"Neon 1+ eltof
vs e2tof”,400,0.,100.,"elTOF [ns]",400,0.,100.,"e2Tdms]",”
Neonlraw”);

(Elecl & Elec3) Hist—fill2(118,"08
_eltof.e3tof_.Elecl.Elec3.Neonl”,eltof,e3tof,1.,”Neon 1+ eltof
vs e3tof”,400,0.,100.,"elTOF [ns]",400,0.,100.,”7e3TAms]",”
Neonlraw”);

(Elec2 && Elec3) Hist—fill2 (119,709
_e2tof_e3tof_-Elec2_.Elec3_.Neonl”,e2tof,e3tof,1.,”Neon 1+ e2tof
vs e3tof”,400,0.,100.,"e2TOF [ns]”,400,0.,100.,”e3TOms]",”

Neonlraw”);

Recoil Fish

(Elecl) Hist—fill2(120,"10_rlx_rltof_Elecl”,rltof ,rix,1.,”
Recoil xfish Neon 1+7,400,43400.,44700.,"rltof [ns
]7,400,—-50.,50.,"%xposition [mm]”,”Neonlraw”);

(Elecl) Hist—fill2 (121,11 _rly_rltof_Elecl”,rltof ,rly,1.,”
Recoil y-fish Neon 1+7,400,43400.,44700.,"rltof [ns

]17,400,—-50.,50.,"y-position [mm]”,”Neonlraw”);

Filet O Fish

(fabs(ely)<1.0) Hist—>fill2 (122,712 _elec_filet_o_xfish”,eltof,
elx,1.,"xfish Hit ALL corrected offsets TOF, position and EB
drift”,400,0.,100.,"TOF [ns]”,400-50.,50.,"%pos [mm]”,”

Neonlraw”);
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(fabs(elx)<1.0) Hist—fill2(123,"13 _elec_filet_o_yfish”,eltof,
ely,1l.,”"y-fish Hit ALL corrected offsets TOF, position and EB
drift”,400,0.,100.,"TOF [ns]”,400~50.,50.,"ypos [mm]”,”

Neonlraw”);

Corrected Elec Position

(Elecl) Hist—fill2(124,"14 xy_Elecl1. Neonl”,elx,ely,1.,”xy
Neon 1+ position (1st eHit)”,200+50.,50.,"%xpos [mm
17,200, -50.,50.,"ypos [mm]”,”Neonlraw”);

(Elec2) Hist—fill2 (125,"15 _xy_Elec2Neonl”,e2x,e2y,1.,"xy
Neon 1+ position (2nd eHit)”,200+50.,50.,"%pos [mm
17,200,-50.,50.,"ypos [mm]”,”Neonlraw");

(Elec3) Hist—fill2 (126,716 xy_Elec3.Neonl”,e3x,e3y,1.,"xy
Neon 1+ position (3rd eHit)”,200+50.,50.,"%pos [mm
17,200,—-50.,50.,"ypos [mm]”,”Neonlraw”);

Neon 2+

(Neon2){

(Elecl) Hist—fill1(211,"01 _eltof Elecl.Neon2”,eltof ,1.,”

Electron TOF Nef2+} (1°{st} eHit)”,200,0.,100.,"TOF [ns]",”

Neon2raw”);

(Elec2) Hist—fill1(212,"02 _e2tof_.Elec2.Neon2”,e2tof ,1.,”

Electron TOF Nef2+} (2°{nd} eHit)”,200,0.,100.,"TOF [ns]",”

Neon2raw”);
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(Elec3) Hist—fill1(213,"03 _e3tof_Elec3.Neon2”,e3tof,1.,”
Electron TOF Ne{2+} (3"{rd} eHit)”,200,0.,100.,"TOF [ns]”,”

Neon2raw”) ;

(Elecl) Hist—fill2(214,"04 _rxy_Elecl1.Neon2”,rlx,rly,1.,”
Recoil Position Neon 2+ (1st eHit)”,400510.,25.,"x-position |
mm]”,400,—15.,25.,”y-position [mm]”,”Neon2raw”);

(Elec2) Hist—fill2(215,"05_rxy_Elec2.Neon2”,rl1x,rly,1.,”
Recoil Position Neon 2+ (2nd eHit)”,400510.,25.,"x-position |
mm]”,400,—15.,25.,”y-position [mm]”,”Neon2raw”);

(Elec3) Hist—fill2(216,"06_rxy_Elec3.Neon2”,rl1x,rly,1.,”
Recoil Position Neon 2+ (3rd eHit)”,400510.,25.,"x-position |

mm]”,400,—15.,25.,”y-position [mm]”,”Neon2raw”);

2D TOF Histograms

(Elecl && Elec2) Hist—fill2(217,"07

_eltof.e2tof_Elecl.Elec2. Neon2”,eltof,e2tof,1.,”Neon 2+ eltof
vs e2tof”,400,0.,100.,"e1TOF [ns]”,400,0.,100.,”e2TOms]",”
Neon2raw”);

(Elecl & Elec3) Hist—fill2(218,"08

_eltof.e3tof_ Elecl.Elec3.Neon2”,eltof,e3tof,1.,”Neon 2+ eltof
vs e3tof”,400,0.,100.,"elTOF [ns]",400,0.,100.,”e3TAms]",”
Neon2raw”);

(Elec2 && Elec3) Hist—fill2 (219,709
_e2tof_.e3tof_.Elec2_Elec3_.Neon2",e2tof ,e3tof ,1.,"Neon 2+ e2tof
vs e3tof”,400,0.,100.,"e2TOF [ns]",400,0.,100.,"e3Tdms]",”

Neon2raw”) ;
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/!l Recoil Fish

if

/1

/1

(Elecl) Hist—fill2 (220,10 _rlx_rltof_Elecl”,rltof ,rix,1.,”
Recoil xfish Neon 2+”7,400,30850.,31450.,"r1ltof [ns
17,400, —-50.,50.,"%x-position [mm]”,”Neon2raw”);

(Elecl) Hist—fill2 (221,11 rly_riltof_Elecl”,rltof ,rly, 1.,”
Recoil y-fish Neon 2+”7,400,30850.,31450.,"rltof [ns

]17,400,-50.,50.,"y-position [mm]”,”Neon2raw”);

Filet O Fish

(fabs(ely)<1.0) Hist—>fill2(222,"12 _elec_filet_o_xfish”, 6 eltof,
elx,1.,” Fillet—of-X—Fish Ne{2+} All —-eHits”,400,0.,100.,"TOF [
ns]”,400,-50.,50.,"%xpos [mm]”,”Neon2raw”);

(fabs(elx)<1.0) Hist—fill2(223,"13 _elec_filet_o_yfish”, 6 eltof,
ely,1.,” Fillet—of-Y-Fish Ne{2+} All-eHits”,400,0.,100.,"TOF [
ns]”,400,-50.,50.,"ypos [mm]”,”Neon2raw”);

Corrected Elec Position //if (eltof45.8 & eltof<47.8)
(Elecl) Hist—fill2 (224,714 xy_Elecl1.Neon2”,elx,ely,1.,”xy
Neon 2+ corrected offsets, position and -EBrift (1st eHit)
",200,-50.,50.,"%pos [mMm]”,200,-50.,50.,"ypos [mm]”,”
Neon2raw”);

(Elec2) Hist—fill2(225,"15 _xy_Elec2 Neon2”,e2x,e2y,1.,"xy
Neon 2+ corrected offsets, position and -E#Brift (2nd eHit)
» 200,-50.,50.,"%pos [mm]”,200,-50.,50.,”y-pos [mm]”,”

Neon2raw”) ;

179



if

(Elec3) Hist—fill2 (226,716 xy_Elec3.Neon2”,e3x,e3y,1.,"xy
Neon 2+ corrected offsets, position and E#Brift (3rd eHit)
",200,-50.,50.,"%pos [mMm]”,200,-50.,50.,"ypos [mMm]”,”

Neon2raw”);

Neon 3+

(Neon3){

(Elecl) Hist—fill1(311,"01 _eltof Elecl1.Neon3",eltof,1.,”
Electron TOF Nef{3+} (1°{st} eHit)”,200,0.,100.,"TOF [ns]",”
Neon3raw”);

(Elec2) Hist—fill1(312,"02 _e2tof_.Elec2.Neon3",e2tof ,1.,”
Electron TOF Nei3+} (2°{nd} eHit)”,200,0.,100.,"TOF [ns]",”
Neon3raw”);

(Elec3) Hist—fill1(313,"03 _e3tof_.Elec3.Neon3",e3tof ,1.,”
Electron TOF Nef3+} (3°{rd} eHit)”,200,0.,100.,"TOF [ns]",”

Neon3raw”);

(Elecl) Hist—fill2 (314,04 _rxy_Elecl1.Neon3”,rlx,rly,1.,”
Recoil Position Ne{3+} (1st eHit)”,400,-10.,25.,"%position
mm]”,400,—15.,25.,"yposition [mm]”,”Neon3raw");

(Elec2) Hist—fill2(315,"05_rxy_Elec2.Neon3”,rlx,rly,1.,”
Recoil Position Ne{3+} (2nd eHit)”,400,-10.,25.,"%xposition
mm]”,400,—15.,25.,"yposition [mm]”,”Neon3raw");

(Elec3) Hist—fill2(316,"06_rxy_Elec3.Neon3”,rlx,rly,1.,”
Recoil Position Ne{3+} (3rd eHit)”,400,-10.,25.,"%-position

mm]”,400,—15.,25.,"yposition [mm]”,”Neon3raw");
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/1

/1

/1

2D TOF Histograms

(Elecl && Elec2 && eE2<2.5) Hist—>fill2(317,"07
_eltof-e2tof_.Elec2.Neon3"”,eltof ,e2tof ,1.,” Electron Hit
Correlation Ne{3+}”,400,0.,100.,"17 st} eHit [ns
17,400,0.,100.,”2{nd} eHit [ns]”,”Neon3.raw”);

(Elecl && Elec3 & eE3<2.5) Hist—fill2 (318,708
_eltof_.e3tof_Elec3_.Neon3”,eltof ,e3tof ,1.,” Electron Hit
Correlation Ne{3+}”,400,0.,100.,"1{ st} eHit [ns
17,400,0.,100.,"39{rd} eHit [ns]”,”Neon3.raw”);

(Elec2 && Elec3 &% eE3<2.5) Hist—>fill2 (319,709
_e2tof_-e3tof_Elec3.Neon3”,e2tof ,e3tof ,1.,” Electron Hit
Correlation Ne{3+}”,400,0.,100.,"27nd} eHit [ns
1”7,400,0.,100.,”3%rd} eHit [ns]”,”Neon3.raw”);

Recoil Fish

(Elecl) Hist—fill2(320,"10_rl1x_rltof_Elecl”,rltof ,rix,1.,”
Recoil x-fish Ne’{3+}”,400,25105.,25655.,"rl1tof [ns
17,400, —-50.,50.,"%xposition [mm]”,”Neon3raw”);

(Elecl) Hist—fill2 (321,11 _rly_riltof_Elecl”,rltof ,rly,1.,”
Recoil y-fish Ne’{3+}”,400,25105.,25655.,"r1tof [ns

17,400, —-50.,50.,"yposition [mm]”,”Neon3raw”);

Filet O Fish

Hist—fill2 (322,712 _elec_filet_o_xfish”,eltof ,elx,1.,”XFish Ne

"{3+} All eHits”,200,0.,100.,”TOF [ns]”,200,-40.,40.,"x-pos |

mm]”,”Neon3.raw") ;
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Hist—fill2 (323,"13 _elec_filet_o_yfish”,eltof ,ely,1.,"¥Fish Ne
“{3+} All eHits”,200,0.,100.,"TOF [ns]”,200+40.,40.,”y-pos |
mm]”,” Neon3.raw") ;

Hist—fill2 (322,712 _elec_filet_o_xfish",e2tof ,elx,1.,"XFish Ne
“{3+} AIll eHits”,200,0.,100.,"TOF [ns]”,200+40.,40.,”%pos |
mm]”,” Neon3.raw”) ;

Hist—fill2 (323,"13 _elec_filet_o_yfish ", e2tof ,ely,1.,"¥Fish Ne
“{3+} All eHits”,200,0.,100.,”TOF [ns]",200-40.,40.,"y-pos [
mm]”,”Neon3.raw”) ;

Hist—fill2 (322,"12 _elec_filet_o_xfish”,e3tof ,elx,1.,"XFish Ne
“{3+} All eHits”,200,0.,100.,”TOF [ns]”,200-40.,40.,"%pos [
mm]”,”Neon3.raw”) ;

Hist—fill2 (323,"13 _elec_filet_o_yfish”,e3tof ,ely,1l.,”¥Fish Ne
“{3+} AIll eHits”,200,0.,100.,"TOF [ns]”,200+40.,40.,"y-pos |

mm]”,”Neon3_.raw") ;

/Il Corrected Elec Position

if (Elecl) Hist—>fill2(324,”14 _xy_Elecl1.Neon3",elx,ely,1.,”
Electron Position Ne{3+} (1st eHit)”,200,-50.,50.,"%pos [mm
17,200,-50.,50.,"ypos [mm]”,”Neon3raw");

if (Elec2) Hist—>fill2(325,”15_xy_Elec2Neon3",e2x,e2y,1.,”
Electron Position Ne{3+} (2nd eHit)”,200,-50.,50.,"%-pos [mm
17,200,—-50.,50.,"ypos [mm]”,”Neon3raw");

if (Elec3) Hist—>fill2(326,”16 _xy_Elec3.Neon3",e3x,e3y,1.,”
Electron Position Ne{3+} (3rd eHit)”,200,-50.,50.,"%pos [mm
17,200,—-50.,50.,"ypos [mm]”,”Neon3raw");
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/1

Neon 4+

(Neon4){

(Elecl) Hist—fill1(411,"01 _eltof Elecl1.Neon4”,eltof,1.,”
Electron TOF Neon 4+ (1st eHit)”,100,0.,100.,"TOF [ns]",”
Neondraw”);

(Elec2) Hist—fill1(412,’02 _e2tof_Elec2.Neon4”,e2tof,1.,”
Electron TOF Neon 4+ (2nd eHit)”,100,0.,100.,"TOF [ns]",”
Neondraw”);

(Elec3) Hist—fill1 (413,03 _e3tof_Elec3.Neon4”,e3tof,1.,”
Electron TOF Neon 4+ (3rd eHit)”,100,0.,100.,"TOF [ns]”,”

Neondraw”);

(Elecl) Hist—fill2 (414,704 _rxy_Elecl.Neon4”,rix,rly, 1.,”
Recoil Position Neon 4+ (1st eHit)”,400510.,25.,"xposition [
mm]”,400,—15.,25.,”y-position [mm]”,”Neondraw”);

(Elec2) Hist—fill2 (415,"05_rxy_Elec2.Neon4”,ri1x,rly, 1.,”
Recoil Position Neon 4+ (2nd eHit)”,400-510.,25.,"xposition [
mm]”,400,—15.,25.,”y-position [mm]”,”Neondraw”);

(Elec3) Hist—fill2 (416,706 _rxy_Elec3.Neon4”,ri1x,rly, 1.,”
Recoil Position Neon 4+ (3rd eHit)”,400510.,25.,"xposition [

mm]”,400,—15.,25.,”y-position [mm]”,”Neondraw”);

2D TOF Histograms

(Elecl && Elec2) Hist—fill2 (417,07 _eltof_e2tof_.Elec2.Neon4”,
eltof ,e2tof ,1.,”Neon 4+ eltof vs e2tof”,400,0.,100.,T&dF [ns
]”,400,0.,100.,”e2TOF [ns]”,”Neondaw”);
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if (Elecl & Elec3) Hist—fill2 (418,08 _eltof.e3tof_-Elec3.Neon4”,
eltof ,e3tof ,1.,”Neon 4+ eltof vs e3tof”,400,0.,100.,T€aF [ns
]1”,400,0.,100.,”e3TOF [ns]”,”Neon&aw");

if (Elec2 & Elec3) Hist—fill2 (419,709 _e2tof_.e3tof_-Elec3.Neon4”,
e2tof ,e3tof ,1.,”Neon 4+ e2tof vs e3tof”,400,0.,100.,T€¥F [ns
]17,400,0.,100.,”e3TOF [ns]”,”Neon&aw");

/Il Recoil Fish

if (Elecl) Hist—>fill2(420,”10_ri1x_rltof_Elecl”,rltof ,rix,1.,”
Recoil xfish Neon 4+”7,400,21800.,22300.,"rltof [ns
17,400, —-50.,50.,"%x-position [mm]”,”Neondraw”);

if (Elecl) Hist—>fill2(421,"11 rly_rltof_Elecl”,rltof , rly,1.,”
Recoil y-fish Neon 4+”7,400,21800.,22300.,"rltof [ns

]7,400,-50.,50.,"yposition [mm]”,”Neondraw”);

/I Electron Fish

Hist—fill2 (422,"12 _elec_xfish”,eltof ,elx,1l.,"xfish Hit ALL
corrected offsets TOF, position and EBrift”,400,0.,100.,"TOF
[ns]”,400,-50.,50.,"xpos [mm]”,”Neondraw”);

Hist—fill2 (423,713 _elec_yfish”,eltof ,ely,1.,”y-fish Hit ALL
corrected offsets TOF, position and EBrift”,400,0.,100.,"TOF

[ns]”,400,-50.,50.,"ypos [mm]”,”Neondraw”);

I/l Corrected Elec Position
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if

if

if

FECEEEEEEE bbb bbb r i bbb rrrrrrr

(Elecl) Hist—fill2 (424,’14 xy_Elecl1.Neon4”,elx,ely,1.,"xy
Neon 4+ corrected offsets, position and E#Brift (1st eHit)
",200,-50.,50.,"%pos [mMm]”,200,-50.,50.,"ypos [mMm]”,”
Neondraw”);

(Elec2) Hist—fill2 (425,715 _xy_Elec2Neon4”,e2x,e2y,1.,"xy
Neon 4+ corrected offsets, position and -EBrift (2nd eHit)
» 200,-50.,50.,”%pos [mm]”,200,-50.,50.,”y-pos [mm]”,”
Neondraw”);

(Elec3) Hist—>fill2 (426,16 _xy_Elec3.Neon4”,e3x,e3y,1.,"xy
Neon 4+ corrected offsets, position and E#Brift (3rd eHit)
”,200,-50.,50.,"%pos [mMm]",200,-50.,50.,"y-pos [mm]”,”

Neondraw”);

111

FECLEEEEEEr bbb r bbb bbb

PSUM NeoN 1+

111

//PSuM PLOTS

if

(Neonl && Psuml)

Hist—fill2 (1001,’01 _epxlepzl1NeonlPsuml”,epxl,epzl,61.,”

Electron momentum px pz Psum”,4006-10.,10.,"px [au

]17,400,—-10.,10.,"pz [au]”,”PsumiAnalysis™”);
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Hist—fill2 (1002,"02_rl1px_-rlpz_NeonlPsuml”, K rlpx,rlpz,1.,” Recoil
momentum px pz Psum”,400510.,10.,"px [au]”,400,-10.,10.,"pz |
au]”,”"Psumt-Analysis”);

Hist—fill2 (1003,"03 _kpx1_kpzl_Neonl”,kpxl,kpzl,1.,” Calculated
electron momentum kx1 kz1”,300510.,10.,"kx [au
]17,300,—-10.,10.,"kz [au]”,”"PsumtAnalysis”);

if (kpx1>1.5 & kpx1<3.) Hist—fill2(1004,"04 _kpz1l kpyl_Neonl”,
kpzl ,kpyl,1l.,” Calculated electron momentum kzl kyl
" 100,-10.,10.,"kz [au]”,100 —10.,10.,"ky [au]”,”Psumit
Analysis™”);

Hist—filll1 (1005,"04_E1_Neonl1lPsuml”,eEl,1.,”" Electron Energy Hit
1 Psum”,150,0.,3.,"E [eV]","PsumiAnalysis”);

// RaDiaTiVe aNaLYSiS
double funcPx=12345.0, funcPy=12345.0, funcPz=12345.0;
double electronl1=12345., photonl1=12345., relativel=12345.;

if (Neonl & Psuml && fabs (epyl/eprl¥0.4 & fabs(ppyl/pprlxk0.4
&% fabs(rlpy/rlpr)<0.4){//uSeS PSuM since photon momentum
contribution is small

electronl=atan2 (epzl,epxl);

photonl=atan2 (ppzl,ppx1);

Hist—fill2 (1101,”01 _epxlepyl NeonlPsuml”,epxl,epyl,1l.,”Photeo
Electron Momentum Ne{+}”,200,—-0.5,0.5,"Time-Axis [au
17,200,-0.5,0.5,"Jet-Axis [au]”,” Radiative”);
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Hist—fill2 (1102,"02 _epxlepzlNeonlPsuml”,epxl,epz1l,1.,”
Electron Momentum Ne{+}”,200,—10.,10.,"Time-Axis [au
]17,200,—-10.,10.,"BeamAxis [au]”,” Radiative”);

Hist—fill2 (1103,"03_epzlepyl Neonl Psuml”,epzl,hepyl,l.,”Photo
Electron Momentum Ne{+}”,200,—-0.5,0.5,”BeamAxis [au
17,200,-0.5,0.5,"Jet-Axis [au]”,” Radiative”);

Hist—fill2 (1104,"04 _r1px.rlpy_-NeonlPsuml”, rlpx ,ripy,1l.,” Recoil
Momentum Ne{+}”,200,-0.5,0.5,”Time-Axis [au]”,200,-0.5,0.5,”
Jet—Axis [au]”,” Radiative”);

Hist—fill2 (1105,"05_r1lpx_.rlpz_Neonl Psuml1”,rlpx,rlpz,1.,” Recoil
Momentum Ne{+}”,200,-10.,10.,”Time-Axis [au]”,200,-10.,10.,”
Beam-Axis [au]”,” Radiative”);

Hist—fill2 (1106,"06 _ripzripy_Neonl Psuml”, 6 rlpz ,rlpy,1.,” Recoil
Momentum Ne{+}”,200,-0.5,0.5,”BeamAxis [au]”,200,-0.5,0.5,”

Jet—Axis [au]”,” Radiative”);

Hist—fill2 (1107,”07 _ppx1l.ppyl.Neonl”,ppx1l,ppyl,1l.,” Photon
Momentum Ne{+}”,200,-1.5,1.5,"Time-Axis [au]”,200,-1.5,1.5,”
Jet—Axis [au]”,” Radiative”);

Hist—fill2 (1108,”08 _ppx1l.ppzl1 Neonl”,ppxl,ppzl,1.,” Photon
Momentum Ne{+}”,200,-1.5,1.5,"Time-Axis [au]”,200,-1.5,1.5,”
Beam-Axis [au]”,” Radiative”);

Hist—fill2 (1109,”09 _ppzlppyl Neonl”,ppzl,ppyl,1l.,” Photon
Momentum Ne{+}”,200,-1.5,1.5,"BeamAxis [au]”,200,-1.5,1.5,”

Jet—Axis [au]”,” Radiative”);
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Hist—fill1(1110,"10_eE1NeonlPsuml”,eE1,1.,” Electron Energy
Psum”,100,0.,1000,"E [eV]”,” Radiative”);

Hist—fill1(1111,"11_rE1_NeonlPsuml”,rlE,1.,” Electron Energy
Psum”,300,0.,5.e4,’E [eV]”,” Radiative”);

Hist—filll1(1112,"12_pE1.NeonlPsuml”,pEl,1.,” Calculated Photon
Energy”,300,0.,2000.,"E [eV]”,” Radiative”);

Hist—fill1(1113,"13 _photonCosx—hit”,ppx1/pprl,1,” Auger Cosx
",60,—-1.,1.,"Cos[x]",”Radiative”);

Hist—fill1(1114,"14 photonCosy—hit”,ppyl/pprl,1,”Auger Cosy
",60,—-1.,1.,"Cos[y]”,” Radiative”);

Hist—fill1l (1115,”15 _photonCosz-hit”,ppzl/pprl,1,” Auger Cosz
",60,—-1.,1.,"Cos[z]",” Radiative”);

//aNGuLaR CoRReLaTioN

if(electronl<0.) electronl=electronl+(2.pi); //normalizes the
angular range, (0:2pi)

if (photonl<0.) photonl=photonl+(2.pi);

relativel=(electrontphotonl); //relative angle (in xy plane) of
Ne2+ electrons

if(relativel>pi) relativel=relativel—-(2.xpi);//recasts angular
range , Epi:pi)

if(relativel<—pi) relativel=relativel—(2.xpi);

Hist—fill1(1120,"18_Cos_.Energy”,relativel«180./pi,1,”CosNe2sum
",25,-180.,180.,"cos(#theta)”,”Radiative”) ;// Calculated ger

and Phote-Electron

188



Hist—fill1(1120,”18_Cos_.Energy”,—relativelx180./pi,1,”CosNe2sum
",25,—-180.,180.,"cos(#theta)”,” Radiative”) ;// Calculated gar

and Phote-Electron

/I Hist—fill2 (1116,”16 _par_perp”,parlr , perplr,sinnvlr ,”
Radiative Correlation Neon 1+”,40050.5,0.5,” Parallel Phote
Electron Momentum [au]”,40050.5,0.5,” Perpendicular Phote
Electron Momentum [au]”,” Radiative”);

[/ Hist—fill2(1116,"16 _par_perp”,parlr—perplr,sininvlr,k”
Radiative Correlation Neon 1+”,400-0.5,0.5,” Parallel Phote
Electron Momentum [au]”,40050.5,0.5,” Perpendicular Photo
Electron Momentum [au]”,” Radiative”);

//if(eE1<3.5 & eE1>0.0) Hist—fill2(1117,"17_Cos_.Energy”, parlr/
eprl,eEl1,1,"CosEnergy”,100,—-1.,1.,”cos(theta)”,350,0.0,3.5,”
Electron Energy [eV]”,” Radiative”);

/1if(eE1<3.5 & eE1>0.0) Hist—fill1(1118,"Photon-prox”, parlr/
eprl,1,”Neonl Theta”,50+1.,1.,"cos(theta)”,” Radiative”);

/1if(eE1<3.5 & eE1>0.0) Hist—fill1(1119,”Photo-electron”,eE1l
,1,”Electron Energy”,150,0.,3.5,”E [eV]”,” Radiative™)

FEEEEEEEErrr bbbt bbb bbb r b rrrrr i rrrrrrrrd

11111
PSUM NeoN 2+
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//PSum aNaLYSiS

if (Neon2 && Psum2 &% eE2>0.0 && eE2<5.0 & fabs(epz2/epr2¥x0.35)
{//poor res. on 1st hit, use 2nd hit to calc 1st.

[/ Hist—fill2 (2001,"01 _epxlepyl Neon2Psum2”,epxl,epyl, 1.,”
Electron momentum epx epy Hit 1 Psum”,408610.,10.,”epx [au
]17,400,—-10.,10.,"epy [au]”,”Psum2Analysis”);

/I Hist—fill2 (2002,"02_epxlepzl Neon2Psum2”,epxl,epzl,1.,”
Electron momentum epx epz Hit 1 Psum”,40010.,10.,”epx [au
]17,400,—-10.,10.,"epz [au]”,”"Psum2Analysis”);

/I Hist—fill2 (2003,"03_epzlepyl Neon2Psum2”,epzl,epyl, 1.,”
Electron momentum epz epy Hit 1 Psum”,40010.,10.,”epz [au

]17,400,—-10.,10.,"epy [au]”,”Psum2Analysis”);

Hist—fill2 (2004 ,"04 _epx2epy2Neon2Psum2”,epx2,epy2,1.,”
Electron momentum epx epy Hit 2 Psum”,4001.,1.,”epx [au
17,400,—-1.,1.,"epy [au]”,”Psum2Analysis”);

Hist—fill2 (2005,"05_epx2epz2Neon2Psum2”,epx2,epz2,1.,”
Electron momentum epx epz Hit 2 Psum”,4001.,1.,”epx [au
17,400,—-1.,1.,"epz [au]”,"Psum2Analysis”);

Hist—fill2 (2006 ,"06 _epz2epy2Neon2Psum2”,epz2 ,epy2,1.,”
Electron momentum epz epy Hit 2 Psum”,4001.,1.,”epz [au

17,400,—-1.,1.,"epy [au]”,”Psum2Analysis”);

190



Hist—fill2 (2007 ,"07 _r2px_r2py_-Neon2Psum2”,r2px ,r2py,1.,” Recoil
momentum px py Psum”,400510.,10.,”px [au]”,400,-10.,10.,"py |
au]”,”Psum2-Analysis”);

Hist—fill2 (2008,"08 _r2px_r2pz_.Neon2Psum2”,r2px ,r2pz,1.,” Recoil
momentum px pz Psum”,400510.,10.,"px [au]”,400-10.,10.,"pz |
au]”,”"Psum2-Analysis”);

Hist—fill2 (2009,"09_r2pz_r2py_-Neon2Psum2”,r2pz ,r2py,1.,” Recoil
momentum pz py Psum”,400510.,10.,”pz [au]”,400-10.,10.,"py |

au]”,"Psum2-Analysis”);

[/ Hist—fill2 (2010,”710 _kpx1_kpyl_-Neon2Psum2”,6kpx1l, kpyl,1.,”
Calculated electron momentum kx1 kyl Psum”,40010.,10.,"kx [
au]”,400,-10.,10.,”ky [au]”,”Psum2Analysis”);

/I Hist—fill2 (2011,"11 _kpx1_kpzl Neon2Psum2” kpx1l,6kpzl,61l.,”
Calculated electron momentum kx1 kzl Psum”,400,0.,10.,"kx [
au]”,400,-10.,10.,7kz [au]”,”Psumz2Analysis”);

/I Hist—fill2(2012,"12 kpz1l kpyl_.Neon2Psum2”,6kpz1l, 6 kpyl,61.,”
Calculated electron momentum kzl kyl Psum”,400,0.,10.,"kz [
au]”,400,-10.,10.,”ky [au]”,”Psum2Analysis”);

Hist—fill2 (2013,"13 _kpx2_kpy2_.Neon2Psum2” ,kpx2, kpy2,1.,”
Calculated electron momentum kx2 ky2 Psum”,40010.,10.,"kx [
au]”,400,-10.,10.,"ky [au]”,”Psum2Analysis”);

Hist—fill2 (2014,”14 kpx2_kpz2_.Neon2Psum2”, kpx2,kpz2,1.,”
Calculated electron momentum kx2 kz2 Psum”,400L0.,10.,"kx [

au]”,400,-10.,10.,"kz [au]”,”"Psum2Analysis”);
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Hist—fill2 (2015,715_kpz2_kpy2_Neon2Psum2”,kpz2, kpy2,1.,”
Calculated electron momentum kz2 ky2 Psum”,40G0L0.,10.,"kz |
au]”,400,-10.,10.,"ky [au]”,”Psum2Analysis”);

Hist—filll1 (2016,"16_Photo—Electron—EnergyNeon2-Psum2”,eE1,1.,”
Photo Electron Energy Neonr®Psum”,300,0.,3.5,”E [eV]",”Psum2
Analysis™”);

Hist—filll1 (2017 ,"17_E1_Neon2Psum2-large”,eEl1,1.,” Electron
Energy Hit 1 Psum”,300,0.,1200.,”E [eV]","PsumAnalysis”);
Hist—filll1 (2016,"16 _Photo—Electron—-EnergyNeon2-Psum2”,eE2,1.,”
Photo Electron Energy NeonrPsum”,300,0.,3.5,”E [eV]”,"Psum2

Analysis™”);

Hist—fill1(2019,”19_E2_.Neon2Psum2-large”,eE2,1. ,” Electron
Energy Hit 2 Psum”,300,0.,1200.,”E [eV]”,"PsumAnalysis”);

Hist—filll (2021,”20_kE2_.Neon2Psum2-large”,kE2,1.,” Calculated
Electron Energy Hit 2 Psum”,300,0.,1200.,"E [eV]”,”Psum2

Analysis™”);

Hist—fill2 (2022,"21 _par_perp—Psum”,parla,h perpla, sibnvla,k”
Momentum Correlation Neon 2+”,40050.5,0.5,”Parallel Phote
Electron Momentum [au]”,400+0.5,0.5," Perpendicular Photo
Electron Momentum [au]”,”Psum2Analysis”);

Hist—fill2 (2022,”21 _par_perp—Psum”,parla~perpla, sininvla,”

Momentum Correlation Neon 2+7,40050.5,0.5,” Parallel Phote

Electron Momentum [au]”,400+0.5,0.5,” Perpendicular Phote

Electron Momentum [au]”,”Psum2Analysis™);
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Hist—fill2 (2023,"22_Cos_.Energy-Psum”,parla/epr2 ,eE2,1,”
Cos.Energy”,100,—-1.,1.,"cos(theta)”,350,0.0,3.5,"Electron
Energy [eV]”,”Psum2-Analysis”);

if (eE2>1.0 & eE2<2.0) Hist—fill1(2024,’23_Cos—Prox”,parla/epr2
,1,”Projection of CosEnergy”,100,—1.,1.,”cos(theta)”,”Psumz2

Analysis™”);

Hist—filll (2025,"24_E2_Neon2Psum2”,eE2,1.,” Electron Energy Hit
2 Psum”,150,0.,3.,"E [eV]","Psum2Analysis”);

if (eE2>1.0 & eE2<2.0) Hist—filll1(2026,” ThetaNeon2”,acos(parla
/epr2)«180./pi,sininvla ,”Neon2 Theta”,40+180.,180.,"cos(
theta)”,”Psum2Analysis”);

if (eE2>1.0 & eE2<2.0) Hist—filll (2026,” ThetaNeon2",—acos(
parla/epr2%180./pi,sininvla ,”"Neon2 Theta”,40+180.,180.,"cos
(theta)”,”Psum2Analysis”);

FEEEEEEEErrr bbb bbb bbb bbb rrrrr i rrrrrrrrd

11111
PSUM NeoN 3+

111
FEEEEEEEErr i r e bbb bbb bbb r i rrrrrrird
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if (Neon3 & Elecl & Elec2 && Elec3 && Psum3)

//DeaD TiMe SHaDoW

double dr=-12345.0, dt=12345.0; // Used to quantify the "dead
time shadow” of the MCP

dr=sqgrt ((e2xe3x)x(e2x—e3x) + (e2y-e3y)x(e2y—e3y)); // Position
and time difference between 2nd & 3rd ehits in Ne3+

dt=(e3tof-e2tof);

/I Hist—fill2 (3001,"01 _epxlepyl Neon3Psum3”,epxl,epyl, 1.,”
Electron momentum epx epy Hit 1 Psum”,408610.,10.,”epx [au
]17,400,—-10.,10.,"epy [au]”,”Psum3Analysis”);

/I Hist—fill2 (3002,"02_epxlepzl Neon3Psum3”,epxl,epzl,1.,”
Electron momentum epx epz Hit 1 Psum”,40010.,10.,”epx [au
]7,400,—-10.,10.,"epz [au]”,”Psum3Analysis”);

/I Hist—fill2 (3003,"03_epzlepyl Neon3Psum3”,epzl,epyl, 1.,”
Electron momentum epz epy Hit 1 Psum”,40010.,10.,”epz [au

]17,400,—-10.,10.,"epy [au]”,"Psum3Analysis”);

/I Hist—fill2 (3004 ,’04 _epx2epy2Neon3Psum3”,epx2,epy2,1.,”
Electron momentum epx epy Hit 2 Psum”,4006.,6.,”epx [au
]17,400,—-6.,6.,"epy [au]”,”Psum3-Analysis”);

/I Hist—fill2 (3005,"05_epx2epz2Neon3 Psum3”,epx2,epz2,1.,”
Electron momentum epx epz Hit 2 Psum”,4006.,6.,”epx [au
17,400,—-6.,6.,"epz [au]”,"Psum3Analysis”);

/I Hist—fill2 (3006,"06_epz2epy2Neon3Psum3”,epz2,epy2,1.,”
Electron momentum epz epy Hit 2 Psum”,4006.,6.,"epz [au

17,400,—-6.,6.,"epy [au]”,”Psum3Analysis”);

194



/I Hist—fill2 (3007 ,’07 _epx3.epy3.Neon3Psum3”,epx3,epy3,1.,”
Electron momentum epx epy Hit 3 Psum”,4086.,6.,"epx [au
17,400,—6.,6.,"epy [au]”,”Psum3-Analysis”);

/I Hist—fill2 (3008,"08_epx3.epz3Neon3 Psum3”,epx3,epz3,1.,”
Electron momentum epx epz Hit 3 Psum”,4006.,6.,"epx [au
17,400,—-6.,6.,"epz [au]”,”Psum3Analysis”);

/I Hist—fill2 (3009,"09_epz3epy3.Neon3Psum3”,epz3,epy3,1.,”
Electron momentum epz epy Hit 3 Psum”,4006.,6.,"epz [au

17,400,—6.,6.,"epy [au]”,”Psum3-Analysis”);

Hist—fill2 (3010,"10_r3px_.r3py_-Neon3Psum3”,r3px,r3py,1l.,” Recoil
momentum px py Psum”,400510.,10.,”px [au]”,400,-10.,10.,"py |
au]”,”Psum3-Analysis”);

Hist—fill2 (3011,"11 r3px_r3pz_Neon3 Psum3”,r3px,r3pz,1.,” Recoil
momentum px pz Psum”,400510.,10.,"px [au]”,400-10.,10.,"pz |
au]”,”Psum3-Analysis”);

Hist—fill2 (3012,"12 r3pz_r3py_-Neon3 Psum3”,r3pz,r3py,1.,” Recoil
momentum pz py Psum”,400510.,10.,”pz [au]”,400-10.,10.,"py |

au]”,”Psum3-Analysis”);

/1 Hist—>fill2 (3013,"13_kpx23.kpy23.Neon3Psum3”,kpx23 , kpy23,1.,”
Calculated electron momentum kx23 ky23 Psum”,4060L0.,10.,"kx
[au]",400,-10.,10.,"ky [au]”,”Psum3-Analysis”);

/1 Hist—>fill2 (3014 ,"14 _kpx23.kpz23.Neon3 Psum3”,kpx23,kpz23,1.,”
Calculated electron momentum kx23 kz23 Psum”,40QL0.,10.,"kx
[au]",400,-10.,10.,"kz [au]”,”Psum3-Analysis”);
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/I Hist—fill2 (3015,”15 _kpz23 kpy23_.Neon3Psum3”,kpz23,6kpy23,1.,”
Calculated electron momentum kz23 ky23 Psum”,46Q,0.,10.,"kz
[au]",400,-10.,10.,"ky [au]”,”Psum3-Analysis”);

/I Hist—fill1(3016,"16_E1_Neon3Psum3-small”,eEl,1.,” Electron
Energy Hit 1 Psum”,300,0.,3.5,”E [eV]",”PsumAnalysis”);

Hist—fill1(3017,"17_E1_Neon3Psum3-large”,eEl1,1.," Electron
Energy Hit 1 Psum”,300,0.,1200.,"E [eV]","Psum&Analysis”);

Hist—fill1(3018,"18_E2_.Neon3 Psum3-small”,eE2,1.,”" Electron
Energy Hit 2 Psum”,150,0.,3.,”E [eV]”,”"Psum3Analysis”);

Hist—fill1(3019,"19_E2_.Neon3Psum3-large”,eE2,1.,” Electron
Energy Hit 2 Psum”,300,0.,1200.,”E [eV]","Psum&Analysis”);

Hist—fill1 (3020,”20_E3_.Neon3Psum3-small”,eE3,1.,” Calculated
Electron Energy Hit 3 Psum”,150,0.,3.,”E [eV]",”Psumdnalysis
")

Hist—fill1l (3021,"21_E3_.Neon3Psum3-large”,eE3,1.,” Calculated
Electron Energy Hit 3 Psum”,300,0.,1200.,"E [eV]","Psum3
Analysis™”);

Hist—filll (3022,"22_kE23.Neon3Psum3-large” ,kE23,1.,” Calculated
Electron Energy Psum”,300,0.,1200.,”E [eV]","PsumB8nalysis”);

Hist—fill1l (3023,"23_r1ltof_.Psum3Neon3”,rltof ,1.,” Recoil TOF Neon
3+ (3—ehit)”,200,25000.,25750.,"TOF [ns]”,”"Psum®Analysis™);

Hist—fill2 (3024 ,"24 _r1x_rltof_.Psum3Neon3”,rltof ,rix,1.,” Recoil
x—fish Neon 3+ (3-ehit)”,400,25200,25750.,"r1tof [ns

17,200,—-5.,20.,"xposition [mm]”,”Psum3-Analysis”);
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Hist—filll (3025,"25 _eltof.Psum3Neon3”,eltof ,1.,”eltof Neon 3+
(3—ehit)”,200,0.,120.,"eltof [ns]”,”Psum3Analysis”);

Hist—filll (3026,”26_e2tof Psum3Neon3”,e2tof ,1.,”e2tof Neon 3+
(3—ehit)”,200,0.,120.,"e2tof [ns]”,”Psum3Analysis”);

Hist—filll (3027,"27 _e3tof_.Psum3Neon3”,e3tof ,1.,”e3tof Neon 3+
(83—ehit)”,200,0.,120.,"e3tof [ns]”,”"Psum3Analysis”);

Hist—fill2 (3028,"28 _eltof.e2tof Psum3Neon3”,eltof,e2tof ,1.,”
e2tof vs eltof Neon 3+ (3ehit)”,400,0.,120.,"eltof [ns
17,400,0.,120.,”e2tof [ns]”,”Psum3Analysis”);

Hist—fill2 (3029,"29 _e2tof_.e3tof_Psum3Neon3”,e2tof,e3tof ,1.,”
e3tof vs e2tof Neon 3+ (3ehit)”,200,0.,120.,"e2tof [ns
17,400,0.,120.,”e3tof [ns]”,”Psum3Analysis”);

Hist—fill2 (3030,"30_e3tof.eltof Psum3Neon3”,eltof,e3tof ,1.,”
e3tof vs eltof Neon 3+ (3ehit)”,400,0.,120.,"eltof [ns
17,400,0.,120.,”e3tof [ns]”,”Psum3Analysis”);

Hist—fill2 (3031,"31_dr_dt_.Psum3Neon3”,dr,dt,1.,”dr vs dt Neon
3+ (3—ehit)”,200,0.,80.,”dr [mm]”,200,0.,100.,”dt [ns]”,”Rsn3

—Analysis”);

//***>I<>k******************************>k>l<>k>|<>k>I<>k**************************

/1 NE2+ ANGULAR CORRELATION ANALYSES

//***>I<>k******************************>k>l<>k>l<>k>I<>k**************************

/1 STD. ANALYSIS
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//aNGuLaR CoRReLaTioN

if (Neon2) {

if (Elecl & eE1>0.5 &% eE1<2.5 && kprl>6.5 && kprl <8.5){// "C”
plot

Hist—fill2 (2101,"01 _par_perp”,parl,h perpl, sinnvl ,”Momentum
Correlation Neon 2+7,400+0.5,0.5,”Parallel PhoteElectron
Momentum [au]”,400-0.5,0.5,"Perpendicular PhoteElectron
Momentum [au]”,”Momentum2”) ;

Hist—fill2 (2101,”01 _par_perp”,parl;-perpl,sininvl ,”Momentum
Correlation Neon 2+7,400+-0.5,0.5,”Parallel PhoteElectron
Momentum [au]”,400-0.5,0.5,"Perpendicular PhoteElectron
Momentum [au]”,”Momentum2”) ;

Hist—fill1(2102,’02_photoE”,eE1,1. ,” Electron Energy
”,300,0.,3.5,”Energy [eV]",”Momentum2”);

if(fabs(epzl/eprlx0.15) Hist—>fill2(2103,’03 _epx.epy_-Neon2”, 6 epxl
,epyl,l,”Electron momentum epx epy”,4060.5,0.5,”Time-Axis |
au]”,400,-0.5,0.5,"JetAxis [au]”,”Momentum2”) ;

Hist—filll (2104,”04 _polar”,acos(parl/eprl4180./pi,sininvl ,”
Angular Correlation”,20,-180.,180.,"Cos(#theta)”,”Momentum2”) ;

Hist—fill1l (2104,”04 _polar”,—acos(parl/eprl9180./pi,sininvl k”
Angular Correlation”,20-180.,180.,"Cos(#theta)”,”Momentum2”) ;

if (Elec2 & eprl>6.5 & eE1>0.5 & eE1<2.5 && kprl >6.5 & kprl
<8.5){//Adding in 2nd hit results and throwing out nonsense 1

st hit events
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Hist—fill2 (2101,"01 _par_perp”,par2,perp2,sinnv2 ,”Momentum
Correlation Neon 2+",400+-0.5,0.5," Parallel PhoteElectron
Momentum [au]”,400,-0.5,0.5," Perpendicular PhoteElectron
Momentum [au]”,”Momentum2”) ;

Hist—fill2 (2101,"01 _par_perp”,par2—perp2,sininv2 ,”Momentum
Correlation Neon 2+7,400+0.5,0.5,”Parallel PhoteElectron
Momentum [au]”,400-0.5,0.5,"Perpendicular PhoteElectron
Momentum [au]”,”Momentum2”) ;

Hist—filll1(2102,"02_photoE”,eE2,1.,” Electron Energy
”,300,0.,3.5,”Energy [eV]”,”Momentum2”) ;

if(fabs(epz2/epr2Xx0.15) Hist—>fill2(2103,”03_epx_.epy_-Neon2”,epx2
,epy2,1,"Electron momentum epx epy”,40860.5,0.5,"Time-Axis |
au]”,400,-0.5,0.5,"Jet-Axis [au]”,”Momentum2”) ;

Hist—fill1 (2104,"04 _polar”,acos(par2/epr29180./pi,sininv2 ,”
Angular Correlation”,20,-180.,180.,"Cos(#theta)”,”Momentum2”) ;

Hist—filll1(2104,"04 _polar”,—acos(par2/epr2$180./pi,sininv2,”
Angular Correlation”,20;-180.,180.,”Cos(#theta)”,”Momentum2”) ;

/1 FLATLAND NE2+ (AUGMENTATION METHOD)

/l'In this section, only Ne2+ events that are confined to a rmda
will be considered. In order to properly consider this flat
land scenario, the ellipticity of the light

/I must be addressed. The photelectron distribution will be
plotted as a function of angle. A fourier series function

will be fit to this distribution to be used as a
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/l'weighting function. weightpl(epxl/eprl, parameter [DIO])
double phi=12345.0;
double aug=12345.0;
double rel2=-12345.0;

if (Neon2 & & fabs(r2pz/r2pr)<0.15){

if (Elecl & eE1>0.5 & eE1<2.5 && kprl>6.5 & kprl <8.5 & fabs(
epzl/eprl)x0.15){

phi=atan2 (epyl,epxl);

aug=atan2 (kpyl, kpxl);

Hist—fill2 (2201,”01 _epx.epy_-Neon2”,epxl,epyl,weightp(phi,
parameter[1700])weightA(aug, parameter[1700]) ,”Photda&lectron
Momentum Corrected”,200+0.5,0.5,"Time-Axis [au
]7,200,-0.5,0.5,” Jet-Axis [au]”,” Flatland2");

Hist—fill2 (2202,"02 _epx.epzNeon2”,epxl,6epzl,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Electron
momentum epx epz”,40051.,1.,”epx [au]”,400,-1.,1.,"epz [au
1”,” Flatland2 ") ;

Hist—fill2 (2203,"03_epzepy_-Neon2”,epzl,epyl,weightp(phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Electron
momentum epz epy”,40051.,1.,"epz [au]”,400-1.,1.,”epy [au
1”,” Flatland2”);
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Hist—fill2 (2204 ,704 _r2px_r2py_Neon2”,r2px ,r2py ,weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,” Recoil momentum
px py”,400,-10.,10.,"px [au]",400,-10.,10.,"py [au]”,”
Flatland2”);

Hist—fill2 (2205,"05_r2px_.r2pz_Neon2”,r2px ,r2pz ,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Recoil momentum
px pz”,400,-10.,10.,”px [au]”,400—10.,10.,"pz [au]”,”
Flatland2”);

Hist—fill2 (2206,”06 _r2pz_r2py_Neon2”,r2pz ,r2py ,weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,”Recoil momentum
pz py”,400,-10.,10.,"pz [au]”,400-10.,10.,"py [au]”,”
Flatland2”);

Hist—fill2 (2207 ,"07 _kpx_kpy_Neon2",kpx1l,kpyl,1.,” Auger Electron

Momentum”,200 —10.,10.,”Time-Axis [au]”,200,-10.,10.," Jet-Axis
[au]”,” Flatland2");

Hist—fill2 (2208,”08 _kpx_kpz_Neon2”, kpx1, kpzl, weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Calculated
electron momentum kx kz”,400-10.,10.,”kx [au]”,400,-10.,10.,”
kz [au]”,” Flatland2");

Hist—fill2 (2209,”09 _kpz_kpy_Neon2” ,kpzl,6kpyl, weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,” Calculated
electron momentum kz ky”,400-510.,10.,”kz [au]”,400,-10.,10.,”
ky [au]”,”Flatland2”);

Hist—fill1(2210,"10_PhotaNe2”,phi,1,”Photo-Electron Angular
Distribution”,100,—pi, pi,"[deg]”,” Flatland2");
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Hist—fill1l(2211,"11 _PhotoNe2—corrected”,phk180./pi,weightp (phi
, parameter[1700])weightA (aug, parameter[1700]) ,”"Photd&lectron
Angular Distribution Corrected”,100+180.,180.,"[deg]",”
Flatland2”);

Hist—filll(2212,"12_Auger_.Ne2”,aug«180./pi,1,” Auger Electron
Angular Distribution”,100,-180.,180.,"#theta{TOF}”,” Flatland2
")

Hist—fill1(2213,"13_Auger_.Ne2—corrected”,aug180/pi,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Auger Electron
Angular Distribution Corrected”,1005180,180,"#theta{TOF}",”
Flatland2”);

Hist—filll (2214,”14 _Photo—Electron—Energy-Neon2”,eE1l, weightp (phi
, parameter[1700])weightA (aug, parameter[1700]) ,”Photd&lectron
Energy”,350,0.5,2.5,"E [eV]",” Flatland2");

if (phi<0.) phi=phi+(2«pi); //normalizes the angular range, (0:2
pi)
if (aug<0.) aug=aug+(2spi);

rel2 =(phi—aug); //relative angle (in xy plane) of Ne2+ electrons
if(rel2>pi) rel2=rel2—(2.xpi);// recasts angular range ,—pi:pi)
if(rel2<—pi) rel2=rel2+(2xpi);

Hist—filll (2215,”15_Cos Energy”,rel2«180./pi,weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,”CosNe2sum
",25,-180.,180.,"cos(theta)”,”Flatland2 ") ;// Calculated Aeg

and Phote-Electron
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}
if (Elec2 & eE2>0.5 & eE2<2.5 && kpr2 >6.5 & kpr2 <8.5 && fabs(

epz2/epr2)x0.15){// This adds back in the events that
correspond to 2nd hit photeelectrons

phi=zatan2 (epy2,epx2);

aug=atan2 (kpy2, kpx2);

Hist—fill2 (2201,"01 _epx_epy_-Neon2”,epx2,epy2,weightp(phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Phot&lectron
Momentum Corrected”,200-0.5,0.5,"Time-Axis [au
1”,200,-0.5,0.5,"Jet-Axis [au]”,” Flatland2");

Hist—fill2 (2202,”02_epx.epzNeon2”,epx2,epz2,weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,”Electron
momentum epx epz”,400-51.,1.,"epx [au]”,400-1.,1.,"epz [au
1",” Flatland2"”);

Hist—fill2 (2203,"03_epzepy_-Neon2",epz2,epy2,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Electron
momentum epz epy”,40051.,1.,"epz [au]”,400-1.,1.,"epy [au
1”,” Flatland2 ") ;

Hist—fill2 (2204,704 _r2px_r2py_Neon2”,r2px ,r2py ,weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,” Recoil momentum
px py”,400,-10.,10.,"px [au]",400,-10.,10.,"py [au]”,”
Flatland2");
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Hist—fill2 (2205,"05_r2px_.r2pz_Neon2”,r2px ,r2pz ,weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,” Recoil momentum
px pz”,400,-10.,10.,"px [au]",400-10.,10.,"pz [au]",”
Flatland2”);

Hist—fill2 (2206 ,"06 _r2pz_r2py_Neon2”,r2pz ,r2py ,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Recoil momentum
pz py”,400,-10.,10.,"pz [au]”’,400-10.,10.,"py [au]”,”
Flatland2”);

Hist—fill2 (2207 ,"07 _kpx_kpy_Neon2",kpx2,kpy2,1.,” Auger Electron

Momentum”,200 —10.,10.,"Time-Axis [au]”,200,—-10.,10.,"Jet-Axis
[au]”,” Flatland2");

Hist—fill2 (2208 ,"08 _kpx_kpz_Neon2",kpx2,kpz2,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Calculated
electron momentum kx kz”,400-510.,10.,”kx [au]”,400,-10.,10.,”
kz [au]”,” Flatland2”);

Hist—fill2 (2209,709 _kpz_kpy_Neon2”,kpz2,kpy2,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Calculated
electron momentum kz ky”,400-10.,10.,"kz [au]”,400,-10.,10.,”
ky [au]”,”Flatland2”);

Hist—fill1(2210,”10_PhotaNe2”,phi,1,”Phote-Electron Angular
Distribution”,100,—pi, pi,”[deg]”,” Flatland2");

Hist—filll (2211,”11 _ PhotoNe2—corrected”,phi180./pi,weightp (phi
, parameter[1700])weightA (aug, parameter[1700]) ,”Photd&lectron
Angular Distribution Corrected”,100+180.,180.,"[deg]",”
Flatland2");
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Hist—filll(2212,"12_Auger_.Ne2”,aug«180./pi,1,” Auger Electron
Angular Distribution”,100,-180.,180.,"#theta{TOF}”,” Flatland2
")

Hist—fill1l(2213,"13_Auger.Ne2—corrected”,aug180/pi,weightp (phi,
parameter[1700])weightA (aug, parameter[1700]) ,”Auger Electron
Angular Distribution Corrected”,1005180,180,"#theta{TOF}",”
Flatland2”);

Hist—filll (2214,”14 _Photo—Electron—Energy-Neon2”,eE2,weightp (phi
, parameter[1700])weightA (aug, parameter[1700]) ,”Photd&lectron
Energy”,350,0.5,2.5,"E [eV]",” Flatland2");

if (phi<0.) phi=phi+(2%pi); //normalizes the angular range, (0:2
pi)
if (aug<0.) aug=aug+(2spi);

rel2=(phi—aug); //relative angle (in xy plane) of Ne2+ electrons
if(rel2>pi) rel2=rel2—(2.xpi);// recasts angular range ,—pi:pi)
if(rel2<—pi) rel2=rel2+(2xpi);

Hist—filll (2215,”15_Cos Energy”,rel2«180./pi,weightp (phi,
parameter[1700])weightA(aug, parameter[1700]) ,”CosNe2sum
",25,-180.,180.,"cos(theta)”,”Flatland2 ") ;// Calculated Aeg

and Phote-Electron
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/1 AUGER ISOTROPY METHOD NE2+

/I In this section, the Auger electron is measured with respe
to the lab frame axes. Fitting a Fourier series to each
function , a weighted polar

/Il plot is generated weightAx(kpx1l/kprl, parameter[17])10]

if (Neon2){

if (Elecl & eE1>0.5 && eE1<2.5 & kprl>6.5 && kprl <8.5){

Hist—fill2 (2301,”01 _epx.epy_-Neon2”,epxl,epyl,l,”PhoteElectron
Momentum” ,400 —0.5,0.5,”Time-Axis [au]”,400,-0.5,0.5,"JetAxis

[au]”,”Isotropy2™);

Hist—fill2 (2302,"02 _epx.epzNeon2”,epxl,epzl,1.,”"PhoteElectron
Momentum” ,400 —0.5,0.5,”Time-Axis [au]”,400,-0.5,0.5,"Beam
Axis [au]”,”lsotropy2”);

Hist—fill2 (2303,"03_epzepy_-Neon2”,epzl,epyl,l.,”PhoteElectron
Momentum” ,400 —0.5,0.5,”BeamAxis [au]”,400,-0.5,0.5," Jet-Axis

[au]”,” Isotropy2”);

Hist—fill2 (2304,"04 _r2px_r2py_Neon2",r2px,r2py,1,"Recoil
momentum px py”,400+10.,10.,"px [au]”,400,-10.,10.,"py [au
]1”," Isotropy2”);

Hist—fill2 (2305,"05_r2px_r2pz_Neon2”,r2px,r2pz,1.,” Recoil
momentum px pz”,400+10.,10.,"px [au]”,400,-10.,10.,"pz [au
]1”," Isotropy2”);

Hist—fill2 (2306,"06_r2pz_r2py_Neon2",r2pz ,r2py,1.,” Recoil
momentum pz py”,400+10.,10.,"pz [au]”,400~10.,10.,”py [au
17," Isotropy2”);
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Hist—fill2 (2307 ,"07 _kpx_kpy_Neon2”,kpx1l,kpyl,1,”Calculated
electron momentum kx ky”,400-+10.,10.,”kx [au]”,400,-10.,10.,”
ky [au]”,”Isotropy2”);

Hist—fill2 (2308,"08 _kpx_kpz_Neon2”,kpx1l,kpzl,1.,” Calculated
electron momentum kx kz”,400-510.,10.,"kx [au]”,400,-10.,10.,”
kz [au]”,”lIsotropy2”);

Hist—fill2 (2309,"09 _kpz_kpy_Neon2”,kpzl,kpyl,1.,” Calculated
electron momentum kz ky”,400-510.,10.,"kz [au]”,400,-10.,10.,”

ky [au]”,”Isotropy2”);

Hist—fill1l (2310,”10 _Flat—photo.Cosx—hit”,epxl1/eprl,1.,” Phote
Electron Angular Distribution”,50+1.,1.,"Cos(#theta)”,”
Isotropy2”);

Hist—filll(2312,”12 _Flat—photo.Cosx—corrected”,epxl/eprl, h1,”
Photo-Electron—Angular—Distribution”,400,-1.,1.,”Cosx”,”

Isotropy2”);

Hist—fill1(2313,"13_Photo—Electron—Energy.Neon2”,eEl,1,”Phote
Electron Energy”,350,0.5,2.5,”E [eV]",”Isotropy2”);

Hist—fill2 (2314,”14 _Cos Energy”,parl/eprl , eEl,1,”CaEnergy
”,100,—1.,1.,"cos(theta)”,350,0.5,2.5,”Electron Energy [eV]”
Isotropy2”);

Hist—filll (2315,”15 _Energy-Photo-Proy”,eE1,1,” Energy
",350,0.5,2.5,”Electron Energy [eV]",”lsotropy2”);
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Hist—fill1l (2316,"16_Auger_.Cosx Neon2”, kpx1l/kprl,K1,”Auger Cosx
",350,—-1.,1.,"Cos(#theta{x})”,”Isotropy2”);

Hist—filll(2317,"17_Auger_.Cosy.Neon2”,kpyl/kprl,61,”Auger Cosy
",350,—1.,1.,cosy”,”Isotropy2”);

Hist—fill1l (2318,"18 _Auger.CoszNeon2” ,kpz1/kprl,1,” Auger Cosz

",350,—-1.,1.,"cosz”,"lIsotropy2"”);

Hist—fill1l (2319,"19_Auger.CosxNeon2-corrected”,kpx1l/kprl,
weightAx (kpx1/kprl, parameter[1710]) ,”Auger Cosx”,3561.,1.,”
Cos(#theta{x})”,”Isotropy2”);

Hist—filll (2320,"20_Auger.Cosy.Neon2-corrected”,kpyl/kprl,
weightAy (kpyl/kprl,parameter[1711]) ,”Auger Cosy”,3561.,1.,”
cosy”,”lsotropy2”);

Hist—filll (2321,"21_Auger.CoszNeon2-corrected”,kpzl/kprl,
weightAz (kpzl1l/kprl, parameter[1712]),”Auger Cosz”,3501.,1.,”

cosz”,”lsotropy2”);

Hist—fill2 (2322,722_Cos Energy”,parl/eprl , eEl,weightAx(kpx1l/kprl
, parameter[1710])weightAy (kpyl/kprl ,h parameter[1711}weightAz
(kpzl/kprl,parameter[1712]),”CaoEnergy”,100,—1.,1.,"Cos(#
theta)”,100,0.5,2.5,"Photo Electron [eV]",”Isotropy3}

if (eE1>1.8 & eE1<2.2) Hist—filll1(2323,"23 _prox1”,parl/eprl,
weightAx (kpx1/kprl, parameter[1710fweightAy (kpyl/kprl,
parameter[1711])weightAz (kpzl/kprl, parameter[1712]),"Cos(#
theta)”,50,—1.,1.,"Cos(#theta)”,”Isotropy2”);
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if (eE1>1.4 & eE1<1.8) Hist—>filll1(2324,"24 prox2”,parl/eprl,
weightAx (kpx1/kprl , parameter[1710}weightAy (kpyl/kprl,
parameter[1711])weightAz (kpzl/kprl, parameter[1712]),"Cos(#
theta)”,50,—-1.,1.,"Cos(#theta)”,”Isotropy2”);

if (eE1>1.0 & eEl<1.4) Hist—filll1(2325,"25_prox3”,parl/eprl,
weightAx (kpx1/kprl, parameter[1710fweightAy (kpyl/kprl,
parameter[1711]3weightAz (kpzl/kprl,6 parameter[1712]),"Cos(#
theta)”,50,—-1.,1.,"Cos(#theta)”,”Isotropy2”);

}

if (Elec2 & eE2>0.5 & eE2<2.5 && kpr2 >6.5 & kpr2 <8.5 & eE1l
>6.5){// This adds back in the events that correspond to 2nd
hit photo—electrons

Hist—fill2 (2301,"01 _epx.epy-Neon2”,epx2,epy2,1,”PhoteElectron
Momentum”,400 —0.5,0.5,”Time-Axis [au]”,400,-0.5,0.5," Jet-Axis

[au]”,”Isotropy2™);

Hist—fill2 (2302,’02_epx.epzNeon2”,epx2,epz2,1.,”PhoteElectron
Momentum” ,400 —0.5,0.5,”Time-Axis [au]”,400,-0.5,0.5,"Beam
Axis [au]”,”Isotropy2”);

Hist—fill2 (2303,"03_epzepy_-Neon2"”,epz2,epy2,1.,”PhoteElectron
Momentum” ,400 —0.5,0.5,”BeamAxis [au]”,400,-0.5,0.5," Jet-Axis

[au]”,”Isotropy2”);
Hist—fill2 (2304 ,704 _r2px_r2py_Neon2”,r2px ,r2py,1,” Recoil

momentum px py”,400+10.,10.,"px [au]”,400,-10.,10.,"py [au
]17,” Isotropy2™);

209



Hist—>fill2 (2305,"05_r2px_.r2pz_Neon2”,r2px,r2pz,1.,” Recoil
momentum px pz”,400+10.,10.,"px [au]”,400-10.,10.,"pz [au
17,7 Isotropy2”);

Hist—fill2 (2306,"06_r2pz_r2py_Neon2”,r2pz ,r2py,1.,” Recoil
momentum pz py”,400+10.,10.,"pz [au]”,400-10.,10.,"py [au
17,7 Isotropy2”);

Hist—fill2 (2307 ,"07 _kpx_kpy_Neon2”,kpx2 ,kpy2,1,” Calculated
electron momentum kx ky”,400-+10.,10.,"kx [au]”,400,-10.,10.,”
ky [au]”,”Isotropy2”);

Hist—fill2 (2308,"08 _kpx_kpz_Neon2",kpx2,kpz2,1.,” Calculated
electron momentum kx kz”,400-510.,10.,"kx [au]”,400,-10.,10.,”
kz [au]”,”lIsotropy2”);

Hist—fill2 (2309,"09 _kpz_kpy_Neon2”,kpz2 ,kpy2,1.,” Calculated
electron momentum kz ky”,400-510.,10.,”kz [au]”,400,-10.,10.,”

ky [au]”,”Isotropy2”);

Hist—fill1l (2310,”10 _Flat—photo.Cosx—hit”,epx2/epr2,1.,” Phote
Electron Angular Distribution”,50+1.,1.,"Cos(#theta)”,”
Isotropy2”);

Hist—filll(2312,”12 _Flat—photo.Cosx—corrected”,epx2/epr2,1,”
Photo-Electron—Angular—Distribution”,400,—-1.,1.,"Cosx”,”
Isotropy2”);

Hist—filll (2313,”13_Photo—Electron—Energy Neon2”,eE2,1,” Phote
Electron Energy”,350,0.5,2.5,”E [eV]”,”Isotropy2”);
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Hist—fill2 (2314,"14 _Cos.Energy”,par2/epr2 ,eE2,1,”CaEnergy
",100,—-1.,1.,"cos(theta)”,350,0.5,2.5,"Electron Energy [eV]”
Isotropy2”);

Hist—fill1l (2315,"15 _Energy—Photo-Proy”,eE2,1,” Energy
",350,0.5,2.5,”Electron Energy [eV]”,”Isotropy2”);

Hist—fill1l (2316,"16_Auger_-Cosx Neon2”, kpx2/kpr2,1,” Auger Cosx
",350,—-1.,1.,"Cos(#theta{x})”,”Isotropy2”);

Hist—filll (2317,”17 _Auger.Cosy.Neon2”,kpy2/kpr2,1,” Auger Cosy
",350,—1.,1.,"cosy”,”Isotropy2”);

Hist—fill1l(2318,"18 _Auger.CoszNeon2”,kpz2/kpr2,1,” Auger Cosz
",350,—-1.,1.,"cosz”,"lIsotropy2"”);

Hist—fill1l (2319,"19_Auger.CosxNeon2-corrected”,kpx2/kpr2 ,
weightAx (kpx2/kpr2 ,parameter[1710]) ,”Auger Cosx”,3561.,1.,”
Cos(#theta{x})”,”Isotropy2”);

Hist—filll (2320,"20_Auger.Cosy.Neon2—corrected”,kpy2/kpr2 ,
weightAy (kpy2/kpr2 ,parameter[1711]) ,”Auger Cosy”,3561.,1.,”
cosy”,”lsotropy2”);

Hist—filll (2321,”21 _Auger.CoszNeon2-corrected”,kpz2/kpr2,
weightAz (kpz2/kpr2 ,parameter[1712]) ,”Auger Cosz”,3501.,1.,”

cosz”,”lsotropy2”);

Hist—fill2 (2322,722_Cos.Energy”,par2/epr2 ,eE2,weightAx (kpx2/kpr2
, parameter[1710])weightAy (kpy2/kpr2 ,parameter[1711}weightAz
(kpz2/kpr2 ,parameter[1712]) ,”CaoEnergy”,100,—1.,1.,"Cos(#
theta)”,100,0.5,2.5,"Photo Electron [eV]",”Isotropy3}
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(eE2>1.8 && eE2<2.2) Hist—filll(2323,"23 _prox1”,par2/epr2,
weightAx (kpx2/kpr2 ,parameter[1710}weightAy (kpy2/kpr2 ,
parameter[1711])weightAz(kpz2/kpr2 ,parameter[1712]) ,"Cos(#
theta)”,50,—-1.,1.,"Cos(#theta)”,”Isotropy2”);

(eE2>1.8 && eE2<2.2) Hist—filll(2323,"23 _prox1”,par2/epr2,
weightAx (kpx2/kpr2 , parameter[1710fweightAy (kpy2/kpr2,
parameter[1711]3weightAz (kpz2/kpr2 ,parameter[1712]),"Cos(#
theta)”,50,—-1.,1.,"Cos(#theta)”,”Isotropy2”);

(eE2>1.4 && eE2<1.8) Hist—>filll(2324,"24 prox2”,par2/epr2,
weightAx (kpx2/kpr2 ,parameter[1710}weightAy (kpy2/kpr2 ,
parameter[1711])weightAz (kpz2/kpr2 ,parameter[1712]) ,"Cos(#
theta)”,50,—1.,1.,"Cos(#theta)”,”Isotropy2”);

(eE2>1.0 && eE2<1.4) Hist—filll(2325,"25 _prox3”",par2/epr2,
weightAx (kpx2/kpr2 , parameter[1710fweightAy (kpy2/kpr2,
parameter[1711])weightAz (kpz2/kpr2 ,parameter[1712]) ,"Cos(#
theta)”,50,—1.,1.,"Cos(#theta)”,”Isotropy2”);

double phil=-12345.0, phi2=12345.0, phi2a=12345.0, phi3

=—-12345.0, phi4=12345.0, phi5=12345.0, phi6=12345.0;

double relativeAA=12345.0, relativeAP=12345.0, relativeKP

=-12345.0, relativekSum=12345.0, relative2=12345.0,
relativepho=12345.0;

phil=atan2 (epyl,epxl);

phi2=atan2 (epy2,epx2);
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phi2a=atan2 (epy3,epx3);
phi3=atan2 (kpyl2,kpxl1l2);
phid=atan2 (kpyl, kpx1);
phis=atan2 (kpy2, kpx2);
double weight=12345.;

/I Pweight Section Ne2+

if (Neon2 & Elecl && eE1>0.5 & eE1<2.5){//Assumes 1st hit is
photo—electron

weight = pweightNe2a(phil,parameter[185&Apweight(epzl/eprl,
parameter[1850]) Apweight2 (kpzl/kprl, parameter[1850]) ;#/

pweightNe2b (epzl/eprl ,parameter[1850]);

Hist—fill2 (2401,"01 _epx_epy_-Neon2”,epxl,epyl,weight,” Phote
Electron Momentum Corrected”,100-0.5,0.5,"Time-Axis [au
1”,100,-0.5,0.5,"Jet-Axis [au]”,”Pweight2”);

if (fabs (kpx1/kprl)<0.15 && kprl<8.5) Hist—>fill2(2402,702
_kpz_kpy_Neon2” ,kpzl,kpyl,weight,”Auger Electron Momentum
",200,-10.,10.,"BeamAxis [au]”,200,-10.,10.,"Jet-Axis [au]”,”
Pweight2”);

Hist—fill2 (2403,"03 _epx.epzNeon2”,epxl,epzl,weight ,”Measured
electron momentum kx kz”,100-50.5,0.5,”ex [au]”,100-0.5,0.5,”

ez [au]”,”Pweight2”);

Hist—filll (2404,"04 _Photo_Ellipticity _Ne2”,phil,weight,” Phote
Electron Angular Distribution Corrected”,100pi,pi,"#theta {
TOF}”,” Pweight2”) ;
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Hist—fill2 (2405,"05_donutcrossNeon2unweighted”,sqrt(epxiepxl
+ epylxepyl) ,epzl,(eprl/sqgrt(epxEpxl + epykepyl)),”Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight2”);

Hist—fill2 (2406 ,"06 _donutcrossNeon2”,sqrt(epx¥kepxl + epyk
epyl) ,epzl ,weight(eprl/sqrt(epxitepxl + epykepyl)) , ”"Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight2");

Hist—fill1l (2407 ,"07 _countscosz”,epzl/eprl , weight,”Photo
Electron Angle Corrected”,10051,1,"#theta {beam}”,” Pweight2”)

Hist—filll (2408 ,”photo_all_unweighted”,eEl1,1.,” Photo Electron
Energy”,60,0,180,”Energy [eV]”,”Pweight2”);

Hist—filll (2409 ,”photo_all”,eEl1,weight ,” Photo Electron Energy
",60,0,180,"Energy [eV]”,”Pweight2”);

Hist—filll (2410,”photo.zoom_.unweighted”,eEl1,1.,” Photo Electron
Energy”,60,0,90,"Energy [eV]”,”Pweight2");

Hist—filll (2411 ,”photo.zoom”,eE1,weight ,” Photo Electron Energy
" 60,0,90,”Energy [eV]",” Pweight2”);

Hist—fill2 (2412 ,”splish—splashunweighted”,parl/eprl, eEl1,1.,”
Splash Effect”,100+-1.,1.,"Cos(#theta)”,100,0.5,2.5,”Auger
Energy [eV]”,”Pweight2”);

Hist—fill2 (2413,”splish—splash”,parl/eprl , h eEl,weight,” Splash
Effect Corrected”,100+1.,1.,"Cos(#theta)”,100,0.5,2.5,"Auger
Energy [eV]”,”Pweight2”);
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Hist—fill1l (2414 ,"08_Auger_.Ne2”,phi4 ,weight ,” Auger Electron
Angular Distribution Corrected”,1005pi,pi,"#theta {TOF}”",”
Pweight2”);

Hist—fill1l (2415,"09 _Acounts.cosz”,kpzl/kprl,6 weight,6”Auger
Electron Angle Corrected”,10051,1,"#theta {beam}”,” Pweight2")

if (eE1>0.5 & eE1<2.5){//Correlation between Auger and Photo
Electron

Hist—filll (2416 ,”angularphoto”,acos(parl/eprl4180./pi,sininvl
sweight ,”CosNe2sum”,20+180.,180.,”cos(#theta)”,”Pweight2”);

Hist—filll (2417 ,”angularphoto”,—acos(parl/eprl)180./pi,
sin_invlsxweight ,”CosNe2sum”,20+180.,180.,"cos(#theta)”,”
Pweight2”);

if (Neon2 & Elec2 & eE2>0.5 && eE2<2.5){//Assumes 2nd hit is
photo—electron

weight = pweightNe2a(phi2 ,parameter[185@Apweight(epz2/epr2,
parameter[1850])Apweight2 (kpz2/kpr2 ,parameter[1850]) ;#/

pweightNe2b (epz2/epr2 ,parameter[1850]) ;//
Hist—fill2 (2401,”01 _epx.epy_-Neon2”,epx2,epy2,weight ,”Phote

Electron Momentum Corrected”,100-0.5,0.5,"Time-Axis [au

]17,100,-0.5,0.5,"Jet-Axis [au]”,”Pweight2”);
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if (fabs (kpx2/kpr2)<0.15 && kpr2<8.5) Hist—fill2(2402,702
_kpz_kpy_Neon2”,kpz2 ,kpy2,weight ,” Auger Electron Momentum
",200,-10.,10.,"BeamAxis [au]”,200,-10.,10.,"Jet-Axis [au]",”
Pweight2”);

Hist—fill2 (2403,"03 _epx.epzNeon2”,epx2,epz2,weight ,” Measured
electron momentum kx kz”,100-0.5,0.5,”ex [au]”,100,-0.5,0.5,"

ez [au]”,”Pweight2”);

Hist—filll (2404,”04 _Photo Ellipticity _Ne2”,phi2 ,weight,” Phote-
Electron Angular Distribution Corrected”,1006pi,pi,"#theta {
TOF}”,” Pweight2”) ;

Hist—fill2 (2405,"05_donutcrossNeon2unweighted”,sqrt(epx2epx2
+ epy2xepy2),epz2,(epr2/sqrt(epx2px2 + epyzepy2)),”Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight2");

Hist—fill2 (2406 ,"06 _donutcrossNeon2”,sqrt (epx2epx2 + epyz
epy2) ,epz2,weight(epr2/sqrt(epx2epx2 + epyzepy2)),”Cross
Section of Phote-Electron Distribution”,400~-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight2”);

Hist—filll (2407 ,"07 _countscosz”,epz2/epr2 ,weight ,”Photo
Electron Angle Corrected”,100-1,1,"#theta {beam}”,” Pweight2")

Hist—filll (2408 ,”photo_all_unweighted”,eE2,1.,” Photo Electron
Energy”,60,0,180,"Energy [eV]”,”Pweight2");

Hist—filll (2409,”photo_all”,eE2,weight ,”Photo Electron Energy
",60,0,180,"Energy [eV]”,”Pweight2”);
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Hist—filll (2410,”photo_.zoom.unweighted”,eE2,1.,” Photo Electron
Energy”,60,0,90,”Energy [eV]”,”Pweight2”);

Hist—filll (2411 ,”photo.zoom”,eE2,weight ,” Photo Electron Energy
”,60,0,90,”Energy [eV]","Pweight2”);

Hist—fill2 (2412 ,”splish—splashunweighted”,par2/epr2 ,eE2,1.,”
Splash Effect”,100+-1.,1.,"Cos(#theta)”,100,0.5,2.5,”Auger
Energy [eV]”,”Pweight2”);

Hist—fill2 (2413 ,”splish—splash”,par2/epr2 ,eE2,weight ,” Splash
Effect Corrected”,100+1.,1.,"Cos(#theta)”,100,0.5,2.5,"Auger
Energy [eV]”,”Pweight2”);

Hist—filll (2414,”08_Auger_.Ne2”,phi5,weight ,” Auger Electron
Angular Distribution Corrected”,1005pi,pi,"#theta {TOF}",”
Pweight2”);

Hist—filll (2415,"09 _Acountscosz”,kpz2/kpr2 ,weight ,” Auger
Electron Angle Corrected”,10051,1,"#theta {beam}”,” Pweight2")

if (eE2>0.5 & eE2<2.5){

Hist—filll (2416 ,”angularphoto”,acos(par2/epr29180./pi,sininv2
xweight ,”CosNe2sum”,20+180.,180.,"cos(#theta)”,”Pweight2”);

Hist—filll (2417 ,”angularphoto”,—acos(par2/epr25180./pi,
sin_inv2xweight ,” CosNe2sum”,20+180.,180.,"cos(#theta)”,”
Pweight2”);

Hist—filll (2418 ,” Prox—1D",par2/epr2 ,weight ,” Angular Distribution

of Auger Events”,100;1.,1.,"#theta”,”Pweight2”);
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/1 Ne3+

/14 Pi CoLLeCTioN SeCTioN

/1'if (Neon3 & Elecl & Elec2 && Conel && eE2<2.5){

if (Neon3 & Elecl & Elec2 && eE2<2.5){

Hist—fill2 (3101,"01 _epxlepyl Neon3”,epxl,epyl,1l.,”Measured
Auger Electron Momentum”,400~10.,10.,"Time-Axis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3102,"02_epxlepzl Neon3”,epxl,epzl,61l.,”Measured
Auger Electron Momentum”,400-10.,10.,"Time-Axis [au
]17,400,—-10.,10.,"BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3103,"03_epzlepyl Neon3”,epzl,epyl,hl.,”Measured
Auger Electron Momentum” ,400-10.,10.,"BeamAxis [au

]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3104,"04 _epx2epy2Neon3”,epx2,epy2,1.,” Phote
Electron Momentum”,400+0.5,0.5,"Time-Axis [au
]”,400,-0.5,0.5,” Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3105,"05_epx2.epz2Neon3”,epx2,epz2,1.,"Phote
Electron Momentum”,400+0.5,0.5,"Time-Axis [au
17,400,—-0.5,0.5,"BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3106,"06 _epz2epy2Neon3”,epz2,epy2,1l.,"Phote
Electron Momentum”,400+0.5,0.5,"BeamAxis [au

]”,400,-0.5,0.5,” Jet-Axis [au]”,”Momentum3”);
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/I Hist—fill2 (3107,’07_epx3.epy3.Neon3”,epx3,epy3,1.,” Electron
momentum epx epy Hit 37,400510.,10.,"Time-Axis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3”") ;

/I Hist—fill2 (3108,’08_epx3.epz3.Neon3",epx3,epz3,1.,"Electron
momentum epx epz Hit 37,400510.,10.,"Time-Axis [au
]17,400,—-10.,10.,"BeamAxis [au]”,”Momentum3”) ;

/I Hist—fill2 (3109,’09_epz3 epy3.Neon3",epz3,epy3,1.,"Electron
momentum epz epy Hit 37,400510.,10.,"BeamAxis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3110,"10_r3px_.r3py_Neon3”,r3px,r3py,1l.,” Recoil
momentum px py”,400+10.,10.,"Time-Axis [au]”,400,-10.,10.,”
Jet—Axis [au]”,”Momentum3”) ;

Hist—fill2 (3111,"11 r3px_.r3pz_Neon3”,r3px,r3pz,1.," Recoil
momentum px pz”,400+10.,10.,”Time-Axis [au]”,400,-10.,10.,”
Beam-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3112,"12 r3pz_r3py_Neon3”,r3pz,r3py,1l.," Recoil
momentum pz py”,400+10.,10.,"BeamAxis [au]",400,-10.,10.,”

Jet—Axis [au]”,”Momentum3”) ;

Hist—fill2 (3113,"13 _kpx12 kpyl2.Neon3”, kpx12,h kpyl2,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-AXxis [
au]”,400,-10.,10.,"JetAxis [au]”,”Momentum3”) ;

Hist—fill2 (3114,"14 kpx12 kpz12 Neon3”, kpx12,6 kpz12,61.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis [
au]”,400,-10.,10.,"BeamAxis [au]”,”Momentum3") ;
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Hist—fill2 (3115,"15 _kpz12 kpyl2.Neon3”, kpz12 , K kpyl2,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"BeamAXxis |
au]”,400,-10.,10.,"Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3116,"16 _kpx23_.kpy23_.Neon3"”, kpx23,kpy23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis [
au]”,400,-10.,10.,”Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3117,"17 _kpx23_kpz23.Neon3"”,kpx23,kpz23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis |
au]”,400,-10.,10.,”BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3118,"18 kpz23.kpy23_.Neon3”,kpz23,kpy23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"BeamAXxis |
au]”,400,-10.,10.,”Jet-Axis [au]”,”Momentum3”) ;

Hist—fill1(3119,"19_E1 Neon3-small”,eEl1,1.,”Measured Auger
Electron Energy”,200,0.,1000,”Energy [eV]”,”Momenturhg;

/I Hist—filll (3120,"20_E1_Neon3-large”,eEl1,1.,” Electron Energy
Hit 1",300,0.,1250.,”Energy [eV]",”Momentum3”) ;

Hist—filll1(3121,"21_E2_Neon3-small”,eE2,1.,” Phote-Electron
Energy”,75,0.,3.,"Energy [eV]",”Momentum3”) ;

/I Hist—filll(3122,”22_E2_Neon3-large”,eE2,1.,” Electron Energy
Hit 27,300,0.,1250.,”Energy [eV]”,”Momentum3”) ;

Hist—filll (3123,"23_kE12 Neon3-large”,kE12,1.,” Calculated Auger
Electron Energy”,200,0.,1000.,”Energy [eV]",”Moment@h) ;

Hist—filll (3124,’24 _kE23_.Neon3-large” ,kE23,1.,” Calculated Auger
Electron Energy”,200,0.,1000.,"Energy [eV]”,”Moment@) ;
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Hist—fill2 (3125,"25 _Double_.Auger”,eEl1,kE12,1. ,”" Double Auger
Events”,200,0.,1250.,"Measured [eV]",200,0.,1250. ,akkulated

[eV]”,”Momentum3") ;

if (Neon3 & Elec2 & Elec3 && eE3<2.5){

Hist—fill2 (3101,"01 _epxlepyl Neon3”,epx2,epy2,1.,” Measured
Auger Electron Momentum”,400~10.,10.,"Time-Axis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3102,"02_epxlepzl Neon3"”,epx2,epz2,1.,”Measured
Auger Electron Momentum”,400-10.,10.,"Time-Axis [au
]17,400,—-10.,10.,"BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3103,"03_epzlepyl Neon3”,epz2,epy2,1l.,”Measured
Auger Electron Momentum” ,400-10.,10.,"BeamAxis [au

]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3104,"04 _epx2epy2Neon3”,epx3,epy3,1.,” Phote
Electron Momentum”,400+0.5,0.5,"Time-Axis [au
]”,400,-0.5,0.5,” Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3105,"05_epx2.epz2Neon3”,epx3,epz3,1.,"Phote
Electron Momentum”,400+0.5,0.5,"Time-Axis [au
17,400,—-0.5,0.5,"BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3106,"06 _epz2epy2Neon3”,epz3,epy3,l.,”Phote
Electron Momentum”,400+0.5,0.5,"BeamAxis [au

]”,400,-0.5,0.5,” Jet-Axis [au]”,”Momentum3”);
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/I Hist—fill2 (3107,’07_epx3.epy3.Neon3”,epx3,epy3,1.,” Electron
momentum epx epy Hit 37,400510.,10.,"Time-Axis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3”") ;

/I Hist—fill2 (3108,’08_epx3.epz3.Neon3",epx3,epz3,1.,"Electron
momentum epx epz Hit 37,400510.,10.,"Time-Axis [au
]17,400,—-10.,10.,"BeamAxis [au]”,”Momentum3”) ;

/I Hist—fill2 (3109,’09_epz3 epy3.Neon3",epz3,epy3,1.,"Electron
momentum epz epy Hit 37,400510.,10.,"BeamAxis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3110,"10_r3px_.r3py_Neon3”,r3px,r3py,1l.,” Recoil
momentum px py”,400+10.,10.,"Time-Axis [au]”,400,-10.,10.,”
Jet—Axis [au]”,”Momentum3”) ;

Hist—fill2 (3111,"11 r3px_.r3pz_Neon3”,r3px,r3pz,1.," Recoil
momentum px pz”,400+10.,10.,”Time-Axis [au]”,400,-10.,10.,”
Beam-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3112,"12 r3pz_r3py_Neon3”,r3pz,r3py,1l.," Recoil
momentum pz py”,400+10.,10.,"BeamAxis [au]",400,-10.,10.,”

Jet—Axis [au]”,”Momentum3”) ;

Hist—fill2 (3113,"13 _kpx12 kpyl2.Neon3”, K kpx23,6kpy23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-AXxis [
au]”,400,-10.,10.,"JetAxis [au]”,”Momentum3”) ;

Hist—fill2 (3114,"14 kpx12 kpz12 Neon3”, kpx23,6kpz23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis [
au]”,400,-10.,10.,"BeamAxis [au]”,”Momentum3") ;
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Hist—fill2 (3115,715 _kpz12 kpyl2.Neon3”,kpz23,kpy23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"BeamAXxis |
au]”,400,-10.,10.,"Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3116,"16 _kpx23_.kpy23_.Neon3"”, kpx23,kpy23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis [
au]”,400,-10.,10.,”Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3117,"17 _kpx23_kpz23.Neon3"”,kpx23,kpz23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis |
au]”,400,-10.,10.,”BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3118,"18 kpz23.kpy23_.Neon3”,kpz23,kpy23,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"BeamAXxis |
au]”,400,-10.,10.,”Jet-Axis [au]”,”Momentum3”) ;

Hist—fill1(3119,"19_E1 Neon3-small”,eE2,1.,”Measured Auger
Electron Energy”,200,0.,1000,”Energy [eV]”,”Momenturhg;

/I Hist—filll (3120,"20_E1_Neon3-large”,eEl1,1.,” Electron Energy
Hit 1",300,0.,1250.,”Energy [eV]",”Momentum3”) ;

Hist—filll1(3121,"21_E2_.Neon3-small”,eE3,1.,” Phote-Electron
Energy”,75,0.,3.,"Energy [eV]",”Momentum3”) ;

/I Hist—filll(3122,”22_E2_Neon3-large”,eE2,1.,” Electron Energy
Hit 27,300,0.,1250.,”Energy [eV]”,”Momentum3”) ;

Hist—filll (3123,"23_kE12 Neon3-large”,kE23,1.,” Calculated Auger
Electron Energy”,200,0.,1000.,”Energy [eV]",”Moment@h) ;

Hist—filll (3124,’24 _kE23_.Neon3-large” ,kE23,1.,” Calculated Auger
Electron Energy”,200,0.,1000.,"Energy [eV]”,”Moment@) ;
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Hist—fill2 (3125,"25 _Double_.Auger”,eE2,kE23,1. ,” Double Auger
Events”,200,0.,1250.,"Measured [eV]",200,0.,1250. ,akkulated

[eV]”,”Momentum3") ;

if (Neon3 & Elecl & Elec3 && eE3<2.5){//consider throwing out

Hist—fill2 (3101,"01 _epxlepyl Neon3”,epxl,epyl,1l.,”Measured
Auger Electron Momentum”,400~10.,10.,"Time-Axis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3102,"02_epxlepzl Neon3”,epxl,epzl,61l.,”Measured
Auger Electron Momentum”,400-10.,10.,"Time-Axis [au
]17,400,—-10.,10.,"BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3103,"03_epzlepyl Neon3”,epzl,epyl,hl.,”Measured
Auger Electron Momentum” ,400-10.,10.,"BeamAxis [au

]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3104,"04 _epx2epy2Neon3”,epx3,epy3,1.,” Phote
Electron Momentum”,400+0.5,0.5,"Time-Axis [au
]”,400,-0.5,0.5,” Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3105,"05_epx2.epz2Neon3”,epx3,epz3,1.,"Phote
Electron Momentum”,400+0.5,0.5,"Time-Axis [au
17,400,—-0.5,0.5,"BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3106,"06 _epz2epy2Neon3”,epz3,epy3,l.,”Phote
Electron Momentum”,400+0.5,0.5,"BeamAxis [au

]”,400,-0.5,0.5,” Jet-Axis [au]”,”Momentum3”);
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/I Hist—fill2 (3107,’07_epx3.epy3.Neon3”,epx3,epy3,1.,” Electron
momentum epx epy Hit 37,400510.,10.,"Time-Axis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3”") ;

/I Hist—fill2 (3108,’08_epx3.epz3.Neon3",epx3,epz3,1.,"Electron
momentum epx epz Hit 37,400510.,10.,"Time-Axis [au
]17,400,—-10.,10.,"BeamAxis [au]”,”Momentum3”) ;

/I Hist—fill2 (3109,’09_epz3 epy3.Neon3",epz3,epy3,1.,"Electron
momentum epz epy Hit 37,400510.,10.,"BeamAxis [au
]17,400,—-10.,10.,"Jet-Axis [au]”,”Momentum3") ;

Hist—fill2 (3110,"10_r3px_.r3py_Neon3”,r3px,r3py,1l.,” Recoil
momentum px py”,400+10.,10.,"Time-Axis [au]”,400,-10.,10.,”
Jet—Axis [au]”,”Momentum3”) ;

Hist—fill2 (3111,"11 r3px_.r3pz_Neon3”,r3px,r3pz,1.," Recoil
momentum px pz”,400+10.,10.,”Time-Axis [au]”,400,-10.,10.,”
Beam-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3112,"12 r3pz_r3py_Neon3”,r3pz,r3py,1l.," Recoil
momentum pz py”,400+10.,10.,"BeamAxis [au]",400,-10.,10.,”

Jet—Axis [au]”,”Momentum3”) ;

Hist—fill2 (3113,"13 _kpx12 kpyl2.Neon3”, K kpx13,6kpyl3,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-AXxis [
au]”,400,-10.,10.,"JetAxis [au]”,”Momentum3”) ;

Hist—fill2 (3114,"14 kpx12 kpz12 Neon3”, kpx13,6kpz13,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis [
au]”,400,-10.,10.,"BeamAxis [au]”,”Momentum3") ;
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Hist—fill2 (3115,"15 _kpz12 kpyl2.Neon3”,kpz13, kpyl3,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"BeamAXxis |
au]”,400,-10.,10.,"Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3116,"16 _kpx23_.kpy23_.Neon3”, kpx13,6 kpyl3,61.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis [
au]”,400,-10.,10.,”Jet-Axis [au]”,”Momentum3”) ;

Hist—fill2 (3117,"17 _kpx23_kpz23.Neon3"”,kpx13,6kpz13,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"Time-Axis |
au]”,400,-10.,10.,”BeamAxis [au]”,”Momentum3”) ;

Hist—fill2 (3118,"18 kpz23.kpy23_.Neon3”,kpz13, kpyl3,1.,”
Calculated Auger Electron Momentum”,4006-10.,10.,"BeamAXxis |
au]”,400,-10.,10.,”Jet-Axis [au]”,”Momentum3”) ;

Hist—fill1(3119,"19_E1 Neon3-small”,eEl1,1.,”Measured Auger
Electron Energy”,200,0.,1000,”Energy [eV]”,”Momenturhg;

/I Hist—filll (3120,"20_E1_Neon3-large”,eEl1,1.,” Electron Energy
Hit 1",300,0.,1250.,”Energy [eV]",”Momentum3”) ;

Hist—filll1(3121,"21_E2_.Neon3-small”,eE3,1.,” Phote-Electron
Energy”,75,0.,3.,"Energy [eV]",”Momentum3”) ;

/I Hist—filll(3122,”22_E2_Neon3-large”,eE2,1.,” Electron Energy
Hit 27,300,0.,1250.,”Energy [eV]”,”Momentum3”) ;

Hist—filll (3123,"23_kE12 Neon3-large”,kE13,1.,” Calculated Auger
Electron Energy”,200,0.,1000.,”Energy [eV]",”Moment@h) ;

Hist—filll (3124,’24 _kE23_.Neon3-large” ,kEl13,1.,” Calculated Auger
Electron Energy”,200,0.,1000.,"Energy [eV]”,”Moment@) ;
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Hist—fill2 (3125,"25 _Double_Auger”,eE1,kE13,1. ,”" Double Auger
Events”,200,0.,1250.,"Measured [eV]",200,0.,1250. ,akkulated

[eV]”,”Momentum3") ;
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/1 NE3+ ANGULAR CORRELATION ANALYSES
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/1 AUGER ISOTROPY METHOD NE3+

/!l In this section, the photeelectron is measured with respect
to the lab frame axes. Fitting a Fourier series to the
function , a weighted polar

/!l plot is generated

if (Neon3 & Elecl && Elec2 &% eE2<2.5 && Conel){//Assumes 2nd
hit is photo-electron

double phi = atan2(epy2,epx2);

Hist—fill2 (3201,”01 _epx.epy_-Neon3”,epx2,epy2,weight3D (phi,
parameter[1900]) ,"Photo Electron momentum epx epy
",400,—1.,1.,"epx [au]”,400-1.,1.,"epy [au]”,”Isotropy3”);

Hist—fill2 (3202,”02_epx.epzNeon3”,epx2,epz2,weight3D (phi,
parameter[1900]) ,”"Photo Electron momentum epx epz

",400,—-1.,1.,"epx [au]”,400-1.,1.,"epz [au]”,”lsotropy3"”);
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Hist—fill2 (3203,"03_epzepy_-Neon3",epz2,epy2,weight3D (phi,
parameter[1900]) ,"Photo Electron momentum epz epy

",400,-1.,1.,"epz [au]”,400-1.,1.,"epy [au]”,”Isotropy3");

Hist—fill2 (3204,704 _r2px_r2py_Neon3”,r3px,r3py,1.,” Recoil
momentum px py”,400+10.,10.,"px [au]”,400,-10.,10.,”py [au
1”,” Isotropy37);

Hist—fill2 (3205,"05_r2px_r2pz_Neon3”,r3px,r3pz,1.,” Recoil
momentum px pz”,400+10.,10.,"px [au]”,400,-10.,10.,"pz [au
]1”,"Isotropy3"”);

Hist—fill2 (3206,"06 _r2pz_r2py_Neon3”,r3pz ,r3py,1.,” Recoil
momentum pz py”,400+10.,10.,"pz [au]”,400~10.,10.,”py [au
]1”,"Isotropy3"”);

Hist—fill2 (3207 ,”07 _kpx_kpy_Neon3”,epxl,epyl,l.,”Measured
electron momentum kx ky”,400-510.,10.,"kx [au]”,400,-10.,10.,”
ky [au]”,”Isotropy3");

Hist—fill2 (3208,"08 _kpx_kpz_Neon3",epxl1l,epzl,1.,”Measured
electron momentum kx kz”,400-10.,10.,”kx [au]”,400,-10.,10.,”
kz [au]”,”Isotropy3"”);

Hist—fill2 (3209,"09 _kpz_kpy_Neon3",epzl,epyl,l.,”Measured
electron momentum kz ky”,400-10.,10.,"kz [au]”,400,-10.,10.,”
ky [au]”,”Isotropy3");

Hist—fill2 (3210,"10 _kpx_kpy_-Neon3”,kpx12,6kpyl2,1.,”" Calculated
electron momentum kx ky”,400-+10.,10.,"kx [au]”,400,-10.,10.,”

ky [au]”,”Isotropy3");
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Hist—fill2 (3211,"11 _kpx_kpz_Neon3",kpx12,kpz12,1.,” Calculated
electron momentum kx kz",400-10.,10.,"kx [au]”,400,-10.,10.,”
kz [au]”,”Isotropy3"”);

Hist—fill2 (3212,712 kpz_kpy_-Neon3",kpz12,6kpyl2,1.,” Calculated
electron momentum kz ky”,400-10.,10.,"kz [au]”,400,-10.,10.,”

ky [au]”,”Isotropy3");

Hist—fill2 (3213,"13 _epx.epy_-Neon3",epx2 ,epy2,1.,"2 Measured
electron momentum kx ky”,400-+1.,1.,”ex [au]”,400,—1.,1.,"ey |
aul”,”lsotropy3”);

Hist—fill2 (3214,"14 _epx.epzNeon3",epx2,epz2,1.,"2Measured
electron momentum kx kz",40051.,1.,"ex [au]”,400,-1.,1.,"ez |
aul”,”lsotropy3”);

Hist—fill2 (3215,"15 _epzepy_-Neon3",epz2,epy2,1.,”2 Measured
electron momentum kz ky”,40051.,1.,"ez [au]”,400-1.,1.,"ey |

aul]”,”lsotropy3”);

Hist—filll (3216,”16 _Flat—photo.Cosx—hitl”,epx2/epr2,1.,” Phote
Electron—Angular—Distribution”,400,-1.,1.,"Cosx”,”Isotropy3”);

Hist—filll (3217,"17 _Flat—photo.Cosx—corrected”,epx2/epr2,1,”
Photo-Electron—Angular—Distribution”,400,-1.,1.,"Cosx”,”

Isotropy3”);

Hist—filll (3218,”18_Photo—Electron—Energy Neon3”,eE2,1,” Phote
Electron Energy”,350,0.5,2.5,”E [eV]”,”Isotropy3"”);
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Hist—fill2 (3219,"19 _Cos.Energy”,par2/epr2 ,eE2,1,”CaEnergy
",100,—-1.,1.,"cos(theta)”,350,0.5,2.5,"Electron Energy [eV]”
Isotropy3”);

Hist—fill1l (3220,"20_Energy—Photo-Proy”,par2/epr2 ,1,”Energy
",350,0.5,2.5,”Electron Energy [eV]”,”Isotropy3”);

Hist—filll (3221,721 _PhotoCosx Neon3”",epx2/epr2,1,”Auger Cosx
”,100,-1.,1.,"Cos(#theta{x})”,”Isotropy3”);

Hist—filll (3222,"22 _PhotoCosy_.Neon3",epy2/epr2,1,” Auger Cosy
”,100,—1.,1.,"cosy”,”Isotropy3”);

Hist—filll (3223,"23_Photo.CoszNeon3”,epz2/epr2,1,” Auger Cosz

",100,-1.,1.,"cosz”,"Isotropy3");

Hist—filll (3224,"24 _PhotaNe3”",phi,1,”Photo-Electron Angle
",100,—pi,pi,”Photo—Electron [deg]”,”Isotropy3");

Hist—filll (3225,"25_PhotoNe2—corrected”, phik180./pi,weight3D (
phi,parameter[1900]) ,”PhoteElectron Angle”,100,-180.,180.,”
Photo-Electron [deg]”,”lsotropy3”);

FITTIEEEEr

if (eEl<kE1l2) Hist—fill2(3301,”01 _Auger_Energy.Sharing”,eE1,kE12
,1,”Energy Sharing (Fast Electrons)”,100,0.,900.,"Maesd
First Hit Electron [eV]”,100,0.,900.,"Calculated Elean [eV

1”,"Energy3");
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if (eEl<kE12) Hist—fill2(3301,"01_Auger_.Energy.-Sharing”,kE12,eE1l
,1,”Energy Sharing (Fast Electrons)”,100,0.,900.,"Maesd
First Hit Electron [eV]”,100,0.,900.,"Calculated Elean [eV

1”,”Energy3"”);

if (eE1+kE12>650. & eE1+kE12<900.) {//eE1+kE12-660. && eE1+kE12
<760.

if (eEl<kEl1l2) {//eE1<380.

Hist—fill2 (3302,”02_Auger_Energy.SharingGated”,eE1,kE12,1,”
Energy Sharing (Fast Electrons) Gated”,100,0.,900.,” Swead
First Hit Electron, [eV]",100,0.,900.,"Calculated First
Electron, [eV]”,”Energy3");

Hist—fill1l (3303,”Smile”,eE1,1.,"Energy Sharing (Fast Eleaims)
",50,0.,760.,"[eV]","Energy3"”);

Hist—fill1l (3303,”Smile”,760.—eE1,1. ,”Energy Sharing (Fast
Electrons)”,50,0.,760.,"[eV]",”Energy3”);

if (eE1>g3 && eEl<g4) Hist—fill2 (3304,"03_Energy.AP_Cosine”,par4
/epr2 ,eE2,1,”Energy vs. Cosine AP”,56-1.,1.,"Cosine
",50,0.,3.5,”Auger Energy, [eV]”,”Energy3”);

Hist—fill2 (3305,"04 _Energy.AA _Cosine”,par3a/eprl ,eEl,1,”Energy
vs. Cosine AA",50,-1.,1.,"Cosine”,50,0.,380,"Auger Energy, [eV
1”,"Energy3”);

if (eE1<5.5) Hist—>fill2(3306,"05_Energy.AA _Cosinelow”,par3b/
eprl ,eEl1,1,"Energy vs. Cosine AP",56-1.,1.,"Cosine
",50,0.,5.5,” Auger Energy, [eV]”,”Energy3”);
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if (eEl>gl & eEl<g2){// Correlation between Calculated Auger and
Photo-Electron

if (phi3—phi2<0.) Hist—fill1(3307,”angularphotol”,acos(par4/epr2
)*%180./pi,sininv4d ,”CosNe3sum”,binl+~180.,180.,"cos(theta)”,”
Energy3”);

if (phi3—phi2>0.) Hist—filll1(3307,”angularphotol”,—acos(par4/
epr2)+«180./pi,sininv4 ,”CosNe3sum”,binl +~180.,180.,"cos(theta)

","Energy3");

if (eE1>g2 && eE1<g3){

if (phi3—phi2<0.) Hist—fill1(3308,”angularphoto2”,acos(par4/epr2
)*%180./pi,sininv4 ,”CosNe3sum”,binl+~180.,180.,"cos(theta)”,”
Energy3”);

if (phi3—phi2>0.) Hist—fill1(3308,”angularphoto2”,—acos(par4/
epr2)+«180./pi,sininv4 ,”CosNe3sum”,binl +~180.,180.,"cos(theta)

","Energy3");

if (eE1>g3 && eEl<g4){

if (phi3—phi2<0.) Hist—fill1(3309,”angularphoto3”,acos(par4/epr2
)*%180./pi,sininv4 ,”CosNe3sum”,binl+~180.,180.,"cos(theta)”,”
Energy3”);

if (phi3—phi2>0.) Hist—filll1(3309,”angularphoto3”,—acos(par4/
epr2)+x180./pi,sininv4 ,”CosNe3sum”,binl+~180.,180.,"cos(theta)

","Energy3");

232



if (eE1l>gl && eEl<g2){// Correlation between Measured Auger and
Photo-Electron

if (phil—phi2<0.) Hist—fill1(3310,”angularphotola”,acos(parla/
epr2)+x180./pi,sininvliaxweight3D(phi, parameter[1900]),”
CosNe3sum”,binl1+180.,180.,"cos(theta)”,”Energy3”);

if (phil—phi2>0.) Hist—fill1(3310,”angularphotola”’—~acos(parla/
epr2)+x180./pi,sininvla ,”CosNe3sum”,binl1+180.,180.,"cos(theta

)" ,"Energy3"”);

if (eE1>g2 && eE1<g3){

if (phil—phi2<0.) Hist—fill1(3311,”angularphoto2a”,acos(parla/
epr2)«180./pi,sininvlia ,”CosNe3sum”,bin1+-180.,180.,"cos(theta
)”,"Energy3”);

if (phil—phi2>0.) Hist—fill1(3311,”angularphoto2a”—~acos(parla/
epr2)«180./pi,sininvlia ,”CosNe3sum”,bin1+-180.,180.,"cos(theta

)","Energy3");

if (eE1>g3 & eEl<g4){

if (phil—phi2<0.) Hist—fill1(3312,”angularphoto3a”,acos(parla/
epr2)«180./pi,sininvlia ,”CosNe3sum”,bin1+-180.,180.,"cos(theta
)","Energy3"”);

if (phil—phi2>0.) Hist—fill1(3312,”angularphoto3a”’—~acos(parla/
epr2)«180./pi,sininvlia ,”CosNe3sum”,bin1+-180.,180.,"cos(theta

)","Energy3");
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if (eEl>gl & eEl<g2){// Correlation between Calculated Auger and
Auger Electron

if (phi3—phil<0.) Hist—fill1(3313,”angularAugerl”,acos(par3a/
eprl)*180./pi,sininv3b ,”CosNe3sum”,bin2+-180.,180.,"cos(theta
)”,”Energy3”);

if (phi3—phil>0.) Hist—fill1(3313,”angularAugerl”,—acos(par3a/
eprl)*180./pi,sininv3b ,”CosNe3sum”,bin2+-180.,180.,"cos(theta
)”,”Energy3”);

if (eE1>g2 && eE1<g3){

if (phi3—phil<0.) Hist—fill1 (3314 ,”angularAuger2”,acos(par3a/
eprl)*180./pi,sininv3b ,”CosNe3sum”,bin2+-180.,180.,"cos(theta
)".,"Energy3”);

if (phi3—phil>0.) Hist—fill1 (3314 ,”angularAuger2”,—acos(par3a/
eprl)*180./pi,sininv3b ,”CosNe3sum”,bin2+-180.,180.,"cos(theta
)","Energy3”);

if (eE1>g3 && eEl<g4){

if (phi3—phil<0.) Hist—filll1(3315,”angularAuger3”,acos(par3a/
eprl)*180./pi,sininv3b ,”CosNe3sum”,bin2+-180.,180.,"cos(theta
)"."Energy3”)
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if (phi3—phil>0.) Hist—fill1(3315,”angularAuger3”,—acos(par3a/
eprl)«180./pi,sininv3b ,”CosNe3sum”,bin2+180.,180.,"cos(theta

)" ,"Energy3");

if (eEl>gl & eEl<g2){// Correlation between kSum and Pheto
Electron

if (phi3—phil<0.) Hist—fill1(3316,”angularkSuml1”, 6 acos(par2/epr2)
x180./pi,sininv2 ,”CosNe3sum”,bin3-180.,180.,"cos(theta)”,”
Energy3”);

if (phi3—phil>0.) Hist—fill1(3316,”angularkSuml”,—acos(par2/epr2
)+«180./pi,sininv2 ,”CosNe3sum”,bin3-180.,180.,"cos(theta)”,”

Energy3”);

if (eE1>g2 && eE1<g3){

if (phi3—phil<0.) Hist—fill1(3317,”angularkSum?2”, acos(par2/epr2)
x180./pi,sininv2 ,”CosNe3sum”,bin3+-180.,180.,"cos(theta)”,”
Energy3”);

if (phi3—phil>0.) Hist—filll1(3317,”angularkSum2”,—acos(par2/epr2
)*x180./pi,sininv2 ,”CosNe3sum”,bin3+180.,180.,"cos(theta)”,”

Energy3”);

if (eE1>g3 && eEl<g4){
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if (phi3—phil<0.) Hist—fill1(3318,”angularkSum3”,acos(par2/epr2)
x180./pi,sininv2 ,”CosNe3sum”,bin3,180.,180.,"cos(theta)”,”
Energy3”);

if (phi3—phil>0.) Hist—fill1(3318,”angularkSum3”,—acos(par2/epr2
)*%180./pi,sininv2 ,”CosNe3sum”,bin3+~180.,180.,"cos(theta)”,”

Energy3”);

if (Neon3 & Elec2 && Elec3 &% eE3<2.5 && Cone2){//Assumes 3rd
hit is photo-electron

if (eE1l<kE23) Hist—fill2(3301,”01 _Auger_Energy.Sharing”,eE2,kE23
,1,”Energy Sharing (Fast Electrons)”,100,0.,900.,"Maesd
First Hit Electron [eV]”,100,0.,900.,"Calculated Eleain [eV
1”,"Energy3");

if (eE1<kE23) Hist—>fill2(3301,"01_Auger_.Energy.-Sharing”,kE23,eE2
,1,”Energy Sharing (Fast Electrons)”,100,0.,900.,”"Maesd
First Hit Electron [eV]”,100,0.,900.,"Calculated Eleain [eV
1","Energy3”);

if (eE2+kE23>650. && eE2+kE23<900.) {//eE1+kE12>660. & eE1+kE12
<760.

if (eE2<kE23) {//eE1<380.

Hist—fill2 (3302,”02_Auger_Energy.Sharing Gated”,eE2,kE23,1,”
Energy Sharing (Fast Electrons) Gated”,100,0.,900.,"” swad
First Hit Electron, [eV]",100,0.,900.,"Calculated First

Electron, [eV]”,”Energy3");
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Hist—fill1l (3303,”Smile”,eE2,1. ,"Energy Sharing (Fast Eleaims)
" 50,0.,760.,"[eV]”,”Energy3”);

Hist—fill1 (3303,”Smile”,760.—eE2,1.,"Energy Sharing (Fast
Electrons)”,50,0.,760.,"[eV]”,”Energy3”);

/I Pweight Section

g1=10.0;

g2=50.;

g3=280.;

g4=380.;

if (Neon3 & Elecl && Elec2 &% eE2<2.5 & Conel && eE1>10.0){//
Assumes 2nd hit is photeelectron, 1st hit Auger

double weight = pweightalt(phi2, parameter[200kpPweight2alt(epz2
/epr2 ,parameter[2001]);

Hist—fill2 (3401,"01 _epx_.epy_-Neon3”,epx2,epy2,weight ,” Phote
Electron Momentum (Corrected)”,100-0.5,0.5,"Time-Axis [au
]17,100,-0.5,0.5,"Jet-Axis [au]”,”Pweight3”);

Hist—fill2 (3402,"02 _epy_epzNeon3”,epz2,epy2,weight ,” Photo
Electron Momentum (Corrected)”,100-0.5,0.5,”BeamAxis [au
]17,100,-0.5,0.5,"Jet-Axis [au]”,”Pweight3”);

Hist—fill2 (3403,"03_epx.epzNeon3”,epx2,epz2,weight ,” Photo
Electron Momentum (Corrected)”,100-0.5,0.5,"Time-Axis [au

]17,100,-0.5,0.5,"BeamAxis [au]”,”Pweight3");
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Hist—fill1l (3404,"04 _Photo_Ellipticity _Ne3”,phi2 ,weight,” Phote-
Electron Angle (Corrected)”,1005pi,pi,” Photo—Electron [#phi{
TOF}]”,” Pweight3”);

Hist—fill2 (3405,"05_donutcrossNeon3. unweighted”,sqrt(epxRepx2
+ epy2«epy2) ,epz2,(epr2/sqrt(epx2px2 + epyzZepy2)),”Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight3");

Hist—fill2 (3406,"06 _donutcrossNeon3",sqrt(epx2epx2 + epyz
epy2) ,epz2 ,weight(epr2/sqrt(epx2epx2 + epyzepy2)) ,”Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]",400,-1.,1.,"ez [au]”,”Pweight3");

Hist—filll (3407,”07 _countscosz”,epz2/epr2,weight,”Photo
Electron Angle (Corrected)”,10051,1,"Photo-Electron [#theta
17, Pweight3”);

if (eE1<90.){//centroid of energy range is 34.leV

Hist—fill1l (3408,"08 _photo.Auger34”,acos(parla/eprz)180./pi,
sin_invlaxweight ,”CosNe3sum”,25-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—fill1 (3408,"08 _photo.Auger34”,—acos(parla/epr249180./pi,
sin_invlaxweight ,”CosNe3sum”,25-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—fill1l (3409,"09 _cos_photo_Auger34”,parla/epr2,weight,”
cos.photo.Auger34”,12,—-1,1,”Events”,”Pweight3”);
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Hist—filll (3410,”eE1.all_unweighted”,eE1l,1.,”Energy of Electron
17,60,0,180,"Energy [eV]",”Pweight3");

Hist—filll (3411,”eE1 all”,eEl1,weight ,”Energy of Electron
17,60,0,180,"Energy [eV]","Pweight3");

Hist—filll (3412,”eE1 zoom.unweighted”,eE1,1.,” Energy of Electron
17,60,0,90,”Energy [eV]",”Pweight3");

Hist—filll (3413,”eE1zoom”,eE1l,weight ,"Energy of Electron
1”,60,0,90,”Energy [eV]",”Pweight3");

Hist—fill2 (3414 ,”splish—splashunweighted”,parla/epr2 ,egl1,1.,”
Splash Effect”,20-1.,1.,"Cos(#theta)”,17,10.,180.,” Auger
Energy [eV]”,”Pweight3");

Hist—fill2 (3415,”splish—splash”,parla/epr2 ,eEl,weight,” Splash
Effect”,20,-1.,1.,"Cos(#theta)”,18,10.,90.,” Auger Energy [eV
]1”,” Pweight3”);

if (eE1>gl && eEl<g2){// Correlation between Calculated Auger and
Photo-Electron

Hist—filll (3417 ,”angularphotol”,acos(pard4/epr249180./pi,
sin_inv4dxweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—fill1l (3417 ,”angular.photol”,—acos(pard4/epr29180./pi,
sin_inv4dxweight ,”CosNe3sum”,bin1+-180.,180.,"Cos(#theta)”,”
Pweight3”);
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if (eE1>g2 && eE1<g3){

Hist—filll (3418,”angularphoto2”,acos(pard4/epr29180./pi,
sin_inv4xweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3");

Hist—filll (3418,”angularphoto2”,—acos(par4/epr2)180./pi,
sin_inv4xweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3");

if (eE1>g3 && eEl<g4){

Hist—filll (3419 ,”angularphoto3”,acos(pard4/epr29180./pi,
sin_inv4dxweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3");

Hist—filll (3419,”angular.photo3”,—acos(par4/epr2)180./pi,
sin_inv4dxweight ,” CosNe3sum”,bin1+-180.,180.,"Cos(#theta)”,”
Pweight3");

if (eE1l>gl && eEl<g2){// Correlation between Measured Auger and
Photo-Electron

Hist—filll (3421 ,”angularphotola”,acos(parla/epr2180./pi,
sin_invlaxweight ,”CosNe3sum”,bin1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3421 ,”angularphotola”—acos(parla/epr29180./pi,
sin_invlaxweight ,”CosNe3sum”,bin1+-180.,180.,"Cos(#theta)”,”
Pweight3”);
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if (eE1>g2 & eE1<g3){

Hist—filll (3422 ,”angularphoto2a”,acos(parla/epr2180./pi,
sin_invlaxweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

Hist—filll (3422 ,”angularphoto2a”—acos(parla/epr29180./pi,
sin_invlaxweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eE1>g3 & eEl<g4){

Hist—filll (3423 ,”angularphoto3a”,acos(parla/epr2180./pi,
sin_invlaxweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

Hist—filll (3423 ,”angularphoto3a”—acos(parla/epr29180./pi,
sin_invlaxweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eEl>gl & eEl<g2){// Correlation between Calculated Auger and
Auger Electron

Hist—filll (3425,”angularAugerl”,acos(par3b/kprl29180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+-180.,180.,"Cos(#theta)”,”
Pweight3”);
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Hist—filll (3425,”angularAugerl”,—acos(par3b/kprl25180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eE1>g2 && eE1<g3){

Hist—filll (3426 ,”angularAuger2”,acos(par3b/kprl24180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3”);

Hist—filll (3426 ,”angularAuger2”,—acos(par3b/kprl25180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eE1>g3 & eEl<g4){

Hist—filll (3427 ,”angularAuger3”,acos(par3b/kprl24180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3427 ,”angularAuger3”,—acos(par3b/kprl25180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+-180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eEl>gl & eEl<g2){// Correlation between kSum and Pheto
Electron

Hist—filll (3429 ,”angularkSuml1”,acos(par2/epr29180./pi,sininv2
xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”Pweight3”);

242



Hist—filll (3429 ,”angularkSum1”,—acos(par2/epr25180./pi,
sin_inv2xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g2 && eE1<g3){

Hist—filll (3430,”angularkSum2”,acos(par2/epr29180./pi,sininv2
sweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”Pweight3”);

Hist—filll (3430,”angularkSum2”,—acos(par2/epr25180./pi,
sin_inv2xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”
Pweight3");

if (eE1>g3 && eEl<g4){

Hist—filll (3431,”angularkSum3”,acos(par2/epr29180./pi,sininv2
xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”Pweight3”);

Hist—fill1l (3431 ,”angularkSum3”,—acos(par2/epr25180./pi,
sin_inv2xweight ,” CosNe3sum”,bin3+-180.,180.,"Cos(#theta)”,”
Pweight3”);

//adding in the 2nd 3rd hit events

if (Neon3 & Elec2 & Elec3 && eE3<2.5 & Cone2 && eE2>10.0){//
Assumes 3rd hit is photeelectron, 2nd hit Auger

double weight = pweightalt(phi2a, parameter[200&pweight2alt(
epz3/epr3,parameter[2001]);
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Hist—fill2 (3401,"01 _epx.epy-Neon3”,epx3,epy3,weight ,” Phote
Electron Momentum (Corrected)”,100-0.5,0.5,"Time-Axis [au
]17,100,-0.5,0.5,"Jet-Axis [au]”,”Pweight3”);

Hist—fill2 (3402,"02_epy-epzNeon3”,epz3,epy3,weight ,” Photo
Electron Momentum (Corrected)”,100-0.5,0.5,"BeamAxis [au
]17,100,-0.5,0.5,"Jet-Axis [au]”,”Pweight3”);

Hist—fill2 (3403,"03_epx.epzNeon3”,epx3,epz3,weight ,” Photo
Electron Momentum (Corrected)”,1006-0.5,0.5,"Time-Axis [au

]17,100,-0.5,0.5,"BeamAxis [au]”,”Pweight3");

Hist—fill1l (3404,"04 _Photo_Ellipticity _Ne3”,phi2a ,weight ,” Phote
Electron Angle (Corrected)”,1005pi,pi,”Photo—Electron [#phi{
TOF}]”,” Pweight3”);

Hist—fill2 (3405,"05_donutcrossNeon3. unweighted”,sqrt(epx8epx3
+ epy3xepy3) ,epz3,(epr3/sqrt(epx&px3 + epyIepyl3)),”Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight3");

Hist—fill2 (3406,"06 _donutcrossNeon3”,sqrt(epx3epx3 + epyZ
epy3) ,epz3 ,weight(epr3/sqrt(epx3epx3 + epyXxepy3)) ,”"Cross
Section of Phote-Electron Distribution”,400~-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight3");

Hist—fill1l (3407 ,"07 _countscosz”,epz3/epr3,weight,”Photeo

Electron Angle (Corrected)”,10051,1,"Photo-Electron [#theta
]1",” Pweight3");
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if (eE1<90.){//centroid of energy range is 34.leV

Hist—fill1l (3408,"08 _photo.Auger34”,acos(parlb/epr3180./pi,
sin_invlbxweight ,”CosNe3sum”,25-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—fill1 (3408,"08 _photo.Auger34”,—acos(parlb/epr3$180./pi,
sin_invlbxweight ,”CosNe3sum”,25-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—fill1l (3409,"09 _cos_photo_,Auger34”,parlb/epr3 ,weight,”
cos_photo.Auger34”,12,—1,1,"Events”,”Pweight3”);

Hist—filll (3410,”eE1l all_unweighted”,eE2,1.,"Energy of Electron
1”,60,0,180,"Energy [eV]”,”Pweight3”);

Hist—filll (3411,"eE1l.all”,eE2,weight ,”Energy of Electron
17,60,0,180,"Energy [eV]",”Pweight3");

Hist—filll (3412 ,”eE1 zoom.unweighted”,eE2,1. ,” Energy of Electron
17,60,0,90,"Energy [eV]”,”Pweight3");

Hist—filll1 (3413,"eElzoom”,eE2,weight ,”Energy of Electron
17,60,0,90,"Energy [eV]",”Pweight3");

Hist—fill2 (3414 ,”splish—splashunweighted”,parlb/epr3,eE2,1.,”
Splash Effect”,20~1.,1.,"Cos(#theta)”,17,10.,180.," Auger
Energy [eV]”,”Pweight3”);

Hist—fill2 (3415 ,”splish—splash”,parlb/epr3 ,eE2,weight,” Splash
Effect”,20,-1.,1.,"Cos(#theta)”,18,10.,90.,” Auger Energy [eV
17, Pweight3”);
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if (eE1l>gl && eEl<g2){// Correlation between Calculated Auger and
Photo-Electron

Hist—fill1l (3417 ,”angularphotol”,acos(par6/epr349180./pi,
sin_invexweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3417 ,”angularphotol”,—acos(par6/epr3)180./pi,
sin_invexweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g2 && eE1<g3){

Hist—fill1l (3418 ,”angularphoto2”,acos(par6/epr349180./pi,
sin_invexweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3418,”angularphoto2”,—acos(par6/epr3)180./pi,
sin_invexweight ,”CosNe3sum”,binl1+180.,180.,"Cos(#theta)”,”
Pweight3"”);

if (eE1>g3 & eEl<g4){

Hist—fill1l (3419 ,”angularphoto3”,acos(par6/epr349180./pi,
sin_invéxweight ,” CosNe3sum”,bin1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3419 ,”angularphoto3”,—acos(par6/epr3)180./pi,
sin_invéxweight ,” CosNe3sum” ,bin1+-180.,180.,"Cos(#theta)”,”
Pweight3"”);
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if (eEl>gl & eEl<g2){// Correlation between Measured Auger and
Photo-Electron

Hist—filll (3421 ,”angularphotola”,acos(parlb/epr3180./pi,
sin_invlbxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3421 ,”angularphotola”—acos(parlb/epr33180./pi,
sin_invlbxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g2 && eE1<g3){

Hist—filll (3422 ,”angularphoto2a”,acos(parlb/epr3180./pi,
sin_invlbxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3422 ,”angularphoto2a”—acos(parlb/epr3$180./pi,
sin_invlbxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g3 && eEl<g4){

Hist—filll (3423 ,”angularphoto3a”,acos(parlb/epr3180./pi,
sin_invlbxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);
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Hist—filll (3423 ,”angularphoto3a”—acos(parlb/epr35180./pi,
sin_invlbxweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eEl>gl & eEl<g2){// Correlation between Calculated Auger and
Auger Electron

Hist—filll (3425 ,”angularAugerl”,acos(par5/kpr239180./pi,
sin_inv5xweight ,” CosNe3sum”,bin2+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3425,”angularAugerl”,—acos(par5/kpr233180./pi,
sin_inv5xweight ,” CosNe3sum”,bin2+-180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g2 && eE1<g3){

Hist—filll (3426 ,”angularAuger2”,acos(par5/kpr239180./pi,
sin_inv5xweight ,” CosNe3sum”,bin2+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3426 ,”angularAuger2”,—acos(par5/kpr233180./pi,
sin_inv5xweight ,” CosNe3sum”,bin2+180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g3 && eEl<g4){
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Hist—filll (3427 ,”angularAuger3”,acos(par5/kpr23$180./pi ,
sin_invbxweight ,”CosNe3sum”,bin2+180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3427 ,”angularAuger3”,—acos(par5/kpr233180./pi,
sin_invbxweight ,”CosNe3sum”,bin2+180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eEl>gl & eEl<g2){// Correlation between kSum and Pheto
Electron

Hist—filll (3429 ,”angularkSum1”,acos(par3/epr39180./pi,sininv3
xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”Pweight3”);

Hist—filll (3429 ,”angularkSum1”,—acos(par3/epr3)180./pi,
sin_inv3xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g2 && eE1<g3){

Hist—fill1l (3430,”angularkSum2”,acos(par3/epr39180./pi,sininv3
xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”Pweight3”);

Hist—filll (3430,”angularkSum2”,—acos(par3/epr3)180./pi,
sin_inv3xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g3 & eEl<g4){
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Hist—fill1l (3431 ,”angularkSum3”,acos(par3/epr39180./pi,sininv3
sweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”Pweight3”);

Hist—filll (3431 ,”angularkSum3”,—acos(par3/epr3)180./pi,
sin_inv3xweight ,”CosNe3sum”,bin3+180.,180.,"Cos(#theta)”,”
Pweight3");

if (Neon3 & Elecl & Elec3 && eE3<2.5 & Conel && eE1>10.0){//
Assumes 3rd hit is photeelectron, 1st hit Auger

double weight = pweightalt(phi2a,parameter[200&pweight2alt (
epz3/epr3,parameter[2001]);

Hist—fill2 (3401,"01 _epx.epy-Neon3”,epx3,epy3,weight ,” Phote
Electron Momentum (Corrected)”,100-,0.5,0.5,"Time-Axis [au
]17,100,-0.5,0.5,"Jet-Axis [au]”,”Pweight3”);

Hist—fill2 (3402,"02_epy-epzNeon3”,epy3,epz3,weight ,” Photo
Electron Momentum (Corrected)”,100-0.5,0.5,”JetAxis [au
]17,100,-0.5,0.5,"BeamAxis [au]”,”Pweight3");

Hist—fill2 (3403,"03_epx.epzNeon3”,epx3,epz3,weight ,” Photo
Electron Momentum (Corrected)”,100-0.5,0.5,"Time-Axis [au

]17,100,-0.5,0.5,"BeamAxis [au]”,”Pweight3");
Hist—fill1l (3404,”04 _Photo Ellipticity _Ne3”,phi2a ,weight ,”Phote

Electron Angle (Corrected)”,1005pi,pi,”Photo—Electron [#phi{
TOF}]”,” Pweight3");
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Hist—fill2 (3405,"05_donutcrossNeon3. unweighted”,sqrt(epx8epx3
+ epy3xepy3),epz3,(epr3/sqrt(epx&px3 + epyIepy3)),”Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight3");

Hist—fill2 (3406 ,"06 _donutcrossNeon3”,sqrt(epx3epx3 + epy
epy3) ,epz3 ,weight(epr3/sqrt(epx3epx3 + epyZxepy3d)) ,”"Cross
Section of Phote-Electron Distribution”,400-1.,1.,"e# {perp}
[au]”,400,-1.,1.,"ez [au]”,”Pweight3");

Hist—fill1l (3407 ,"’07 _countscosz”,epz3/epr3,weight,”Photo
Electron Angle (Corrected)”,10051,1,”Photo-Electron [#theta{
TOF}]”,” Pweight3”);

if (eE1<90.){//centroid of energy range is 34.leV

Hist—fill1l (3408,"08 _photo.Auger34”,acos(parlc/epr3180./pi,
sin_invlcxweight ,”CosNe3sum”,25+180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—fill1l (3408,"08 _photo.Auger34”,—acos(parlc/epr3$180./pi,
sin_invlcxweight ,”CosNe3sum”,25+180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—fill1l (3409,"09 _cos_photo_,Auger34”,parlc/epr3,weight,”
cos.photo.Auger34”,12,—1,1,"Events”,”Pweight3”);

Hist—filll (3410,”eE1. all_unweighted”,eE1l,1.,”Energy of Electron
17,60,0,180,"Energy [eV]",”Pweight3");
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Hist—filll (3411,”eE1 all”,eEl1,weight ,”Energy of Electron
17,60,0,180,"Energy [eV]","Pweight3");

Hist—filll (3412,”eE1 zoom.unweighted”,eE1,1.,” Energy of Electron
17,60,0,90,"Energy [eV]”,”Pweight3");

Hist—filll (3413,”eE1zoom”,eE1l,weight ,”"Energy of Electron
17,60,0,90,”Energy [eV]”,” Pweight3”);

Hist—fill2 (3414 ,”splish—splashunweighted”,parlc/epr3,eEl1,1.,”
Splash Effect”,20-1.,1.,"Cos(#theta)”,17,10.,180.,” Auger
Energy [eV]”,”"Pweight3”);

Hist—fill2 (3415,”splish—splash”,parlc/epr3,eEl,weight,” Splash
Effect”,20,-1.,1.,"Cos(#theta)”,18,10.,90.,” Auger Energy [eV
]1”,” Pweight3");

if (eE1>gl && eEl<g2){// Correlation between Calculated Auger and
Photo-Electron

Hist—filll (3417 ,”angularphotol”,acos(pard4a/epr3)180./pi,
sin_inv4axweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

Hist—filll (3417 ,”angularphotol”,—acos(pard4a/epr39180./pi,
sin_inv4axweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eE1>g2 && eE1<g3){
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Hist—fill1l (3418,”angularphoto2”,acos(pard4a/epr3)180./pi,
sin_invd4axweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

Hist—fill1l (3418,”angularphoto2”,—acos(pard4a/epr349180./pi,
sin_invd4axweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eE1>g3 & eEl<g4){

Hist—fill1l (3419 ,”angularphoto3”,acos(pard4a/epr3)180./pi,
sin_inv4axweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

Hist—filll (3419 ,”angularphoto3”,—acos(pard4a/epr349180./pi,
sin_inv4axweight ,”CosNe3sum”,binl1+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (eEl>gl & eEl<g2){// Correlation between Measured Auger and
Photo-Electron

Hist—filll (3421 ,”angularphotola”,acos(parlc/epr3180./pi,
sin_invlcxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3421 ,”angularphotola”—acos(parlc/epr3:3180./pi,
sin_invlcxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);
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if (eE1l>g2 & eE1<g3){

Hist—filll (3422 ,”angularphoto2a”,acos(parlc/epr3180./pi,
sin_invlcxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3422 ,”angularphoto2a”—acos(parlc/epr33180./pi,
sin_invlcxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>g3 & eEl<g4){

Hist—filll (3423 ,”angularphoto3a”,acos(parlc/epr3180./pi,
sin_invlcxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

Hist—filll (3423 ,”angularphoto3a”—acos(parlc/epr33180./pi,
sin_invlcxweight ,”CosNe3sum”,binl1+-180.,180.,"Cos(#theta)”,”
Pweight3”);

if (eE1>gl && eEl<g2){// Correlation between Calculated Auger and
Auger Electron

Hist—filll (3425,”angularAugerl”,acos(par3c/kprl34180./pi,
sin_inv3cxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3”);

Hist—filll (3425,”angularAugerl”,—acos(par3c/kprl3)180./pi,
sin_inv3cxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”

Pweight3”);

254



if (eE1>g2 && eE1<g3){

Hist—filll (3426 ,”angularAuger2”,acos(par3a/kprl39180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3");

Hist—filll (3426 ,”angularAuger2”,—acos(par3a/kprl3:3180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3");

if (eE1>g3 && eEl<g4){

Hist—filll (3427 ,”angularAuger3”,acos(par3a/kprl39180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3");

Hist—filll (3427 ,”angularAuger3”,—acos(par3a/kprl3:5180./pi,
sin_inv3bxweight ,”CosNe3sum”,bin2+180.,180.,”Cos(#theta)”,”
Pweight3”);

if (Neon4 & Elecl & Elec2 && Elec3){

Hist—fill2 (4001,"01 _epxlepyl Neond4”,epxl,epyl,1l.,”Electron
momentum epx epy Hit 17,400-10.,10.,”epx [au]”,400~10.,10.,”
epy [au]”,”Momentum4”);

Hist—fill2 (4002,’02_epxlepzl1 Neon4”,epxl,epzl,1.,” Electron
momentum epx epz Hit 17,400510.,10.,”epx [au]”,400~10.,10.,”

epz [au]”,”Momentum4”);
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Hist—fill2 (4003,"03_epzlepyl Neon4d4”,epzl,epyl,l.,” Electron
momentum epz epy Hit 17,400-10.,10.,”epz [au]”,400,+10.,10.,”

epy [au]”,”Momentum4”) ;

Hist—fill2 (4004 ,"04 _epx2epy2Neond”,epx2,epy2,1.,” Electron
momentum epx epy Hit 2”7,400-6.,6.,"epx [au]”,400-6.,6.,"epy
[au]”,”Momentum4”) ;

Hist—fill2 (4005,"05_epx2.epz2Neon4”,epx2,epz2,1.,” Electron
momentum epx epz Hit 2",40056.,6.,"epx [au]”,400-6.,6.,"epz
[au]”,”Momentum4”) ;

Hist—fill2 (4006 ,"06 _epz2epy2Neond”,epz2,epy2,1.,” Electron
momentum epz epy Hit 2",40056.,6.,"epz [au]”,400-6.,6.,"epy

[au]”,”Momentum4”) ;

Hist—fill2 (4007 ,"07 _epx3.epy3.Neon4”,epx3 ,epy3,1.,"Electron
momentum epx epy Hit 37,400+6.,6.,”epx [au]’,400-6.,6.,"epy
[au]”,”Momentum4™) ;

Hist—fill2 (4008,"08 _epx3.epz3 Neond"”,epx3,epz3,1.," Electron
momentum epx epz Hit 37,40056.,6.,"epx [au]’,400,-6.,6.,"epz
[au]”,”Momentum4™) ;

Hist—fill2 (4009,"09 _epz3epy3.Neond"”,epz3,epy3,1l.,"Electron
momentum epz epy Hit 37,40056.,6.,"epz [au]”,400-6.,6.,"epy

[au]”,”Momentum4™) ;

Hist—fill2 (4010,"10_rd4px_.r4py_Neon4”  rdpx ,rdpy ,1l.,” Recoil
momentum px py”,400+10.,10.,"px [au]”,400,-10.,10.,"py [au

1" ,”Momentum4™) ;
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Hist—fill2 (4011,"11 r4px_.r4pz_Neon4” , rd4px,rdpz,1.,” Recoil
momentum px pz”,400+10.,10.,"px [au]”,400-10.,10.,"pz [au
1" ,”Momentum4™) ;

Hist—fill2(4012,"12 r4pz_r4py_Neond” ,rdpz ,rdpy,1l.,” Recoil
momentum pz py”,400+10.,10.,"pz [au]”,400-10.,10.,"py [au

1" ,”Momentum4™) ;

Hist—fill2 (4013,"13 _kpx123.kpyl23.Neon4” kpx123,6 kpyl23,1.,”
Calculated electron momentum kx123 ky123",40010.,10.,"kx [au
1”,400,—-10.,10.,”ky [au]”,”Momentum4”) ;

Hist—fill2 (4014,"14 _kpx123.kpz123.Neon4”,kpx123,6kpz123,1.,”
Calculated electron momentum kx123 kz123”,40010.,10.,"kx [au
]”,400,—-10.,10.,”kz [au]”,”Momentum4”)

Hist—fill2 (4015,"15 _kpz123 kpyl23.Neon4” kpz123 , kpyl23,1.,”
Calculated electron momentum kz123 kyl123”,40010.,10.,"kz [au
1,400, —-10.,10.,”ky [au]”,”Momentum4”) ;

Hist—fill1(4016,"16_E1_Neon4-small”,eEl1,1.," Electron Energy Hit
1”,100,0.,3.5,”E [eV]”,”Momentum4”) ;

Hist—fill1(4017,"17_E1_Neon4-large”,eE1,1.," Electron Energy Hit
1",300,0.,1200.,”E [eV]",”"Momentum4”) ;

Hist—filll1(4018,”18_E2_.Neon4-small”,eE2,1.,” Electron Energy Hit
2",75,0.,3.,"E [eV]”,”"Momentum4™) ;

Hist—fill1l (4019,”19 _E2 Neon4-large”,eE2,1. ,”Electron Energy Hit
27,300,0.,1200.,”E [eV]”,”Momentum4”) ;

Hist—fill1 (4020,"20_E3_.Neon4-small”,eE3,1.," Calculated Electron
Energy Hit 37,100,0.,3.5,"E [eV]",”Momentum4”) ;
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Hist—fill1(4021,"21_E3_Neon4-large”,eE3,1.,”" Calculated Electron
Energy Hit 37,300,0.,1200.,”E [eV]”,”Momentum4”) ;

Hist—filll (4022,722 _kE123 Neon4-large”,kE123,1.,” Calculated
Electron Energy”,300,0.,1200.,”E [eV]”,”Momentum4”) ;

Hist—fill1l(4023,"23_r1tof_Neon4”,rltof ,1.,” Recoil TOF Neon 4+
(3—ehit)”,200,21872.,22172.,"TOF [ns]”,”Momentum4”) ;

Hist—fill2 (4024 ,"24 _r1x_r1ltof_Neond4 ", rltof ,rlx,1.,” Recoil xfish
Neon 4+ (3-ehit)”,400,21872.,22172.,"r1tof [ns

17,200,—-5.,20.,"x-position [mm]”,”Momentum4”) ;

Hist—filll (4025,”25 _eltof Neon4”,eltof ,1.,”eltof Neon 3+ Behit
)",200,0.,120.,”eltof [ns]”,”Momentum4”) ;

Hist—filll (4026,"26_e2tof_.Neon4"”,e2tof ,1.,”e2tof Neon 3+ Behit
)”,200,0.,120.,”e2tof [ns]”,”"Momentum4”) ;

Hist—filll (4027 ,”27 _e3tof_.Neon4”,e3tof ,1.,”e3tof Neon 3+ Behit
)”,200,0.,120.,”e3tof [ns]”,”Momentum4”) ;

Hist—fill2 (4028,"28 _eltof.e2tof_.Neon4”,eltof ,e2tof ,1.,” e2tof vs
eltof Neon 3+ (3-ehit)”,400,0.,120.,"eltof [ns]”,400,0.,120.,”
e2tof [ns]”,”Momentum4”) ;

Hist—fill2 (4029,"29 _e2tof_.e3tof_Neon4”,e2tof ,e3tof ,1.,” e3tof vs
e2tof Neon 3+ (3-ehit)”,200,0.,120.,"e2tof [ns]”,400,0.,120.,”
e3tof [ns]”,”Momentum4”) ;

Hist—fill2 (4030,"30_e3tof.eltof_Neon4”,eltof ,e3tof ,1.,” e3tof vs
eltof Neon 3+ (3-ehit)”,400,0.,120.,"eltof [ns]”,400,0.,120.,”

e3tof [ns]”,”Momentum4”) ;
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if (WriteNTuple) {

Hist—NTupleD (9999 ,”Data”,"Ne2”,"rlx:rly:rltof:rlflag:elxely:
eltof:elflag:e2x:e2y:e2tof:e2flag:e3x:e3dy:e3tof: ¢a8d :
bunchcleaning”, 32000, NTupleData);

Ueber—eventswritten ++;

}

if (parameter[5710.5) {
if (Ueber—eventswritten> unsigned int(parameter[56]+0.1)]

true;

Ueber—start.new_file
Ueber—eventswritten = O;

Hist—Reset () ;

} else {

Ueber—start.new_file = false;
}

} else {
Ueber—start.new_file = false;
}

return O;
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