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Abstract

In this work, we propose a technique to use dual supply voltages in digital designs in

order to get a reduction in energy consumption. Three new algorithms are proposed for find-

ing and assigning low voltage in dual voltage designs. Given a circuit and a supply voltage,

the first algorithm finds an optimal lower supply voltage and the other two algorithms assign

that lower voltage to individual gates. A linear time algorithm described in the literature is

used for computing slacks for all gates in a circuit for a given supply voltage.

For the computed gate slacks and the lower supply voltage, the gates in the circuit

are divided into three groups. No gate in the first group can be assigned the lower supply.

All gates in the second group can be simultaneously set to lower supply while maintaining

positive slack for all gates. The gates in the third group are assigned low voltage in small

subgroups. The gate slacks are recalculated after each such voltage assignment. Thus, the

overall complexity of this reduced power dual voltage assignment procedure is O(n2). But

in practice, it is observed that the computation time is close to linear in the circuit size.

SPICE simulations of ISCAS’85 benchmark circuits using the PTM model for 90-nm bulk

CMOS technology results show up to 60% energy savings.
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Chapter 1

Introduction

Power and performance are the main design constraints in modern VLSI design. An

effective design is obtained with the optimization of these two parameters. Decreasing the

supply voltage results in decreased performance. Hence, a trade off is necessary between

power consumption and circuit delay. The use of multiple supply voltages to reduce energy

consumption is a very commonly used technique in CMOS circuits. This results from the

fact that the dynamic power of a CMOS circuit is directly proportional to the square of its

supply voltage [9, 73]. The underlying idea of this technique is to trade timing slacks for

power reduction under given timing requirements. Generally, the gates in the critical path

are kept at high supply voltage and the gates in non-critical paths are put to lower supply

voltage, thus avoiding timing violations.

Multiple supply voltage design using the time slack is a popular technique for power

reduction, [8, 10, 13, 21, 27, 41, 42, 43, 63, 78, 80, 82, 84, 86, 100]. Several references [12,

27, 62, 63] discuss dual voltage designs in FPGAs. In this work we use a linear time slack

analysis algorithm [41] to calculate gate slacks.

Apart from using multiple supply voltages we can combine multiple supply voltage

technique with multiple thresholds and transistor sizing to achieve additional power savings.

Such work is described in articles [6, 18, 30, 37, 78, 83, 85, 86]. The trade-offs of energy

savings and increase in delay when using gate sizing and multiple supplies is studied in [87].

Authors of [102] propose an algorithm that assigns voltage islands generated using a slack

distribution and voltage partitioning algorithms in order to reduce the power consumption

and peak temperature. Article [64] proposes a linear time approximation algorithm for
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partitioning of circuit components into various voltage islands during high-level synthesis.

Other works [11, 15, 26, 57, 58, 98] deal with the voltage partitioning problem.

In some instances not meeting the timing requirements of an application is not catas-

trophic. These are called soft deadlines. Hua and Qu [29] describe an algorithm for energy

efficient designs using dual voltage to meet such soft deadlines.

1.1 Motivation

There are many algorithms for assigning a fixed low voltage value to the gates of a

circuit, but relatively fewer algorithms to find the lower voltage. Many of these works

related to voltage assignment have used a low voltage, VL value of 70% of the high voltage,

VH [6, 21, 50, 56, 73]. The works described in [10, 50, 84] claims that the optimal value of

VL for minimizing total power is 50% of VH . Authors in [101] describe an algorithm to find

the lowest feasible supply voltages according to their slacks from a set of given voltages. An

algorithm to find an optimum VL value is described in [41]. The authors assign a low voltage

value to a group of gates based on a modification of CVS algorithm and then calculate energy

over a set of low voltages. The VL value resulting in minimum energy is chosen to be the

lower voltage. This algorithm requires the voltage assignment to be done for each voltage

value and is exhaustive in nature. We understand that the lower voltage for minimum energy

operation of a dual-supply design is dependent on the circuit topology and is not a fixed

value for all circuits. These reasons motivate us to propose a new algorithm that finds the

VL accurately and with linear complexity.

Authors in [92, 94] propose two ways of assigning a lower voltage in a dual-voltage

design. The algorithm in [92] is called Clustered Voltage Scaling (CVS). This method puts

a topological restriction on the resultant dual-voltage design which does not allow a low

voltage gate at the input of a high voltage gate. Following this an Enhanced Clustered

voltage Scaling (ECVS) algorithm was proposed in [94]. This algorithm allows a low voltage

gate to drive a high voltage gate with the inclusion of an asynchronous level converter at the
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boundary. Reference [93] describes the methodology to synthesize circuits for the CVS and

ECVS structures. Authors of [88] describe three algorithms for dual voltage designs based

on linear programming models. Several other algorithms have been proposed which aim

at power reduction using dual voltage designs. Not many aim at energy-efficient designs.

Also, the complexity of these algorithms is often polynomial. Thus, we are motivated to

propose two quadratic time algorithms for dual-voltage assignment one of which allows level

converters and the other which does not allow level converters.

1.2 Unique Contributions

An algorithm that finds a lower supply voltage maximizing the energy savings from a

specific group of gates in a given circuit is proposed. This algorithm is proportional to the

number of gates in the circuit as each gate slack is compared to the difference between the

low voltage delay and high voltage delay of the gate. Thus, its complexity is linear, i.e.

O(n), where n is the number of the gates. Two other algorithms are proposed which assign

the lower supply voltage found using the gate slacks. The gate slacks are recalculated after

each iteration of voltage assignment. Both the voltage assignment and the slack calculating

algorithms are linear in time. Thus, the overall complexity of this method quadratic, i.e,

O(n2), where n is the number of gates. But in practice, it is observed that the computation

time is close to linear-time. All algorithm is written in perl programming language. Energy

savings of up to 60% is seen for ISCAS’85 benchmark circuits and when the critical timing

is relaxed, savings of up to 70% are observed. Such high savings have not been reported

in the earlier work. Sufficient theoretical and experimental work has been done to validate

these results.

1.3 Problem Statement

The aim of this work is to:
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1. Develop a linear time algorithm that finds the optimal lower voltage for the dual-Vdd

design for CMOS circuits.

2. Develop new algorithms for voltage assignment in dual-Vdd design for given high

and low voltages using linear-time gate slack analysis to reduce computation time.

1.4 Organization

The proposed work is organized as follows. Chapter 2 provides the background infor-

mation on the various existing low power/energy-efficient design techniques. The sources of

energy consumption in CMOS designs have also been detailed.

Chapter 3 gives an overview of the static timing analysis algorithms and illustrates the

algorithms proposed in [24, 41] with examples.

In Chapter 4, we propose a new linear time algorithm to find the lower supply voltage

using gate slacks for dual-voltage designs. Relevant theorems are proved and experimental

data has been discussed.

Chapter 5 proposes a new quadratic time algorithm for low voltage assignment based

on gate slacks which uses certain constraints that put restrictions on circuit topology ass

proposed in [92]. Relevant results have been discussed.

In Chapter 6, various level converter designs have been studied for energy and delay.

The level converter with least energy consumption is selected as we are concentrating on

energy-efficient designs.

In Chapter 7, we propose another new quadratic time algorithm for low voltage as-

signment based on gate slacks which uses the selected level converter to lift the topological

constraints imposed earlier.

Finally, Chapter 8 concludes the work with suggestions for future research. The need to

include level converter overheads in the algorithm is realized from the results of Chapter 7.

Hence, we propose this for the future work.
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Chapter 2

Background

2.1 Introduction

Power and performance are the main design constraints in modern VLSI design. An

effective design is obtained with the optimization of these two parameters. This requirement

for higher performance and lower power directly results from the increasing demand for

portable electronic devices. Fortunately, the VLSI technology has been able to integrate

millions of gates into a single chip of small area, thus contributing towards reduction of

size and increase in portability of the electronic devices incorporating these chips. Also,

the humongous integration on a small area has increased the speed of the devices owing to

greater current drive at the transistor level and smaller propagation paths at the gate level

and several other factors. But the continuous scaling has led to increased power dissipation

in CMOS circuits. Hence, we need to find an optimum design where the power dissipation

is acceptable and the computational speeds are not disappointing.

The power and timing efficiency can be captured by the following metrics [73]:

1. Average power

2. Power per MIPS (million instructions per second)

3. Energy

4. Energy-delay product

5. Energy-delay squared

6. Peak power

The choice of the design metric used for design optimization depends on the application

and its performance specifications and power budgets. The various mechanisms causing
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power dissipation in CMOS circuits and the popular power reduction techniques are discussed

in the following sections of this chapter.

2.1.1 Power Dissipation in CMOS Circuits

Power dissipation in CMOS digital circuits can be classified as: static power and dynamic

power. The static dissipation arises due to the leakage current through the resistive paths

from the power supply to ground during steady state. The static power exists even in

the inactive blocks of the digital circuits to hold the logic states between the switching

events [73]. The leakage current through the transistors results from substrate injection and

sub-threshold effects; and is primarily determined by fabrication technology considerations.

Dynamic power is due to the switching of capacitive loads and the short circuit current

resulting when both the pFET and nFET of a CMOS circuits are ON during switching

transitions.

The above-mentioned sources of power consumption are summed up in the equation

P = CVDD∆V fα + ISCVDD + IleakVDD (2.1)

where α is the activity factor, C is the total capacitance, VDD is the supply voltage, f is the

clock frequency, ∆V is the input voltage swing [9, 73], ISC is the short circuit current and

Ileakageis the leakage current. In equation 2.1, the first term corresponds to the switching

component of power, the second is due to the short circuit current and the last term defines

the power dissipated by the leakage current.

When the input voltage swing is equal to VDD, the switching power will be

PSwitching = CV 2
DDfα (2.2)

This switching component of power is due to the logic transition at the gates as shown in

Figure 2.1. When the input goes from 1-to-0, the pMOS transistor is switched ON and
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Figure 2.1: Switching current in an inverter.

the capacitance at the output node, C, is charged from the supply VDD. When the input

transitions from 0-to-1, the nodal capacitance is discharged into the ground through the

nMOS transistor. Thus, during each transition power given by equation 2.2 is expended.

7



The short circuit current flows from the supply to the ground during a logic transition

for a short duration for which both the nMOS and pMOS trees of the gate are turned ON.

It is shown in Figure 2.2. The graphs in Figure 2.3 show the characteristics of the short

circuit current. We see that during a rise transition at the input of an inverter, when Vin is

at 0V, the pMOS transistor is ON and the nMOS transistor is OFF. Once the input becomes

more than VDD−Vtn the nMOS transistor turns ON. As the input keeps rising and becomes

greater than VDD − Vtp the nMOS transistor turns OFF. We notice that during the period

when the input is VDD − Vtn and when the input is VDD − Vtp, both the nMOS and pMOS

transistors are ON. This causes a current to flow from the supply to the ground through

the ON-resistances of the two transistors. Similarly, we can interpret the fall transition in

the graph 2.3. Hence, the short circuit current depends on the rise and fall times of the

inputs. The short circuit power of an unloaded inverter shown in figure 2.2 is found to be

approximately

PSC =
β

12
(VDD − Vth)3τf (2.3)

where β is the transistor coefficient, Vth is the threshold voltage of the transistor assuming

both pMOS and nMOS have the same threshold voltage, τ is the rise/fall time and f is the

frequency [72, 77].

From the equations 2.1, 2.1 2.3 we observe that the dynamic power consumed by digital

CMOS circuits can be reduced by adjusting the supply voltage, threshold voltages, node

capacitance, activity factor, clock frequency, low voltage swing signaling techniques, etc.

Finally, the third component of power is the static power. This power is consumed

to maintain the logic levels at the gate outputs when the inputs are in steady state. The

main sources of leakage currents are the source/substrate or drain/substrate p-n junction

band-to-band tunneling leakage current (ID), gate direct tunneling current (IG), which is

due to the tunneling of electron or a hole from the substrate to the gate through the gate

oxide, and the subthreshold leakage current from drain to source through the channel of an

OFF transistor (ISUB) [35, 72, 73, 74].
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Figure 2.2: Short circuit current in an inverter.

The subthreshold leakage or weak inversion conduction occurs when the gate voltage

is below Vth. This is due to the diffusion current of the minority carriers in the channel.

Consider a CMOS inverter. When the input is low, the nMOS transistor is turned OFF

and the output voltage is high. Even when VGS is 0V, there is still a current flowing in

the channel of the OFF nMOS device due to the VDD potential between the drain and the

source. This component of leakage is the dominant component due to the low threshold

voltages being used. The subthreshold current is given the following equation

ISUB = Ae(
q

nkT
)(VGS−Vth0−γ′VSB+ηVDS)(1− e

−qVDS
kT ) (2.4)

A = µ0C
′
ox

W

Leff
(
kT

q
)2e1.8 (2.5)

where γ′ is the linearized body-effect coefficient, VSB is the source-to-bulk voltage of the

transistor, VGS is the gate-to-source voltage of the transistor, η is the DIBL coefficient, VDS

is the drain-to-source voltage of the transistor, Cox is the gate oxide capacitance, µ0 is the

zero-bias mobility, Vth0 is the zero-body-bias threshold voltage and n is the subthreshold

swing coefficient of the transistor [35, 72, 73, 74].
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Figure 2.3: Short circuit current characteristics of an inverter.

The gate-direct tunneling current density is given by the equation

JDT = A(
Vox
tox

)2e

−B(1−(1−Vox
φox

)
3
2 )

Vox
tox (2.6)
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Figure 2.4: Leakage currents in an nMOS transistor.

where Vox is the potential drop across the thin oxide, φox is the barrier height of tunneling

electron, and tox is the oxide thickness. The various components of the gate direct tunneling

current are the edge direct tunneling which goes into the source and drain extension regions

(Igso and Igdo), the gate to channel current (Igc) which gets divided into the gate-to-source

(Igsc) and the gate-to-drain (Igdc) currents and the gate-to substrate leakage current (Igb)

[72]. The gate direct tunneling current increases exponentially with the reduction in oxide

thickness and supply voltage. This component of leakage is fast becoming the dominant

part. In 90nm devices, gate leakage can be 1/3 of the subthreshold leakage. It can become

equal to subthreshold leakage in 65nm devices [35]. Using a high-k dielectric for gate oxide

can help reduce the gate leakage.

The band-to-band tunneling (BTBT) current from the drain and source to substrate is

the reverse-biased pn-junction current consisting of the diffusion/drift near the edge of the

depletion region and the current due to the electron-hole pair generation in the depletion

region. In the case of an inverter, when the input is low the pMOS is ON, the nMOS is
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OFF, and the output is high. This high-voltage at the output makes the drain-to-substrate

voltage of the nMOS transistor equal to VDD. This results in leakage from the drain to the

substrate. This component of leakage current increases significantly when the wells or the

substrate are highly doped or the drain and source at very high potential than the substrate.

The band-to-band tunneling leakage can be reduced by forward biasing the substrate or by

reducing the doping near the drain-substrate and source-substrate junctions [72, 73, 74, 76].

The BTBT current density is given by

JBTBT = A(
EVrev

E
1/2
g

)e(−B
E
3/2
g
E

) (2.7)

A =

√
2m∗q3

4π3h2
(2.8)

B =
4
√

2m∗

3qh
(2.9)

E =

√√√√2qNaNd(Vrev + Vbi)

εsi(Na +Nd)
(2.10)

where Na and Nd are the doping in the p and n sides, εsi is the permittivity of silicon, m∗ is

the effective mass of the electron, q is the charge of an electron, h is 1/2π times the Planck’s

constant, E is the electric field at the junction, Eg is the energy-band gap, Vrev is the applied

reverse bias, and Vbi is the built-in voltage across the junction [76].

In addition to the above discussed leakage mechanisms, other secondary effects also exist.

Gate induced drain leakage IGIDL is the current flowing from drain to substrate because of

the high electric field effect in the drain region due to the high drain-to-gate voltage [35, 76].

In short-channel devices, due to the proximity of the drain and the source, the depletion

regions at the drain-substrate and source-substrate junctions extend into the channel. As

the channel length is reduced, if the doping is kept constant, the separation between the
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depletion region boundaries decreases. An increase in the reverse bias across the junctions

also pushes the junctions nearer to each other. When the combination of channel length and

reverse bias leads to the merging of the depletion regions, punchthrough currents Ipunchthrough

flow from drain to source [76].

Leakage currents are exponentially increasing with the scaling of CMOS. They increase

with the decrease in threshold voltages and the length of the transistors. The operating

temperature increases during device operation. This causes an exponential increase in the

leakage currents.

The power dissipated by the CMOS digital circuits can be reduced while retaining the

required functionality and performance. An outline of few of the techniques proposed for

the power reduction in CMOS circuits is given in the following section.

2.2 Power Reduction in CMOS Circuits

Minimizing power consumption in digital CMOS circuits can be done either by slightly

altering the make of the transistors at the fabrication level, or by making changes in the

implementation level, or the architecture of the basic building blocks of a complex CMOS

system.

At the designing level, power reduction can be achieved by making low-power dissipation

the key objective of the design. This allows a simpler design with the reduction of the

number of primitive gates and the resistive paths connecting them. This reduction in the

number of dissipating components decreases the overall power dissipation of the system while

performing the same required operations.

2.2.1 Technology Scaling

This technique proposes to scale all the voltages and linear dimensions by a constant

factor γ (< 1) as shown in Figure 2.5 [73, 74, 76]. Since the electric field in the device

remains constant the device current and wire capacitances are all scaled by the same factor.
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Figure 2.5: Scaling of an nMOS transistor.

The energy scales by a factor γ3, as both voltage and current are scaled by γ. The delay

is improved by a factor γ. Hence the energy-delay product decreases by a factor γ4. But

this method requires all voltages to be scaled down, including the threshold voltage. But

the threshold voltage is limited by the leakage current through the OFF transistors and

allowable static power [25, 73, 74].

In recent technologies, the supply voltage has reached 1V. This has imposed physical

limitations to scaling. The built-in potentials of the device and Si bandgap energy do not

change with scaling. They can be adjusted to required levels by increasing the doping or

forward biasing the substrate. Because of thermodynamic limitations the threshold voltage of

a device cannot be scaled further while keeping the leakage currents manageable. Reaching

this ultimate level of scaling is stalled by increasing the electric field in the device by a

factor ε (> 1). But this increases the power dissipation and decreases the reliability of the

device. Hence, there is a limit to this scaling process due to various physical phenomena and

alternative methods should be chosen to overcome this [73].
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2.2.2 Transistor Sizing

We can reduce the junction capacitance and the overall gate capacitance of the transis-

tors, which cause loading on the input, by making the transistors much smaller than the load

capacitance applied [25, 72]. Reduction in size reduces the current drive of the transistors,

thereby decreasing the system performance. This technique provides a trade-off between en-

ergy and speed as lower sizing results in lower energy and greater delay. Gates in the critical

paths are sized according to the performance requirements and the gates in the non-critical

paths are sized to minimize area to reduce power dissipation [72].

2.2.3 Supply Voltage Scaling

This method employs a reduction in supply voltage. Decreasing the supply voltage

results in large savings in power because switching power is proportional to the square of the

supply voltage. Supply voltage scaling also reduces the leakage power since the gate leakage

and GIDL and DIBL leakage components are also reduced [72]. As the capacitance and

the threshold voltage are kept constant, the performance of the system decreases. At larger

voltages, reducing the supply voltage reduces energy for an acceptable change in delay. At

voltages near the device threshold, small supply changes cause a large change in delay for

a modest change in energy. Hence, this technique is best suitable at higher voltage ranges.

For voltages comparable to the threshold voltage this method cannot be used.

When using a lower VDD, we can use parallel or/and pipelined architectures to maintain

decent circuit speeds [9, 25, 73]. Parallelism allows one to build N functional units, and

perform N operations at the same time. This can decrease the time required for the operation

of these N functions when compared with the same system having only one output.

Besides saving energy, parallelism decreases the system delay. Parallelism allows a

greater number of functions to be performed simultaneously at the same time. In systems

with single output function, these operations must be carried out sequentially and thus,

require a greater time. Thus we can decrease the supply voltages of each of these blocks
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while keeping the delays equal to that of the single block delay and eventually decrease the

energy consumption of the system. Additionally, parallelism allows us to shut down some

blocks when not being used. Hence, an energy-efficient system can be designed.

But all systems cannot be designed to extract parallelism. The system design, in some

cases, may not give the desired level of parallelism, i.e., the number of functions being per-

formed simultaneously might not be as large as required. Besides, designing such alternative

systems requires a lot of creative insight and may also extend the time required for designing.

We can use different voltages to different functional blocks based on the performance

requirements of those specific blocks. There are many algorithms proposed in the literature

to do this. The various voltage scaling schemes can be classified as follows [35]:

1. Static Voltage Scaling (SVS) - different blocks and subsystems are given different,

fixed supply voltages. Higher supply voltage is used for blocks falling on the critical path of

the circuit and lower supply voltage on non-critical paths [72]. If two voltages are used, it is

called dual-VDD technique and when more than two supplies are used, it is called multi-VDD

technique.

2. Multi-level Voltage Scaling (MVS) - is an extension of the static voltage scaling case

where a block or subsystem is switched between two or more voltage levels. Only a few,

fixed, discrete levels are supported for different operating modes.

3. Dynamic Voltage and Frequency Scaling (DVFS) - an extension of MVS where a

larger number of voltage levels are dynamically switched to follow changing workloads. The

highest VDD is used when the functional block is required to perform at the fastest frequency.

When the performance demand is less, a lower VDD is used for the same block [72]. The

voltages must be limited to the range over which delay and voltage track monotonically [35].

A minimum clock speed that meets the workload requirements is determined and then the

lowest supply voltage that will support the clock speed is determined [35]. Articles [14,

28, 45, 46, 67, 69] talk about different techniques used for employing Dual/multiple supply

voltage scaling.
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Figure 2.6: Clock gating of a flip-flop.

Figure 2.7: Clock gating of a clock-tree.

4. Adaptive Voltage Scaling (AVS) - an extension of DVFS where a control loop is used

to adjust the voltage. A feedback system is implemented between the voltage scaling power

supply and delay-sensing performance monitor [35].

Also, the supply voltage scaling used to reduce dynamic power increases the gate delay.

To mitigate this performance degradation, the threshold voltages of the transistors are also

lowered with the supply voltage. This increases the leakage currents in the CMOS devices.

2.2.4 Clock gating

In synchronous CMOS circuits, at the block level if the clock is gated to the functional

blocks, the inactive blocks are effectively turned OFF with the stop in the clock pulse. This

transition avoids the switching of the nodes in inactive blocks of the system while maintaining
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Figure 2.8: Power gating implementation using a header and a footer sleep transistors.

their logic values [72, 73]. Consider the circuit in Figures 2.6 and 2.7. When the enable is

1, the circuit works as usual. When it is 0, the clock signal is cut off from the circuit and

the switching activity in the flip-flop or clock-tree is stopped. Clock gating decreases the

switching activity in the flip-flops, gates in the fanout of the flip-flops, and the clock-tree

and thus, decreases the power. The performance impact of clock gating is small [73].

2.2.5 Power gating

Power-gating is a technique used to reduce the subthreshold leakage power of CMOS

circuits. It does not reduce gate leakage current [39]. A high-Vt pMOS transistor (header) or

a high-Vt nMOS transistor (footer) controlled by a sleep bar or sleep signal is used to isolate

the supply rails, VDD or VSS, respectively, from the rest of the logic when operating in sleep

mode. This prevents the floating nodes at the logic outputs thus stopping the flow of short

circuit currents into the active blocks connected to the power-gated block outputs [72, 81].

The two implementations of power gating are shown in Figure 2.8. Usually, any one of the

schemes is implemented. Largely, pMOS header is used as compared to nMOS footer to

reduce the leakage currents.
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The sleep transistor has to be designed carefully so that the voltage drop across that is

not very large during the active state. This ensures that the effective supply voltage to the

logic block is maintained at VDD [73]. Also, there is a dynamic power consumption associated

with the turning ON/OFF of the sleep transistor. The power savings associated with the

stand-by mode of a power gated logic block should be more than the power consumed while

turning-ON/OFF of the sleep transistor [73]. The grouping of logic blocks for power gating

implementation is also important. We should make sure to minimize the number of sleep

transistors used while increasing the leakage energy savings [73]. Several algorithms have

been published in the literature to address this problem.

The high-Vt sleep transistors decrease the subthreshold leakage currents. In technologies

less than 60nm, gate leakage is expected to become larger than the subthreshold leakage

current [39, 72]. In footer transistor implementation, once the logic block output has settled

to VDD, the footer induces reverse biased gate leakage current due to its bias condition. Also,

nMOSFETs connected to primary inputs are other sources of gate leakage current (input

gate leakage current). Assuming that the primary inputs are driven by logic blocks that

are active in, the footer induces large reverse biased gate leakage current (70% of forward

biased one [39]) due to the large voltage difference between its gate and source/drain. The

reverse biased gate leakage current of pMOSFET is negligible; implying that a header would

be less leaky. In the header implementation, the nMOS transistors driven by logic 1 inputs

experience a forward biased input gate leakage current which might imply that a footer which

passes a reverse biased current is superior to a header [39, 60]. Though different mechanisms

of leakage exist in each of the power gating schemes and to different extents, when total

leakage current is considered, using a header transistor proves to be beneficial [39].

A header is recommended when a switch is sized such that lower delay penalty can be

tolerated, but a footer is superior when delay penalty is larger [39]. When a low-Vt sleep

transistor is used instead of a high-Vt, a footer is always better than a header. This is because

the sub-threshold leakage current of a switch now makes up large portion of total leakage
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currents due to its exponential dependency on the threshold voltage, and the sub-threshold

leakage current is smaller in a footer than in a header due to the smaller size of a footer with

the same delay penalty [39].

The power consumption of power gating circuits can be further reduced by controlling

primary inputs. By providing logic 1 to all primary inputs of a power-gated circuit with a

footer (similarly logic 0 in the case of a header), input gate leakage currents can be virtually

eliminated. However, gate leakage current of a footer goes up due to elevated voltage of a

virtual ground. This is because the additional transistors in input control circuits induce

current that flows through a footer in addition to the current from the logic block [39]. Also,

when the logic is cut off from the ground using a leakier footer transistor, the difference in

the potentials between this virtual ground and the VSS will cause ground noise causing signal

integrity problems [35, 81].

Thus, depending on the application requirements, a header or a footer sleep transistor

is used. For designs with greater area constraints, an nMOS footer is a better option.

Availability of less leaky transistor design in a given technology is important for power

gating implementation. A thick oxide transistor can be used where an increase in area can

be tolerated. A high-Vt thin oxide sleep transistor is preferred where area has higher priority;

the higher leakage of the thin oxide can be reduced by longer gate and/or reverse body bias

techniques [35].

2.2.6 Dual/multi-threshold designs

The threshold voltage of a transistor is given by

Vth = Vth0 + γ(
√
| − 2φF + VSB| −

√
|2φF |) (2.11)

20



where Vth0 is the zero source-bulk bias threshold voltage, φF is the substrate Fermi potential,

γ is the body-effect coefficient. This shows that reverse body biasing a transistor increases

threshold voltage and thus decreases the leakage currents [73].

In this method, as with dual-VDD technique, slower transistors with high-Vth are used

in non-critical paths and low-Vth transistors are used in critical paths to achieve desired

performance. Increasing the channel length or its doping density increases the threshold

voltage. A thicker oxide layer can be used to increase the threshold voltage., but this reduces

only subthreshold leakage and not the gate direct tunneling [72].

2.2.7 Variable threshold CMOS (VTCMOS)

In this technique a zero body bias is used in the active mode and a high reverse body

bias is applied in the standby mode to increase the threshold voltage, thereby decreasing

the standby leakage. This capability of reverse body biasing technique to reduce the leakage

current lowers as the technology scales [36, 72]. This is because of the exponential increase

in the band-to-band tunneling current at the source-substrate and drain-substrate junctions

in scaled technologies [36, 72].

Authors in [91] have described a technique which reduces the standby leakage by using

high-Vth devices and during active mode a forward body bias is applied to reduce the Vth.

This reduces the short channel effects, limiting the reduction of the leakage current. It has

been shown that forward body biasing with high-Vth and reverse body biasing reduces leakage

20 times while only reverse body biasing with low-Vth reduces leakage only 3 times [72].

2.2.8 Dynamic threshold scaling

Body biasing techniques are used to change the threshold voltage according to the

performance requirements. When performance demand is low, clock frequency is lowers

and the threshold voltage is increased to reduce run-time leakage. In standby mode the

threshold voltage is increased to its maximum limit to reduce the standby leakage. A zero
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body bias with lowest possible threshold is used when the performance requirements are the

highest [72].

2.2.9 Variable supply and threshold voltages

The threshold voltage and the supply voltage can be varied simultaneously to get re-

quired power and timing efficiency. The ON current of a transistor is given by

IDS = µCox
W

L

(VGS − Vth)2

2
(2.12)

where µ is the mobility, Cox is the gate capacitance, Vth is the threshold voltage, VGS is the

gate-to-source voltage. As we reduce the supply voltage, the input voltage swing, VGS, is

also reduced. To maintain the performance, the current drive, IDS, has to be maintained.

For this the threshold voltage also has to be decreased. If we use low-VDD and low-Vth, the

power dissipation will increase because lowering Vth results in exponential increase in the

subthreshold leakage current. Hence, we require lower VDD and higher Vth on non-critical

paths to reduce power and maintain performance on the critical paths. We can also use

dynamic supply scaling and dynamic threshold scaling together to reduce power [73, 74].

2.2.10 Transistor stacking

Using a stack of transistors in the OFF state reduces the leakage current because of

negative gate-to-source biasing, body-effect induced threshold voltage increase, and increased

threshold voltage due to reduced drain-to-source voltage. The time required for the leakage

current in the transistor stacks to converge to its final value depends on the intermediate

node capacitances and the threshold voltages of the transistors [99]. Turning off more than

one transistor in the stack increases the source voltage of the stack and thus, reverse biases

the source. Consider a stack of four nMOS transistors as shown in Figure 2.9 [72]. All four

of these transistors are in the OFF state. If only one transistor is OFF, the voltage at the
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Figure 2.9: A stack of nMOS transistors.

source node of that transistor will be zero as the other transistor are ON and act as a short

circuit path to ground. When all the transistors are OFF, the source voltages of the OFF

transistors, except the one directly connected to the ground, will be non-zero causing the

self-reverse biasing of the transistors. This reverse bias reduces the leakage currents through

the transistors [72].

2.2.11 Minimum leakage vector method

The leakage current of a logic block depends on the inputs as this determines the number

of ON and OFF transistors. The minimum leakage is seen when the resistance between the

supply and ground through the transistors is maximum [73]. Hence, there is a combination

of inputs for which the leakage power is the least. This input combination is called the

minimum leakage vector (MLV). Various algorithms have been described in the literature to

find the MLV of a circuit [2, 3]. After determining the MLV for a logic block, it is applied

to its inputs in the standby state to reduce the standby leakage.
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2.3 Conclusion

A reduction of power dissipation is important to save energy. However, it is not the

only concern. Lower power dissipation decreases the heat generated within the chip, in

between the individual transistors. This reduction in heat allows further increase in the level

of integration and thus, contributing towards further reduction of size. Besides, the lower

dissipation allows the packaging to be done using light and inexpensive plastics, rather than

much costlier and heavier ceramic cases. Further, in larger devices like PCs and servers, fans

are provided to cool the system during operation. This is not practical in mobile devices

like laptops and personal digital assistants (PDAs). Hence, to increase the portability of the

electronic devices power dissipation must be lowered. This allows their manufacturing to be

done at lower costs and also reduces the chip area.
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Chapter 3

Overview of Static Timing Analysis Algorithms

Static timing analysis has been first described in [4, 20, 24, 34, 55]. The author in [55]

describes a linear time algorithm that finds the shortest/longest paths in order of their total

delay. Static Timing Analysis (STA) is a technique to verify whether a digital design meets

the given timing specifications. An alternate approach used to verify the timing is timing

simulation, which can verify the functionality as well as the timing of the design. The term

timing analysis is used to refer to either of these two methods - static timing analysis, or

timing simulation, [7]. Timing Analysis (TA) is defined by [24] as “a design automation

program which provides an alternative to the hardware debugging of timing problems”.

In STA, the analysis of the design is carried out statically and does not depend upon

input vectors. In simulation based timing analysis, a stimulus is applied on primary inputs,

resulting behavior is observed and verified, then time is advanced with new inputs applied,

and the new behavior is observed and verified, [7]. This makes STA faster than the simulation

based methods for large circuits.

Any synchronous circuit can be seen as consisting of combinational and sequential blocks

such that the combinational block receives the data from a clocked flip-flop and outputs

data to another clocked flip-flop, Figure 3.1. The input and output flip-flops can operate at

different clocks. The timing analysis program verifies whether all combinational paths meet

the required timing specifications, that is, that data signals arriving at storage elements do

not cause any set-up or hold-time violations. The setup time is the time taken by the the

data signal to arrive at a flip-flop. This should be within the given clock period. The hold

time is the time for which the data should not change after a clock transition so that there

is no unexpected pass-through of data through a flip-flop. That is, the data needs to be
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Figure 3.1: Generalization of a synchronous circuit.

held constant for at least a minimum time ensure that a flip-flop captures the intended data

correctly. These checks ensure that the proper data is ready and available for capture and

latched in for the new state [7].

The timing analysis of a circuit produces ‘slack’ at each gate to provide a measure of

any timing violations. The slack is defined in [24] as the difference between the required

arrival time and the actual arrival time. Negative slack indicates that the data signal takes

‘slack’ units longer time to arrive at the storage elements than the given specifications. A

positive slack corresponds to an early signal which comes at the storage element ‘slack’ units

earlier than the specified timing. In order to meet the specifications, the data signal should

not be too late that it does not meet the set-up time requirements and not too fast that it

violates the hold time of the previous signal. Thus, the entire design is analyzed and the

required timing checks are performed for all possible paths of the design. Thus, STA is a

complete and exhaustive method for verifying the timing of a design [7] as opposed to the

simulation based timing analysis which does not verify the parts of the circuit which are not

excited by input stimulus.

The basic timing analysis algorithm is analogous to the Program Evaluation and Review

Techniques (PERT) [68] algorithm when run non-probabilistically. The application of PERT

to logic design is described in [47]. A combinational circuit can be viewed as a Directed

Acyclic Graph (DAG). In this DAG, the various nodes represent the logic blocks and edges

represent the interconnects. For example, the combinational circuit shown in Figure 3.2 can

be redrawn as a DAG shown in Figures 3.3 and 3.4. In these figures, each node is associated
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with a weight, which represents the largest delay of the gate, and the edges do not have any

weights associated with them. The delays of the gates can be specified as minimum and

maximum delays or as rise and fall delays or in any other manner. Always the maximum

of the delays is considered for the longest path analysis and the minimum for the shortest

path analysis. When the interconnect delays are specified, then the maximum/minimum of

the sum of a node and its output edge weights is considered. In the proposed work, longest

path analysis is considered. The primary inputs (PI) and primary outputs (PO) as assumed

to emerge from the source and sink nodes respectively. The source and sink nodes do not

have any weights associated with them.

In the static timing analysis program proposed in [24], we traverse from the primary

inputs to the primary outputs through each gate such that we assign the longest path delay

through this gate from the primary inputs as its weight. Once the weights of all nodes are

assigned, we traverse in the reverse direction, i.e., from the primary outputs to the primary

inputs to assign the slack of each node. The slack of each node is calculated as the minimum

difference between the required arrival time at the gate output so that the primary outputs

meet the timing constraints and the actual arrival time of the gate output. This is best

described by Figure 3.3.

In Figure 3.3, PI represent the primary inputs, PO the primary outputs and A through J

represent logic gates. Each logic gate is characterized by a pair of delays, (mindelay, maxdelay),

which represent the minimum and maximum delays through the gate, respectively. The

actual arrival times, required arrival times and the slacks of each gate are computed. The

results are recorded at each node. For example, for node E, minimum delay is 1, maximum

delay is 2, actual arrival time is 7, actual arrival time is 11 and the slack is 4. These values

are noted at the top of node E in the DAG of Figure 3.3 as {(1,2), 7, 11, 4}.

Now, consider gate E. We have to find the longest path delay through this gate. We

begin with the primary inputs and assume that the start of the algorithm represents the time

0 units. Gate E has outputs of gates A and B as its inputs. It is observed that output of gate
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Figure 3.2: Example of a combinational circuit

A arrives 3 units earlier than gate B, which arrives at 5 time units from the start. Hence, the

longest path from the primary inputs to the inputs of gate E would be 5 time units. Now,

the maximum delay of gate E is 2 units. Hence, the maximum time from the start till the

time that the output of E takes to stabilize is the sum of 5 and 2, i.e., 7 units. Hence, the

path delay till the output of node E from the primary inputs is 7 units. The path delays of

each node are calculated thus. From the outputs of E we can take two different paths to the

primary outputs, shown in green and red colors. But, the path that goes through the gate

G and I, green, yields the longest path with path delay of 13 units. The longest path delay

of the circuit, shown in yellow, is 17 units.

Now, to find the slacks of each gate, suppose the required arrival times of both the

primary outputs are 17, the longest path delay of the circuit. The output of node I arrives

at 13 units, i.e., its slack is 17− 13 = 4 units. Similarly, the output of node J arrives at 17

units and its slack is 0 units. Since the maximum delay of node I is 4, the inputs of I should
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Figure 3.3: Traditional STA.

arrive at 13 units of time. The path delay of gate G is 9, i.e., its actual arrival time is 9

units. Hence, the slack of gate G is 13− 9 = 4 units. Now, we can reach node E from node

J, or node I or node G from the sink node. Required arrival time at node J’s input is 14

units, and node E’s output arrives at 7 units, hence, node E’s slack is 7 units. But node I’s

required arrival time is 13 units and this makes the slack of node E 6 units. Now, node G’s

required arrival time is 11 units and hence, the slack of node E is 4 units. Thus, we obtain 3

values for the slack of node E. We take the minimum of these three values because we need

to meet all the three timing requirements. Hence, the actual slack of gate E is 4 units.

The slacks of each gate are found as described above. It is observed that the gates on

the longest path of the circuit, also called the critical path, have 0 slack when the required

time at the primary output is equal to the critical path delay. The two primary outputs

in the example are assumed to have the same required arrival time. But, in practice, they

can have different arrival times. This adds minor changes to the slack calculation. If the

required arrival time at node I is 15 and node J remains at 17. Then the slack of gate I will

be 2 units instead of 4. This algorithm requires us to traverse the graph two times, once
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forward to calculate the path delays and once backwards to calculate the gate slacks. Thus,

the time taken is proportional to the number of gates and the complexity of the algorithm

is linear, O(n) where n is the number of gates.

3.1 Algorithm 1

We use the O(n) slack calculation algorithm proposed in [40, 43, 41, 42, 44] to find out

the gate slacks for a given circuit. The aim is to find the find the longest path delay from

the primary inputs to the primary outputs through a given gate. And then the gate slacks

are calculated as the difference of critical path delay and the longest path delay through the

gate. The step by step approach to implement this algorithm is described below using the

example shown in Figure 3.2. The directed acyclic graph (DAG) for this circuit is shown in

Figure 3.4.

A given circuit is levelized. We start from the primary inputs and traverse to the outputs

of each gate such that we always choose the longest delay path. Simultaneously we traverse

in the opposite direction to find the longest delay path from the primary outputs to the

respective gate output. The sum of the longest delay from the primary inputs to the gate

output and the longest delay from the primary outputs to the gate output will give the

longest path delay through that gate. Let TPI(i) be the longest time for the data signal to

arrive from a primary inputs to the output of gate i and TPO(i) be the longest time for the

data signal to reach a primary outputs from the output of gate i. The delay of the longest

path [41, 42, 43] through gate i is given by,

Dp,i = TPI(i) + TPO(i) (3.1)

The critical path delay of the circuit is given by

Tc = Max{Dp,j} ∀ gate j (3.2)
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Figure 3.4: New STA.

The slack for gate i is then calculated as

Si = Tc −Dp,i (3.3)

Consider Figure 3.4. Here, PI represent the primary inputs, PO the primary outputs

and A through J represent logic gates. As in Figure 3.3, for node E, minimum delay is 1,

maximum delay is 2, TPI is 7, TPO is 6 and the slack is 4. These values are noted at the top

of node E in the DAG of Figure 3.3 as {(1,2), 7, 6, 4}. Note that in this case, we record the

path delay from the primary outputs as well. Also the slack of gate E is the same as the

slack obtained from the algorithm described in [24].

To begin with we levelize the circuit. For this, the source node and primary inputs are

considered to be in Level 0. Then all the nodes that have primary inputs as their inputs are

grouped in Level 1. So, nodes A, B, C, D and H form Level 1. Now the gates to which the

outputs of Level 1 gates are fed are considered to be in Level 2. That is, nodes E, F, and G

are in Level 2. Again, the outputs of Level 2 gates feed into Level 3 gates. Thus, nodes G,

H, I and J form Level 3. Note that G falls in Levels 2 and 3. We take the maximum of both.
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Hence, G falls in Level 3. Similarly, H also falls in Level 3. Then Level 4 gates are gates that

have Level 3 gates as their inputs. This makes node I and J as Level 4. Finally, the primary

outputs and the sink node form Level 5, the highest level. These levels are separated by

dashed vertical lines in Figure 3.4.

Again, as in the previous algorithm, consider gate E. To find the longest path delay

through this gate, begin with the primary inputs and assume that the start of the algorithm

represents the time 0 units. Gate E has outputs of gates A and B as its inputs. It is observed

that output of gate A arrives 3 units earlier than gate B, which arrives at 5 time units from

the start. Hence, the longest path from the primary inputs to the inputs of gate E would

be 5 time units. Now, the maximum delay of gate E is 2 units. Hence, the maximum time

from the start till the time that the output of E takes to stabilize is the sum of 5 and 2, i.e.,

7 units. Hence, the path delay till the output of node E from the primary inputs is 7 units.

The path delays of each node are calculated thus. From the outputs of E we can take two

different paths to the primary outputs, shown in green and red colors. But, the path that

goes through the gate G and I, green, yields the longest path with path delay of 13 units.

The longest path delay of the circuit, shown in yellow, is 17 units.

As we traverse from the primary inputs to the gate,concurrently, we also traverse from

the primary outputs to the gate to find the longest path delay from the primary outputs

to the gate output. Thus, to find the longest path delay from the primary outputs to the

output of gate E, we start from the sink node and try to reach node E. We can reach E from

node J or from node I or from node G . The path from node J, red line, results in a delay of

3 units at E, the maximum delay of gate J. Similarly the path from node I, red line, results

in delay of 4 units at E. The path through node G, green line, starts from the sink, goes

through node I, then through node G and then end at node E. The delay of this path will be

6, the sum of maximum delays of nodes I and G. Out of these three paths leading to node

E, the longest path delay will be 8 units. The longest path delay from the primary inputs

to the primary outputs through gate E is thus, 7 + 6 = 13 units.
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Now, to find the slacks of each gate, we subtract the longest path delay thus obtained

from the critical path delay of the circuit. The critical path delay is found similarly and is

17 units. Thus, the slack of gate E is 17− 13 = 4 units.

Similarly, the slacks of each gate are found. Again, it is observed that the gates on the

longest path of the circuit, also called the critical path, have 0 slack when the required time

at the primary output is equal to the critical path delay. Also, the slacks of all gates that

have the same longest path have the same slack. This is in contrast to the slacks derived

from the previous algorithms because, here, slack is calculated as the difference of critical

path delay and the longest path delay through a gate. G gates having the same longest path

will have the same path delay, whereas the slack defined in [24] is the difference between the

required arrival time and the actual arrival time each gate output. From Figures 3.3 and 3.4,

we observe that the slacks of all gates derived in both ways are the same.

The algorithm described in the previous section requires complete forward and backward

traversal. But this new algorithm requires only partial traversal of the graph, up to the node

output to calculate the slack of one gate. In order to find the slacks of all the gates, we

require complete traversal of the graphs in both directions, but to calculate the slack of each

gate we need not wait until forward traversal is complete. Traversal in both directions can

be done simultaneously. Thus, the time taken for this algorithm is lower than the time taken

by the previous algorithm. The complexity of the algorithm is still linear, O(n) where n is

the number of gates, as the time is still proportional to the number of gates.

This algorithm finds the slacks corresponding to the longest path delay through a gate.

Similarly, the slacks corresponding to the shortest path delay can be calculated by considering

the minimum gate delay and the paths yielding the shortest delay. The shortest delay through

the gate E considered in the earlier example would then be 3 units starting from the source

and 1 from the sink. The shortest path problem is considered when we are required to check

for the signals arriving earlier than the required time.
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The linear complexity of this algorithm makes it effective for large machines in contrast

to other techniques such as delay simulation, which requires large numbers of test patterns,

and path tracing.
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Chapter 4

Slack-Based Algorithm For Finding an Optimal Lower Supply Voltage

As discussed in Chapter 2, using multiple supply voltages is a widely used technique to

reduce power consumption in electronic circuits. In such designs, a level converter is required

to boost the logic ‘1’ level at the output of a low voltage gate, to the high voltage logic ‘1’

level, when it has a high voltage gate at its fan-outs. If we never allow a low voltage gate

to drive a high voltage gate, then a level converter is not required. Level converters are

discussed in detail in Chapter 7. The authors in [56, 73] describe a method to find the lower

supply voltage in a dual-voltage design. The power reduction ratio R is found as the ratio of

power dissipated in a dual-voltage design and a single voltage design with the higher supply

voltage and is expressed as

R = 1− (
CVL
C

){1− (
VL
VH

)2} (4.1)

where CVL is the total capacitance of the low voltage cells and C is the total capacitance of

the single voltage circuit [56]. If p(t) is the number of paths whose delay is t when VL = VH

and path-delay t is the path-delay normalized to the cycle time, then the power reduction

for various distribution functions of p(t) is shown in Figure 4.1 [56].

Figure 4.1 shows that the minimum value of R depends on p(t) and it is minimum when

VL falls between 0.6VH and 0.7VH . This means that VL should always be between 0.6VH and

0.7VH to minimize power dissipation.

Same authors in [21] derive a relationship between the optimum voltage ratios in

multiple-VDD circuits. For dual-supplies {V1, V2}, V2
V1

= 0.5 + 0.5Vth
V1

. For three supplies

{V1, V2, V3}, V2
V1

= V3
V2

= 0.6 + 0.4Vth
V1

. And for four supplies {V1, V2, V3, V4}, V2
V1

= V3
V2

= V4
V3

=

0.7 + 0.3Vth
V1

. The authors claim that this rule of thumb gives the optimum supplies which

reduce power to a range within 1% of the optimum minimum. These results show that the
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Figure 4.1: Power reduction versus ratio of low voltage and high voltage, [56, 73].

Figure 4.2: Optimum supply voltages and minimum power dissipation for multiple VDD
values, [56, 73].

power savings tend to saturate as the number of supplies is increased and also that the

savings decrease as the supply voltage is scaled and as Vth/VDD is higher.
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An algorithm to find the optimum VDD for each node is described in [10]. It is estimated

by finding

max
∑
v

(V 2
H − V 2

L ) · C(v) · E(v) · kv (4.2)

where, kv = 1, if VDD(v) ≤ VL or 0, if VDD(v) > VL.

The works described in [10, 50, 84] claims that the optimal value of VL for minimizing

total power is 50% of VH . Several linear programming algorithms have been proposed in [8,

32, 33, 41, 79] to select the optimum value for the lower voltage. Authors in [101] describe

an algorithm to find the lowest feasible supply voltages according to their slacks from a set

of given voltages. Another slack-based algorithm has been proposed in [41]. The authors

have proposed a method to find the optimum low voltage value based on the estimation of

minimum energy state for the circuit.

In our work, we propose an algorithm to find the lower supply voltage using the gate

slack. The slack of a gate is defined as the difference of the critical path delay of the circuit

and the delay of the longest path through a gate. Thus, each gate has its own slack and the

gates with same slack fall on the same path unless there are two paths with equal delays.

Before describing our algorithm for assigning low-voltage, we propose three theorems

to categorize the gates in any given circuit based on the gate slacks. The slack of each gate

in a given circuit is plotted against the difference of its respective low voltage delay and the

high voltage delay, as shown in Figure 4.3.

Theorem 4.1 The gates that fall above the 45o line in the ‘delay increment versus slack’

plot cannot be assigned lower supply voltage without violating the positive slack constraint.

These gates fall in group 1.
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Figure 4.3: Delay increment versus slack for gates of c880 circuit, VH = 1.2V, VL = 0.58V .

Proof

The slacks used in the ‘Delay increment versus slack’ plot are the slacks when all gates

are at higher supply voltage. That means that the gate delays are high voltage delays, dhi,

where i is the gate number.

When we put a gate to low voltage, its delay becomes the low voltage delay, dli, where

i is the gate number. Then the slack of the gate, is the difference between the critical path

delay and the sum of gate delays through the longest path through the gate. This can be

written as in the following equation

slackh = Tc −
n∑
i=1

dhi (4.3)
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where n is the number of gates in the circuit. When this gate is put to low voltage, its slack

will become

slackl = Tc − (
n∑
i=1

dhi − dhi + dli) (4.4)

⇒ slackl = Tc −
n∑
i=1

dhi − (dli − dhi) (4.5)

⇒ slackl = slackh − (dli − dhi) (4.6)

The above equation suggests that the slack is reduced by dli − dhi amount when a gate i is

put to low voltage. Now suppose,

slackh < dli − dhi (4.7)

When we put the gate i in low voltage, the new slack will be

slackl = slackh − (dli − dhi) < 0 (4.8)

But a slack less than zero implies that the circuit fails to satisfy the timing constraints. Hence,

we cannot afford to put the gates satisfying the condition represented by the inequality 4.8

to low voltage. This can be interpreted from the graph shown in Figure 4.3. When a point

falling above the 45o line is put in low voltage, its slack is lowered and goes to the left side

of the y-axis if the delay increment is larger than the original slack. Thus, the gates that

fall above the 45o line in the ‘Delay increment versus slack’ plot cannot be assigned lower

supply voltage without violating the positive slack constraint.

We define two new variables introduced in a recent paper [41], β and Su. Su, the upper

slack time is the lower bound of slacks of the gates which can be unconditionally assigned

low voltage without affecting the critical timing of the circuit. These include gates with a

large slack, i.e., shorter paths which do not affect the critical path time even when their

delay is increased as result of assigning all the gates in these paths a lower supply voltage.
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Theorem 4.2

Su =
(βmax − 1)

βmax
× Tc

where β is the ratio of the low voltage delay and the high voltage delay of each gate and Tc is the crit-

ical path delay.

βi =
dli
dhi

where dli is the low voltage delay and dhi is the high voltage delay of gate ’i’ . The maximum

value of β, βmax, will give us the lower bound on the gate slacks. We represent the number

of gates with slacks greater than Su in a given circuit as G and these gates are grouped under

group 2.

Proof

Consider a path with a large slack. If we put all the gates in this path to low voltage,

the new slack of each gate will be

slackl = slackh − (
n∑
i=1

dli −
n∑
i=1

dhi) (4.9)

⇒ slackl = Tc −
n∑
i=1

dli (4.10)

Now, if we consider the definition of βi, we notice that

dli = βidhi (4.11)

then
n∑
i=1

dli =
n∑
i=1

βidhi (4.12)

40



If βmax is the maximum of all βi’s, then

n∑
i=1

dli ≤ βmax
n∑
i=1

dhi (4.13)

with equality occurring when all βi’s are equal to βmax. Hence, we see that

slackh ≥ Tc −
∑n
i=1 dli
βmax

(4.14)

To prevent negative slacks in this path we need to prevent the new low voltage slack from

becoming less than zero. Which means,

slackl = Tc −
n∑
i=1

dli ≥ 0 (4.15)

⇒
n∑
i=1

dli ≤ Tc (4.16)

⇒ −
∑n
i=1 dli
βmax

≥ − Tc
βmax

(4.17)

⇒ Tc −
∑n
i=1 dli
βmax

≥ Tc −
Tc
βmax

(4.18)

⇒ slackh ≥
(βmax − 1)

βmax
× Tc (4.19)

The slacks of the gates that can be unconditionally assigned low voltage without affecting

the critical timing of the circuit should satisfy the condition specified by the inequality 4.20.

Since Su is the lower bound of these slacks,

Su =
(βmax − 1)

βmax
× Tc (4.20)
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Figure 4.4: Su Vs. VL for ISCAS’85 benchmark circuits.

Figure 4.5: Energy savings per gate vs. VL for c880 when level converters are not allowed.
G and P+G show the number of gates. Energy savings per gate is (V 2

H − V 2
L )/V 2

H .

The variation of Su with VL is shown in Figure 4.4. It is observed that when VL is equal

to VH , 1.2V in this case, Su is ‘0’. As VL is decreased, Su increases and moves rightwards
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Figure 4.6: Energy savings per gate vs. VL for c880 when level converters are allowed. G
and P+G show the number of gates. Energy savings per gate is (V 2

H − V 2
L )/V 2

H .

in the ‘delay increment vs. Slack’ graph. This decreases the number of gates whose slack is

greater than Su, this can be seen in Figures 4.5 and 4.6 as ‘G’. Thus, the number of gates

that can be put to low voltage decreases as VL decreases.

The number of gates whose slack fall below the 45o line in the ‘delay increment versus

slack’ plot of Figure 4.3 and whose slacks are less than Su are represented by P. These gates

are considered as the group 3 gates.

Theorem 4.3 There exist a group of gates within P which can be assigned lower supply

voltage simultaneously without violating the positive slack constraint satisfying the condition

m∑
i=1

yi ≤ min{slackhi}

where yi is the difference of the low voltage delay and the high voltage delay of each gate.

yi = dli − dhi
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where dli is the low voltage delay of gate ‘i’ , dhi is the high voltage delay of gate ‘i’ and

slackhi is the slack of the gate ‘i’ when it is in high voltage.

Proof

Consider a group of m gates. When we put all of these gates to low voltage, all the new

low voltage slacks should be positive to avoid timing violation. Which means,

{slackl1, slackl2, ..., slackli, ..., slacklm} ≥ 0 (4.21)

If we assume that all the gates lie on the same path, the slack of each gate will reduce

by an amount
∑m
i=1 yi where yi = dli − dhi. This is the greatest amount by which the slack

of each gate will change. If the gates lie on uncorrelated paths the amount of slack reduction

for each gate will be less than
∑m
i=1 yi. Hence, the least slack any gate in this group can have

will be

⇒ slackli ≥ slackhi − (
m∑
i=1

dli −
m∑
i=1

dhi) ≥ 0 (4.22)

for all i belonging to the selected group of m gates.

⇒ slackli ≥ slackhi −
m∑
i=1

yi ≥ 0 (4.23)

for all i belonging to the selected group of m gates.

⇒ slackhi ≥
m∑
i=1

yi (4.24)

for all i belonging to the selected group of m gates.

⇒ {slackh1, slackh2, ..., slackhi, ..., slackhm} ≥
m∑
i=1

yi (4.25)
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For inequality 4.25 to be satisfied by all gates in the selected group of m gates, the least slack

should be greater than the sum of the low voltage delay and high voltage delay differences

of each of the gates.

⇒ min{slackh1, slackh2, ..., slackhi, ..., slackhm} ≥
m∑
i=1

yi (4.26)

Hence, we see that a group of gates satisfying the condition

m∑
i=1

yi ≤ min{slackhi}

can be put to lower supply voltage without violating the positive timing constraint. Consider

the graph in Figure 4.3. We take a one gate falling below the 45o line and assign it low

voltage. Then the gate will have a slack reduced by its dl − dh. This means when slacks

are recalculated, this point will move leftwards by dl − dh amount. In order to make a valid

low voltage assignment, this point should not go to the left side of the y-axis. Consider a

group of gates being assigned low voltage simultaneously. Then each of those gates will have

a slack reduced by its dl − dh. But if two gates fall on the same path, then their slack will

be reduced by the sum of their dl− dh values. In the worst case all gates falling on the same

path can be assigned low voltage simultaneously and all of their slacks can be reduced by

the sum of all their dl − dh values, i.e.,
∑m
i=1 yi. And now, for this move to be valid, none of

the slacks should become negative. That means that
∑m
i=1 yi should be less than or equal to

the minimum slack of all those selected group of gates.

4.1 Algorithm 2

Step 1: We use the O(n) slack calculation algorithm proposed in [41] to find out the

gate slacks for a given circuit.

Step 2: The gates are divided into groups 1, 2 and 3 as described previously.
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Step 3: Once this is done, we estimate the dynamic energy savings for group 2 gates

and for the gates in group 2 and 3 together for the circuit.

The dynamic energy when all gates in groups 2 and 3 together are assigned a high

supply voltage will be proportional to

EH1 = V 2
H × (G+ P )

and for group 2 will be

EH2 = V 2
H × (G)

Similarly, the dynamic energy when all gates in groups 2 and 3 together are assigned a low

supply voltage will be proportional to

EL1 = V 2
L × (G+ P )

and for group 2 will be

EL2 = V 2
L × (G)

Then the energy savings for groups 2 and 3 together is estimated as

Esave1 =
EH1 − EL1

EH1

× 100 =
V 2
H − V 2

L1

V 2
H

× (G+ P )× 100 (4.27)

and that for group 2 as

Esave2 =
EH2 − EL2

EH2

× 100 =
V 2
H − V 2

L2

V 2
H

×G× 100 (4.28)

Step 4: Now, repeat steps 2 and 3 for each value of VL within the specified range of

voltages

Step 5: Find the low voltages VL1 and VL2 as the VL when Esave1 and Esave2 are,

respectively, maximum.
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Table 4.1: Optimal lower supply voltage values (VL), VL1, VL2, their arithmetic mean and
their geometric mean and energy savings estimate when level converters are not allowed for
ISCAS’85 benchmark circuits. VH = 1.2V .

Dual voltage assignment without level converters

VL1 VL2 (VL1 + VL2)/2
√

(VL1)(VL2)
Benchmark Total VL Gates Esavg. VL Gates Esavg. VL Gates Esavg. VL Gates Esavg.

circuit gates in low in low in low % in low %
V voltage % V voltage % V voltage % V voltage %

c432 154 0.8 8 2.9 0.89 8 2.34 0.84 8 2.65 0.84 8 2.65
c499 493 0.76 113 13.73 1.11 141 4.13 0.93 123 9.96 0.91 129 11.12
c880 360 0.49 213 49.3 0.71 229 41.34 0.6 229 47.7 0.58 229 48.75
c1355 469 0.77 76 9.53 1.11 108 3.35 0.94 76 6.26 0.92 76 6.68
c1908 584 0.60 221 28.38 1.00 221 11.56 0.80 221 21.93 0.77 221 22.26
c2670 901 0.48 570 53.14 0.82 570 33.73 0.65 570 44.70 0.62 570 46.38
c3540 1270 0.52 149 9.53 0.73 149 7.4 0.62 149 8.60 0.61 149 8.70
c5315 2077 0.49 1220 48.95 0.75 1226 35.96 0.62 1220 43.06 0.60 1220 44.054
c6288 2407 0.55 75 2.46 1.00 77 0.98 0.77 77 1.88 0.73 77 2.015
c7552 2823 0.54 1582 44.69 0.71 2123 48.87 0.62 1672 43.42 0.61 1672 43.42

For ISCAS’85 benchmark circuits in 90nm technology, we have used 1.2 V for VH , and

a range of 0.1V to 1.2V in steps of 0.01V for VL values.

It is observed that the results obtained depend on the circuit topology. Circuits, like

c880, which have fewer long paths can be optimized to obtain a considerably good energy

savings. And circuits, like c1355, which have a large number of paths with longest path

delays comparable to the critical path delay of the circuit are difficult to optimize . Empirical

results, Tables 4.1 and 4.2, show that when the lower supply voltage, VL, is taken as VL1 we

get maximum energy savings for all ISCAS’85 benchmark circuits for voltage assignment,

when level converters are not allowed, see Chapter 5. And when level converters are allowed

during voltage assignment (see Chapter 7), then the geometric mean of VL1 and VL2 has to

be taken to get the maximum savings.

VL = VL1, when level converters are not allowed for voltage assignment (4.29)
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Table 4.2: Optimal lower supply voltage values (VL), VL1, VL2, their arithmetic mean and
their geometric mean and energy savings estimate when level converters are allowed for
ISCAS’85 benchmark circuits. VH = 1.2V .

Dual voltage assignment using level converters

VL1 VL2 (VL1 + VL2)/2
√

(VL1)(VL2)
Benchmark Total VL Gates Esavg. VL Gates Esavg. VL Gates Esavg. VL Gates Esavg.

circuit gates in low in low in low % in low %
V voltage % V voltage % V voltage % V voltage %

c432 154 0.8 73 17.07 0.89 85 24.84 0.84 81 26.82 0.84 81 26.82
c499 493 0.76 173 21.05 1.11 359 10.52 0.93 249 20.17 0.91 247 21.30
c880 360 0.49 223 51.62 0.71 309 55.79 0.6 290 60.417 0.58 286 60.89
c1355 469 0.77 122 15.30 1.11 260 8.00 0.94 197 16.30 0.92 193 16.96
c1908 584 0.6 263 33.78 1.00 267 24.44 0.80 395 37.58 0.77 385 38.78
c2670 901 0.48 376 35.06 0.82 784 46.38 0.65 677 53.09 0.62 633 51.50
c3540 1270 0.52 647 41.38 0.73 1073 53.22 0.62 906 52.29 0.61 881 51.45
c5315 2077 0.49 1140 45.74 0.75 1777 52.14 0.62 1633 57.64 0.60 1602 57.85
c6288 2407 0.55 659 21.63 1.00 1877 23.83 0.77 1302 31.82 0.73 1189 47.34
c7552 2823 0.54 1560 44.07 0.71 2235 51.47 0.62 1998 51.88 0.61 1197 51.78

VL =
√

(VL1)(VL2), when level converters are allowed for voltage assignment (4.30)

Thus, we obtain the value of the lower supply voltage giving a maximum energy savings.

The gate slacks are compared to the dl − dh values for each gate and for each value of VL

available. And then the gates are divided into respective groups based on their slacks.

Then the energy savings is calculated for each value of VL available and a minimum value

is found; the corresponding VL is the required lower voltage value. Since the number of

voltages available for VL is negligible when compared to the number of gates in the circuit,

this algorithm is proportional to the number of gates in the circuit. Thus, its complexity is

linear, i.e. O(n), where n is the number of gates.

We define the estimated energy savings for a given circuit as

Esavg. =
V 2
H − V 2

L

V 2
H

×N × 100 (4.31)
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Table 4.3: Optimal lower supply voltage values (VL) and energy savings estimate using
Algorithms 2 when level converters are not allowed for ISCAS’85 benchmark circuits. VH =
1.2V .

Dual voltage assignment without level converters
Algorithm 2 VL=0.84V VL=0.6V

Benchmark Total VL Gates Esavg. Gates Esavg. Gates Esavg.
circuit gates in low in low in low

V voltage % voltage % voltage %

c432 154 0.8 8 2.9 8 2.65 8 3.9
c499 493 0.76 113 13.73 121 12.52 56 8.52
c880 360 0.49 213 49.3 229 32.44 229 47.71
c1355 469 0.77 76 9.53 76 8.27 64 10.24
c1908 584 0.60 221 28.38 221 19.3 221 28.4
c2670 901 0.48 570 53.14 570 32.27 570 47.45
c3540 1270 0.52 149 9.53 149 5.98 149 8.8
c5315 2077 0.7 1220 48.95 1240 30.45 1220 44.054
c6288 2407 0.55 75 2.46 77 1.63 75 2.34
c7552 2823 0.54 1582 44.69 2359 42.62 1672 43.923

where N is the total number of gates to be put in low voltage once the voltage assignment

is done.

Esavg. for the ISCAS’85 benchmark circuits is calculated and reported in Tables 4.3 and 4.4.

Also, we compare these with the results obtained when VL = 0.7×VH and when VL = 0.5×VH

as done in popular literature. It is observed that the expected energy savings in both cases

is large when we use VL given by Algorithm 2.

Figures 4.8 and 4.10 show the variation of energy savings estimated when level converters

are not allowed (see Chapter 5 for details) and Figures 4.7 and 4.9 when level converters

are allowed (see Chapter 7), with various VL values for circuits c880 and c1355, respectively

using the following equation for energy of the dual voltage design, Edual,

Edual =
p∑
i=1

αi × Ci × V 2
H +

q∑
i=1

αi × Ci × V 2
L (4.32)
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Table 4.4: Optimal lower supply voltage values (VL) and energy savings estimate using
Algorithms 2 when level converters are allowed for ISCAS’85 benchmark circuits. VH = 1.2V .

Dual voltage assignment using level converters
Algorithm 2 VL=0.84V VL=0.6V

Benchmark Total VL Gates Esavg. Gates Esavg. Gates Esavg.
circuit gates in low in low in low

V voltage % voltage % voltage %

c432 154 0.84 81 26.82 81 26.82 43 20.94
c499 493 0.91 247 21.30 211 21.18 99 15.06
c880 360 0.58 286 60.89 323 45.76 290 60.42
c1355 469 0.92 193 16.96 154 16.75 44 7.04
c1908 584 0.77 385 38.78 415 36.24 263 33.78
c2670 901 0.62 633 51.50 813 46.02 606 50.45
c3540 1270 0.61 881 51.45 1093 43.89 864 51.02
c5315 2077 0.60 1602 57.85 1812 44.49 1602 57.85
c6288 2407 0.73 1189 47.34 1470 31.15 780 24.31
c7552 2823 0.61 1971 51.78 2347 42.40 1943 51.62

where αi is the average activity of each node, Ci is the node capacitance, p is the number

of gates in high voltage and q is the number of gates in low voltage. The activity factors

and node capacitances for each gate subjected to fanouts of 1 to 4 are obtained from SPICE

simulations and tabulated.

We set the VL to a specific value between 0.1V to 1.2V and find the energy savings in

each case for c880 and c1355. From the graphs, the VL value at the minimum energy point,

when level converters are not allowed (see Chapter 5), is found to be approximately 0.5V for

c880 and 0.7V for c1355 circuits. We observe that these VL values are very close to the VL

voltages obtained using Algorithm 2 as reported in Table 4.3, which are 0.49V and 0.77V

respectively. Similarly, the VL value corresponding to the minimum energy point found,

when level converters are allowed (see Chapter 7), is approximately 0.6V for c880 and 0.9V

for c1355 circuits. Again these values are close to the VL values obtained using Algorithm 2

as reported in Table 4.4, which are 0.58V and 0.91V respectively.
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Figure 4.7: Energy versus voltage for c880 when level converters are not allowed.

Figure 4.8: Energy versus voltage for c880 when level converters are allowed.
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Figure 4.9: Energy versus voltage for c1355 when level converters are not allowed.

Figure 4.10: Energy versus voltage for c1355 when level converters are allowed.
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Chapter 5

Slack-Based Algorithm For Dual Voltage Assignment Without Using Level Converters

5.1 Introduction

The use of multiple supply voltages to reduce energy consumption is a very commonly

used technique in CMOS circuits. Generally, the gates in the critical path are kept at high

supply voltage and the gates in non-critical paths are put to lower supply voltage, thus

avoiding timing violation.

Usami and Horowitz [92] describe the clustered voltage scaling (CVS) technique in

which the cells driven by each power supply are grouped together and use of level converter

is avoided by not allowing a VL gate to feed a VH gate. The extended clustered voltage

scaling (ECVS) proposed in [94] removes this restriction by allowing the usage of a level

converter [52] at such boundaries. This is referred to as asynchronous level conversion. Both

CVS and ECVS aim at utilizing the surplus timing of the non-critical paths in a circuit by

applying a lower supply voltage on gates that are on these paths. This results in reduced

dynamic power dissipation and hence lowers system level power dissipation. In this chapter,

we do not use level converters, due to the overheads associated with them [5, 17, 41, 50].

Several other algorithms have been proposed in literature for dual/multiple-voltage as-

signments modifying CVS and ECVS algorithms. A greedy algorithm (GECVS) is used

in [50] to group gates for VL assignment based on a sensitivity measure derived from the

gate slacks, change in total power and delay. The authors claim to improve power savings

up to 28% and 13% with respect to CVS and ECVS, respectively. Authors in [88] describe

three algorithms for dual voltage designs. Algorithm PROUD is essentially a linear program-

ming model to minimize he power consumption. PRHEUDENT is a heuristically approach

to reduce the computation time. The third algorithm numerically ceils a non-integral delay
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to the nearest integer and uses PROUD for power minimization. All three of these algorithms

allow the use of level converters. Also, a technique that optimizes the gate sizing, threshold

voltage and supply voltage simultaneously using linear programming technique is discussed

in [16]. Our algorithms take considerably less time when compared to these algorithms.

In [42], the authors use a mixed integer linear programming (MILP) technique to find the

VL value for circuits operating in the subthreshold region. Then an ECVS kind of method is

used with multiple logic gates between the VL and VH boundaries instead of level converters.

5.2 An Example of a Chain of Inverters

Consider the chain of inverters shown in Figure 5.1. We simulated this circuit using

Synopsys HSPICE program [1], with voltages V1 and V2 as 0.4V, 0.6V, 0.8V, 1.0V and 1.2V.

A 1GHz 50% duty-cycle clock is applied at the input and a capacitance of 6fF, equivalent

to four inverters, was used as the load at the output. The results for 90nm technology are

presented in Figure 5.2. It reports the total energy consumption and delay for the circuit

at various values of V1 and V2. The energy values shown in the green squares are when V1

and V2 are equal, corresponding to a single voltage operation. The values reported in blue

squares below the V1 = V2 diagonal are the values when V1 is greater than V2, i.e., when a

high voltage gate is feeding a low voltage gate. The squares above this diagonal represent

the operation when V2 is greater than V1, i.e., when a low voltage gate feeds a high voltage

gate. We observe that the delay measurement in two of the top cells fails, represented as

infinite delay, when the voltage difference is large. For all cases above the diagonal, although

logic 1 level matched VDD, logic 0 levels for the five inverters near the output were higher

than ground. That produced significantly higher leakage. This indicates the necessity for

level conversion at the voltage boundary. The use of level converters has been studied in the

literature [5, 17]. However, the design of such devices is still evolving and as problems with

their performance have been reported. Especially, their performance in terms of power and
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Figure 5.1: A chain of ten inverters.

Figure 5.2: Energy and delay measurements at various values of V1 and V2 for the inverter
chain of Figure 5.1.

delay overheads deteriorates as the difference between the two voltages increases, further

limiting the capability for power reduction.
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For all cases where a high voltage gate feeds a low voltage gate, energy savings are

seen. These results demonstrate the effectiveness of using topological constraints in dual-

VDD designs. In the following sections we describe a new algorithm that assigns low voltage

to the gates of a given circuit such that no low voltage gate drives a high voltage gate.

5.3 Algorithm 3

Step 1: Initially we assume that all gates are at high voltage, i.e., are connected to VH

supply voltage.

Step 2: Once we obtain the VL value as described in the previous section, we assign the

gates in group 2 the lower supply voltage.

Step 3: Then we recalculate the slack using Algorithm 1. Theorem 4.2 mandates that

no negative slack occurs during this voltage assignment.

Step 4: The gates are again divided into new groups 1, 2 and 3 once the slack is

calculated.

Step 5: The circuit is levelized and, starting from the primary outputs, we take a small

group of high-voltage gates out of group 3 satisfying the condition stated in Theorem 4.3

and assign them the low voltage and recalculate the slack.

Step 6: Once we assign low voltage to is group of gates, we check whether there are any

low voltage gates driving high voltage gates anywhere in the circuit.

Step 7: If this occurs, the supply of that low voltage gate is changed back to the high

voltage.

Step 8: Gate slacks are calculated again.

Step 9: The gates are redivided into groups 1, 2 and 3.

Step 10: Steps 5 to 9 repeated on the remaining gates in a reverse levelized manner

until we reach the primary inputs.
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Table 5.1: Optimal lower supply voltage values (VL) and energy savings using Algorithms 2
and 3 for ISCAS’85 benchmark circuits, VH = 1.2V .

Algorithm 2 Algorithm 3 SPICE Results
Benchmark VL Total Gates Esavg.−expc.Esingle V DDEdualV DDEsavg.−obs. CPU time

circuit gates in low to run
voltage Algorithms

2 and 3
V % fJ fJ % s∗

c432 0.8 154 8 2.9 161.3 155.4 3.66 1.78

c499 0.76 493 113 13.73 463 427 7.8 9.41

c880 0.49 360 213 49.3 277.6 115.8 58.29 5.39

c1355 0.77 469 76 9.53 455.2 433.1 4.86 8.75

c1908 0.60 584 221 28.38 496.5 378.3 23.81 11.43

c2670 0.48 901 570 53.14 660.3 251.5 61.9 23.49

c3540 0.52 1270 149 9.53 1843 1620 12.23 45.44

c5315 0.49 2077 1220 48.95 2320 1272 45.17 109.47

c6288 0.55 2407 75 2.46 1932 1869 3.26 154.94

c7552 0.54 2823 1582 44.69 2465 1562 36.63 191.04

* Intel Core i5 2.30GHz, 4GB RAM

Table 5.2: Optimal lower supply voltage values (VL) and energy savings using Algorithms 2
and 3 for ISCAS’85 benchmark circuits, when TC is increased by 5%, VH = 1.2V .

Algorithm 2 Algorithm 3 SPICE Results
Benchmark VL Total Gates Esavg.−expc.Esingle V DDEdualV DDEsavg.−obs. CPU time

circuit gates in low to run
voltage Algorithms

2 and 3
V % fJ fJ % s∗

c432 1.08 154 154 19.00 161.3 123.9 23.19 1.70

c499 1.03 493 493 26.33 463 321.9 30.48 9.18

c880 0.67 360 344 65.77 277.6 83.86 69.79 4.32

c1355 1.06 469 469 21.97 455.2 339.9 12.15 8.52

c1908 1.00 584 584 30.56 496.5 445 10.37 8.56

c2670 0.81 901 899 54.32 660.3 257.3 61.03 15.81

c3540 0.90 1270 1270 43.75 1843 949.5 48.48 28.22

c5315 0.72 2077 2077 64.00 2320 716.8 69.11 61.77

c6288 1.07 2407 2407 20.49 1932 1464 24.22 108.39

c7552 0.68 2823 2816 67.72 2465 677.2 72.28 175.07

* Intel Core i5 2.30GHz, 4GB RAM
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5.4 Results

We ran our algorithm on ISCAS’85 benchmark circuits. These benchmark circuits are

synthesized using a small set of 90nm standard cells consisting of an inverter, INV, a two-

input NAND gate, NAND2, a three-input NAND gate, NAND3, and a two-input NOR gate

NOR2. Each circuit is simulated with a logic simulator with randomly generated input

vectors to determine the circuit’s average activity. The gate delays, average activity of each

node and node capacitances of each circuit are obtained from SPICE simulations done for

supply voltages ranging from 0.1V to 1.2V in 0.01V steps. These values are also tabulated for

each standard cell with fanout of one to four. For all SPICE simulations, 90nm bulk CMOS

predictive technology models are used at room temperature and the higher supply voltage

used is VH = 1.2V. A hundred random input vectors are used for simulations and energy per

vector is found. In the Table 5.1, Esingle V DD and EdualV DD are the SPICE results for energy

per vector consumed in single-voltage design and that in dual-voltage design, respectively.

Also, Esavg.−expc. is the energy savings estimated by the equation 4.31 using the lower supply

voltage value given by equation 4.29. The actual energy savings reported by SPICE for

dual-voltage design is Esavg.−obs..

Algorithms 2 and 3 are used on each of the ISCAS’85 benchmark circuits to obtain the

lower supply voltage, VL, the number of gates which can be assigned low voltage using our

algorithms, the final energy savings and the CPU time to run the algorithms. Results for

each of the ISCAS’85 circuits are tabulated in Table 5.1.

Energy for the single supply design, Esingle, with VH supply voltage and for dual voltage

design, Esavg.−obs. are obtained from SPICE simulations. The results are also tabulated in

Table 5.1. The actual energy savings reported by Esavg.−obs. is observed to be very close to

the estimated values. Also, the CPU time is very low.

Figures 5.3, 5.4, 5.7 and 5.8 show the “Delay increment versus slack” graphs for the

initial slacks and final slacks for the circuits c880 and c499, respectively. The brown markers

indicate gates in high voltage and blue markers indicate gates in low voltage. It is seen that
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Figure 5.3: Delay increment versus initial slack for gates of c880 circuit, VH = 1.2V, VL =
0.49V .

Figure 5.4: Delay increment versus final slack for gates of c880 circuit, VH = 1.2V, VL =
0.49V .

59



Figure 5.5: Delay increment versus initial slack for gates of c880 circuit when Tc is increased
by 5%, VH = 1.2V, VL = 0.67V .

Figure 5.6: Delay increment versus final slack for gates of c880 circuit when Tc is increased
by 5%, VH = 1.2V, VL = 0.67.

initially all gates are in low voltage. Then once Algorithms 2 and 3 are used and slacks are

recalculated using Algorithm 1, all gate slacks are reduced. All the high voltage gates tend
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Figure 5.7: Delay increment versus initial slack for gates of c499 circuit, VH = 1.2V, VL =
0.91V .

Figure 5.8: Delay increment versus final slack for gates of c499 circuit, VH = 1.2V, VL =
0.91V .
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to concentrate at lower slack values and also, many gates have moved above the 45o line.

The low voltage gates still below the 45o line are gates with very large slacks and the high

voltage gates still lying below the line indicate the gates which cannot be put in low voltage

due to topological constraints imposed by Algorithm 3.

The results for ISCAS’85 benchmark circuits when their critical timings are increased by

5% are tabulated in Table 5.2. Figures 5.5 and 5.6 show the “Delay increment versus slack”

graphs for the initial slacks and final slacks for the circuits c880 when its critical timing is

allowed to increase by 5%. From the graphs it can be seen that the slacks of the gates have

moved towards the right due to increased critical path delay, which in turn increases the

gate slacks. Also, the final number of gates in high voltage is less, which can be seen by the

reduced density of brown dots.

In many cases, it is easy to assume that the group of gates G with slacks greater than

Su, can always be assigned the lower supply voltage in a dual voltage design such that a low

voltage gate never feeds into a high voltage gate.

Proof of Theorem 4.2 indicates that the gates with slacks greater Su, represented by G,

might consist of full paths from primary inputs to the primary outputs that can be assigned

a lower supply without violating timing constraints. This means that all gates in this group

fall on a set of paths which have all low voltage gates. However, a possibility of a low voltage

gate feeding a high voltage gate occurs when any of these paths branch into another path

which has a high voltage gate.

Consider the example shown in Figure 5.9. PI represents the primary input and PO1

and PO2 represent primary outputs. The various colored rectangles are logic gates. Suppose

that the slack of the yellow gate is greater than Su. Then, all the gates in the longest path

through this gate will have the same slack, from Chapter 3. Thus, all these gates can be

assigned low voltage without timing violations, according to Theorem 4.2. Now since the

path from PI to PO2 consists of five gates, it is okay to assume that this is the longest path

through the yellow gate. Thus, the blue gates and the yellow gate are assigned low voltage.
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Figure 5.9: An illustration conforming to the topological constraints on gates with slacks
greater than Su.

Figure 5.10: An illustration violating the topological constraints on gates with slacks greater
than Su.

Logically, this makes the path from PI to PO1, smaller than the path from PI to PO2. Since

the slack is the difference of critical path delay and the longest path delay through the gate,

the path delays of the brown gates will be less than the path delay of the rest of the gates.

Hence, their slacks will be greater than the slack of the yellow gate. But the slack of the

yellow gate is greater than Su. Thus, the slack of the brown gates is also greater than Su.

From Theorem 4.2, then the brown gates should be low voltage gates.

Alternately, if the path from PI to PO1 is in low voltage, then this path should be the

longest path through the yellow gate because low voltage gates have higher delay than high

voltage gates. This makes the slacks of the gates falling on the other path greater than Su,

as they fall on a shorter path.

Next, consider the group of gates shown in Figure 5.10. PI1 and PI2 are the primary

inputs and PO is the primary output. The colored rectangles are logic gates and the dots

in between the two brown gates on the path from PI1 and PO represent a large number of

gates in between. Assume that the path from PI1 to PO is a critical or near-critical path.

Then these gates have small slacks and none of them can be assigned low voltage. Now
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consider the gates on the path from PI2 and PO.This is a small path from primary inputs

to the primary outputs and the longest path through the blue gates goes through the two

yellow gates which lie on some other longer path. For the two blue gates, the slack will be

the difference between the critical path delay and the longest path delay through these gates

which includes the delays of the yellow gates. This slack can be larger than Su as this is a

short path. Hence, we can put these gates in low voltage. The yellow gates cannot be put

in low voltage because the longest path through these gates is from PI1 and not from PI2.

Hence, their slacks are not greater than Su. This causes a low voltage gate driving a high

voltage gate at the interface between blue and yellow gates. Thus, causing a violation of

topological constraint. This might be a rare occurrence, but we cannot assume that all gates

which have slacks greater than Su do no violate the topological constraint. These gates are

put back to high voltage by Algorithm 3 when it checks for the topological constraints over

entire circuit.

It is worth noting that if the gates with slacks greater than Su are not assigned VL at

the same time, we can assign VL starting from the primary outputs in a reverse levelized

manner. This will prevent us from assigning low voltage to the two blue gates in Figure 5.10.

Also, the brown gates in Figure 5.9 will be assigned low voltage before the yellow gate.

In this chapter, we have described an algorithm to assign low voltage to the gates which

puts restrictions on the circuit structure. This restriction can be lifted by using a level

converter at the interface where a low voltage gate has a high voltage gate at its fan-outs.

The level converter designs is described in Chapter 6 and the algorithm to assign low voltage

to gates which allows the use of level converters is described in Chapter 7.
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Chapter 6

Asynchronous Level Converters in Dual-Voltage Design

In a dual voltage design level converters are required whenever a low voltage gate feeds

a high voltage gate. In this chapter, we study various level converter designs available in

the literature and determine the design to be used in this work. The specific details of the

designs are beyond the scope of this work. Interested readers can refer to [5, 17, 23, 31, 49,

51, 53, 89, 97].

Figures 6.6, 6.7, 6.8, 6.9, 6.10, and 6.11 show various designs of level converters proposed

in the literature. The most commonly used design is the Dual Cascode Voltage Switch [75,

96], Figure 6.6. It is also called a conventional level converter (shifter) in many references.

Another widely used level converter is the passgate level converter [31, 50, 51], Figure 6.7.

’Conventional Type II’ level converter, Figure 6.8, is described in [49, 97]. The conventional

single supply voltage level shifter, Figure 6.9, has been referred to in [5, 31, 53]. The

contention mitigated level converter, Figure 6.11, was proposed in [89]. Also, a recent design

using single supply voltage [5], Figure 6.10, is considered.

For each level converter, energy consumption per cycle, average power dissipation, rise

delays and fall delays have been recorded in Tables 6.1, 6.2, 6.3, 6.4, 6.5, and 6.6 for different

designs at various low voltage values. The simulations are done in HSPICE [1]. For the sim-

ulations, the level converter is loaded with a capacitor of 6fF (Figure 6.1), which is equivalent

to the nodal capacitance of four inverters (Figure 6.2), at the output. The transistor sizes

are optimized for lowest energy using HSPICE’s internal optimizing function. A clock of

1.5ns period is applied at the input of the level converter with 0V for logic 0 and VL for

logic 1. VH is 1.2V in all cases. The simulation is done for one hundred cycles.
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Figure 6.1: Experimental setup for level converter.

Figure 6.2: Equivalent setup for level converter experiments.

In Tables 6.1, 6.2, 6.3, 6.4, 6.5, and 6.6, the energy consumption per cycle and average

power of the level converter over the simulation period is decreasing up to a certain voltage

and then starting to increase as the low voltage gets closer to the higher voltage. The

difference between the rise delay and fall delay is decreasing as the low voltage is increased.

Delay measurements failed for some VL values for the chosen clock period. The cells that

are supposed to report delays are left blank in these cases.

We observe that the energy consumption per cycle, Figure 6.3, of the contention miti-

gated level converter is the least of all level converters. The delay of the contention mitigated

level converter is not the least, but lies in the middle of the range of the delays of all level

converters. Since we are concerned about minimum energy, we choose contention mitigated

level converter for our designs.

A level converter can be used in two different ways between a low voltage gate and

a high voltage gate. We can use a level converter at each fan-in of the high voltage gate

that comes from a low voltage gate, as shown in Figure 6.4. Another way is to put a level
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Figure 6.3: Energy per cycle versus VL. VH = 1.2V.

converter at the output of each low voltage gate that feeds into at least one high voltage

gate. This is shown in Figure 6.5. Authors in [50] claim that the level converters should

be directly at the inputs of the high voltage fanout gates, rather than at the output of the

low voltage driving gate, in order to reduce the dynamic power consumed in switching the

wire. This is particularly important because a substantial portion of the total capacitance

on a chip is due to wiring and not devices [50, 65]. Hence, we use the level converters at the

fan-in of each high voltage gate that is fed by a low voltage gate.

The authors in [19] modify the threshold voltage of the pMOS transistors in the high

voltage gates that are driven by low voltage gates in order to obtain the level shifting opera-

tion together with the logic operation, as seen in Figure 6.12. The authors claim an average

of 20% energy savings, when compared to the single voltage design with the higher supply

voltage, for ISCAS85 benchmark circuits using 180-nm technology and 17% with 70-nm.

It is shown that as the threshold voltage of the high voltage gate driven by low voltage

gate is increased, The dynamic energy of the high voltage gate reduces. For example, for
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Figure 6.4: Dual voltage with level converter inserted before each fan-in of a high-voltage
gate.

Figure 6.5: Dual voltage with level converter inserted after the output of a low-voltage gate.

70nm technology NOT gate operating at a higher supply voltage of 1V, the energy consump-

tion is 1.33fJ. A level-shifting NOT gate consumes 1.43fJ of dynamic energy at Vddh = 1V ,

Vddl = 0.8V and Vthp = 0.2V . When the threshold voltage of the pMOS transistor is in-

creased to 0.4V, the energy consumption reduces to 1.3fJ. But we have to trade this reduction

68



Figure 6.6: Dual Cascode Voltage Switch (DCVS) level converter [75, 96].

Table 6.1: DCVS level converter, VH = 1.2V .

VL Energy per cycle Average power Rise delay Fall delay

V fJ µW ps ps

0.4 7.375 4.925

0.5 6.370 4.216 305.5 348.2

0.6 2.224 1.479e 62.04 95.85

0.7 1.651 1.113 50.41 35.53

0.8 1.463 0.99 26.01 32.95

0.9 1.397 0.93 20.89 24.55

1.0 1.377 0.92 18.32 20.04

1.1 1.414 0.94 16.50 17.09

1.2 1.477 0.98 15.39 15.38
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Figure 6.7: Pass transistor logic level converter [31, 50, 51].

Table 6.2: Pass transistor logic level converter, VH = 1.2V .

VL Energy per cycle Average power Rise delay Fall delay

V fJ µW ps ps

0.4 7.170 4.790

0.5 6.674 4.387 129.7 498.5

0.6 2.403 1.615 47.62 87.25

0.7 1.736 1.160 29.44 47.10

0.8 1.484 0.975 21.76 34.53

0.9 1.366 0.896 17.84 29.39

1.0 1.287 0.840 15.28 26.50

1.1 1.259 0.797 13.90 24.39

1.2 1.214 0.782 13.13 23.34

in energy with an increase in delay of the gate. for a high voltage NOT gate, the delay is

26.2ps and for a level-shifting NOT gate, the delay is 25.5ps when Vthp = 0.2V and 33.5ps

when Vthp = 0.4V .
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Figure 6.8: Conventional Type II level converter [49, 97]

Table 6.3: Conventional Type II level converter, VH = 1.2V .

VL Energy per cycle Average power Rise delay Fall delay

V fJ µW ps ps

0.4 5.029 3.365 37.63 137.7

0.5 10.89 7.278 24.00 55.27

0.6 17.84 11.90 18.43 33.26

0.7 24.36 16.24 15.44 23.87

0.8 27.92 18.63 13.37 19.06

0.9 29.42 19.61 12.02 16.19

1.0 30.29 20.19 11.25 14.33

1.1 30.89 20.58 10.79 13.03

1.2 31.34 20.89 10.48 12.08
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Figure 6.9: Conventional single supply level converter [5, 31, 53].

Table 6.4: Conventional single supply level converter, VH = 1.2V .

VL Energy per cycle Average power Rise delay Fall delay

V fJ µW ps ps

0.4 7.183 4.799

0.5 2.902 1.948 64.82 31.40

0.6 2.039 1.377 31.23 33.83

0.7 1.821 1.238 23.34 35.19

0.8 1.878 1.270 19.63 36.18

0.9 2.060 1.399 17.13 36.64

1.0 2.319 1.568 15.84 37.23

1.1 2.627 1.775 14.84 36.84

1.2 2.944 1.988 14.18 36.97
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Figure 6.10: Recently published single supply level converter [5].

Table 6.5: Recently published single supply level converter, VH = 1.2V .

VL Energy per cycle Average power Rise delay Fall delay

V fJ µW ps ps

0.4 7.313 4.880

0.5 18.03 8.781 127.0 23.34

0.6 11.79 5.841 37.33 25.18

0.7 7.235 4.288 25.40 26.36

0.8 6.142 4.060 20.86 27.00

0.9 6.322 4.221 17.99 27.56

1.0 6.599 4.403 16.08 27.87

1.1 6.914 4.615 14.57 28.08

1.2 7.248 4.840 13.70 28.18

We have discussed Algorithm 3 for a level-converter free dual-voltage design in Chap-

ter 5. When such combinational blocks have to be interfaced with other combinational

blocks operating at higher supply voltages, level converting flip-flops are used at the inputs

and outputs of the dual-voltage block to account for the changed logic levels.
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Figure 6.11: Contention mitigated level converter [23, 53, 89]

Table 6.6: Contention mitigated logic level converter, VH = 1.2V .

VL Energy per cycle Average power Rise delay Fall delay

V fJ µW ps ps

0.4 4.573 3.067 441.4 832.6

0.5 1.204 0.837 47.80 131.2

0.6 0.9860 0.7.12 31.98 60.47

0.7 0.9255 0.656 26.75 38.97

0.8 0.910 0.6377 24.07 28.77

0.9 0.906 0.6304 22.54 23.40

1.0 0.918 0.6273 21.67 19.83

1.1 0.933 0.6440 21.29 17.48

1.2 0.976 0.6648 21.06 15.75

74



Figure 6.12: Level shifting NAND2 with one high voltage and one low voltage inputs. M1
has higher threshold voltage than M2 [19].

The design of level converting flip-flops (LCFF) is studied widely. The data inputs and

clock of an LCFF have low voltage swing and the output has a high voltage swing [66]. In

the conventional LCFF [22], the level converting feature is incorporated in the slave latch of

a master-slave flip-flop. Hence, it is called a Slave Latch Level Shifting (SLLS) flip-flop. This

structure has a large delay especially when the VL is much lower than the VH [66]. Another

LCFF proposed in [22] is called the Clock-level Shifted Sense Amplifier (CSSA) flip-flop.

The low voltage clock and data signals cannot drive the high voltage pMOS transistors in

this flip-flop structure [66]. Authors in [71] address this issue by using a high voltage swing

clock signal to be applied to the pMOS precharged transistors of a sense amplifier flip-flop

to correct the precharging operation. Data is applied to the nMOS and not pMOS, hence,
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level shifting is not required for the data signal [66]. Also, the continuous level-shifting of

the low-voltage swing clock signal will result in higher energy consumption per cycle [66].

Authors in [90] proposed a pulsed flip-flop which is faster than the master-slave or

static flip-flop. The work described in [48] employs internal clock gating to reduce the power

consumption at low switching data signals. These flip-flops require high-voltage clock and

data signals as they are used to drive the pMOS transistors for the precharge operation [66].

Applying level shifting for these signals is not energy-efficient [66]. Authors in [66, 95]

propose a pulsed flip-flop that uses a self-precharging technique and eliminates the need

for the clock signal to drive the pMOS transistors. Hence, it is called the Self-Precharging

Flip-Flop (SPFF). It also includes the internal clock gating technique to reduce power. For

250nm technology, at VH = 2.5V , VL = 1.75V , the CSSA flip-flop consumes 86.4µW power

and 430ps D-to-Q delay [66]. The SLLS flip-flop consumes 38.9µW power and 938ps D-to-

Q delay [66]. The SPFF single-ended flip-flop consumes 63.1µW power and 372ps D-to-Q

delay [66].

A recent paper [59] proposes a pre-discharge flip-flop (PDFF). The authors also study

the unsymmetrical 0-1 and 1-0 output delays of various LCFF discussed in the literature.

This is called the metastability of the flip-flops. As the supply voltage is reduced on the clock

and/or the data signal, the LCFFs experience various degrees of metastability degradation.

They achieve the least amount of degradation by pre-charging the critical nodes back to high

voltage [59]. The authors in [31] propose three more LCFF designs.
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Chapter 7

Slack-Based Algorithm For Dual Voltage Assignment Using Level Converters

In this chapter we describe an algorithm to assign lower supply voltage without any

constraints imposed on the circuit topology. This method is called Enhanced Clustered

Voltage Scaling (ECVS) in [92]. This algorithm removes the condition that requires only

high voltage gates feeding the low voltage gates and allows the low voltage gate feeding

the high voltage gate with an asynchronous level converter (ALC) [50] in between to shift

the logic level low to high. This allows more gates to be assigned a lower voltage and

higher energy savings are expected. However, the level shifters added at low voltage gate to

high voltage gate junctions contribute to additional energy consumption, which needs to be

taken into account while calculating the final energy savings. An additional delay penalty

is also associated with these level converters. Thus, fast and low power level converters are

important in mitigating these penalties.

In both CVS and ECVS algorithms described in [92, 94], we start with all gates at high

voltage and then assign the lower power supply to gates by traversing the circuit from the

primary outputs to the primary inputs in a levelized order. However, since ECVS performs

this assignment simply by visiting gates one at a time in a reverse levelized manner, it still

assigns supply voltages in a fundamentally constrained manner [50]. Noting these drawbacks,

we do not use levelization in our algorithm for voltage assignment. Our algorithm is related

to the existing ECVS approach in that it allows the use of asynchronous level converters.

We first describe an example of a chain of ten inverters in the next section.

77



7.1 An Example of a Chain of Inverters

As in Chapter 5, consider the chain of inverters with a level converter in between shown

in Figure 7.2. We use a contention mitigated level-up converter to convert logic level V1 to

V2. The circuit is simulated with Synopsys HSPICE program [1], with voltages V1 and V2

as 0.4V, 0.6V, 0.8V, 1.0V and 1.2V. A 50% duty-cycle clock with 1.5 ns period is applied

at the input and a capacitance of 6fF, equivalent to four inverters, used as the load at the

output. The results for 90nm technology are presented in Figure 7.1.

As in Figure 5.1, the total energy consumption and delay for the circuit at various values

of V1 and V2 are reported in Figure 7.1. The energy values shown in the green squares are

when V1 and V2 are equal, corresponding to a single voltage operation. But these values also

include the energy consumption of the level converter, unlike the values in Figure 5.1. The

values reported in blue squares below the V1 = V2 diagonal are the values when V1 is greater

than V2, i.e., when a high voltage gate is feeding a low voltage gate. The squares above this

diagonal represent the operation when V2 is greater than V1, i.e., when a low voltage gate

feeds a high voltage gate. We observe that the delay measurement in extreme cells fails,

represented as infinite delay, when the voltage difference is large. For all cases, although

logic 1 level at the output matched VDD, logic 0 levels were at ground.

Energy savings are expected when a low voltage gate feeds a high voltage gate. If

we consider the middle square, it represents the energy and delay when V1 = 0.8V and

V2 = 0.8V . This consumes 3.56fJ of energy. Now consider the orange square to the left

of this green square. It represents the parameters when V1 = 0.6V and V2 = 0.8V and

consumes 2.83fJ of energy which gives us a savings of 20.5%. Now, when we go further left,

V1 is 0.4V and energy consumption is 2.74fJ, which gives us savings of 23.03%. Hence, we

see that as we reduce the lower voltage, we get more energy savings. But also note that the

delay is increasing. Hence, the use of a level converter in dual voltage designs is viable to

get energy savings.
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Figure 7.1: Energy and delay measurements at various values of V1 and V2 for the inverter
chain of Figure 7.2.

Figure 7.2: A chain of ten inverters with a level converter.

Also, it is worth noting that as we increase the VH for a given VL, the energy is increasing

and delay is decreasing. This is the effect of using higher voltage gates.
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7.2 Algorithm 4

Step 1: Similar to Algorithm 3, initially we assume that all gates are at high voltage,

i.e., are connected to VH supply voltage.

Step 2: Once we obtain the VL value from Algorithm 2, we assign the gates in group 2

the lower supply voltage.

Step 3: Then we recalculate the slack using Algorithm 1. Theorem 4.2 mandates that

no negative slack occurs during slack recalculation.

Step 4: The gates are divided into new groups 1, 2 and 3.

Step 5: We take a small group of high-voltage gates out of group 3 satisfying the

condition stated in Theorem 4.3 and assign them the low voltage.

Step 6: The need of a level converter for each of these gates is verified.

Step 7: If a level converter is needed for any of the gates, its delay is changed to the

sum of the gate delay and the level converter delay, and then slack is recalculated.

Step 8: If any negative slack is encountered, then the gate is put back to high voltage.

Step 9: Gate slacks are calculated again.

Step 10: The gates are redivided into groups 1, 2 and 3.

Step 11: Steps 5 to 10 are repeated on the remaining gates until there are no high-voltage

gates left in group 3.

The only difference between Algorithm 3 and 4 is that Algorithm 3 requires an additional

constraint that forbids the low voltage gates from being the input of the high voltage gates.

Algorithm 4 thus gives us the gates which can be put in low voltage to get maximum energy

savings.

7.3 Results

All simulations described in this section are done as explained in Chapter 5. A contention

mitigated level converter design is used in the simulations. The results for 90nm ISCAS’85
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Table 7.1: Optimal lower supply voltage values (VL) and energy savings using Algorithms 2
and 4 for ISCAS’85 benchmark circuits using Contention Mitigated Level Converter, VH =
1.2V .

Algorithm 2 Algorithm 4 SPICE Results

Benchmark VL Total Gates Number ofEsavg.−expc. Esingle V DD EdualV DD Esavg.−obs. CPU time

circuit gates in low Level to run

voltage Converters Algorithms

2 and 4

V % fJ fJ % s∗

c432 0.84 154 81 43 26.82 161.3 151.7 5.95 3.11

c499 0.91 493 247 67 21.30 463 444.9 3.91 64.13

c880 0.58 360 286 47 60.89 277.6 143.1 48.45 14.11

c1355 0.92 469 193 61 16.96 455.2 426.5 6.31 47.87

c1908 0.77 584 385 95 38.78 496.5 1237 -149.14 93.70

c2670 0.62 901 633 126 51.50 660.3 2787 -322.08 229.97

c3540 0.61 1270 881 232 51.45 1843 3727 -102.23 1047.33

c5315 0.60 2077 1602 234 57.85 2320 3214 -38.54 2320.81

c6288 0.73 2407 1189 552 47.34 1932 1781 7.82 9016.82

c7552 0.61 2823 1971 380 51.78 2465 5328 -116.15 10890.49

* Intel Core i5 2.30GHz, 4GB RAM

Table 7.2: Optimal lower supply voltage values (VL) and energy savings using Algorithms 2
and 4 for ISCAS’85 benchmark circuits using Contention Mitigated Level Converter, when
Tc increased by 5%, VH = 1.2V .

Algorithm 2 Algorithm 4 SPICE Results

Benchmark VL Total Gates Number ofEsavg.−expc. Esingle V DD EdualV DD Esavg.−obs. CPU time

circuit gates in low Level to run

voltage Converters Algorithms

2 and 4

V % fJ fJ % s∗

c432 0.80 154 80 43 28.86 161.3 149.1 7.56 3.83

c499 0.78 493 238 67 27.87 463 415.2 10.33 63.13

c880 0.60 360 294 47 61.25 277.6 144.3 48.02 13.92

c1355 0.80 469 211 61 24.99 455.2 442.6 2.77 59.89

c1908 0.72 584 387 95 42.41 496.5 1393 -180.56 96.46

c2670 0.63 901 683 126 54.91 660.3 1463 -127.57 184.26

c3540 0.67 1270 983 232 53.27 1843 4143 -124.80 772.88

c5315 0.59 2077 1610 238 58.78 2320 3696 -59.31 2307.67

c6288 0.67 2407 1025 503 29.31 1932 1491 22.83 9265.48

c7552 0.57 2823 1897 415 53.04 2465 7804 -216.59 10523.00

* Intel Core i5 2.30GHz, 4GB RAM
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Figure 7.3: Delay increment versus initial slack for gates of c880 circuit, VH = 1.2V, VL =
0.58V .

Figure 7.4: Delay increment versus final slack for gates of c880 circuit, VH = 1.2V, VL =
0.58V .

benchmark circuits are tabulated in Table 7.1 and when their critical timings are increased

by 5% are tabulated in Table 7.2.
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Figure 7.5: Delay increment versus initial slack for gates of c880 circuit when Tc is increased
by 5%, VH = 1.2V, VL = 0.6V .

Figure 7.6: Delay increment versus final slack for gates of c880 circuit when Tc is increased
by 5%, VH = 1.2V, VL = 0.6V .
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Figure 7.7: Delay increment versus initial slack for gates of c499 circuit, VH = 1.2V, VL =
0.91V .

Figure 7.8: Delay increment versus final slack for gates of c499 circuit, VH = 1.2V, VL =
0.91V .
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As in Chapter 5, Figures 7.3, 7.4, 7.7 and 7.8 show “delay increment versus slack” graphs

for the initial slacks and final slacks for the circuits c880 and c499, respectively. The brown

markers indicate gates in high voltage and blue markers indicate gates in low voltage. It

is seen that initially all gates are in low voltage. Then, once Algorithms 2 and 4 are used

and slacks are recalculated using Algorithm 1, all gates slacks are reduced. And all the high

voltage gates have moved above the 45o line. The low voltage gates still below the 45o line

are gates with very large slacks and there are no high voltage gates below the line, indicating

that no gate is left unassigned due to topological constraints, as in the case of Algorithm 3.

Figures 5.5 and 5.6, show “delay increment versus slack” graphs for the initial slacks

and final slacks for the circuits c880 when its critical timing is allowed to increase by 5%.

From the graphs it can be seen that the slacks of the gates have moved towards the right due

to increased critical path delay, which in turn increases the gate slacks. Also, that the final

number of gates in high voltage is less which can be seen by the reduced density of brown

dots.

It is seen from Table 7.1 that up to 60% energy savings are expected from Algorithm 4.

These expectations are met in SPICE simulations of some of the benchmark circuits. We

observe higher energy savings in circuits like c6288 using Algorithm4 than using Algorithm3.

This is because in circuits where there are several long paths that have delays comparable

to the critical path delay, c6288 is a multiplier, it is difficult to put the gates in low voltage

with the topological constraints imposed by Algorithm 3. Since, Algorithm 4 lifts those

conditions, we can put more gates in low voltage. Hence, even though we use a large number

of level converters in c6288, we still get energy savings.

It is observed that energy savings are not good for the circuits in which you have both

higher gates in low voltage and the low supply voltage is very low. For example see c7552,

which has 1897 gates in low voltage at a supply of only 0.57V. Leakage is higher at lower

supply voltages. Now, when we assign a big fraction of gates to low supply voltage the

leakage energy consumption shoots up and any gains in the dynamic energy reduction are
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more than offset by this leakage energy increase. To prove this, we simulated c7552 at 0.8V

and got energy consumption of 5105fJ, which is still larger than 2465fJ, the single voltage

case, but smaller than 7804fJ, as given in Table 7.2. The number of gates in low voltage was

not changed. Perhaps we need to increase the voltage further or reduce the number of gates

in low voltage by using Algorithm 4 at that voltage to get energy savings in these cases.

Hence, leakage energy needs to be considered when predicting estimated energy savings.

We simulate c1908 using VL2, obtained from Algorithm 2. It is found to be 1V and puts

437 gates in low voltage using 81 level converters. But still, it consumes 928.3fJ of energy,

which is almost double the single voltage energy given by Table 7.1. This is due to the level

converter overheads. We need to accommodate the level converter energy overheads to get

a reasonably good energy savings.

We see that our Algorithm 4 gives up to 48% savings in some cases, such as c880, and

no savings in some cases, whether due to high leakage or due to level converter overheads.

The energy savings we got from Algorithms 3 and 4 are the lower bounds. The bench-

mark circuits have been simulated with a clock period which equals the respective critical

path delays. If the required critical timing is relaxed, then more gates can be assigned

low voltage which will result in more energy savings. This fact is demonstrated by Ta-

bles 7.2 and 5.2 which present the results when the critical path delay is relaxed by 5%.

When the critical timing is relaxed, the gate slacks increase and more gates fall below

the 45o line in the ‘Delay increment versus Slack’ plot. This means we have more gates in

sets ‘P’ and ‘G’, and hence, more gates can be assigned low voltage. This trend can be seen

in Figures 7.5 and 7.6.

86



Chapter 8

Conclusion and Future Work

This works describes new algorithms for dual voltage design. We find the optimum

VL value using a new O(n) algorithm. Using this value, a new algorithm determines a set

of gates that can be assigned a lower supply voltage without violating the positive slack

constraint. The gates are divided into groups based on their slacks and the difference of the

low voltage delays and the high voltage delays. An energy savings of up to 60% is expected

from this method. Also, the results are obtained at lower CPU times than the previously

published results [41, 50]. We use the O(n) complexity slack calculation algorithm iteratively

to put the gates in low voltage. If we put one gate at a time to low voltage the complexity

of this algorithm will be O(n2). In practice, it is observed to be close to linear time. This is

because we take a group of gates at a time for low-voltage assignment and hence the effective

n is reduced after each iteration.

8.1 Using the Proposed Algorithms at Higher Abstraction Levels

The algorithms proposed in Chapters 5 and 7 work for the gate-level circuit. We can

extend these algorithms to the register-transfer level (RTL) or higher levels of abstraction.

The Algorithm 4 will be very effective at higher level of abstraction than at the gate level

because the number of asynchronous level converters used at the gate-level can be large

and thus, delay and energy overheads might form a significant portion of the total energy

consumed by the dual-voltage design. At the RTL level, the register files can be implemented

using level converting flip-flops discussed in Chapter 6 and the combinational blocks in

between the register files can be designed using Algorithm 3 (at the gate-level, in this case)

to get a level-converter free dual-voltage design. Further, the various combinational blocks
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in the circuit can be assigned lower voltage using Algorithm 4 with level converting flip-flops

at the interface where a low voltage block drives a high voltage block. At the system on

chip (SOC) level, the various IP-cores can be assigned lower voltage by using Algorithm 4

and suitable level converting elements at the interfaces. For using the Algorithm 2 in order

to determine the lower supply voltage at higher abstraction, we have to characterize each

unique block/core for delay, activity, capacitance and power at various voltages. once this is

done, we can use Algorithm 2 to obtain the optimum lower supply voltage.

8.2 Accommodate Level Converter Overheads

Similar to Algorithms 3 and 4, initially we assume that all gates are at high voltage,

i.e., are connected to VH supply voltage. Once we obtain the VL value from Algorithm 2, we

assign the gates in group 2 the lower supply voltage. Then we recalculate the slack using

Algorithm 1. Theorem 4.2 mandates that no negative slack occurs during slack recalculation.

Also, the gates are divided into new groups 1, 2 and 3 once we calculate the slack again.

We take a small group of high-voltage gates out of group 3, satisfying the condition

stated in Theorem 4.3, and assign them the low voltage. The need of a level converter

for each of these gates is verified. If a level converter is needed for any of the gates, its

delay is changed to the sum of the gate delay and the level converter delay, and then slack

is recalculated. If any negative slack is encountered, then the gate is put back to high

voltage. If no timing violation occurs, then we check for energy. Energy is calculated using

equation 4.32. The level converter overhead times the number of level converters is added

to this energy. If this energy exceeds the energy consumption of a CVS circuit, the gate is

put back to high voltage. This process is repeated on the remaining gates. The gates are

redivided into groups 1, 2 and 3 after each iteration. We stop these iterations when there

are no valid high-voltage gates left in group 3. Similar to Algorithm 3, we will have some

high voltage gates still left in groups 2 and 3, which is unavoidable.
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This algorithm is very simplistic in nature. This makes a decision to use a level converter

by putting one gate in low voltage and checking energy consumption. It ignores the fact

that when we put one gate in low voltage, we may not achieve significant energy savings.

But this will allow us to a number of gates at the fan-in of this gate to low voltage and thus,

derive a larger savings. Hence, a good heuristic needs to be developed to accommodate this.

Similar work has been proposed in [50], where the authors use a greedy heuristic to group

the possible low voltage gates.

8.3 Dual Threshold Design

The leakage currents are exponentially dependent on the threshold voltage of the device.

As seen in Chapter 2, we can assign higher threshold devices in non-critical paths to reduce

leakage power. Slack-based algorithms similar to the ones proposed in this work can be

developed to determine and assign the high threshold devices in dual-threshold design for

minimum-energy.

8.4 Multiple-Supply Voltage Design

Using more than two supply voltages might be advantageous in few designs in terms

of energy savings. The algorithms presented in this work can be modified to include more

than two supply voltages. In such a case, level converter designs should be redone for all the

different logic level interfaces.

8.5 Simultaneous Multiple VDD and Multiple Vth Designs

As described in Chapter 2, many works describe these kind of techniques. It would be

a worthwhile experiment to use multiple supply voltage and multiple threshold devices in

order to get the timing optimized minimum energy designs. At some point the advantage of

these techniques will reduce. In [73], the authors claim that multiple supplies and multiple
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Figure 8.1: Trends in parameter variations [70].

thresholds might not be advantageous when the number exceeds four. Also, authors in [33]

claim that the benefit of going from two to three voltages never exceeded 15%.

8.6 Leakage Energy Reduction

Leakage is higher in sub-90nm technology and at lower supply voltages which are closer

to the device threshold. Efficient algorithms need to be designed to minimize this leakage

energy consumption. This becomes more important because of the faster pace of technology

scaling.

8.7 Process Variations

With the reduction of MOSFET dimensions, manufacturing process variations have been

increasing in the CMOS technology. According to authors of [61], the variation in threshold

voltage for a 45nm CMOS process is about 42% and the variation in channel length is about
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10%. Authors of [54] state that the intra-die variations in channel length were observed to

be 35% of total variations in 130nm CMOS and 60% in 70nm CMOS. It is observed that

there is an increasing trend in the variations with decreasing technology node. The trends

in various parameter variations are discussed in [70] and shown in Figure 8.1.

Authors in [38] have worked on supply voltage selection for reducing the impact of

process variations on timing. Similarly, we can find ways of voltage assignment that can

reduce the effect of process variations.

Hence, the proposed algorithms should be modified to include the effects of these varia-

tions in the proposed design in order to extend the usability of the algorithms in aggressively

scaled devices.

8.8 Short Paths

In the proposed work, the longest path problem is solved, i.e., we make sure that data

signals through all paths in the circuit do not arrive late at the outputs of the circuit. It will

be interesting to work on the short path problem. As discussed in Chapter 3, we propose

an algorithm to make sure that a data signal does not reach the output before the required

time. Then we can start from all low voltage design and start assigning high voltages to

make the circuit faster, but not fast enough to reach the outputs before the specified time.
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