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Abstract

The overarching goal of this dissertation is totdbnte towards a better understanding
of the dynamics of saltwater intrusion and the eisged transport processes in coastal
groundwater systems. As a part of this effort,hage also investigated the impacts of various
climate-change impacted variables such as averegdesel and regional recharge fluxes on
saltwater intrusion processes. Climate changectsffare expected to substantially raise the
average sea level. It is widely assumed that eeal-Irise would severely impact saltwater
intrusion processes in coastal aquifers. In thet fithase of this study we hypothesize that a

natural mechanism, identified here as thifting process, has the potential to mitigate, or in

some cases completely reverse, the adverse imrweffects induced by sea-level rise. A
detailed numerical study using the MODFLOW-famigngputer code SEAWAT was completed
to test the validity of this hypothesis in both fioed and unconfined systems. Our conceptual
simulation results show that if the ambient recbammains constant, the sea-level rise will have
no long-term impact (i.e., it will not affect theeady-state salt wedge) on confined aquifers. Our
transient confined-flow simulations show that &-seVversal mechanism, which is driven by the
lifting of the regional water table, would natuyatirive the intruded saltwater wedge back to the
original position. In unconfined systems, the fiffiprocess would have a lesser influence due to
changes in the value of effective transmissivity. datailed sensitivity analysis was also

completed to understand the sensitivity of thi$-mmlersal effect to various aquifer parameters.



The outcomes of the first phase of this researditated that the changes in groundwater
fluxes due variations in rainfall patterns is oi¢h@ major climate-change-induced hydrological
variable that can impact saltwater intrusion instabaquifers. In the second phase of this study,
we use a combination of laboratory experimentsramderical simulations to study the impacts
of changes in various types of groundwater fluxessaltwater intrusion dynamics. We have
completed experiments in a laboratory-scale sankl n@odel to study the changes in two types
of groundwater fluxes— areal-recharge flux and oegl flux. The experimental results were
modeled using the numerical code SEAWAT. The temtsidatasets collected in this
experimental study are found to be useful benchndati for testing numerical models that
employ flux-type boundary conditions. Also, based the experimental observations we
hypothesized that when the fluxes are perturbedbitld require relatively less time for a salt
wedge to recede from an aquifer when comparededitie required for the wedge to advance
into the aquifer. This rather counter-intuitiveployhesis implies that saltwater intrusion and
receding processes are asymmetric and the timesseabkociated with these processes will be
different. We use a combination of laboratory andherical experiments to test this hypothesis
and use the resulting dataset to explain the refmsahe difference in salt wedge intrusion and
recession time scales.

In coastal aquifers, presence of a salt wedgelekvthe groundwater flow system into
two distinct regions which includes a freshwategioa above the wedge and saltwater region
below the wedge. Typically, the freshwater tramspoocesses occurring above a wedge are
much faster than the saltwater transport processasring beneath the wedge. Recently, many
modeling and laboratory studies have investigatesl inovement of salt wedges and the

associated transport processes. Most of thesspanstudies, however, have focused on



understanding the groundwater plume transport abavedge. As per our knowledge, so far no
one has completed controlled laboratory experimentgtudy the transport processes occurring
beneath a saltwater wedge. In this study, we kawgpleted contaminant transport experiments
to map the dynamics of saltwater flow patterns bdna wedge and relate it to the freshwater
flow patterns present above the wedge. We useulal experimental approach that employed
variety dyed neutral density tracers to map theimgixand transport processes occurring above
and below a salt wedge. The experimental datasets simulated using the SEAWAT code.

The model was then used to investigate contamitransport scenarios occurring beneath a

saltwater wedge in larger field-scale problems.
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Chapter 1

INTRODUCTION

1.1 Fundamentals of Saltwater Intrusion

Groundwater is an important freshwater resourcal wesdensively for water supply.
Groundwater also supports industrial activitiesiany areas that have limited number of surface
water resources. Unlike a surface water reserwdirch is a concentrated source that can serve
only a narrow region, groundwater is a distributeource which can serve populations
distributed over a larger region. If the areas mhgroundwater is present coincided with areas
of demand, groundwater can be made available téota public without any major investment
in water transmission infrastructure. Groundwasealso a relatively stable source since climate
fluctuations induce relatively small variationsgroundwater levels in most cases; large volumes
of water stored in groundwater aquifers may sews/@ duffer to supply water during lengthy
drought periodsBear and Cheng2010] .

Currently, within the US, it has been estimated tiraundwater aquifers located along
the Atlantic Coast supply drinking water to overr8llion residents living in coastal towns from
Maine to Florida [USGS, 2000]. These precious taaaquifers are constantly being
contaminated by saline water through a naturalgge&nown as saltwater intrusion. Figure 1.1
illustrates the dynamics of groundwater flow anding of freshwater and saltwater in a coastal
aquifer. As shown in the figure, the fresh grouatkw region is in direct contact with the saline
seawater region in coastal aquifers. Under natooalditions, a dynamic equilibrium exists
between these two regions. There are numerous hwamdnenvironmental factors that can
adversely impact this equilibrium and that lead sievere saltwater contamination of the

1



freshwater region. Once contaminated, it is ditficand expensive to clean up saltwater
contaminated aquifers. In some cases the contéionineould even be irreversible [Bear and
Cheng, 2006].

Saltwater intrusion into freshwater aquifers priityaoccurs due to the difference in the
density of seawater (which has a density value @23 g/cni) and fresh groundwater (which has
a density value of 1.000 g/én This small density difference can play a siigaift role in
controlling two types of saltwater intrusion proses. lateral intrusion of seawater beneath the
regional aquifer and up-coning of seawater neargugiwells. The up-coning of seawater
normally occurs near a pumping well when a largewm of groundwater is withdrawn from
the aquifer. Anthropogenic pumping activities indua cone of depression around the well,
which can lead to upward migration of seawateratiyanto pumping wells. Lateral intrusion of
seawater, on the other hand, would occur naturalign denser saltwater seeps inland at the
bottom of the freshwater aquifer (see Figure 1l13teral intrusion of seawater would result in a
distinct curved interface that separate the freswand saltwater regions; this interface is
known as the regional “saltwater wedge.” The stapkextent of the interface is determined by
various factors such as the geology of the aquiéémate patterns, variations in natural

groundwater flow and the sea level, etc.
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Figure 1.1. Groundwater flow patterns near a pugpiall in a coastal aquifer (USGS, 2000)



1.2. Impacts of Climate Change on Saltwater Intrusion Processes

In recent years, population growth and land usex@bs in coastal areas have increased
the demand for freshwater; in addition, it is bedie that climate change effects have further
reduced the water availability in coastal ardRarjan et al. 2006]. Climate change could lead
to rise in sea levels, and climate change could alger groundwater recharge fluxes due to
changes in rainfall patterns. Droughts inducectlopate change would result in reduction of
regional freshwater recharge and this would enhasadevater intrusion. In the published
literature, climate change models have forecastgufieant sea-level rise ranging from 0.18 to
0.51 m by the end of this centu?CC, 2007]. According to Titus et al. (2009), duritige
twentieth century the majority of Atlantic Coastda@ulf of Mexico Coast regions experienced
rates of sea-level rise ranging from 2 to 10 mnrlyeBhese estimates are considerably higher
than the current global average of 1.7 mm/year, e led to the concern that rising oceans
levels would impact the quality of both surface gnound water supplies and reduce the world’s
existing fresh water reserves. Impact of climakenge on saltwater intrusion in coastal
groundwater systems is a serious environmental ezansince eighty percent of the world
population resides along the coastal regions ammbriés on coastal aquifers for their water
supply. Most of these regions have water-scar@stab towns that have limited freshwater
supply, and are also undergoing rapid populati@mwtr. Saltwater intrusion is an important
concern for these towns.

Researchers have used modeling studies to underdiancoupling of climate change
effects with groundwater problems. Dausman and éeaimg (2005) evaluated the relative
importance of drought, well-field pumping, sea-lexise, and canal management on saltwater

intrusion for the Biscayne aquifer in Southern Flar The simulation results for a coastal



aquifer in Broward County, Florida, demonstrateat i the sea-level rise becomes greater than
48 cm over the next 100 years local well fields lddoe vulnerable to chloride contamination.
Aquifers in small barrier islands are particulampre vulnerable to climate change effects than
other aquifers because extreme events such asdmesd can deposit abnormal amount of salt by
directly inundating these islands. Gillett et[2D0O0] reported that the occasional hurricanes that
strike the Gulf Coast can cause tidal surges up to 25 feet above the normal level. These
storm surges could dump large amount of saltwater sandy soil and contaminate the shallow
groundwater. In addition to storm surges, catasimevents such as tsunamis can also dump
large volume of saltwater above freshwater coagjalfers. llangasekare et al. (2006) discuss a
detailed field survey completed in Sri Lanka thatwimented saltwater intrusion caused by the
tsunami wave generated by the 2004 Indian Ocedheemke on Sunday, 26 December 2004,
with an epicenter off the west coast of Sumatrdpihesia. The tsunami surge not only caused
the salt wedge to temporarily move inward, butlsbadumped a dense seawater directly over
sandy unconfined aquifer along the entire Sri Lankaast. Illangasekare et al. (2006) used a
combination laboratory analysis together with sienghalytical calculations to estimate the time
taken to naturally restore these aquifers. Thedé $tudies have demonstrated the importance
of understanding impacts of climate change andrak&zeme hydrological events on saltwater

intrusion processes.

1.3 Objectives
The overall goal of this research is to develogetidn understanding of the dynamics of
saltwater intrusion processes in coastal groundwad@ifers. This study has four research

objectives, and this dissertation has four disticbiapters that document the results of



investigations related to each of these objectivEsach of the four chapters is organized in a
journal format and has an introduction section alsd reviews all relevant literature.

Thefirst objective of thisstudy isto investigate the transient impacts of the sea-level
rise on saltwater intrusion processes in confined and unconfined coastal aquifersthat are
driven by natural recharge fluxes. The results of this numerical study are used ieldg an
intuitive understanding for saltwater intrusion dgmcs, which can help better manage the
potential long term impacts of sea-level rise oastal aquifers.

The result of the first phase of this study demmtstl the importance of flux-type
boundary conditions. Our review indicated thattpagperimental efforts related to saltwater
intrusion processes have primarily focused on cotmlg experiments involving constant head
boundary conditions. Therefore, the second objective of this work is to conduct
experimental studies to investigate the dynamics of saltwater intrusion processes in an
unconfined aquifer using different types of flux boundary conditions. We investigated the
influence of variations in recharge patterns (f&sglfrom changes in rainfall conditions) on a
transient movement salt wedge using a laboratamlesaquifer model and modeled the data
using a numerical code. Both the laboratory daih the numerical simulations were used to
develop a better understanding of the dynamicsibfxgedges under transient flow conditions.

Many of the shallow unconfined aquifers in coastadas are contaminated by various
type of contaminants released from a variety ohaogenic sourcesWestbrook et al.2005].
Furthermore, regional groundwater flow can alsadpart large amount of nutrients, which then
could be exchanged across the salt wedbDeerefore, the third objective of this work is to
conduct laboratory experimental studiesto investigate the contaminant transport processes

near a salt wedge. We completed laboratory experiments to studyetracansport in both



freshwater and salt water flow zones in the vigiot the salt wedge. The results were used to
analyze contaminant transport scenarios above elowvla saltwater wedge.

This dissertation has five chapters. The firstptéia (the current chapter) provides a
basic introduction to this research, lists the ofoyes, and provides a brief summary of each
chapter. The second chapter focuses on the fomtctive, with the outcome of this effort
already published irAdvances in Water ResourcfShang et al., 2011]. The third chapter
focuses on the second objective and the outcomhisfeffort has been accepted \iater
Resources ReseardlChang and Clement2012b]. The fourth chapter focuses on the third
objective and the outcome of this effort has beemmunicated taJournal of Contaminant
Hydrology[Chang and Clemen2012a] The fifth chapter provides a brief sumynairthe key

outcomes of this research and offers recommendafamrfuture work.



Chapter 2

INVESTIGATION OF THE IMPACT OF SEA-LEVEL RISE ON SATWATER INTRUSION
PROCESSES - A CONCEPTUAL MODELING STUDY

2.1 Introduction

Saltwater intrusion is a serious environmentalassince eighty percent of the world’s
population live along the coast and utilizes lcagifers for their water supply. In the US alone,
it is estimated that freshwater aquifers along Atkantic coast supply drinking water to 30
million residents living in coastal towns locatedrfi Maine to Florida SGS 2000]. Under
natural conditions, these coastal aquifers areamged by rainfall events, and the recharged
water flowing towards the ocean would prevent saéw from encroaching into the freshwater
region. However, over exploitation of coastal &eps has resulted in reducing groundwater
levels (hence reduced natural flow) and this hastte severe saltwater intrusion. Cases of
saltwater intrusion, with varying degrees of seayedand complexity, have been documented
throughout the Atlantic coastal zone. For examipldlay County, New Jersey, more than 120
water supply wells have been abandoned becauseltefater contaminationLpcombe and
Carleton 1992]. A recent USGS [2000] study provides a mamny of saltwater intrusion
problems and various mitigation techniques. Irdagomal organizations have identified
saltwater intrusion as one of the major environmaleissues faced by several coastal cities in
India, China, and MexicofWWD, 1998]. Researchers have also reported thattiargain the
sea level and the associated wedge movement caenoé the near-shore and/or large-scale
submarine discharge patterns and impact nutrieatihg levels across the aquifer-ocean

8



interface [i and Jiag 2003b;Li et al,, 2008;Li et al,, 1999;Michael et al, 2005;Robinson et aJ.
2007]. Therefore, understanding the dynamics tivager intrusion in coastal aquifers and its
interconnection to anthropogenic activities is mpaortant environmental challenge.

While anthropogenic activities such as over pumpng excess paving in urbanized
areas are the major causes of saltwater intrugi@anticipated that increases in sea level due t
climate change would aggravate the problem. Nbetss, only a few studies have focused on
understanding the combined effects of climate chayd anthropogenic impacts pnd Jiaq
2003a; b]. Feseker [2007] completed a numericatietiog study to assess the impacts of
climate change and changes in land use pattertisecsalt distribution in a coastal aquifer. The
model used parameters to reflect the conditionslasirto those observed at the CAT-field site
located in the northern coast of Germany. Theystwthcluded that rising sea level could induce
rapid progression of saltwater intrusion. Furtheren the time scale of changes resulting from
the altered boundary conditions could take decaslesven centuries to impact groundwater
flows and hence the present day salt distributioghimnot reflect the long term equilibrium
conditions. Leatherman [1984] investigated thed# of rising sea-level on salinization in an
aquifer in Texas. Meisler et al.[1985] used atérdifference computer model to analyze the
effect of sea-level changes on the developmertietransition zone between fresh groundwater
and saltwater in the northern Atlantic CoastalriP{iom New Jersey to North Carolina). Navoy
[1991] studied aquifer-estuary interactions to asshe vulnerability of groundwater supplies to
sea level rise-driven saltwater intrusion in a talagquifer in New Jersey. Oude Essink [2001]
used a three-dimensional transient density-drivenirgdwater flow model to simulate saltwater
intrusion in a coastal aquifer in the Netherlanodisthree types of sea-level rise scenarios: no

rise, a sea-level rise of 0.5 m per century, arskalevel fall of 0.5 m per century. They



concluded that sea-level rise of 0.5 m per centould increase the salinity in all low-lying
regions closer to the sea. Dausman and LangeObbjZompleted SEAWAT simulations for a
coastal aquifer in Broward County, Florida, and destrated that if the sea-level rise becomes
greater than 48 cm over the next 100 years theeraelcal well fields would be vulnerable to
chloride contamination. Melloul and Collin [200éYaluated the potential of sea-level rise to
cause permanent freshwater reserve losses in gakagsifer in Israel. They quantified the
saltwater intrusion effect due the lateral movemehtseawater and due changes in the
groundwater head. For the assumed sea-levelfri3®& on, about 77% of the loss was due to the
lateral movement and about 23% was due to the bkadge. Ranjan et al. [2006] used the
sharp interface assumption to analyze the effettslimate change and land use on coastal
groundwater resources in Sri Lanka. Giambastitial.§2007] conducted a numerical study to
investigate saltwater intrusion in an unconfinedstal aquifer of Ravenna, Italy. Their result
showed that the mixing zone between fresh andesglioundwater will be shifted by about 800
m farther inland for a 0.475 m per century of szl rise. Loaiciga et al. [2011] employed
hydrogeological data and the finite-element nunarimodel FEFLOW to assess the likely
impacts of sea-level rise and groundwater extracbio seawater intrusion in the Seaside Area
aquifer of Monterrey County, California, USA. Sea4l rise scenarios were consistent with
current estimates made for the California coadl, aried between 0.5 and 1.0 m over th& 21
century. These authors concluded that sea-levelwraild have a minor contribution to seawater
intrusion in the study area compared to the coution expected from groundwater extraction.
The primary focus of most of the field-scale moadglstudies discussed above was to
understand saltwater intrusion problems related specific field site. More recently, Werner

and Simmons [2009] completed a conceptual modedingly using a steady-state, sharp-
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interface analytical model focused on developirgeaeral understanding of the impacts of sea-
level rise on groundwater aquifers that might hdiierent types of boundary conditions. They
used a relatively simple analytical model to prevalfirst-order assessment of the impacts of sea
level changes on saltwater intrusion on aquifetesys with two types of boundary conditions.
Their results showed that the level of intrusionuldodepend on the type of inland boundary
condition assumed in the model. The steady-sthi@p-interface, analytical expression used in
the study did not consider saltwater mixing effeantsl transient effects. The transient effects in
unconfined aquifers were later investigated by Wabld Howard [2010], using a numerical
model that employed constant head boundary comditio study the changes in the rates of
intrusion for a range of hydro-geological paramgter

The objective of this study is to complete a corhpresive investigation of the transient
impacts of sea-level rise on saltwater intrusiascpsses in both confined and unconfined coastal
aquifer systems that are driven by natural rechfitges. The results are then used to develop
an intuitive understanding of saltwater intrusiomaimics, which can help better assesses and

manage the potential long term impacts of sea-leselon coastal aquifers.

2.2 Problem For mulation and Conceptual M odeling

Under natural flow conditions, dense sea water Wdudve the tendency to intrude
beneath fresh groundwater. The spatial exterftefritruded saltwater wedge (designated as the
“toe position XT”) would depend on several aguii@rameters including recharge rate, regional
aquifer discharge rate, hydraulic properties, aal Isvel. Recent climate change studies have
shown that the global sea-level, on average, i&rgd to rise between 18 and 59 cm this

century [IPCC, 2007]. Worst-case projections shtovould be as high as 180 cm [Vermeer and
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Rahmstorf, 2009]. Therefore, environmental plasneorldwide are concerned about the
impacts of sea-level rise on saltwater intrusioocpsses, especially in over-utilized, urbanized
coastal aquifers that already have low groundwhkaeels. Currently, it is expected that the
rising sea level will enhance saltwater intrusiord gotentially contaminate many freshwater
reserves. Figure 2.1a depicts a commonly assuroadeptual model [Cheng et al., 2000;
Custodio and Bruggeman, 1987; Fetter, 2001; MaatggR003; Strack, 1976; Werner and
Simmons, 2009] that illustrates how the rising Is#al would impact the groundwater quality by
forcing the wedge to migrate inland. This concaptoodel, however, ignores the fact that when
the seawater rises at the sea-side boundary tkensygould pressurize and the water-table level
might be “lifted” throughout the aquifer. FigurelB illustrates a revised conceptual model.
This revised model accounts for the lift in thewgrdwater level over the entire system due to the
changes in the sea-side boundary condition. dkpected that after a long period (i.e., at or near
steady state) this lifting effect would approximgteaise the entire fresh water body (measured
from the bottom of the aquifer) by an extent simt@the sea-level rise (i.e., a similar order of
magnitude). One could intuitively expect thisifif mechanism to counteract and reduce the
impacts due to the sea-level rise. However, uinslear to what extent this lifting process could
reduce the overall impacts due to sea-level risghis study, we employ this revised conceptual
model to hypothesize that changes in the sea-lengit have little or no impact on saltwater
intrusion when the net flux through the systemnishanged. The overall goal of this conceptual
study is to test the validity of this hypothesiadaunderstand its ramifications under transient

conditions in idealistic confined and unconfinedtsyns.
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model that ignores the lifting effect, and (b) avneonceptual model that includes the lifting

effect.
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2.3 Details of Numerical Experiment

The base-case problem considered in this studyadagted from Werner and Simmons’
conceptual modeM/erner and Simmon&009] of a seawater intrusion field study congydein
Pioneer Valley, Australia. The original problem ypebnsidered unconfined flow conditions; in
this work, the problem was modified to investigatgh confined and unconfined conditions.
Our numerical study considered a two-dimensionaifagsystem which is 1000 m long and 30
m thick. A rectangular numerical grid, wittk =4 m,Ay = 1 m andAz = 0.4 m, was used. The
initial sea level (prior to the rise) was assunmethé¢ at 30 m and the sea level was then allowed
to rise instantaneously to 34 m. The net sea-leselassumed was 4 m, a theoretical worst-case
scenario which is approximately double the extreralee predicted by Vermeer and Rahmstorf
[2009]. The assumed sea-level rise was chosermppoorimately mimic the last interglacial
period’s rapid sea-level rise that reached up to @ m due to rapid loss of ice-sheBtgnchon
et al, 2009]. It is important to note that this is r@ottrue” scenario simulation exercise; our
objective is not to forecast the future locatiorsaltwater wedge for a specific system, rathe it i
to develop a generic conceptual understandingdesasthe potential impacts of sea-level rise on
saltwater intrusion processes. Therefore, someemet sea-level rise scenarios were initially
simulated (as the base-case) to better illustrat@io subtle transport mechanisms. Later, as a
part of the sensitivity analysis, we explore soeeistic sea-level rise scenarios that range from
0.2 m (minimum rise predicted by IPCC) to 4 m (deuthe maximum rise predicted by
Vermeer and Rahmstorf [2009] ). Also, in all basse simulations we assumed instantaneous
rise (a worst-case scenario) and later in the Beitgisection we have presented the results for

other finite rates of sea-level rise.
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The seawater density was assumed to be 1,025 kgjtmsalt concentration of 35 kg#m

The regional groundwater flux supplied through thiend boundary using a set of artificial
injection well nodes. The flux (g, flow per uniepth) supplied from the right boundary was
0.005 nf/day (or a total flow rate (Q) of 0.15%day over the 30 m thick aquifer). Recharge (W)
flow was delivered from the top boundary at theeraf 5x10° m/day. These regional and
recharge flows were simply selected to locate tiitéal location of the saltwater toe in between
300 to 500 m. The hydraulic conductivity was £e1® m/day, specific storage was set to 0.008
mtin each confined layer, and porosity to 0.35. Llibrdinal and transversal dispersivity values
were assigned to be 1 m and 0.1 m, respectivehe ifitial sea level was set at 30 m to simulate
a base-case steady-state wedge. This steadyasdtge was later used as the initial condition in
all subsequent sea-level rise simulations. Ingatdensity-weighting schemes (upstream and
central) and various advection schemes (TVD andreg finite-difference) were investigated
in using tests simulations (results summarizedppeXdix 2 and 3). In the final simulations we
used upstream density weighting and the finiteeddiice scheme advection package. Other

model parameters used are summarized in Table 2.1.

The MODFLOW-family variable density flow code SEAWALangevin C et aJ.2003]
was used in this study with the central differemeéghting option. The modeling approach was
validated by solving Henry's steady-state solutibienry, 1964; Simpson and Clemen2004]
and also laboratory data provided by Goswami arem@ht [2007], and Abarca and Clement
[Abarca and ClemenR009]. Several sets of numerical experimentewempleted to explore
various types of flow conditions and parameter &sluThe first set of experiments only

considered confined-flow conditions and the resultse used to explore certain novel salt-
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wedge reversal mechanisms that have not been eepant the published literature. Later

simulations consider both confined and unconfined tonditions.

Table 2.1. Aquifer properties and hydrological s used for the base-case problem.

Property Symbol Value
Horizontal aquifer length L 1000 m
Vertical aquifer thickness B 30m
Inland groundwater flow rate Q 0.15/atay
Uniform recharge rate from top wW 5xiM/day
Hydraulic conductivity K 10 m/day
Specific storage, Ss 0.008'm
Longitudinal dispersivity oL 1m
Transverse dispersivity o 0.1m
Saltwater concentration Cs 35 kd/m
Saltwater density Ps 1,025 kg/m
Freshwater density Pt 1,000 kg/m
Porosity n 0.35
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2.4 Results

2.4.1. Impacts of Sea-level Rise on Confined Flow Conditions

The goal of the first steady-state simulation isetimate the initial saltwater wedge
profile that would exist in the system prior to $eeel rise. Figure 2.2 (continuous line) shows
the 50% isochlor of the initial steady-state coniion profile for the base-case, confined-flow
system.  This 50% concentration profile is dalirzs the base saltwater wedge. The figure
shows that under the assumed groundwater flow tiondj the toe of the salt wedge advanced
to 382 m into the aquifer before sea-level rishisBteady-state condition was used as the initial

condition in all subsequent simulations.

The second steady-state simulation aimed to pdrede long-term salt-wedge profile
after the sea-level rise. The water level at #es&le boundary was abruptly increased from 30
to 34 m to simulate an instantaneous sea-level rifke system was allowed to evolve for
80,000 days to reach steady-state conditions. nEwe steady-state solution for the salt wedge
simulated by the model after raising the sea lev@lso shown in Figure 2.2 (using circle data
points). Interestingly, and rather surprisinglye tmodel-predicted saltwater profiles for both
conditions (pre and post sea-level rise) were idahtindicating that the sea-level rise will have
no impact on the location of the steady-state wedgen the freshwater flux transmitted through
the system remained constant (i.e., if the raiffadharge pattern was not changed). This non-
intuitive result has several important practicaplitations. The result indicates that the lifting
effect postulated in the conceptual model describeBigure 1c will fully offset the negative

impacts of sea-level rise in constant flux confified systems.
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To further explore this result, we present thegrent evolution of the location of the
saltwater wedge in Figure 2.3. These profiles sbmt when the sea-level was instantaneously
raised, the wedge initially started to move inwdroyvever, after about 8,000 days, the direction
of wedge movement reversed and the wedge startedve backward until it reached the initial
steady-state profile. As far as we are aware,nm@l@s predicted or postulated this self-reversal
mechanism. Understanding this self-reversal pobas an enormous implication on how water
resources managers would perceive and manage tbactsnof sea-level rise on saltwater

intrusion. 10% isochlor and 90% isochlor showsdhme transient movement (See appendix 1)

Figure 2.4 shows the transient variations in treegosition of the saltwater wedger{X

The data shows that, under assumed flow conditithves,salt wedge first advanced into the

aquifer for about 8,000 days and reached a maxigistance of 432 m (from the sea boundary)
and then started to recede. The figure also shiogvsimulated transient freshwater head levels
at the right side boundary. This freshwater hestd @ an excellent surrogate for quantifying the
progression of the aquifer “lifting” process, pdatad in Figure 2.1b. This dataset shows that
the initial head at the right boundary, as predidig the model prior to the sea-level rise, was 31
m. When the sea-level was raised instantaneousty 80 to 34 m, it took about 2,000 days for

the right boundary to fully respond to this chanddter about 2,000 days, the fresh-water level
in the right boundary reached a constant valueootia35 m. The net change in the freshwater
level was about 4 m, almost identical to the seatleise forced at the left boundary. This

implies that the raising seaward-boundary headdithe entire fresh groundwater system by a
similar order of magnitude. This lifting procesasnable to fully reverse the salt wedge location.
The rate of the reversal process would depend emate at which the groundwater system was

lifted (or how quickly the groundwater heads worddpond), which would in turn depend on the
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storage properties of the aquifer and the rateeaflsvel rise. In the following section, we
provide a detailed analysis that quantifies thesierty of the self-reversal process to the value
of storage coefficient, the rate of sea-level ase the magnitude of rise. All these simulations

used the base-case steady-state solution as tia¢ ¢ondition.
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Figure 2.2. Comparison of steady-state salt weggedicted before and after the sea-level rise in
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2.4.2. Sensitivity Analysis of the Self-reversal Processin Confined Systems
2. 4.2.1. Sensitivity to Specific Storage

We first explored the sensitivity of the intrusiorechanism to various values of specific
storage (§. In this analysis, the value of ®as varied by an order of magnitude with the range
0.0008 to 0.008 h In all sensitivity simulations, the other parders were fixed at base-case
levels shown in Table 2.1. Figure 2.5a shows ¢ngpbral variations in the toe position{Xor
different values of § The data shows that whegwas small the system responded rapidly and
the intrusion effect was reversed quickly. Aldog tmaximum intrusion length was small for
smaller values of S The maximum values of the predicted saltwaterposition () were 432,
412, 394, and 386 m for the Salues 0.008, 0.005, 0.002 and 0.0008 mespectively. The
figure shows that whens$s small (at 0.0008 M) the change in the salt wedge location was
relatively small even for an extreme sea-level aéd m. The total time required to reach the
maximum intrusion level (defined as the durationindfusion) was 6,000 to 8,000 days. These
values appear to be relatively insensitive to ®verall, the extent of saltwater intrusion as

indicated by the maximum value of;¥vas more sensitive to, $1an the duration of intrusion.
2.4.2.2 Sensitivity to the Magnitude of Sea-level Rise

The sensitivity of the intrusion length to the miigde of the sea-level rise was explored
by varying the sea-level rise within the range & ® 4 m. Figure 2.5b shows the transient
variations in X values for various values of sea-level rise. Weximum values of Xwere

approximately proportional to the magnitude of kaeel rise. Also, similar to the previous
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sensitivity experiment, the time taken to reach rieximum values was about 6,000 to 8,000

days, and this time was relatively insensitivehi® magnitude of the sea-level rise.
2.4.2.3.Sensitivity to the Rate of Sea-level Rise

Simulations were completed to test the sensitioftyhe intrusion process to changes in
the rate of sea-level rise. Literature data inéidahat the current rate of sea-level rise obskrve
worldwide has ranged from 2 to 4 mm/yeaic[Carthy, 2009]. Climate change model
projections, however, show that the global rateldat least double by the end of this century
[Anderson et a).2010]. A total rise of 4 m was simulated usitix) different rate scenarios:
instantaneous, 1 mm/day for 4,000 days, 0.1 mmfldiayt0,000 days, 0.05 mm/day for 80,000
days, and infinite rise at a rate of 0.04 mm/dathv = 0.008 and S= 0.0008. Figure 2.5c
shows the temporal variations in the simulatedptogtion () for all five scenarios. The data
demonstrates that the rate of the self-reversatgs®©would depend on the sea-level rise rate.
When the rate of rise was low the reversal cyclkd dadonger duration. The maximum value of
the intrusion length, X decreased with decrease in the rate of sea-lptreion. The time
taken to reach the maximum level of intrusion w&0®d, 10,000, 40,000 and 80,000 days for
instantaneous, 1 mm/day, 0.1 mm/day, 0.05 mm/dayese| rise rates, respectively. When sea-
level was allowed to rise infinitely at a fixed eatthe results reached an irreversible, quasi
steady-state level. It is important to note thisviersible intrusion level was primarily an artifa
due the relatively large storage value (of 0.008 assumed as the base-case parameter. When
we reduced the specific storage value by an orflenagnitude (to 0.0008 Hh a more typical
value for confined flow) the head information prgpted quickly and the lifting effect became

continuously active. Therefore, the system witthigher § value experienced immediate
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reversal and experienced very little intrusion untee continuous-rise scenario. Overall,
changes in the rate of sea-level rise influencedniaximum level of intrusion as well as the
time required to reach the maximum level. The treguired to reach the maximum would, to a

large extent, depended on how long the sea risgriezt

2.4.2.4. Sensitivity to Dispersivity Values

We explored the sensitivity of the intrusion medeanto dispersivity coefficients by
varying the value within the range of 0.5 m to Zamlongitudinal dispersivityg, , and 0.05 m to
0.2 m for transverse dispersivity;. As Abarca et al [2007b] pointed out, changing\hkies of
dispersivity would impact the value ofrXinitial X1 decreased when the dispersivity coefficients
were increased). Therefore, we defined a paramieétrchange in salt wedge location,” which
was computed as: maximum value of Xnitial position of X, to quantify the changes. Figure
2.5d shows the temporal variations in the toe psifXy) for different values of dispersivity.
The net change in the salt wedge location was twd®n 44 and 53 m. The time taken to reach
the maximum intrusion level and the peak agfvalues were relatively insensitive to changes in

the value of dispersivity coefficient.
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Figure 2.5. Sensitivity of the toe position{}{o (a) specific storage, (b) the magnitude of sea

level rise, (c) the rate of sea-level rise veloeity (d) the dispersivity coefficients.
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2.4.2.5. Sensitivity to Other Hydrological Paramgte

It is important to note that the transient reversaterns would depend on the values of
hydraulic conductivity, recharge rate and ambientugdwater flow. Sensitivity to variations in
all these model parameters was also explored snstinidy. Simpler analytical solutions can be
used to intuitively infer the sensitivity to inddual variations in K, W and Q values under steady
conditions. Werner and SimmongVérner and Simmon009] followed this approach and
completed a detailed sensitivity assessment foeadg-state unconfined problem. In this study,
we present the results of a selected number oftsatystests completed for a transient confined
aquifer system using SEAWAT. Figure 2.6a showstthasient variations in Xvalues for
different hydraulic conductivity values; K valuesed are: 5 m/day, 10 m/day and 15 m/day. It
should be noted that the simulated profiles hatferént initial X; since individually changing
any one of these parameters (K, W or Q) would aler steady-state solution of the base
problem. The results show that the peak value pfrative to the initial X value) would
increase, and the responding time would decreasexf{@ected) when the K value was decreased.
Figure 3.6b shows the transient variations {nv&lues for various values of Q and W (0.67xbase
values: Q = 0.1 fiday and W = 3.3xI0m/day; base values: Q = 0.15/day and W = 5x18
m/day; doubled the base values: Q = 03day and W = 1x10 m/day). The data show that
when the amount of freshwater flow was increasedptbak value of Xincreased and system
also had a shorter responding time. It should dedthat if the transport parameters were
scaled consistently (for example, increase K addae the Q by a similar factor) then there will

be very little variation in the peak value of.X
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Figure 2.6. Sensitivity of the toe positiont{Xo: (a) hydraulic conductivity and (b) freshwater

flux.
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2.4.3. Impacts of Sea-level Rise on Unconfined Aquifers

To examine the impacts of sea-level rise aonoufined flow conditions, we completed
numerical simulations of an unconfined aquifer wiiilmensions identical to those used in the
confined simulation, except the top layer was medito simulate unconfined flow. The length
of the unconfined aquifer was 1,000 m and the thiakness was 35 m. A numerical grid with
AX =4 m,Ay =1 m andAz = 0.4 m (75 confined layers), and a top uncoufilager ofAz =5 m
was used. In all unconfined flow simulations, tlaéue of average hydraulic conductivity was set
to 10 m/day, total regional freshwater flow (Q)rfrahe right boundary was set to 0.1%day,
and the areal recharge flux (W) was set to 5xh@day. Initially, the regional flow rate was
assigned to 0.0019 day for all confined layers with 0.0048uay for top unconfined layer
(note the top unconfined layer was 1 m as opposatined nodes which are 0.4 m). After the
sea-level rise, the flow rate was again redistadudver the unconfined zone of 4 m. In order to
redistribute the same flow of 0.15%aay over an increased saturated aquifer depththall
confined nodes were assigned a flow of 0.00fay and the top 4-m unconfined layer was
assigned 0.021 ffday. In order to compare unconfined flow simislatresults against confined
flow results, an identical instantaneous sea-leisd (rise from 30 to 34 m) scenario was
assumed. The specific storage,v8as set to 0.008 Trfor all confined layers, and specific yield,

Sy, was set to 0.1 for the top unconfined layer.

We first completed a base-case, steady-statdation for the unconfined system to generate
the initial conditions that existed prior to theadevel rise. Figure 2.7 compares the steady-state
salt wedge predicted for the unconfined flow systeith the wedge predicted for a similar

confined flow system (data from Figure 2.2). Tigufe shows the both wedges are almost
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identical, indicating that both confined and undoedl systems would behave in a similar
manner at steady-state conditions. The similégtyveen the two steady-state solutions can also

be explained mathematically, as shown in Appendix 5

To understand the impacts of sea-level rise onutftenfined aquifer, we instantaneously
raised the sea-level by 4 m and let the systenhready state. Figure 2.8 compares the initial
and final steady-state saltwater wedge profilehéunconfined system (dotted and continuous
lines). These profiles show that, unlike the coedi system (compare with Figure 3 results), the
saltwater intrusion process is not reversible & tinconfined system. In unconfined aquifers,
the initial location of the toe XTand the final location of the toe position Xdre distinctly
different. This is because, under unconfined doonB, the sea-level rise increases in the
saturated thickness (or transmissivity) of the Bui This increased transmissivity allows the
wedge to penetrate further into the system, regplti a new steady-state condition. Comparing
the initial and final salt-wedge profiles indicatbe initial salt wedge was approximately raised
by 4 m, similar to the level of sea-level rise. eTgroundwater level also rose over the entire
aquifer by about 4 m (as illustrated in Figure 2.1l the way to the inland boundary (the
predicted groundwater raise at the inland boundey similar to the data shown in Figure 2.4).
These data indicate that the aquifer lifting preassactive in the unconfined system. The lifting
process, however, was not able to fully reversenb@ge location since the system evolved from
a steady-state solution for the 30-m thick aquifath initial toe, XT;, at about 382 m) to a new
steady-state solution for the 34-m thick aquifeittjviinal toe, XT;, at about 510 m). The data
points (marked with circles) shown in the figure ateady-state wedge data predicted for a 34-m

thick “equivalent confined aquifer.” As expecteské Appendix A for an analytical analysis),

30



the final unconfined steady-state solution matclédl an equivalent confined aquifer solution

with an appropriate value of aquifer thickness.

Figure 2.9 compares the results of transient changetoe length predicted for the
following three systems: Case-1) standard base-@aaseed system of 30 m thickness (same as
the data shown in Figure 2.2); Case-2) unconfined system with base-case parameters; and
Case-3) unconfined system with very highv8lue (0.02 ri). It is important to note thes@alue
used for Case-3 is unrealistically high and thiswagptual simulation was completed to
demonstrate the existence of certain subtle seérsal mechanisms. Several observations can
be made from the results presented in Figure ZB.three solutions started at the initial toe
location XT; = 382 m and for about 1,000 days the unconfinddtisas were approximately
equal to the confined flow solution. After thisne, the unconfined model solutions started to
diverge. The Case-2 unconfined flow simulatiorchesl the final steady-state toe position; XT
after about 50,000 days, and the system did not sy reversal effect. However, when we
repeated the unconfined simulation using higlvé&ues (Case-3) we could clearly observe the
reversal effect. Also, as expected, Case-3 redumere time (about 100,000 days) to reach
steady-state final toe position XTIn summary, the aquifer lifting effect is activeunconfined
systems but it is difficult to observe any reverstigcts in transient unconfined systems due to
the changes in the aquifer transmissivity. Wherajppropriate value of aquifer thickness was
used, the steady-solution for an unconfined flovetesyn would be almost identical to an
“equivalent confined flow system.” The storageilde within fully-saturated layers (which
act as confined layers) are typically very low dahg would allow rapid propagation of head
perturbations; therefore, it is difficult to observeversal effects in any realistic unconfined

aquifers.
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Figure 2.7. Comparison of steady-state salt weggedicted before the sea-level rise (sea level
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2.5 Conclusions

Detailed numerical experiments were completed ugiegMODFLOW-family computer
code SEAWAT to study the transient effects of saeel rise on saltwater wedge in confined and
unconfined aquifersvith vertical sea-land interface. The simulati@sults show that if the
ambient recharge remains constant, the sea-leseelnill have no impact on the steady-state salt
wedge in confined aquifers. The transient confified simulations help identify an interesting
self-reversal mechanism where the wedge, whichallyitintrudes into the formation due to sea-
level rise, would be naturally driven back to thigimal position. However, in unconfined-flow
systems this self-reversal mechanism would haweetesffect due to changes in the value of the
effective transmissivity (or average aquifer thiekg). The increased trasmissivity resulted in a
redistribution of freshwater flux at the inland Indiary condition. Both confined and unconfined
simulation experiments show that rising seas widittithe entire aquifer and this lifting process

would help alleviate the overall long-term impaatsaltwater intrusion.

The sensitivity simulations show that the rate #ralextent of the self-reversal process
would depend on the value of specific storagg #8d the rate of sea-level rise. When the rate
of rise was low the reversal cycle had a largeatiom. Overall, the changes in the rate of sea
rise had relatively less influence on the maximewel of intrusion and more influence on the
time taken to reach the maximum level. On the rottend, variation in Svalues was more
sensitive to the maximum level of intrusion thae tluration of intrusion (the time taken to reach

the maximum value).

It is important to note that the results presentethe conceptual modeling study are

based on simulations completed for idealized regtkm aquifers with homogeneous aquifer
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properties. While the results are useful for depilg a large-scale conceptual understanding of
the impacts of sea-level rise, evaluation of trogacts would require detailed site-specific
modeling efforts Abarca et al. 2007a;Loaiciga et al, 2011]. A better understanding the self-
reversal mechanism (both its spatial and time sgatientified in this study would have an
enormous implication on managing the impacts ofleeal rise in coastal groundwater aquifers.
The results, however, do not imply that one coufdp$y ignore climate change effects on
saltwater intrusion process. Rather it implies tha can minimize its risks based on a sound
scientific understanding of the transport process®&s by developing pro-active management
strategies that are appropriate to unconfined agifdnd confined aquifers. It is important to
note that this study assumes the fluxes in theesystould remain constant. However, site-
specific climate change effects could greatly alterrecharge and regional fluxes (these natural
hydrological fluxes can change due to variationsramfall patterns), therefore the overall
problem should be managed in the context of laogéesvariations in hydrological fluxes
expected to be induced by climate change effebtsaddition, Loaiciga et al.Ljpaiciga et al,
2011] pointed out that variations in groundwatetrastion (anthropogenic fluxes) was the
predominant driver of sea water intrusion in a nhddat simulated sea-level rise scenarios for
the City of Monterrey, California. Finally, it igery likely that rising heads might increase
evapo-transpiration fluxes. This could impact tverall hydrological budget resulting in less
recharge reaching the coastal area and this witldrithe self-reversal process. Therefore, site-
specific management models for coastal areas sloauédully integrate changes in both natural

and anthropogenic fluxes with various sea-leve sisenarios.
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Chapter 3

INVESTIGATION OF SALTWATER INTRUSION PROCESSES USBNLABORATORY
EXPERIMENTS INVOLVING FLUX-TYPE BOUNDARY CONDITIONS

3.1Introduction

Saltwater intrusion is a natural process where \gater would advance into coastal
groundwater aquifers due to the density differebetveen saline and fresh waters creating a
wedge that evolves landward. The horizontal extérgaltwater intrusion could range from a
few meters to many kilometerBgrlow and Reichard2010]. Several natural and anthropogenic
processes can enhance the effects of saltwatassiotr. For example, the water supply
operations in coastal regions may depend on pumpashpwater from local aquifers, and these
pumping activities can exacerbate both vertical laorizontal salt intrusion processes. Droughts
induced by climate change effects could resulthm lbss of freshwater resources and enhance
saltwater intrusion. Several modeling and fielddsta have provided evidence that climate
change could decrease the net freshwater inputraangwater resources-¢seker 2007;
Lodiciga et al, 2011;Masterson and Garabedia2007;0ude Essink2001;0ude Essink et al.
2010;Ranjan et al.2006;Rozell and Wong2010;Yu et al, 2010], and this could aggravate the
impacts of saltwater intrusion. Climate changealigtsl estimate that the global sea level could
increase between 18 cm and 59 cm this centUdC€, 2007]; other worst-case scenario
predictions have forecast higher sea-level risesoup80 cm Yermeer and Rahmstor2009],
which could result in more severe saltwater intms

The number of scientific investigations relatedcclionate change effects have increased

rapidly in the last decad&sfeen et al. 2011]. Most of these investigations are basedhen
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premise that climate change will have severe advergacts on almost all natural systems
including groundwater systems. As pointed ouKloydzewics and DOIIE2009], flat areas such
as deltas and coral islands are expected to bedaed by rising seas leading to reduced
freshwater availability. According to an extrenase reported byu et al.[2010], about a meter
sea-level rise would inundate and contaminate A% of the total land in Bangladesh,
threatening to physically displace about 11% oirthepulation.

Chang et al [2011] recently presented some interesting catintaitive results
indicating that sea-level rise would have no impactsaltwater intrusion in certain idealized
confined systems that ignore marine transgressifatts, such as a tidal effect and seasonal
variation. Their results show that rising seas Mdift the entire water table, and this lifting
process has the potential to alleviate the ovéoal)-term impacts of saltwater intrusion via a
natural self-reversal procesdVhite and Falkland2009] reviewed previously published field
datasets and concluded that the freshwater lensssveral atoll islands might not be severely
affected by sea-level rise up to 1 m, as long adahd mass is not lost due to inundation of the
edges of these islands. On the other hand, patesatiiations in the recharge patterns, resulting
from changes in the rainfall levels, are expectedave much larger impact on the overall water
budget of these islandRozell and Won@2010) used climate change scenarios availablbean
Intergovernmental Panel on Climate Change 2007 G)P@port and found that only a small
portion of Shelter Island, located New York, USApuwid experience inundation and salt-water
intrusion even when the sea level was assumedctease more than three times higher than
those values reported in the IPCC report. Somé¢hese conflicting results imply that the

impacts of climate change on saltwater intrusioousth be carefully predicted and managed at a
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local scale, on a case-by-case basis, since thealbumpacts would depend on various
hydrological factors including spatial and temposaliations in rainfall/recharge patterns.
Werner and SimmongR009] categorized saltwater intrusion problemto itwo types
depending on how the freshwater would enter th&@quThe first type of system is known as a
head-controlled system, where the groundwater Iléweld at the inland boundary would
transmit various rates of freshwater flow dependingaquifer properties. The second type is a
flux-controlled system where the net freshwatewflentering at the aquifer inland boundary is
set to a constant flow rate. From a fundamentahtpof view, even in the head-controlled
system the changes in saltwater intrusion patemsdd be essentially due to the net decrease or
increase in freshwater flow transmitted throughdpstem. Therefore, the amount of freshwater
flux moving through the system is an important famental parameter that would control
saltwater intrusion effectsChang et al[2011] demonstrated how the impacts of sea-leigel r
on both unconfined and confined systems could tmagly influenced by the changes in fresh-
water fluxes. They also found that when the fresiter flux is held constant the sea-level rise
would have no impact on the steady-state saltwagelge profiles of confined aquifers. Kuan
[2012] reported that the saltwater wedge and tiseltieg upper saline plume in unconfined
coastal systems will be affected by the changeth@nregional freshwater influx induced by
various tidal conditions. These studies have detnatesl the importance of understanding the
effects of changes in different types of groundwétes on saltwater intrusion mechanisms.
The objective of this research is to conduct expental studies to investigate the
impacts of variations in regional and areal-rechdigxes on saltwater intrusion in unconfined
aquifers. In this effort, we have explored twpdyg of flux-controlled systems: one driven by

regional flow delivered from the inland freshwatewundary and another driven by a fixed

39



amount of recharge flow distributed from the toln. the following sections, we refer to these
two systems as regional-flux system and areal-rgehflux system, respectively. The results
from the experiments were used to develop a batiderstanding of the influence of different
types of flux-boundary conditions on the saltwatgrusion process, especially under transient

flow conditions.

3.2 Methods
3.2.1 Experimental Approach

Figure 3.1 shows the experimental methods employ#us study. The laboratory setup
shown in Figure 3.1a was used to conduct regidnaldquifer (RFA) experiments, and Figure
3.1b was used to conduct areal-recharge flux aq(EA) experiments. All the experiments
were completed in a sand tank with dimensions: Bh5 28 cm x 2.2 cm. We used a relatively
narrow tank to simulate a two-dimensional systemat tiepresents cross-sectional flow in an
unconfined aquifer. As shown in the figure, thadséank has three distinct chambers: an inlet
chamber, porous media chamber, and an outlet chanlbethe regional flux experiment, the
right inlet chamber was used to deliver freshwéltew to the system. The sea level variations
were simulated by adjusting the saltwater heahatleéft outlet chamber. The central porous
media chamber was filled with silica beads of disané.1 mm. The beads were packed under
saturated conditions to prevent the trapping obabibles inside the tank. The average hydraulic
conductivity value of the system was estimated éolbB6 cm/s. Other experimental methods
used here were similar to those used in our prevexperiments reported in Goswami and
Clement [2007] and Abarca and Clement [2009]. slimportant to note that our previous

experimental studies and those published by othésasaki et al. 2006] have used constant-
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head boundary conditions; here we have employed different types of flux boundary
conditions. To simulate the areal recharge fluxifmtary condition, we used a multi-head
peristaltic pump that delivered flow at variousertjon points. The flow was divided equally
and was distributed from four outlet tubes. Thaegiwere placed on the top of a porous media
chamber (well above the water table) at distantd® @m, 20 cm, 30 cm, and 40 cm away from
the inlet chamber. To simulate the constant regjiflax condition, we used the same multi-
head pump that injected a constant amount of flaawsingle outlet which was placed into the
right chamber. All the saltwater intrusion expegits were recorded using a Panasonic video
camera (HDC-HS250) and the photographs were latgrgrocessed using methods described in
Goswami and Clement [2007]. A commercial food dyes added at a ratio of 50 ml per 20 L of
saltwater to help differentiate the saltwater frambient fresh water. The measured density of

the colored saltwater was 1.027 gfcm
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3.2.2 Numerical Modeling Approach

The MODFLOW-family variable density flow code SEAWAGuUo and Langevin2002]
was used to model the experimental data. The fuatiglicit option and the total variation
diminishing (TVD) package were used in all our siations. The code has been widely tested
by solving various benchmark problems includfBignpson and Clemef2003] andSimpson
and Clemenf2004]. In our model, the origin of an x-z coardie system was set at the lower
left-hand corner of the plane. A uniform finitefdrences grid of size 0.5 cm (total of 102 cells
in the x-direction) was used to discretize the zmmtal direction. Forty-two uniform confined
layers of width 0.5 cm were used to discretize weetical direction; in addition, a single
unconfined layer of width 1 cm was used to repreiemtop region. The depth of the top layer
was selected such that the layer would remain uimeh (i.e., it did not fully drain or overfill)
in all our simulations (note that the freshwateadeén the tank varied from 21.6 to 22.0 cm,
measured from the bottom, in our transient expartsiand the saltwater head was set to 21.0
cm). The lower boundary nodes were set to no-fbmmditions. The longitudinala() and
transversaldr) dispersivity coefficients were assumed to be @i®5and 0.005 cm, respectively;
these are the values previously usedAarca and Clemenf2009]. The value of specific
storage (§ was set to 18 cm* for the confined layers and the value of spegifid (§) was
set to 0.1 for the top unconfined layer. The meaduralues of freshwater density and the
saltwater density were 1.000 and 1.027 d/cmespectively. Using the standard density-
concentration slope factor of 0.714, the value af soncentration was estimated to be 0.378
glent. The concentration value was also verified usiaga for the amount of salt used to

prepare the saltwater solution. The entire flounmdm was assumed to be initially filled with
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saltwater, and a constant rate of freshwater floag \wjected at the boundary to simulate the

desired initial steady-state condition.

Table 3.1. Summary of numerical model parameters

Property Symbol values
Horizontal length L 50.5cm
Saltwater elevation sh 21cm

Hydraulic conductivity K 1.46 cm/s
Specific yield, $ 0.1

Specific storage, S 0.00001crit
Longitudinal dispersivity | o, 0.05cm
Transverse dispersivity | or 0.005 cm
Saltwater concentration Cs 0.0378 g/cm3
Saltwater density Ps 1.027 g/lcm3
Freshwater density Pt 1.000 g/cm3

Table 3.2. Summary measured and modeled flows

Experimentally
Experiment measured flows in the
sand tank (2.2 cm wide

Numerical flows for unit width model

RFA-test 0.832 cri/s 0.378 cni/s (0.0086 cnis for 42 confined cells,
(SS1, SS3) ' 0.017 cni/s for one unconfined cell)
RFA-test (552)| 0.463 cifs 0.211 cni/s (0.0048 crifs for 42 confined cells,

0.009 cni/s for one unconfined cell)
AFA-test

(SS1, S53) 1.111 cnils 0.505 crifs (recharge rate is 0.0100 cm/s)
'(A\SFéAZ_;eSt 0.755 cni/s 0.343 crils (recharge rate is 0.0068 cm/s)
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3.3 Results
3.3.1. Regional-Flux Experiments

We first completed a regional flux experiment todst the transient changes in saltwater
intrusion patterns when the flux was varied atright boundary. The saltwater level at the left
boundary was fixed at 21 cm. Figure 3.2 showsdiéal data collected for both advancing-
wedge and receding-wedge experiments. The timeldevequired for conducting these
experiments were estimatedpriori from preliminary numerical simulations. To simelahe
initial condition, a constant rate of freshwateiB@® cni/s, see Table 4.2) was injected into the
right chamber and the system was allowed to reastleady-state pattern (designated as SS1 in
Figure 3.2). To start the transient intruding atods, the flow rate was instantaneously
reduced from 0.832 to 0.463 & (about 56% of the initial flow). The transiefdta were
recorded for 90 min, after which the system reachieel second steady-state condition
(designated as SS2 in Figure 3.2). The recedirdgeieexperiment was then initiated by
increasing the amount of freshwater flow back wittitial rate of 0.832 cis. This allowed the
wedge to recede back towards the saltwater bouratadythe system reached the third steady-
state condition (designated as SS3 in Figure 3t@) &0 mins.

Numerical simulations were completed using SEAWATIhe numerical model is
assumed to be a unit-width aquifer and hence ta flow rate used was set to 0.378@nthe
real sand tank was, however, 2.2 cm wide and thesaored experimental flow rate was 0.832
cm’/s (Table 3.2 provides a summary of these convesgioln the model, the initial total flow of
0.378 cnils was distributed into 0.0086 & over 42 confined cells of thickness 0.5 cm; in
addition, a 1-cm thick unconfined cell was used &ndceived a flow rate of 0.017 ém. To

simulate the reduced freshwater flow condition, flbes rates for the confined cells were set to
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0.0048 cn¥s and the top unconfined layer flow was set td9.@nt/s. The results of the
numerical model are compared against the experahdata in Figure 3.3. In the figures, -dot-
shaped symbols represent experimental observatams the continuous lines represent
numerical prediction of 50% concentration contolihe figures show excellent match between
the experimental data and model predictions. Tlkddogth, X%, measured at the bottom of the
aquifer is a standard metric used for delineathng lbcation of a wedgeChang et al. 2011;
Watson et a).2010;Werner and Simmon2009;Werner et al.2011]. However, in this study,
due to some physical irregularities at the bottomtjof the tank (occurred due to smearing of
the excess welding glue outside the tank) prevemseflom accurately viewing the wedge at the
bottom of the sand tank. This has introduced soneertainties in measuring the length of the
saltwater toe X (wedge extent at the bottom). To avoid any misimaue to these uncertainties,
we compared the values off@o 75 (i.e., the toe length estimated at 0.75 cm abbeetank
bottom) against numerical predictions for@o 75 Note we selected 0.75 cm since this height
conveniently corresponded to the center of a secmmaderical model layer. Using this upper
location allowed us to avoid the observational peobat the bottom of the physical model.
Figure 3.4 compares D@y 75 predicted by SEAWAT against those values estimdtedthe
transient experimental data for both advancing racdding experiments. The figure shows that
the numerical model was able to predict the saéimtate lengths of both intruding and receding

wedges.
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Figure 3.3. Comparison of experimental data modedliptions of transient salt wedges for the

regional-flux system: a) advancing-wedge experimand b) receding-wedge experiment.
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3.3.2 Areal-Rechar ge Flux Experiments

The areal-recharge flux experiments were complétedtudy the extent of saltwater
intrusion when the recharge-flux varied at the tdghe model. In all these experiments, the
saltwater level was fixed at 21 cm at the left laany. Figure 3.5 shows the digital data for both
advancing- and receding-wedge experiments. The fewels and flow rates required for
conducting these areal-recharge flux experimentsewestimated from preliminary test
simulations. Note that the employed inflow frestavaate in the areal-recharge test was larger
than the regional-flux test; this increase was ireguto create a wedge profile similar to the
previous test (see Table 3.2 for flow data). Tleslge in the areal-recharge experiment would
have advanced less into the flow tank if we woudeténset the volumetric inflow rates for the
area-recharge flux experiment to be identical ® hgional- flux experiment. To begin the
areal-flux experiment, a constant total freshwéltev rate of 0.505 cm3/s was injected at the top
of the tank and the system was allowed to reacteadg-state pattern (designated as SS1 in
Figure 3.5). To initiate transient conditions, floate was instantaneously reduced to 0.343<m
(about 68% of the initial flow rate), which thernloated the wedge to advance to the right,
towards the flux boundary, by approximately 20 chhis transient data was recorded for 90 min,
after which the system reached the second steatly-sbndition (designated as SS2 in Figure
3.5). Then, the receding-wedge experiment wasatetti by increasing the amount of freshwater
flow back to the initial rate of 0.505 éfm. The wedge started to recede backward towhsls t
saltwater boundary and reached the third steadg @dasignated as SS3 in Figure 3.5) and the
transport data was recorded for 60 mins.

Numerical simulations were completed using SEAWAIRh the numerical model, the

initial areal-recharge rate of 0.010 cm/s was itisted using the recharge package over the top
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unconfined layer. To simulate th instantaneous reduction in tlieeshwater flow rai, the

recharge ratevas reduced to 0.68 cm/s. The numerical predictions are compared agains

experimental data in Figure 3.6'he figure shows good match between the experirheata

and numerical predictions.Similar to previous experiments, in order to avitid observatione

errors associated with our tank bottom, we comp#redexperimental values X+ estimated at
0.75 cm against the correspondiXt values computed by the numerical model. The re

shown in Figure 3.7 comparhe transient variations in toe lengtht(@ 7:) predicted by
SEAWAT against data fdooth intruding and receding ar-recharge fluxexperimers. Results
indicatethat the model was able to predict experimental data well.

Transient advancing wedge

0 min (SS1) 10 min 90 min (SS2)

Transient receding wedge

[ER
o
3
S
= =

o
3
5
=
»
N
~
= i
o)
o
3
5
=
»n
n
o]
@
= -

Figure 3.5Transient variations in trsalt-wedgepatterns due to changes in the areal flux vali
The topfigure shows intruding transport conditions whea flux was reduced fror1.133 cni/s
to 0.733 cn¥s, and the bottom figure shows receding transponditions when the flux i

increased from 0.733 cits to1.137 cni/s.
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3.3.3 Analysisof Time Scales Associated with Intruding and Receding Salt Wedge
Transport Processes

The transient data for the regional flux experimeneésented in Figure 3.4, show that the
intruding wedge requires more time to reach stestdie when compared to the receding wedge.
This trend is also observed in the recharge flyxeexnent shown in Figure 3.5. A previously
published experimental dataset presentedsbgwami and Clemeri2007] for a constant head
system also indicated a similar trend. This isireresting, counter-intuitive result which
implies that it will take relatively less time temediate (or reverse) saltwater intrusion effects
when compared to the time taken to contaminataqeance the wedge into) the system. This is
a subtle yet an important result that can playgmicant role in managing water quality of
coastal aquifers. However, so far no one hasreghantified or analyzed the disparities in the

time scales associated with saltwater intrusionrandssion processes.

In order to quantify the difference between intngdi and receding-wedge migration
rates, we first define a termX+(t), which is the distance that remains to be trsa@ by a
migrating saltwaterwedge toe to reach its finahdjestate condition (note, we will be using
numerical data in this analysis and report theress of X% at the bottom of the aquifer). Using
this definition, for an intruding wedg&X+(t) = ABS(Xr(t)-Xt tor ss9 and for a receding wedge
AX+1(t) = ABS(Xr(t)-X11or ss3. Note in our experiments the final steady s&®3 is identical to
the initial steady state SS1. For the regional-fkst, the values of %o ss1(0r Xt orss9 and X
for sszWere estimated using SEAWAT as 19.3 and 36.8 espactively. The computed values

of AX+(t) for both intruding and receding wedges are gmésd in Figure 3.8(a).

The figure clearly shows that the receding wedgeveaaoconsiderably faster than the

intruding wedge as seen in Figure 3.8(a). ThetfancAX+(t) resembles a first-order decay
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process, and hence one could fit an exponentiaydegrve of the formaAX+(t) = AX+1o exp(-tk)
to these data; where, the paramei¥r, is the maximum distance traversed by a moving wedg
andr is a characteristic time constant. It should bted that this approximate fitting analysis

was completed just to estimate a characteristie fon this transient problem. For the regional

flux test, the value oAXto was calculated as 17.5 cm [ABSH{ss1- Xt ot ss3], and the fitted
values oft for intruding and receding wedges were, 15.0 aBdninutes, respectively. The time
constant is a measure of the characteristic time associatiédthe underlying transport process
(note, here the value @fX+(t) starts from a maximum and decays with timehe Value oft
computed for the intruding system is larger tha@ ¥hlue computed for the receding system
indicating that the intrusion process is inheresilywer than the recession process. Based on
this result one could hypothesize that it will takéatively less time for a salt wedge to recede
from an aquifer when compared to the time takertHerwedge to intrude into an aquifer. To
test the validity of this hypothesis at a largeslecwe completed a simulation study for a field
scale problem reported i€@hang et al [2011]. The problem considered a two-dimensional
unconfined aquifer system which is 1000 m long ahdn thick with unit width. The sea level
was set at 30 m along the left boundary. A redidina of 0.186 ni/day was injected at the
right boundary. The initial steady-state (SS1atamn of the salt wedge toey ¥ ss» was 380 m
away from the coastal boundary. To initiate transiintrusion conditions, the boundary flux
was instantaneously reduced to 0.14%day (about 75% of the initial flux) which allowekle
wedge to advance towards the landward directidntodk approximately 60,000 days for the
system to reach the second steady state (SS2)adunel of X 1or sspwas 485 m. The receding-
wedge experiment was then initiated by restorirgyfteshwater flux back to the initial rate of

0.186 mi/day. The wedge started to recede back and reabketthird steady state (SS3) after
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about 40,000 days. In Figure 3.8b, we provide A (t) profiles for both intruding and
receding simulations. The value &X 1, for the system is 105 m (485 m — 380 m) and thedi
values of the time constantfor intruding and receding wedges are 13,600 ad@® days,

respectively.

To compare the differences in intruding and reagdiansport times scales under areal-
recharge-flux boundary conditions, we completedea et of simulations and compiled the
AX+(t) data for the recharge condition. The initimhaunt of areal recharge used in the
simulation was 0.0102 cm/sec and the correspondaihge of X ror ssywas 19.7 cm. The flux
was then reduced to 0.0071 cm/sec the corresponding of X s or ssowas 37.3 cm. Note that
the recharge rates were selected to match the sralu¥; close to the regional flux scenario.
Figure 3.9 shows the SEAWAT simulated data and fitted exponential profiles for this
problem. Similar to previous problems, the intngliwedge moved slower than the receding
wedge even under areal-recharge flux conditionbe Simulated data for the receding wedge
however, did not show a smooth exponential treNde evaluated the parameters of best fit
exponential functions to both datasets and ustddstimate the values of the time constants for
the intrusion and receding wedges as 22.7 andrihg, respectively. These results once again
confirm that the transport time required for th&uding wedge is more than the time required

for the receding wedge.
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Figure 3.8. Comparison of toe migration ratesifitnuding and receding wedges for laboratory-
scale problem of (a) regional flux experimentallpeon and (b) field scale problem (reported in

Chang et al. 2011).
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Figure 3.9. Comparison of toe migration ratesifitnruding and receding wedges for laboratory-

scale problem of areal-recharge flux experimentaibiem.
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In order to understand the fundamental reasonHerdifference in the transport time
scales, we analyzed the underlying velocity distidn (or flow field) near the intruding and
receding wedges. Figure 3.10 shows the model-qestivector field for the system at the two
steady state conditions SS1 and SS2 (for the rabfrx system). The length of each velocity
vector presented in Figure 3.10 is directly projposl to the magnitude of the velocity. The
figures also show the 50% concentration contoudebtneate the wedge location. Several
interesting observations can be made from theselgtstate data. First, the vector field shows
that the velocities in the freshwater region abtheewedge are much higher than the velocities
in the saltwater region (velocity vectors of sadtter are small and we will use log scale to better
visualize these vectors in a later figure). It cenobserved that the freshwater flow from the
inland boundary converges into the narrow zone alibe salt wedge and discharges within a
high velocity region as it approaches the sea-bmiendary. On the contrary, saltwater flow
velocities below the wedge are small forming a treddy stagnant region. Upon closer
observation one could observe a convection catutating saltwater beneath the wedge. Also,
there is a stagnation point (with opposing flowtees) present near the toe of the wedge at the
bottom of the aquifer.

To better understand the transport dynamics undesient conditions, we plotted the
velocity fields for both intruding and receding wgedafter two minutes of transport (i.e., two
minutes after the steady state condition was geeti)t This data is shown in Figure 3.11. In
order to better visualize the low velocity pattepnesent beneath the salt wedge, we transformed
the velocity vector field in log scale and FiguréZBshows the vector field computed at various
times. The first picture, Figure 3.12a, simply gr@&s the steady-state (SS1) data shown in

Figure 3.10a in logarithmic scale. One could ndeady see the circulation cell and the
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stagnation point (present at around 20 cm) in lbgstransformed velocity vector plot. Note,
under the wedge, saltwater continuously entersathefer from the bottom and exists slightly
beneath the wedge, forming a convection cell.

Figure 3.11a and Figure 3.12b show the velocitidfief the transient intruding salt
wedge (2 mins of transport after SS1). The figwslesw that the transport process distorts the
convection cell when wedge is migrating into theitey. All the vectors below the wedge are
now pointing towards the landward direction. Whittd minutes, the stagnation point has been
pushed into the system by about 26 cm. The relammagnitude of saltwater velocity is still
small (see Figure 3.11a) and the saltwater flowtorscare diametrically opposite to the
freshwater flow vectors forming a stagnation regndrere the velocities reverse; also a distinct
stagnation point continue to persist at the aquifgitom (see Figure 3.12b). In the intruding
system, the saltwater has to advance slowly agamspposing fresh water flow field. Once the
steady state condition is reached (Figure 3.12crtimvection cell was restored.

Figures 3.11b and 3.12d show the velocity fieldhaf transient receding wedge (2 mins
of transport after SS2). A direct comparison & tlow fields intruding and receding flow fields
presented in Figures 3.11a and 3.11b shows thattlesling system is characterized by much
higher velocities since the net freshwater flunsraitted through the system is higher in this
case. Figure 3.12d clearly shows that once thehfmeater flux was increased to initiate the
receding condition, the direction of saltwater wdtew is reversed towards seaward direction.
This flow reversal is a transient phenomenon ansd @ge to the sudden increase in freshwater
flux and the associated changes in groundwatersheakhere is no stagnation point in this
system. Unlike the intruding system, which suppogposing flow fields, here the flow field is

unidirectional with all the vectors pointing towardhe saltwater boundary. Therefore, the
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transport processes associated with a recedingevealy flush the saltwater rapidly out of the

system, facilitating faster transport of the sattige.
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Figure 3.10. Simulated steady-state velocity &efat the regional flux experiment (a) SS1 and

(b) SS2.
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Figure 3.12. Visualization of the velocity fieldear the salt wedge plotted in log scale at (a) SS1,

(b) 2 minutes after SS1, (c) SS2, and (d) 2 minates SS2.
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3.4 Conclusions

Sea-level rise and reduction of recharge due togdm in rainfall patterns and the
associated changes in groundwater fluxes are the tmajor climate-change-induced
hydrological processes that can affect saltwateusion processes in coastal aquifers. The
objective of this research was to conduct laboyasoale experiments to investigate the impacts
of variations in regional and areal-recharge flugassaltwater intrusion in unconfined aquifers.
We have successfully completed laboratory experisném study two types of flux-controlled
saltwater intrusion problems: one controlled by tkgional flow delivered from the inland
freshwater boundary, and the other controlled by tbcharge flow delivered from the top
boundary. The results of the experiments are wgedkvelop a better understanding for the
influence of changes in boundary fluxes on trarissattwater intrusion processes. The results
were also modeled using the numerical code SEAWKIE experimental data presented in this
study are useful benchmarks for testing the validitdensity-coupled flow and transport models
involving flux-type boundary conditions.

Based on our experimental data we hypothesizediteatime scales associated with an
intruding wedge would be higher than a recedinggeedThis hypothesis was confirmed using
numerical simulations completed for problems inuadvtwo different scales (1-m and 1000-m
scales). Our analysis also shows that the intgudiystem supports two opposing flow fields
with a distinct stagnation point at the bottomled aaquifer, and a diffused stagnation zone along
the wedge where the flow velocities reverse diogcti On the other hand, receding systems
support a unidirectional flow field with all the leeity vectors pointing towards the saltwater
boundary. Due to the presence opposing flow fiakld the stagnation zone, the time taken for

saltwater to intrude into an aquifer will be relaly high when compared to the time taken for

64



the saltwater to recede out of an aquifer (whick aawell-aligned unidirectional flow field).
The insights gained from this study help us batteterstand the transport processes occurring
within transient saltwater wedges, and these peasesan be coupled to multi-species reactive
transport formulations Glement et a).1998;Sun and Clemeni1999] to predict the exchange of
nutrients and other contaminants between terrésinih marine waters. Overall, this study has
the following two major contributions: 1) the expeental efforts report transient saltwater
intrusion data for systems involving two types &ixf boundary conditions; and 2) the
experimental observations together with the nurmaériesults point out the time-scale
differences between intruding and receding saltwaezlges and offer a mechanistic explanation

for their difference.
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Chapter 4

LABORATORY AND NUMERICAL INVESTIGATION OF TRANSPORTPROCESSES

OCCURRING BENEATH A SALTWATER WEDGE

4.1 Introduction

Due to rapid urban development, shallow aquifersaastal areas have become highly
vulnerable to contaminants dissolved in urban rumater and/or contaminants inadvertently
discharged from leaking underground storage tamkkmdfills that are located close to the
shoreline. These contaminants not only polluteltleal unconfined aquifer, but they also have
the potential to contaminate the entire shorelieach environment. This is due to the presence
of a saltwater wedge, a common feature in coagjalfexrs, which can influence transport
pathways and force groundwater plumes to dischalgeg the beach face. Westbrook et al.
[2005] completed a field study to document the gpamt of a dissolved hydrocarbon
groundwater plume flowing towards a tidally andsseelly forced saline water body in Perth,
Western Australia. Their field data indicate shfredsed discharge where the groundwater
seepage occurred along beach-face sediments vathone less than 10 m from the high tide
mark. The plume discharge was impacted by thesigah movement of the saltwater wedge.
This study illustrated the need for understandhmg droundwater flow dynamics in the vicinity
of the wedge while predicting the exchange of coimants between terrestrial to marine waters.

Figure 4.1 is a conceptual diagram that illustrétes contaminant discharged in coastal

aquifers will be impacted by the presence of thewadge. The anthropogenic contaminants
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discharged within the shallow freshwater zone (ve¢lbve the wedge) would be transported
towards the beach face. In addition, as showrnénfigure, coastal groundwater systems can
also circulate nutrients or other contaminants afine origin within the saline water present
beneath the wedge. The density contrast betweefrébh groundwater and saline ocean water
induces a circulation cell below the wedge which eaable exchange solutes between marine
and terrestrial waters. Saltwater flow induced thys circulator motion is an important
component of the submarine groundwater dischar@®j$Destouni and Prieto, 2003; Li et al.,
1999; Smith, 2004]. It has been well establistied themicals entering coastal water via SGD
have considerable consequence on the marine eeos/glohannes, 1980; Moore, 1996; Moore
and Church, 1996; Robinson et al., 2007; Simmo882]JL Typical groundwater flow velocities
within this circulatory cell would be relatively sith (compared to the freshwater velocities
above the wedge) and hence the transport withinwhdge is expected to be dispersion

dominated.

A4 Freshwater level

Contaminant

TR
o 1)

<—— Salt wedgetoe, Xt 9|

Figure 4.1. Conceptual transport model in unconfioeastal aquifer.
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In the literature, only a few studies have focusadconducting physical experiments to
investigate the contaminant transport processesgroeg near a saltwater wedge. Zhang et al.
[2002] conducted laboratory experiments to viswaleontaminant transport above a wedge.
They completed a set of tracer transport experisnémit tracked the movement of a dense
contaminant plume discharged above the salt wetlgeir observations showed that a dense
contaminant plume became more diffusive comparedtiddess dense plumes as it approached
the narrow discharge zone near the coastline. diimensional parameters were developed to
qualitatively characterize the plume; no attemp¢ésenmade to reproduce the observations using
any numerical models. Volker et al. [2002] comg@tead numerical modeling study to investigate
the transport of a dense contaminant plume in aonfined aquifer. Their simulation results
were also compared against experimental data. sftlty modeled the sea-side boundary using
two types of boundary conditions: a) as constaatifeeshwater boundary that neglected density
effects, and b) as a constant head saltwater boytitz included density effects. Their results
indicated that when the plume is away from the lolany, predictions based on both approaches
matched reasonably well with experimental resuttewever, as the plume approached the coast,
the experimental data indicated that the plume belluplifted along the saltwater interface and
finally exited along the shoreline. This obserwgdifting and shore-focused discharge patterns
were recreated only by the model that considereditleeffects. The model that ignored density
effects predicted an incorrect travel path wheeepglume travelled further into the sea and exited
under the seabed. The study concluded that ignp@@awater intrusion effects would not only
underestimate the amount of contaminant mass gx#iong the beach face, but it would also

result in simulating unrealistic transport pathways
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A few laboratory studies have focused on understgndhe effects of tides on
controlling transport patterns in coastal aquifeesar the groundwater-ocean boundary. For
example, Boufadel [2000] studied the transporhwals of nutrients used for remediating
beach-face contaminants resulting from the passpmils. Laboratory experiments using two
types of density gradients were completed to ingast the effects of tides and buoyancy on
beach hydraulics. In both experiments, the autbbserved that the groundwater flow from the
aquifer moved seaward via the intertidal zone amthed out near the low tide mark. The
experimental data was modeled using a numericalilator, which was then used to design
nutrient delivery strategies for bioremediating odntaminated beaches. Kuan et al. [2012]
completed laboratory experiments to study tide-gadiuicirculation processes that would lead to
the formation of an upper saline plume within theertidal zone. They found that the presence
of the upper saline plume moved the fresh grounemdischarge zone towards the low tide
mark and restricted the movement of the salt wedtlangasekare et al. [2006] presented a
laboratory dataset that characterized the movewpfaense saline plumes in a tsunami impacted
aquifer. Their laboratory study first simulate@ ghre-tsunami initial conditions by setting up a
constant regional hydraulic gradient. Their expemnts used a variety of dyes to study the
mixing of different types of salt waters and theteractions with regional freshwater. Initially,
an uncolored fresh groundwater (identified as Shwater”) plume was allowed to flow from
right to left toward the dense seawater boundahychivwas marked green. The green seawater
was allowed to intrude the aquifer from the leftfbtom a steady-state saltwater wedge. The
inundation caused by the tsunami wave was thenlatetuby evenly discharging a fixed amount
of red-colored saltwater, identified as “tsunamwater. In addition, a blob of red-colored

tsunami water was also injected directly into thaiger to mimic saltwater flow via open wells.
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Qualitative observations were made to understandfdte and transport of different saltwater
plumes. The study used non-dimensional analysch#wacterize the transport times, however
no quantitative numerical assessments were madee df) different types of colored waters
allowed researchers to visualize various types iging effects; in the current effort, we employ
a similar approach to study contaminant plume niigmaprocesses occurring near a saltwater
interface.

Above studies have demonstrated the importancendérstanding the role of a salt
wedge when predicting the movement of a contamipkmbe in coastal aquifers. While several
experimental efforts have focused on studying aoimant transport above a wedge, as per our
knowledge, so far no one has studied the fate @mdport of contaminants beneath a saltwater
wedge. Kohout [1960] was the first to completieed study in Florida and estimated that the
saltwater flux circulated through the system iswlii®% of the fresh groundwater flux flowing
towards the sea. Destouni and Prieto [2003] cotapla modeling study to develop empirical
correlations between groundwater fluxes presenwvalsnd below a saltwater wedge. Their
correlations also show that the saltwater fluxosghly an order of magnitude smaller than the
freshwater flux. Smith [2004] completed a comprediee modeling study and concluded that
the amount of saltwater flux circulated within thestem can vary widely and would depend on
the level of dispersion in the system. Howeversthad these studies are based on theoretical
modeling data and so far no one has provided exgatal data to quantify the circulating
saltwater flux and the associated transport pr@esess

The objective of this effort is to conduct well-¢mlled contaminant transport
experiments to study the dynamics of groundwataw flransport patterns beneath a saltwater

wedge and relate the transport to the flow pattpresent above the wedge. We used a novel
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experimental approach that employed a variety @ddyaters to map and compare the mixing
and transport patterns occurring above and belmsalavater wedge. The experiments were
simulated using a numerical model. The model & tused to investigate these transport

problems in a larger scale problem.
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4.2 Methods
4.2.1 Experimental Method

Figure 4.2 shows the experimental setup used sstudy. The dimension of the flow
tank was 50.5 cm x 28 cm x 2.2 cm. The originhef Cartesian coordination system used to
record experimental observations was set at thebtegfom corner of the tank. The tank was
fitted with three distinct flow chambers. The righlet chamber was used to supply freshwater
flow delivered using a peristaltic pump. The seael was set to 25.1 cm by adjusting the
saltwater head at the left outlet chamber. Thdrakporous media chamber was filled with
silica glass beads of diameter 1.1 mm. The beagte wacked under saturated conditions to
prevent the trapping of air bubbles inside the tarikin stainless-steel meshes were used to
separate the side chambers (boundary conditioos) the porous media chamber. Freshwater
level at the right boundary was set at 26.03 cne Aydraulic conductivity (K) of the tank was
measured using the in-situ method described in Sompget al. [2003]. The average value of
conductivity was 1.03 cm/s. The measured valuesatifvater and freshwater densities were
1.025 g/cm3 and 1.000 g/énmrespectively. All the experimental parametesscuin this study
are summarized in Table 1. The transport expetisnerere recorded using a video camera
(Panasonic HDC-HS250). Other experimental proceiused were similar to the ones reported
in our previous studiesAparca and Clemen2009;Goswami and Clemen2007;Goswami et
al., 2009]. However, in this study, as shown in Fegdr2, the flow tank was slightly modified to
accommodate a long needle and a short needle gthe800 mm and 50 mm, respectively, and
thickness of 1.6 mm. These needles were burig¢deriank to allow tracer injection above and
below the wedge. Both needles were set in the wdrédn the porous medium was wet packed.

In addition to this physical modification, in th&udy we employed a multi-colored tracer
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scheme to map various transport processes. Tlnschsed three different types of waters to
discern the colored freshwater (dyed red) and déveseer water (dyed green) colorless the
seawater (colorless). Note that in all our presieMperiments, the saltwater wedge was colored
red. In this effort, we reversed the coloring snbeand created a colorless salt wedge, which
allowed us to better visualize the tracer transpatterns occurring under the wedge. The
freshwater was marked using 1 ml of red food cédorevery liter of water. The dense tracer

solution was prepared by mixing 1 ml of green dyedvery 250 ml of saltwater.

4.2.2 Details of Tracer Transport Experiments

Three types of tracer solutions with density valog$.000, 1.0125 and 1.025 g/t mere
prepared to conduct three different transport arparts (identified as Test-1, Test-2 and Test-
3). Test-1 and Test-2 are baseline referencepoahsxperiments that involved injection of 22
ml of tracer slug with density values of 1.000 (el tracer) and 1.0125 (dense tracer),
respectively, above the saltwater wedge very dioske freshwater boundary (see Figure 4.2 for
details). The volume of the tracer slug was 22which was injected in about 8 seconds,
yielding an injection rate of 2.75 ml/s. The xaocdinates of the injection point are: x = 45 cm
and z = 22.5 cm. The tracer slugs were allowettasport with the freshwater flow and the
images were recorded at different times until thene reached the exit boundary. The result of
Test-1 was used to calibrate a numerical modeldpyséing the dispersivity values, and Test-2
data was used to test the model performance.

Test-3 was the most important tracer study thatnded the transport patterns occurring
beneath the wedge. The coordinates of the injeq@nt are: x = 4.0 cm and z = 0.5 cm. About

11 ml of saltwater solution with a density value ©D25 g/cm (which is identical to the
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seawater in the left tank) was injected beneathwibege. The injection time was 40 s, yielding
an average injection rate of 0.275 ml/s. Noteesithe ambient density of water present beneath
the wedge was 1.025 g/émand hence the tracer slug acted like a neutabtrwithin the salt

wedge.

4.2.3 Numerical Modeling M ethod

The MODFLOW-family variable density flow code SEAWAGuUo0 and Langevin2002]
was used to model the experimental data. A unifovordimensional grid of dimension 0.5 cm
(102 cells in the x-direction and 50 cells in thdiection) was used to discretize the flow tank.
Thickness of numerical cells was set to 2.2 cmcivhs identical to the thickness of the tank.
The saltwater head at the left boundary was s2btb cm for the entire simulation. Freshwater
was allowed flow from the constant-head boundatyrséhe right hand side tank. The value of
specific storage (pwas set to I&cmit. Similar to the Goswami and Clement [2007] studg,
used the confined flow approximation to simulats gteady-state experiment. All fifty model
layers (of thickness 0.5 cm) were set as confiagdrks, and the boundary heads (i.e., the water
levels at both saltwater and freshwater bounda&ak&ys remained slightly above the top layer.
The bottom of the model was set to a no-flow boupdandition. The values of longitudinal, ()
and transversab) dispersivity were initially selected based on Wadues suggested by Abarca
and Clement [2009], and were adjusted to fit thetnad tracer transport (Test-1) data and were
later verified using dense tracer transport (T@st&ta. The total variance diminishing (TVD)
scheme solver was selected for simulating all #iedxperiments. A Courant number stability

constraint of Ck 0.5 was used in all the simulations.
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Table4.1: Model parameters used for simulating the lab prable

Parameter Symbol Value
Horizontal length L 50.5cm
Saltwater elevation H 25.1 cm
Saltwater elevation H 26.03 cm
Hydraulic conductivity K 1.03 cm/s
Specific storage, S 1x10° cm™*
Longitudinal dispersivity | o, 0.05cm
Transverse dispersivity | ar 0.005 cm
Saltwater concentration | Cs 0.035 gcm
Saltwater density Ps 1.025 g/cm
Freshwater density Pt 1.000 g/cr
Density slope E 0.714
Porosity n 0.385

75



Table4.2: Model parameters used for simulating the field prob(modified from Chang et al.

2011)
Par ameter Symbol Value
Horizontal aquifer length L 1000 m
Vertical aquifer thickness B 30m
Inland groundwater flow rates 1@ow flux) 0.105 ni/day
Q. (High flux) 0.210 ni/day
Hydraulic conductivity K 10 m/day
Specific storage, S 1x10° m*
Longitudinal dispersivity oL 0.4m
Transverse dispersivity o 0.04m
Saltwater concentration C 35 kg/n?
Saltwater density Ps 1,025 kg/n
Freshwater density Pt 1,000 kg/n
Density Slope E 0.714
Porosity n 0.35
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77



4.3 Results
4.3.1 Transport of Tracer Slugs I njected above the Wedge

Figure 4.3 shows time series of pictures of thetnaétracer slug as it travelled from the
injection point, located near the freshwater boupdao the saltwater boundary. The
photographs were taken at 0, 5, 10 and 15 minutes iajecting the slug. The experimental
data indicated that the plume required about 20utasfor traversing the entire flow domain.
The figure also shows the model simulated plundiftdrent times. In the figure, the salt wedge
is identified by white solid line which represetite 50% isochlor. The color filled plumes were
generated by the contouring software that usedofl@ving color coding scheme: red > 0.8 %;
yellow 0.8-0.7 %; green 0.7-0.3 %; turquoise 0.85@%; and blue < 0.05 %. As a part of this
simulation study, the dispersion parametgrandor were adjusted within an expected range to
reproduce the observed plume spreading levels.edBaa qualitative comparison, dispersivity
values ofa. = 0.05 cm andir = 0.005 cm were able to recreate the observedgkpneading
patterns. These values are within the range afegateported in a previous studybprca and
Clement 2009] that used a similar type of flow tank. Alle model parameters used for
simulating this baseline experiment are summarinetiable 1. Both lab and model-simulated
results (see Figure 4.3) indicate that the shapespatial extent of the plume lifted upward as it
approached towards the discharge boundary. Oydhal model simulated tracer transport
patterns agreed well with the experimental data.

The second tracer experiment was completed to phimassemble a dataset to test the
performance of the model. In addition, the sectmader test also explored how a dense plume
would behave as it sunk and interacted with thegeedAll the model parameters including the

dispersion coefficients used were identical tohkies used for simulating the Test-1 dataset.
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Figure 4.4 shows the experimental data for the eldrscer plume as it travelled from the
injection point to the saltwater boundary. Thetplgoaphs were taken at 0, 5, 10 and 15 minutes
after slug injection. The dense plume also tocdual20 minutes to traverse the flow tank. The
figure shows that the model-simulated plumes d¢idiht times
It is interesting to note that the dense plumeialiyt started to sink and the sinking

process continued for about 10 minutes; duringttms, the core of the plume sank by about 10
cm in the vertical direction. The model was ablegproduce this sinking pattern. As the dense
plume approached the salt wedge, the flow direcstarted to change and the tracer plume
started to rise upwards due to the presence afaait wedge that almost acted as a flow barrier.
Since the freshwater flow regime was characteribgdstrong advection the dense plume
remained stable throughout the experiment. Kanhal.4¢2008] studied the transport of a dense
plume of nano-particles under strong advection-cateid flow conditions, and their data also
showed such a stable dense plume transport pat@&oswami et al. [2012] recently published a
comprehensive study to investigate the dynamicssioking and buoyant plumes and

demonstrated the role of advection in inhibitingrpé instabilities.
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Time = 0min Time =5 min Time =10 min Time =15 min

Fig.4.3. Comparison of observed data with numépoadictions for the neutral plume transport
experiment (Top figure: lab data; Bottom figuréSEAWAT predictions with color filled
contour -- red > 20 %; yellow 20-14 %; green 14-8&4d turquoise 8-1 %; also, white line is

the 50% saltwater contour of the wedge)

Time = 0min Time =5 min Time =10 min Time =15 min

Fig. 4.4. Comparison of observed data with numéepeadictions for the dense plume transport
experiment (Top figure: lab data; Bottom figureSEAWAT predictions with color filled
contour -- red > 20 %; yellow 20-14 %; green 14-8&d turquoise 8-1 %; also, white line is
the 50% saltwater contour of the wedge)
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4.3.2 Characterizing Tracer Transport Patterns beneath a Saltwater

The above two tests allowed us to estimate thesp@m parameters for the experimental
system, and also allowed to visualize the trangpaiterns occurring within the freshwater zone,
which served as baseline information. Test-3 via@smost important experiment that directly
mapped the transport patterns occurring beneathwibdge. Our preliminary experiments
indicated that transport under the wedge would vave little advection, and hence even a small
fraction of density difference between the ambieater and the tracer slug would lead to
buoyancy effects. Therefore, we carefully matctiezl density of the green-dyed dense tracer
solution as identical to the ambient saltwater sotu Figure 4.5 shows the migration patterns
of this neutral (neural since the tracer densitys weatched to the ambient saltwater density)
plume release beneath the saltwater wedge. Thtaldigctures were taken at 0, 60, 120 and 180
minutes after injecting the tracer slug. The fegatso shows the model predicted results, which
are in good agreement with observed data. Unhkettansport in the freshwater domain, the
transport beneath the wedge was extremely slowe tidcer slug was circular in shape at the
time of injection; however, the circular slug starto degenerate rapidly and the evolved into an
elongated plume of irregular geometry within a tieky short period. The bulk of the plume
mass remained at the bottom of the tank with agédmlike” structure evolving upward; the
fingers rapidly extended and were flushed out efdfistem by the strong advective flow active
near the interface. Due to dilution of the plumass it was difficult to delineate a distinct
plume in the digital photographs taken after abbhburs of transport; however, some residual

mass was still visible in the tank. It took approately 6 hours (estimated based on visual
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observation of the remnant green residues in thk) thor the tracer slug to flush out of the
saltwater region.

Several interesting observations can be made fltum laboratory dataset. First, the
plume residence time within the saltwater regiors @whout 6 hours, which is much higher than
the 20 minute residence time estimated for thenwaser region. The numerical model also
required about 6 hours to fully flush the traceigsbut of the system. Second, the plume was not
tracking the idealized circular flow path commordgpicted in textbooks Fptter, 2001;
Goswami et aJ.2009]. Due to dispersion effects, the plumeiath an elongated shape as it
approached the interface. Once the plume reatteethterface, a diffused fraction of the plume
transported rather rapidly along the mixing zond discharged out as a narrow finger. The
model was able to reproduce these complex tranpptigrns well.

To test the scalability of the observed transpattgsns, we completed numerical
simulations for a field scale problem, which basada modified version a problem discussed in
Chang et al. [2011]. The problem considered adwaeensional confined aquifer which is 1000
m long, 30 m deep and 1 m wide. Dispersivity doefhts are set tay. = 0.4 m andir = 0.04
m. Porosity was assumed to be 0.35. The seavelfixed at 30 m along the left side of the
model boundary. A constant amount of regionalhneger flow was allowed to flow from the
inland boundary, and areal-recharge was set ta zZdtonerical simulations were completed for
two conditions that modeled low and high regionalugpdwater flow scenarios which used the
flow rates of 0.105 fiday and 0.210 fiday, respectively. These relatively low leveldlakes
were selected to allow simulation of relatively dosalt wedges. In order to study the tracer
transport patterns, two tracer slugs (one abovewdege and one beneath the wedge) were

released simultaneously by setting the initial e¢tonl of four model grid cells (total grid volume
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of 64 nt) to 100 kg/m. To be consistent with Chang et al. (2011) studg, used the fully
implicit method option available in SEAWAT for aur field scale simulations. Other model
parameters used were identical to the ones usedhang et al. [2011] study (details are
summarized in Table 4.2). Steady-state locatiohefsalt wedge toe for the high flow rate
problem was found to be around 390 m away fronttastal boundary and for the low flow rate
problem it was around 730 m away from the boundaRigure 4.6 summarizes the tracer
transport scenarios predicted under both high amdflow conditions. In the figure, the salt
wedge is identified by a black solid line which megents the 50% isochlor. The color filled
plumes were generated by the contouring softwaateubsed the following color coding scheme:
red > 0.8 kg/r yellow 0.8-0.7 kg/rfy green 0.7—0.3 kg/Mmturquoise 0.3-0.05 kgfinand blue

< 0.05 kg/mi. The figures show the observed plume pattertes 860, 20,000, 40,000, and
60,000 days of transport. The data show that 4fde000 days of transport, the center of the
freshwater slug that was released above the wedgelled about 400 meters and 800 meters
under low and high flux conditions, respectivelBased on these transport times the average
pore-scale transport velocity calculated for thegdems are 1 and 2 cm/day, respectively, which
agrees with the expected values. The presendeea$dlt wedge lifted the freshwater plumes,
and at later times, due to converging flow condsicthe center mass moved slightly faster than
the average freshwater velocity. During the samaasport period (of 40,000 days), the saltwater
slug, which was released beneath the wedge, tealvelly about 170 m and 220 m under low
and high flux conditions, respectively. Once tlaévgater plume reached the plume wedge, it
fingered along the wedge and flushed out rapidiynfthe system. The overall transport patterns
predicted by the field scale model were quite amib those observed in our experimental tank.

Due to dispersion effects, the circular transpathway could not be established within the
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system; once the slug reached the wedge the butkeotontaminant mass transported rather
rapidly along the wedge. The flow budget analysiBcated that the amount of saltwater flow
circulated within the low and high flux systems we3.069 and 0.096 day, respectively.
These fluxes primarily control the transport pr@sssoccurring beneath the wedge. Therefore,
we completed further simulation studies to quantifg sensitivity these fluxes to changes in

model parameters (dispersivity values) and bounfiagings.

Time =0 min Time = 60 min Time =120 min Time = 180 min

Fig.4.5. Comparison of observed data with numenxadictions for the transport experiment
completed beneath the wedge (Top figure: lab dBi@ttom figure: SEAWAT predictions with
color filled contour -- red > 20 %; yellow 20-14 %reen 14-8 %; and turquoise 8-1 %; also,

white line is the 50% saltwater contour of the wadg
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Fig. 4.6. Model simulated results illustrating tin@nsport processes occurring above and below
the saltwater wedge for the field-scale test pnobléa) simulations for low regional flow of
0.105 ni/day and (b) simulations for high regional flow @210 ni/day. Initial contaminant

concentration at the sources was 100 Rg/m
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4.3. 3 Senditivity of Recirculating Saltwater Flux to Dispersion and the Type of Boundary
Condition

Smith [2004] pointed out that the saltwater fluscalated within the system under steady
state conditions is strong function of the levelnmking (value of dispersivity) in the system.
Therefore, we first completed numerical experimeantg€haracterize impacts of dispersion on
our field-scale problem at different boundary fluglues. Simulations were completed by
varying the regional flux from 0.15 to 1.8fuay; the model was run for a sufficiently long
period until steady state conditions were reachiaslo sets of simulations were completed using
longitudinal dispersivity values of 0.4 m and 4 the ratio of the transverse to longitudinal
dispersivity value was set to 0.1. Furthermoreljtehal simulations were also completed using
identical model parameters and freshwater flux esluout the freshwater deliver point was
modified; instead of injecting the flow from thght regional boundary, we distributed the same
amount of flow from the top of the model to simelat system involving areal recharge flux
boundary condition. The regional flux was set toze these simulations. Chang and Clement
[2012b] completed laboratory experiments to compsakwater intrusion problems involving
regional and areal recharge boundary conditionkeirTdata indicate that while the extent of
saltwater intrusion is highly sensitive to the miigphe of the freshwater flux, the extent is almost
insensitive to the type of boundary (recharge eabrcondition. Their results also revealed that
the wedge in the regional-flux experiment was traokl almost linear, whereas the wedge in the
areal-flux experiment was relatively thin and slthplkee an exponential decay curve. However,
the impact of these differences on saltwater ra@aton patterns was not investigated in Chang

and Clement [2012b] study.
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Figure 4.7 summarizes the results of this sensitistudy. Firstly, as expected, the
amount of saltwater flux entering system was propoal to the amount of freshwater flux
entering the system. Furthermore, when the dispgrsalue was increased, the amount of
saltwater flux circulated within the system alsargased. This is because, higher dispersion
resulted in more mixing which facilitated saltwatkrshing; this resulted in driving a cyclic
process that allowed more saltwater to enter tiséery. Interestingly, the relationship between
saltwater and freshwater fluxes was not sensitivéhe type of boundary condition used for
modeling the inlet boundary; i.e., the location véhthe freshwater flux is allowed to enter the
system. The results show that both regional amé #lux boundary conditions resulted in
inducing almost identical amount of saltwater fluXVe completed an analytical analysis to
generalize some of these results using the nonrdiloeal parameters proposed by Smith [2004].
In order to normalize the relationship betweenhvester inflow @ and saltwater inflow Q we
used a modified version of a dimensionless freseamfaix parameter proposed by Smith (2004),

which is defined as:

*

_ BKBW (1)
O Q

Wheref is the fluid density ratid{ [LT!] is the hydraulic conductivity, B [L] is the satted

aquifer depthQ; [L3T"1] is the rate of freshwater inflow, and W is the ifguwidth of the
aquifer [L]. The amount of saltwater circulatedtivim the system was quantified using the
following dimensionless parameter (defined as thregnt saltwater circulation (PSC) in Smith

[2004] study):

PSC = Qs/Q¢ 2)
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Where Q [L3T~1] is the rate of saltwater flow into the system. painted out by Smith (2004),
the parametev” is the ratio of free convection velocity to forcemhvection in the system. Also,
V* is simply the inverse of the non-dimensional patan “a” commonly used in Henry
problems Henry, 1964; Simpson and Clemen2004]. The derivation for Henry problem’s
parameters are shown in Appendix 6. Figure 4.8qmts the data reported in Figure 7 in a non-
dimensionless form. Visualizing the data in thi;iydimensional format allowed us to compare
the data for the current problem with other litaratderived data (which are shown marked
using various symbols in Figure 4.8). The figuleows that the percentage of saltwater
circulated within the system scales well with tlem+dimensional freshwater flux parameter V*.
Furthermore, the values V* and PSC predicted ferdtrrent problem are within the range of
values observe in other published problems of ifiescales. Similar to Smith (2004) study,
the relationship between PSC and V* shows a naslirend, and it is a strong function of the
mixing level (or value of dispersivity). The figurshows that the non-dimensional format
proposed by Smith [2004] provides a robust framéwor correlating the relationship between

freshwater and saltwater fluxes for a variety afippems of different scales.
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4.4 Conclusions

In this effort we have completed both laboratorg anmerical experiments to study the
contaminant transport patterns occurring beneaaltavater wedge. For comparison purposes,
we have also completed transport experiments to coapminant transport patterns occurring
above the wedge. Results indicate that the tinaéesassociated with the transport processes
occurring below the wedge are distinctly differénaim the transport processes occurring above
the wedge. The typical solute residence timesca®d with steady state saltwater circulation
cell beneath a saltwater wedge are at least am ofdeagnitude higher than the residence times
associated with the freshwater flow occurring abtive wedge. The experimental dataset
showed that it took approximately 6 hours to fullysh the tracer slug when it was released
beneath the wedge, and on the other hand, it tbokta80 minutes to flush the tracer slug when
it was released above the wedge. The experimeiatal also indicated that the tracer slugs
released below the wedge did not follow an idedlizecular flow path commonly depicted in
textbooks Fetter, 2001;Goswami et a).2009]. Due to dispersion effects, the plumeiradih an
elongated shape as it approached the interfacece @re interface was reached, a diffused
fraction of the plume transported rather rapidigngl the mixing zone and discharged out as a
narrow finger. The modeling results for both sneald large scale systems showed similar
transport patterns. The modeling data also confirthat dispersion plays an important role in
controlling the amount of saltwater flux recirceédtbeneath a wedge. Model simulations show
that when mixing across the wedge was allowed ¢oease (by using high dispersivity values)
the amount saltwater flux circulated beneath thelgeealso increased. The percentage of
recirculated saltwater flow in a system correlatedl with a dimensionless flux parameter,

proposed by Smith [2004], for a variety of probleofiglifferent scales. While the experimental
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results showed that the saltwater flux was aboutrdar magnitude less than the freshwater flux,
the theoretical modeling results show that whenvtiae of dispersion is high the saltwater flux
could be comparable (or even be higher) than #shfvater flux. These theoretical results were
consistent with the results reported in Smith (3004

The insights gained from this study help us betiederstand the solute exchange
processes occurring between terrestrial and maraters. The current and Smith (2004) studies,
however, have focused only on understanding stetatg- systems with a constant sea level
boundary condition. Further studies are neededttoly dynamic systems which can be
influenced by transient boundary conditions which inpacted by tidal cycles and other long
term changes such as sea level rise. It will be aiteresting to quantify the impacts of mixing
due to fluctuations transport velocities inducedcbynges in boundary conditions, changes in

recharge fluxes, and perturbations arising froniapleterogeneities.
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Chapter 5

CONCLUSIONS AND RECOMMENDATIONS

6.1 Summary and Conclusions

The overall goal of this research is to developetien scientific understanding of the
dynamics of a saltwater intrusion and the assatitBnsport processes in coastal groundwater
aquifers. Our first objective of this investigatics to understand the long term impacts of sea-
level rise on saltwater intrusion processes in io@adf and unconfined coastal aquifers. We
completed numerical simulations for a field-scalelyem with a sea level boundary rising with
time. Numerical results provided conceptual ingghto the transient effects of sea-level rise
on saltwater intrusion in coastal aquifers. Tmausation results demonstrated that the rising sea
would initially force the wedge to migrate inlarftgwever, the rise would also result in lifting of
the regional groundwater table which in-turn wonkturally drive the wedge back towards the
sea. Due to this self-reversal process, the imphdea level rise will be negligible on the
steady-state salt wedge if the total freshwatechdigge in the system remained constant. The
self-reversal process will also be active in unowed aquifers; however, in unconfined systems
there would be some level of intrusion caused duehe increase in the value of aquifer
transmissivity (or saturated aquifer thickness)However, it is important to note that this
numerical investigation ignored inundation of loying coastal areas due to sea-level rise and
the associated movement of the coastline. FututBes should investigate these effects.

The result of the first phase of this study dem@stl the amount of freshwater flux

transmitted through the system is most importand&mental parameter that would have the
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greatest impact on the dynamics of saltwater wedgesastal aquifers. Therefore, the second
objective of this study is to conduct experimestaldies to investigate the dynamics of saltwater
intrusion processes in an unconfined aquifer inmgivdifferent types of flux-type boundary
conditions. We investigated the influence of vaoias in regional flow and recharge flows
(resulting from changes in local and regional r@inpatterns, respectively) on a salt wedge
using a laboratory-scale aquifer model. Both tiemtsand steady-state data were collected from
two types of experiments namely the areal-rechasgeeriment and regional-flow experiment.
The experimental results were simulated using tBBVBAT numerical code. The experimental
data themselves are unique and can be used asniemkshfor testing numerical codes that use
different types of flux-type boundary conditions. addition, based on the results of the transient
experiments, we hypothesized that the times seagsciated with the salt wedge intrusion step
(where the wedge moved in towards the land duedaation in groundwater recharge) is larger
than the times scales associated with salt wedgessen step (where the wedge moved back
towards the sea due to increase in recharge). ififpBes that if natural fluxes are restored, it
will require relatively less time to drive the weddbackward and restore a saltwater
contaminated aquifer. Clearly, this is an impartaesult that has an enormous practical
implication for managing coastal aquifers.

Many of the shallow coastal unconfined aquifers ragtinely contaminated by various
type of chemical discharges released from a vagégnthropogenic sources (Westbrook et al.,
2005). Furthermore, regional groundwater flow edso transport large amount of nutrients,
which then could be exchanged across the salt wedlgerefore, the third objective of this study
is to conduct laboratory studies to investigate ¢bhataminant transport processes near a salt

wedge. We completed laboratory experiments to ssadlyte transport patterns in both fresh and
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salt water regions present above and below a daltwaedge, respectively. The experimental
data showed that it took approximately 6 hoursulty fllush a tracer slug released beneath the
wedge, whereas it took only about 30 minutes telfla tracer slug released above the wedge.
This result indicates the rate of transport beneatbaltwater wedge will be an order of
magnitude slower than the transport rate abovewtbdge. Based on the experimental and
numerical results we estimated that the transpuodd are expected to differ approximately. The
data also indicated that the tracer slugs relebséulv the wedge did not follow the idealized
circular flow path commonly depicted in textbookBue dispersion effects, the circular slug
released beneath the wedge attained an elongadpe sis it approached the interface. In the
vicinity of the interface, a fraction of the diffed plume transported rather rapidly along the
mixing zone and moved towards the boundary as @wdmger. The modeling data simulated
for a large scale system also showed similar satatesport patterns. The insights gained from
this study help us better understand the solutesp@t processes occurring near a saltwater

wedge.

6.2 Recommendations for Future Work

Several additional investigations could be condiittefurther extend our understanding
of saltwater intrusion mechanisms in coastal agsifeFirst, the findings of this study which
were primarily based on laboratory data and nuraksienulation results could be verified in the
field study impacted by climate change effects.,(isea-level rise, rainfall variations). The
laboratory efforts focused on understanding an liks@é sea level boundary condition that
ignored marine transgression effects, such asah ¢iohdition and seasonal variation. Future
studies are needed to study dynamic systems wilanhbe influenced by transient boundary
forces that are impacted by tidal cycles and ofbeg term changes such as inundation.
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Secondly, the developed two-dimensional code hasralecomputational limitations and should
be improved to reduce the simulation time. Moreusi advection tracking techniques and/or
more efficient numerical solvers can be used tedpgs code. The code could be combined
with an optimization method to analyze water reseunanagement options in coastal aquifers.
Finally, future modeling efforts should focus onupbng density-coupled transport within a
multi-species reactive transport formulation to dice the exchange of nutrients and other

reactive contaminants between terrestrial to masiaiers.
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Appendix 1: Transient Variations in the Toe Posit{r) for 10%, 50% and 90% Isochlor of
saltwater wedge
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Figure Al. The temporal variation offA0%, 50% and 90% of saltwater wedge.

The behavior of X 10% and 90% isochlor of saltwater wedge followikmpattern to 50%

isochlor. Therefore, X50% islcholor is useful to represent the tempatenge of saltwater

wedge.
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Appendix 2 Comparison of Salt-wedge between Central-differeamme Upstream-weighting for
density-weighting scheme
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Figure A2. The comparison of saltwater wedge infezl by central difference and upstream

weighting for density-weighting scheme.

Based omx = 4 m ando,. =1 m (Table 2.1), the grid Peclet number in thdirection is Pg=

Ax/ ap = 4.0. Also, based anz = 0.4 m andiy = 0.1 m (Table 2.1), the grid Peclet number in
the z-direction is Be= Az/ ar = 4.0. These are relatively large values that imaye led to
instabilities in the solutions if the central-ditmce weighting method was used to obtain the
solutions. However. we have not observed any iigialissues in our solution. We also
completed some preliminary simulation to test wasiechemes and model convergence and

found that the wedge location was insensitive &differencing scheme used.

98



Appendix 3 Comparison of Salt-wedge between FDMBWD scheme
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Figure A3. The comparison of saltwater wedge infeezl by dispersivity and by advection

schemes (Implicit FDM and TVD scheme).

The analytical toe position that computed usingyations of Appendix 1 is 625.5 m. Figure

shows that the length ofiXs increased by decreasing dispersivity. For nagairate prediction

of toe position, TVD scheme is applied and compaodchplicit finite difference scheme. In

results, the X 565 m, located close to analytical solution wHespersivity value was 0 for

TVD scheme.
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Appendix 4Analytical Comparison of Salt-wedge Toe PositiantJnconfined and Confined
Aquifers

The basic concepts used for deriving analyticalitsmhs for salt wedge locations using
the sharp-interface approximation are presentedStogck and othersCheng et al. 2000;
Custodio and Bruggemari987; Mantogloy 2003; Strack 1976]. Using the sharp-interface
approach, the toe positigK ) in a steady-state, unconfined flow system cadipted using the

following expressionQustodio and Bruggemat987]:

2

Xy = ("W*Jr L)—J(%ﬁ L) —5B,2(1 + &) (%) (1A)

Where, gis is the depth-averaged flow through the boundzey unit width of the aquifer

[L°TY, B, is the depth of aquifer bottom measured from tteamsea level [L]. W is the

uniform recharge rate [L], § is equal to%, wherep; is the density of fresh water [N
f

andps is the density of saltwater [Mil. Note the above equation is purely a function of
groundwater flows (or fluxes) and it does not depem boundary head levels. Hence, the
location of the saltwater toe position will be insgive to changes in head levels at the sea-side

boundary.

A similar expression for estimating the toe positia a confined flow system can be

derived from the expressions presented by Cheab[€heng et al.2000] as:

o= () e ) o) 2
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Where, B is the thickness of the confined aquitdr [Equation (2A) is similar to (1A) and the
only difference is thel(+ §) term. For seawater, the value of the dimensisnpesametes =
0.025, and hence the terml ¢ 8) ~1. Therefore, wheB?K~ B,%K (or when aquifer
thicknesses are matched approximately) thevXlues predicted for confined and unconfined

flow systems would almost be the same.
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Appendix 5Derivation of Dimensionless Parameters for the Méoblem and Analysis of

Henry-type Problem with Areal-recharge flux andazexgional flux

Notations
— Q po
kd(ps— po)
b=D/Q

& =1/d, aspect latio.

¢ = concentration of salt, in mass per unit volwhsolution [ML?).
Cs = concentration of salt in sea water [M]L

Q = net fresh-water discharge per unit length aiche[L?].
u = horizontal velocity [LT].

v = vertical velocity [LTY].

p = density of solution [ML].

po= density of freshwater [ME].

p<= density of saltwater [MF].

¢@’'= dimensionless stream function

k = permeability of sand fi.

d = thickness of aquifer [L].

| = length of aquifer [L].

P = fluid pore pressure [MIT).

g= acceleration of gravity [LT]

u = viscosity of freshwater [MET 1.

q*, = flux at the coastline or left boundary"IL].

N = recharge rate [LT].
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1. Dimensionless parameter of Henry Problem with negiidlux

Scalar form of Darcy’s law can be written as:

Stream function definition in dimensionless form

g’
ay’

u =

o’
dx’

, d (¢ d [(d¢ ou  ov
VZ(P = T —(p, +— —(p, = —u,— —v,
dx \dx dy \dy Jdx  Ox

From the dimensionless form

0x _d

ax'

0

»_,

dy
ou 0 <ud>_ d dudy  d?ou
dy' 9y \q*/ qdydy  q*oy
617'_ 0 (vd)_ d dv dx _ d? ov
ox'  dx'\q*) q*oxdox  q*ox

ac’  d C>_1acax d ac
"~ C,0xdx’ Cg0x
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ap'_a(p—po)_ 1 dpox d dp
ax’ ax’' Ps — Po ps_poaxax, ps_poax

Using these dimensionless form

Equation (3) is converted into dimensioned form

ou' dv' d*ou d*ov _ d?
ox' dx' q*dy qox q -9y Ox

Ju Jv
3’ 7 terms are transformed in terms of pressure,

ou 6[ k(aP)]_kaP
dy  dy oax/]

ﬁaxay
5)
dv 0 [ k (OP )] k 0P kgop 6)
ox Ox dy t Py yaxay U 0x

When Subtract between equation (6) from (5) is

du OJv ap

dy ox gﬂ

Therefore

,_dz(au 617) d2<kgap) d? (uK ps = po poap _ Kd(ps — p,) Oc’
Vo oy Ox ¢\ uox) q \up, d 0x) q* ox’'

using

kpog
Ky

K =

a_p _ Ps— poa_P/
0x d 0x
6,0 ac’
ox’ ax
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2. Dimensionless parameter of Henry Problem with ameetharge flux

q = q,—Nx=f(x)

aq” N
ox
From the dimensionless form
' ud ’ vd ' x ' y ' c ’ P—Po
u = v = X =- ==5CcC =—, =
q*,—Nx q*,—Nx d Y d Cs P Ps—Po
Dimensionless derivation
0x
ox
dy
— = d
ay

T g ayay’ q ay

ou 0 (ud) d 0udy  d*odu

Wy oy\g
w_ a—<vd) - d(— 7 E"’_’ui"’_”a_’?) = d(—i(—N)d+la—vd>
ox'  0x'\q* q** 0x 0x'  q*0x 0x q** q* ox
d? v
= q*z (N’U + q*g

- C,0x dx  C,0x

aC' a(c> 190Cox dacC
Cs

ax  ox -
6p’_6<p—po)_ 1 dpox d dp
dx 0x'\ps—po/ p

s_poaax’ ps_poax
Equation (3) is converted into dimensioned form

Vip'= —— —=———-—
¢ ox' 0x  q*0y q**

ou dv  d*ou d? (N N *6v>_d2(6u 617) dzN
VT Gy q*\dy 0x/ q** v

Due to the presence of the last term, which hasdgions, we were unable to cast this

problem in a fully non-dimensional form. Furtheadysis is needed to study this problem.
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Appendix 6 Development of Two-dimensional NumeriCalde for Simulating Saltwater

Transport in Groundwater Systems
A7.1.Introduction

In the published literature, several numerical codee available for simulating density-
coupled flow problems. The most commonly used saate: SEAWAT Guo and Langevin
2002] which is based on a finite-difference forntila and FEFLOW Diersch 2002] and
SUTRA [oss and Provos2002] which are based on a finite-element formmotta The source
code for SEAWAT uses a modified version of the USg8undwater model MODFLOW to
simulate equivalent freshwater head as the prihciependent variable. In addition, it uses the
popular solution transport code MT3DMS to simulsdédt and other solute transport processes.
Despite the availability of these public-domain/eoercial codes, many researchers have
pointed out the need for more robust density califitev and transport models to study more
complex problems (e.g. metal leachate migratioangport of zero-valent iron, and redox
controlled dense metal plume transport, to namewg f{Goswami et a).2012;Oostrom et al.
1992; Schincariol and SchwartZ1990]. Goswami et al. [2012]for example, has shown that
there are still several inaccuracies in simulategain variable-density systems and hence more
research is needed to formulate computationallgiefft codes to solve these systems.

Henry problem and Elder problem are commonly ussttbmark problems for verifying
density-dependent groundwater codes. Simpson adethedt [2003] studied these two
benchmark problems using a coupled and uncouplpbaph. The test showed that the Elder

problem is better than the Henry problem for tegtiariable-density codes.
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The Henry problem, however, is the only variablensiy problem that has a semi-
analytical solution Henry, 1964]. Henry used an analytical framework toirdethe location
and shape of the interface under a constant sedvesigwvater flow moving toward an oceanic
boundary. Since Henry’s initial effort, severah@t analytical and numerical solutions have
been developed for the original Henry problem byder and Cooper [1970], Lee and Cheng
[1974], Segol et al. [1975], Frind [1982], Huyakaeh al.[1987], and Voss and Souza [1987].
These studies have tested and modified some ajrtbmal parameters to fit Henry’s solution;
Croucher and O’sullivan [1995], reviewed all thesedies and concluded that Henry’s original
analytical solution might have a minor error. 9€d®94] reinvestigated the errors associated
with the Henry solution and suggested some comesti Simpson and Clement [2004]
developed an improved Henry problem. Goswami@iethent [2007] completed experimental
studies to develop a new benchmark dataset andthisembupled-uncoupled analysis to test the
worthiness of the new experimental problem forimgstiensity-coupling effects. The results of
the analysis showed that the proposed experimdmgathmark problem is a more robust
alternative to the traditional Henry problem.

The objective of the present work is to develop canputationally efficient finite-
difference algorithm that can solve a wide varietytwo-dimensional, density-dependent flow
problems in saturated groundwater systems. The w@d then tested using several benchmark
problems discussed in the previous section. Theemigal code is built in Microsoft Excel
based Visual Basic framework. The finite-differedrdODFLOW-family variable density flow
code SEAWAT (Guo and Langevin2002] was also used to simulate the benchmarksdts.
The model uses the pressure-based, finite-differeapproach for formulating the governing

flow equations. The pressure based approachatively simple and direct compared to other
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head-based formulations. For solving the solu@gport, the advection process was solved
using the third-order TVD scheme and the dispefsamnce terms are solved using implicit

finite-difference scheme.

A7.2 Governing Equation

The governing equations for density-dependent atadrflow through a two-dimensional

homogeneous and isotropic porous medium can bessgd as:

d [K <6P )] N d [K <6P >] _ s 6P+6E6C (A7.1)
oxlg \ox dzlg \oz PE )| = Popg¢ ot '

where, Sp [M'LT?is the specific storage in terms of press(u#esi) , P [ML*T?is

pressure,p [ML3]is the fluid density,0 is the water content, K [Llis the hydraulic
conductivity, t [T] is time and x and z are the tearan coordinates, E is the density
concentration slope. The first term in the ripatd side of equation (A7.1) represents the rate
of fluid mass accumulation due to ground-water egjer effects (for example, due to the
compressibility of the bulk porous material anddlgompressibility). The second term in the
right-hand side of the equation represents theaftliid mass accumulation due to the change
of solute concentration.

The two-dimensional transport is modeled using #uvection-dispersion equation,
which is solved using the operator split stratéfye governing equation and the operator split
version of the transport equations can be writken a

(A7.2)

aC N 0 b aC

aC B aC aC
0x

- xax

d
ya_y+&(Dx
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oc  _ac _acC (A7.22)

ot e Wy

ac  a 9 ac
¢ _o8 o 8 .3 (A75.2b)
ot ax 2 oy (Ovgy)

where,V, and Vy[L/T] are velocity, C [ML?] is the solute concentratioB, and Dy [L%T] are

are the hydrodynamic dispersion coefficient.

In the operation split method, the advection part of the equation is solved as shown in
equation (A7.2a) using TVD package. Subsequently, the concentration obtained from
advection (C) is used to solve the dispersion part of the equation as shown in equation
(A7.2b) using Implicit FDM. To calculate velocity at nodes, the specific disgbas divided by
porosity. The general expression for specific lsigsge (Darcy flux) can be written as:

k, P

Ix = =7 32

u o0x
__k 0P (A7.3)
== (G, p8 )
whereq, andgy are the individual component of specific dischaijés pressure [MET?], p is
the fluid density [ML?], g is acceleration due to gravity [[].
Equation (A7.1) and (A7.2) are coupled through equation (A7.4).

p= pr+ EC (A7.4)
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Based on Sl unit, the value of typical seawaterceatration is about 35 kg/m3 and the

freshwater density is set to 1,000 kd/end saltwater density is set to 1,025 kyimith the

density difference, 25kg/m3

density slope of 0.714« ).

Saltwater concentration, 35 kg/m3

A7.3 Model Development

Flow Equation
d [K (ap >] N d [K (ap )] AT 5
oxlg \ox ozlg \oz Pe (A7.52)
K Pi+1‘jm,n _ Pi’]_m,n Pi’]_m,n _ Pi_l’jm,n
- gAx Ax Ax

+ K l (Pi’]_+1m,n _ Pi’]_m,n> B (Pi’]_m,n _ Pi’]__lm,n>l
gAy Ay Ay

K
gy

[pi-%,jm—l,ng —p. 1 .m—1,ng]

wheren denotes thath discrete time level” twhen the solution is known, and m is the Picard
iteration level, B; is the pressure head at nafe The subscripts i+1/2, i-1/2 refer to the value

between two neighboring cells. The density betwiaencells expressed as average value. The
nodal order matches the numbering order of VBA legg for all formulation in this study.

The current and previous iteration levels are dethas m and m-1, respectively.

dP ac p;™" — P!
pSy T + 0E— =~ p;;S

Ci]_m—l,n _ Cijn_l
— =~ p + 6E— '
ot Y

(A7.5b)
P At At

where, At = t* — t""lis the time step, which in general is set to mantcceptably small
temporal variation in pressure head.

The finite difference form reduced to

110



al Pi_l'jm'n + bl Pi,]'_lm'n +cl Pi'jm'n +d1 Pi'j+1m'n +el Pi+1,]_m,1’1 = RHS (A76)

where,
al= - gi}iz
bz=- gi;
1=z (gi}z(z * g§;2> * pi’j%
dl = — gi;z
el= - gi}iz

KZ — — Sp -1 0E -1 -1
RHS = E[le,jm U — i + A_tpi,jn _E(Ci,jm t=Cy"

Eq. (A7.6) applies to all interior nodes: at bourydaodes this equation is modified to

reflect the appropriate boundary conditions. Maild lead to a system of linear equations of

the form:

A-P=b (A7.7)
Where, A is a banded square matBixs the vector of unknown pressure at the curiiem tevel
n and iteration levelm, and b is the forcing vector. The set of linelgebraic equations are

solved using a banded version of a Gauss—elimmatdbver.

Transport Equation

The linear formulation for TW scheme for advection package is described below. Equation

(A7.7a) is spatial formulation and equation (A7.7b) is temporal formulation.
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aC aC

o ax VYa_y (A7.7a)
- _ Vijr1/2Ci+1/2 — Vij-1/2Cij-1/2 B Vit1/2iCik1/25 — Vic1/2,iCit1)2;
Ay Ax
ac _ Ci"' —C (A7.7b)
ot At

The TVD scheme adopts a universal flux limitinggeadure to minimize numerical oscillations
which may occur if sharp concentration fronts ameolved. This scheme is mass conservative,
without excessive numerical dispersion, and esalgntscillation-free. Appendix 8 illustrates

the detailed TVD formulation procedure and the egapion of universal limiter.

The implicit FDM formulation is described below fdispersion packag&quation (A7.8a) is

spatial formulation and equation (A7.8b) is temporal formulation.

0 b ac N 0 b aC
ax( Xax) ay( Yay)
~ L] pmotn (Ge™ =G e (G = Gion™ | (A7.82)
Ax | Tivg Ax i-3] Ax '
+ i Dm_l’n Ci’jm,n _ Ci’j_lm,n B Dm_l‘n Ci’jm,n _ Ci’]'_lm'n 7
Ax | Tij+y Ax ij-2 Ax
ac ClHt —C) (A7.8b)
dt At

Note that the average dispersion tensor used isghagal terms is the value that was updated by
the previous iteration step, m-1. The value iswated explicitly so that the equation has only
concentration as an independent variable to salieear matrix.

The general expression for finite difference foem i

azCi_ij’n + b2 Ci’j_lm'n + Cy Ci’jm'n + d2 Ci’j+1m'n + e, Ci+1’jm'n = RHS (A79)
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where,

1

m-1,n
a= Dy 1" 7=
2 XI_E'] AXZ
b, = m-1,n 1
2~ VYy.. 1 2
ij-3 Ay

1
m-—1,n
Dy 1" +Dx 1. AvZ .
i—5j i—35j y Lj-3 >
d, = m-—1,n 1
o1 TS
2 Yij+3  Ay?
e, = m-—1,n 1
- N Y
27 Mg Ax2
*M,Nn
Lj
RHS =
At

Eq. (A7.9) applies to all interior nodes: at boutydaodes this equation is modified to reflect the

appropriate boundary conditions. The resultingesysof linear equations islso solved by the

banded Gauss-elimination solver.

Boundary Conditions

Test problems-1, 2 and 4 use Dirichlet boundaryditam for freshwater boundary. Test

problem-3 uses Numann boundary condition for fredbwinflow. Also, the tank bottom is set

to no-flow boundary for all test problems. Saltaraintrusion modifies the concentration at the

boundary. The detailed modification is expressetthé model setup for each test problem.

Time Step Deter mination
Since advection is solved by explicitly, Couranndition is required to limit transport

time step,At. Courant condition is applied to all simulaticsmaintain sufficiently small time

The length of time step is calculated bwyr@at condition to satisfy the stability
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constraints and accuracy requirements of the tmahspguation. In this study, saltwater
simulation generally set the Courant number to Ol'Be Elder problem decreases the Courant

number to 0.1.

114



A7.3 Results

Test Problem 1: Sinking plume model

The first test problem is an example of dense sdlignsport. Goswami et al. [2012]
provided an experimental and numerical solutiondemted in a two-dimensional flow tank
using three different numerical techniques avadlabl SEAWAT/MT3DMS. The experiments
were designed to represent a sinking groundwateng@land a rising groundwater plume. This
problem is also helpful when applied to practicaVieonmental issues such as contaminant
transport and tsunami issues in coastal aquiféhe domain and boundary conditions describe a
confined aquifer; constant freshwater pressure hi@md maintained on the left and the right
boundary of the main, respectively (see Figure A7The two-dimensional modeling domain is
225 mm long and 180 mm high. The longitudinal drspvity value was set to 0.1 mm and
transverse dispersivity is set to 0.01 mm. Thiteess periods were employed to simulate the
following three experimental stages: (1) steadyestanditions prior to injection, (2) injection of
freshwater/saltwater slug, and (3) migration ofdlorough the tank. The time step size was set
to an initial minimum value of 0.1 s and a maximuatue of 1 s. The Courant number constraint
was set to 0.5. Values for this model are presentdeble A7.1.

The simulated results of third state (migratiorgejavere compared to SEAWAT results
and shown in Figure A7.2. The simulation showsdgagreement with SEAWAT (See Figure
A7.4). The density-dependent sinking study can lbe applied to a different composition in
fluid from typical seawater or the salt concentmatiFor example, Kanel et al. [2008] simulated
the fate and transport of Zero-valent iron nanoglag (INP) and stabilized zero-valent iron
nanoparticles using poly acrylic acid (S-INP) irrgaes media under saturated, steady-state flow

conditions.
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Figure A7.1 Conceptual description of the numerivaldel used for simulating the sinking-

plume experiments (Goswami et al, 2012).

Table A7.1 Summary of numerical model parameters

Property Symbol values
Horizontal length L 23 cm
Vertical Length 3] 18 cm
Hydraulic conductivity K 1.16 cm/s
Porosity n 0.38
Specific storage, S 0.000001crit
Longitudinal dispersivity | o, 0.01 cm
Transverse dispersivity | ar 0.001 cm
Saltwater concentration Cs 0.035 gfcm
Saltwater density Ps 1.025 g/cm
Freshwater density Pt 1.000 g/cr
Density slope E 0.714
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(a) VDFT code (b) SEAWAT

Figure A7.2 Comparison of VDFT code simulation tessagainst to SEAWAT for the sinking
plume experiment at various times at O min (letinpé) , 2 min (middle) and 4 min (right),

Red color > 10% and Blue color 1 —-10 % .
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Test Problem 2: Saltwater | ntrusion M odél

A conceptual model based on Goswami and Clemend7]20vas simulated. The
saltwater behavior in the saltwater intrusion peoblis relatively stable. Goswami and Clement
[2007] proposed the experimental data set thatbmrused as a benchmark problem. The
domain and boundary conditions describe a confiaqdifer; constant pressure heads are
maintained on the left and the right boundary eftain, respectively (see Figure A7.3). This
Henry-type problem is useful to understand the mieseveral hydrodynamic and geologic
factors affecting the flow and transport processhe simplified flow system. In order to
construct the numerical model, the origin of an eeprdinate system was set on the lower left-
hand corner of the plane. A uniform grid of siz@ @m (54 cells in the x-direction and 26 cells
in the z-direction) was used to discretize the 5&1® x 26.0 cm dimensional model. The
saltwater head is imposed on left boundary wheeehtbad is set to 25.5 cm for the entire
simulation time. The value of specific storage (8a¥ set to 1®cm™ for all nodes. All layers
are set to confined layer and bottom of the moglskt to no-flow condition. Freshwater flux is
allowed to penetrate from the right constant-heaghidary. The value of 0.05 cm and 0.005 cm
were selected for the longitudinal and transvedsspersivity coefficient, respectively. Values
for this model are presented in Table A7.2.

Three steady state conditions were selected andlated using VDFT code and
compared to SEAWAT results. The simulation showsdgagreement with SEAWAT for the
steady-state condition (See Figure A7.4). Transenulations for an intruding condition and a

receding condition also show good agreements (8eed=A7.5).
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ifv=0 dol dz =10 +
+ 53 cm >

Figure A7.3 Computation domain and boundary cood#i used in the numerical model

(Goswami and Clement, 2007)

Table A7.2 Summary of numerical model parameters

Property Symbol values
Horizontal length L 53 cm
Saltwater elevation sh 26 cm
Hydraulic conductivity K 1.215 cm/s
Porosity n 0.385
Specific storage, S 0.000001crt
Longitudinal dispersivity | o, 0.01 cm
Transverse dispersivity | or 0.001 cm
Saltwater concentration Cs 0.0371 gicm
Saltwater density Ps 1.026 g/cm
Freshwater density Pt 1.000 g/cr
Density Slope E 0.714
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Figure A7.4 Comparison of VDFT code simulation tesagainst to SEAWAT for steady state

in saltwater problem.
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Figure A7.5 Comparison of VDFT code simulation fesagainst to SEAWAT for (a) intruding

and (b) receding condition in saltwater problem.
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Test Problem 3: Flux-type Henry Problem

Conceptual models based on original Henry prob[@864] and modified Henry
problem Bimpson and Clemer2004] were simulated. The domain and boundanglitions for
the Henry and Modified Henry problem describe aficeal aquifer. A constant pressure head is
maintained on the right boundary and constant fturnaintained on the left boundary of the
main (see Figure A7.6). In order to constructimarical model, the origin of an x-z coordinate
system was set on the lower left-hand corner ofpl@e. A uniform grid of size 5.0 cm (41
cells in the x-direction and 20 cells in the z-diren) was used to discretize the 200 cm x 100
cm dimensional model. The saltwater head is imgpasethe right boundary where the head is
set to 100 cm for the entire simulation time. Thé&ue of specific storage (Ss) was set t8§ &6
! for all nodes. All layers are set to confineddagnd bottom of the model is set to no-flow
condition. The longitudinal and transversal dispvity coefficients are set to zero. Values for
this model are presented in Table A7.3.

The simulated results for (a) original Henry prabland (b) modified Henry problem
were compared to SEAWAT results and shown in Figa#e'. This difference indicates that the
relative importance of the density effects is geeddr the modified case where the influence of
the boundary forcing is reduced [Simpson and Cleng&94]. In this figure, bigger discrepancy
is shown at the bottom of the model when the medifiHenry problem was simulated. The

VDFT code is still under development to predict emaccurate density effects.
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Figure A7. 6 Boundary conditions applied for sotyidenry saltwater intrusion Problem (Henry,

1964; Simpson and Clement, 2003).

Table A7.3 Summary of numerical model parameters

Property Symbol values
Horizontal length L 200 cm
Saltwater elevation sh 100 m
Freshwater darcy flow q 6.6 xi@mi/s
Hydraulic conductivity K 1.0 cm/s
Porosity n 0.35
Specific storage, S 0 cm?
Longitudinal dispersivity | o, Ocm
Transverse dispersivity | or Ocm
Saltwater concentration Cs 35 kg/m
Saltwater density Ps 1,025 kg/m
Freshwater density Pf 1,000 kg/m
Density slope E 0.714
Diffusion coefficient oh 1.886 x 10 cnf/s
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Figure A7.7. Steady-state 50% isochlor distributfon the Henry Problem and the modified
Henry problem.
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Test Problem 4: Elder Problem

A conceptual model based on original Elder Prob]Efder, 1967] was simulated. This
study follow the aquifer property and parameterugal suggested by Simpson and Clement
[2003]. The domain and boundary conditions forEhder problem describe a confined aquifer,
a zero pressure head is maintained on the leftrightl upper corner of the domain (see Figure
A7.8). In order to construct a numerical modeg, ¢inigin of an x-z coordinate system was set on
the lower left-hand corner of the plane. A gridsofe of 16.8 m for x-direction and 6 m of z-
direction (44 cells in the x-direction and 25 catfisthe z-direction) was used to discretize the
600 m x 150 m dimensional model. The value of igestorage (Ss) was set to zero for all
nodes. All layers are set to confined layer antidoo of the model is set to no-flow condition.
The longitudinal and transversal dispersivity cogthts are set to zero. Cells in layer 1 from
columns 12 to 33 are imposed by constant concémratith a value of 285.7 kgfin The
Courant number is set to 0.1. The model summapyaisented in Table A7.3.

The simulated results were compared to SEAWAT tesahd shown in Figure A7.9.
VDFT results show relatively smooth migration dovemds where SEAWAT shows clear
vortices in the model. The VDFT code is still unadkevelopment to predict more accurate

density effects.
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Figure A7.8. Domain and boundary conditions for Etger problem (Simpson and Clement,
2003).

Table A7.4 Summary of numerical model parameters

Property Symbol values
Horizontal length L 600 m
Saltwater elevation sh 150 m
Hydraulic conductivity | K 4.76 x IHcm/s
Porosity n 0.1
Specific storage, S 0 cm?
Longitudinal dispersivity | o, Ocm
Transverse dispersivity | or Ocm
Saltwater concentration Cs 286 kd/m
Saltwater density Ps 1,200 kg/m
Freshwater density Pt 1,000 kg/
Density Slope E 0.7
Diffusion coefficient oh 3.57 x 1¢ cnf/s
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Figure A7.9. 20% (blue line) and 60% (red line)tlné flow pattern of the dense fluid into the

aquifer for the Elder Problem.

A7.4 Discussion

however, some discrepancies

The VDFT code currently reproduces the experimaid avell;

where observed for certain benchmark problems (Hprablem and Elder problem). The

implicit transport package of VDFT code is stilldan development, and further work is needed

to improve this package.
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Appendix 7 Code Formulation based on TVD Schemdétbrection Package

1. General Formulation (assume constaxy

5 Cir,le - Cil,lj _ Qi,j+1/zcin,j+1/2 - C1i,j—1/2cir,lj—1/2 _ Qi+1/2,jcin+1/2,j - C1i—1/2,jcin—1/2,j
At Ay Ax

Rearranging terms
Cin,j+1 = Cir,lj - (Y)rightcir,lj+1/2 + (Y)leftCiI,lj—l/z - (Y)bottomcin+1/2,j + (Y)topcin—l/z,j
Where the Courant numbert,is defined as

ij-1/28t  Vxij—1/24t

(Ve = OAx A
(Y) . _ qi,]'+1/2At _ in,j+1/2At
right 0Ax Ax
(Y) — Qi—l/z,jAt _ Vyi—l/zlet
top GAy Ay
(Y)b _ qi+1/2,jAt _ Vyi+1/2,jAt
ottom — —

0Ay Ay

Applying the same procedure for third-order polymmminterpolation of nodel
concentrations as described in chapter 3 (MT3DM8uah, the concentration values at the left

interface can be derived as

C d d (ay? —d7) d2  Axd dyd, Ayd
Cii-1/2 = Cjayz = %fx B %fy_—yfyy"' ) A e . fyx

6 6 4 3 4

Where,
dy = VXi,j—l/Z At

dy = Vyij-1/24t
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n n
- Cij—1 + Cij

Ciic1y2 = > ,in this study

The normal gradient

The upwind gradient along the y-direction depend¢he directions of the velocities

fy = (Cir,lj—l - Cin—1,j—1)/AX Vyij—1/2 > 0,Vxij-1/2 > 0
= (Cly1jo1 — Cj—y)/Dx Vyij—1/2 > 0, Vxij—172 <0
= (Cir,lj - Cin—1,j)/AX Vyij—1/2 < 0,Vxij_1/2 >0
= (Cin+1,j - Cir,lj)/AX Vyij—1/2 < 0,Vyij_1/2 <0

Based on the first-order derivatives,

Second order derivatives can be calculated below:
fyy = [(fy)i,j_% - (fy)i,j_l_%] /By Vyij-1/2 > 0
= [(fy)iﬁ% - (fy)i,j_%] /Ay Vyij-1/2 <0

fex = [(fx)- 1~ (fx)i_%’j_l] /By Vyij12 >0

I+E,]'—1
= [(fx)i_l_%']- - (fx)i_%‘j] /By Vyij-172 <0

Mixed second-order derivatives (twist terms)

fyx = [(fx)i_%,]- - (fx)i—%,j—l] /Ay Vij—1/2 >0
B [(fX)H%,i - (fX)i+%,j—1] /By Vxij-1/2 < 0
Cin—l/Z,j
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de . dy . (Ax2—d?) d2  Ayd, dydy, Axdy
in—1/2,j 1nl/2] ?fx - ?fy_fox-}_ Z_T fyy+ T_T fxy

Where,
dy = Vyi_1/2At

dy = Vyi-1/2jAt

_ Cilyj + Gij
Cilijzj = #, in this study
The normal gradient
x Ax

The upwinding gradient along the y-direction depeod the directions of the velocities

fy, = (Cl 1j Cin—l,]'—l)/Ay Vyi—1/2j > 0, Vxi—1/25 > 0
= (Cil,ll' - Cir,li—l)/Ay Vyi-1/2j > 0, Vxi—1/2j < 0
(C1 1j+1 ~ in—1,j)/AY Vyiz1/2j < 0,Vxi—1/2; >0
= (Cljs1 — CIj)/8y Vyio1/2) < 0,Vyi_1/2j < 0

Based on the first-order derivatives,

Second order derivatives can be calculated below:

LT O R
= [(fx)i — (£, 1 ]/AX Vyij-1/2 < 0
[( fy). Lk — (&), 1je ]/AY Vxij-1/2 > 0

= [(fy)i,j% - (fy)i,j_%] /By Vxij-1/2 < 0
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Mixed second-order derivatives (twist terms)

fy = |(6),

]__ )1 1]__] /AX Vyi—l/Z,j >0

= [U}LJ+%"(®)FLﬁ%]/AX Vyi-1/2j <0

2. Limiter Application

C—Gi,

C

o
j — Cj-2

Note that
C]'_z = Oand C] = 1

If the concentration profile across the three natesmonotonic,

Which equal to

The right-hand inequality in above equation is mesiu

constraint (1)

The left-hand inequality in above equation is iesur

= Cj_4 constraint (2)

Also, Explicit finite difference solution at noteljis
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Cjn—+11 =CL,—Cr (€' —C' 1)
2 T2

Is transformed in terms of normalized variables,

Since

The worst —case estimate ﬁ)}_‘f_l_l = 0 results in additional constraints 6 , :

2 2

Cn

i} < C, /G, constratint (3)
2

If C],“_l does not lie with above boundary,
2

Therefore
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